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ABSTRACT 

 

STRANGE TRANSLATION - INVESTIGATING IRES-MEDIATED AND CODON NON-

OPTIMAL TRANSLATION DYNAMICS AT THE SINGLE MRNA LEVEL IN LIVING 

CELLS 

 

With the advent of Nascent Chain Tracking (NCT), a technique used to visualize 

single-molecule events of translation in living cells, answering detailed questions about 

how, when, and where translation is occurring in living cells is possible. Since its 

publishing debut in 2016, NCT has provided a wealth of information about translation 

initiation and elongation dynamics, subcellular localization, translation site structure, and 

reaction to stress for both canonical and non-canonical translation in living cells. Here, 

we slightly modify the NCT assay to quantify translation dynamics when a ribosome is 

recruited to an mRNA in a non-canonical fashion and when a ribosome encounters codon 

non-optimal stretches on a transcript.   

The first step of translation requires a primed ribosome to be recruited to a readied 

mRNA. Canonically, this recruitment takes place on the 5’ cap of an mRNA and is termed 

cap-dependent initiation. However, some eukaryotic messages and many viral RNAs use 

an internal ribosome entry site (IRES) to recruit ribosomes and initiate translation in a 

cap-independent manner. Specifically, viruses use IRES elements to hijack host 

ribosomes to translate viral proteins and properly propagate in host cells. While well-

studied in bulk, the dynamics of IRES-mediated translation remain unexplored at the 
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single-molecule level. Here, we developed a bicistronic biosensor encoding distinct 

repeat epitopes in two open reading frames (ORFs), one translated from the 5’-cap, the 

other from the Encephalomyocarditis Virus IRES. When combined with a pair of 

complementary probes that bind the epitopes co-translationally, the biosensor lights up 

in different colors depending on which ORF is translated. Using the sensor together with 

single-molecule tracking and computational modeling, we measured the kinetics of cap-

dependent versus IRES-mediated translation in living human cells. We show that bursts 

of IRES translation are shorter and rarer than bursts of cap translation, although the 

situation reverses upon stress. Collectively our data support a model for translational 

regulation primarily driven by transitions between translationally active and inactive RNA 

states. 

Once the ribosome has been recruited to the mRNA and a start codon located, the 

ribosome will begin decoding the mRNA in nucleotide triplets or codons to ultimately 

create a protein. In some cases, the ribosome encounters a codon that it cannot decode 

efficiently. The relationship between codons and ribosome efficiency is termed codon 

optimality. It has been shown that codon non-optimal mRNA are less stable in cells. 

However, little is known about the effects of codon non-optimality on translation kinetics 

and overall translation regulation. In an ongoing collaboration with the Rissland group, we 

use bulk assays and NCT to address unanswered questions about how codon non-

optimality leads to translation regulation along with mRNA instability. Thus far, we have 

evidence to support that translation repression is occurring in codon non-optimal 

conditions through inhibition of ribosome initiation and slower elongation. Further 

investigations of exact translation repression mechanisms are ongoing.  
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Chapter 1 

Introduction  

1.1  A historical view of translation and its discovery 

In 1958, Francis Crick first proposed the concept of the central dogma, the process 

in which DNA blueprints are converted to functional protein products needed by the cell 

[1]. This process is broken up into two highly regulated steps, transcription, where DNA 

blueprints are encoded into RNA instructions, and translation where RNA instructions are 

decoded into final protein products [2]. Since 1958, researchers have tirelessly worked to 

understand how each of these steps is regulated and importantly how disease-causing 

misregulation occurs.  

Though Crick realized the central dogma in its entirety, he could not have done so 

without the monumental discovery by George Palade in 1955 [3]. With the newly 

developed electron microscope and methodology for separating cell parts, George 

Palade discovered organelles in the cell where protein formation takes place [4]. These 

organelles are complex molecular factories called ribosomes that conduct the process of 

protein synthesis or translation.  

The final missing piece to this puzzle was the middleman or messenger RNA – 

what the ribosome reads to make the desired protein. Interestingly, the discovery of 

mRNA came after that of the ribosome and Crick’s hypothesized central dogma [5]. Up 

until this point, it was hypothesized that at least two RNA molecules were needed during 

protein synthesis – the rRNA in the ribosome and the tRNA that transferred the amino 
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acids to the ribosome for protein synthesis [6]. How the tRNA and ribosomes got together 

was still unknown. It was hypothesized that a short-lived intermediate template existed 

that brings all the protein synthesis components together, but no one knew for sure [7–

9].  

During an after-hour gathering of the minds, Crick and several other colleagues 

discussed ongoing experiments [10]. Two separate groups at this informal meeting had 

been studying the roles of RNA in cells. Through radiolabeling experiments, one group 

became convinced that RNA was the precursor to DNA, but the results were confounding 

[11]. The other group showed through bacteria induction that an immediate chemical 

signal existed allowing for host cells to synthesize needed proteins rapidly but had no 

idea what that signal could be [12,13]. Both groups realized simultaneously that the RNA 

molecule studied by one group was indeed the mysterious chemical messenger of the 

other. Shortly thereafter, in 1961, several groups described the nature of messenger RNA 

and the role it plays as the middle man in the central dogma [14–16].  

Since Palade’s discovery of ribosomes and the establishment of messenger RNA 

molecules, much wisdom has been gained about how translation is conducted within cells 

and how it can be regulated. Translation can be broken down into three stages: ribosome 

recruitment and initiation, elongation, and termination. Each step has its own set of 

required factors that involves coordinated binding, unbinding, and regulation. 

1.2  Introduction to translation initiation  

Typically, mRNA consist of the following sections: a 5’ cap, 5’ untranslated region 

(UTR), open reading frame (ORF), 3’ UTR, and poly(A) tail. First, mRNA are capped by 

a methylated guanosine unusually linked to the next nucleotide in a 5’ to 5’ triphosphate 
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fashion. Adjacent nucleotides can also be methylated in a 2′-O-methylated fashion 

leading to different flavors of the 5’ cap including the cap 0, cap 1, and cap 2 structures 

[17]. This is the site for factor binding and mRNA protection [18]. In between the cap and 

the start codon, is the 5’ UTR. Varying in length between different transcripts, this is 

typically the region where ribosomal scanning occurs [19]. Through complex structure 

formation, the 5’ UTR can also regulate translation [20]. After the start codon is the coding 

region of the mRNA or the open reading frame (ORF). This is the section of the mRNA 

that is translated into protein products [21]. Following a stop codon is the 3’ UTR which 

often contains protein and small RNA binding sites that regulate translation [22,23]. 

Finally, the mRNAs are usually tailed with a stretch of adenosines. The poly(A) tail is 

known to aid in nuclear export and mRNA stability [24].  

For translation initiation to occur, both the small subunit of the ribosome (40S) and 

the mRNA must be primed by the binding of numerous translation initiation factors [25,26]. 

In eukaryotes, a complex orchestra of at least twelve different initiation factors is required 

for translation to initiate [27]. First, the mRNA is readied by the binding of initiation factors 

in the eIF4 family [28]. Though other factors bind to the mRNA, the factors listed here 

have the most established function. eIF4E which binds the 5’ cap is interestingly 

phylogenetically conserved across eukaryotes from yeast to human highlighting the 

importance of this factor in successful translation initiation in multiple species [29]. 

Because of its importance, eIF4E is also a main target in translation regulation especially 

during stress which will be discussed in detail in Chapter 2 [18]. eIF4G binds to eIF4E 

and acts as a scaffold between the ribosome and the mRNA. eIF4G also has a binding 

site for the polyA binding protein (PABP) implying its role in looping mRNAs cap to tail 
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[30]. Because the 5’ untranslated regions (UTR) of an mRNA can be highly structured, a 

helicase, eIF4A, is necessary to unwind a path for the ribosome from the cap to the start 

codon [31]. 

With the mRNA prepared, next, the small subunit of the ribosome must likewise be 

primed by the assembly of initiation factors. The two key initiation factors responsible for 

this are eIF2 and eIF3 [32]. In charge of bringing the initiator tRNA or Met-tRNA to the 

ribosome and recognizing the start codon of an mRNA, eIF2 is essential for cap-

dependent translation initiation [33]. When the start codon is recognized, eIF2 hydrolyzes 

GTP to GDP which leads to the recruitment of the 60S ribosomal subunit and the 

beginning of translation elongation. Because GDP-bound eIF2 cannot bind Met-tRNA, 

GDP must be exchanged for GTP such that other rounds of translation can be initiated. 

A subunit of eIF2, eIF2B is required for the recycling of inactive eIF2-GDP to active eIF2-

GTP [34]. The largest initiation factor, eIF3 serves multiple functions in translation 

initiation. It participates in recruiting the eIF2-Met-tRNA complex to the 40S ribosome. 

Importantly, eIF3 facilitates the recruitment of the mRNA to the ribosome [35].  

Once these initiation factors are in the proper place, the ribosome can be recruited 

to the mRNA but initiation is not done yet. Now the ribosome must move along the 5’ UTR 

until proper base pairing occurs between Met-tRNA and an AUG start codon [19]. 

Obstacles such as complicated structures in the 5’ UTR can dramatically reduce start site 

recognition and therefore translational efficiencies. Through all obstacles, important 

initiation factors eIF1 and eIF1A are responsible for keeping the ribosome in a necessary 

open conformation until a proper start codon is reached [36]. This search for an AUG in 

the 5’ to 3’ direction along the 5’UTR is termed ribosomal scanning [37,38].  
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As the ribosome scans, it will recognize a start codon depending on the 

surrounding sequences, a phenomenon thoroughly investigated by Marilyn Kozak. 

Impressively, from 1979 – 1987, Kozak published six single first-author papers describing 

the influence of AUG flanking sequences on start codon recognition in mammalian cells 

[39–44]. She found through careful comparisons of hundreds of mRNAs and systematic 

mutagenesis that CCAGCCAUGG was the consensus sequence for translation initiation 

with the bolded AUG as the start codon [40]. Once the proper base pairing between the 

start codon and the initiator tRNA occurs, the 60S subunit is recruited and the process of 

elongation can begin [33]. 

While most eukaryotic mRNAs are translated in the canonical cap-dependent 

manner, as described above, some eukaryotic messages and many viral RNAs use an 

internal ribosome entry site (IRES) to recruit ribosomes and initiate translation in a cap-

independent manner [45]. This concept will be discussed in greater detail in Chapter 2. 

 

1.3  Introduction to translation elongation  

The final product after the initiation cycle is complete is an 80S ribosome with a 

start codon paired to an initiator tRNA in the P site of the ribosome [46]. From here, the 

ribosome will decode the mRNA in nucleotide triplicates or codons until a stop codon is 

reached. With the help of the ternary complex composed of elongation factor eEF1A, 

some power (GTP), and an aminoacyl-tRNA, the ribosome can begin elongation [47,48]. 

When proper base pairing between the tRNA-anti-codon and the codon on the mRNA 

happens, peptide bond formation occurs between amino acids in the P and A sites of the 

ribosome [49]. Simultaneously, a ribosomal conformational change occurs that triggers 
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the hydrolysis of GTP ultimately transitioning the ribosome and releasing the now GDP-

bound ternary complex from the ribosome in a process called translocation [50,51]. The 

ribosome, now positioned with the next codon in the A site, is ready for aminoacyl-tRNA 

pairing [52]. This cycle continues – ribosomes decode mRNA in a 5’ – 3’ direction 

synthesizing proteins from the amino terminus (N) to the carboxy terminus (C) – until the 

ribosome reaches a stop codon. When the ribosome reaches the stop codon, termination 

occurs, ejecting the ribosome and fully synthesized protein from the mRNA. 

It has been well established that a major source of translational regulation occurs 

at the initiation stage [27]. However, more evidence is emerging that regulation occurs at 

the elongation stage as well. Through post-translational modifications of elongation 

factors, elongation rates can be modulated ultimately changing the amount of protein 

product output [53]. Even more recently, other regulation pathways have been described 

that activate when ribosomes collide while elongating [54,55]. This mode of regulation will 

be discussed in detail in Chapters 3 and 4.  

1.4  A way to visualize translation in real-time - NCT 

Traditionally, translation output and dynamics have been investigated through 

population studies such as tagging a protein of interest with a fluorescent protein, using 

radiolabeling, or employing bioluminescence [56]. A newer method, called ribosome 

profiling has been developed to see how translating ribosomes are distributed across the 

transcriptome [57,58]. These studies are great at deducing the relative abundance of 

proteins in different cellular conditions and on average where ribosomes are on 

transcripts. However, because they rely on population averaging, cell to cell and RNA to 



	

	

7	

RNA heterogeneity information is lost. To study translation heterogeneity within single 

living cells, an assay with higher spatio-temporal resolution is necessary.  

Luckily, in 2016, five papers were published describing technology to visualize 

single-molecule events of translation in living cells [59–63]. This technology allows for the 

quantification of the heterogeneity of translation dynamics from one mRNA to another 

[64]. To image and quantify single mRNA translation dynamics, fluorescent intrabodies 

(such as Fab [65], scFv [66,67], or nanobodies[68] ) are required. These intrabodies bind 

and label repeated epitopes inserted on the N-terminus of a protein of interest. As the 

protein of interest is translated, the repeated epitopes emerge from the ribosome and are 

bound within seconds by the fluorescent intrabodies [64,69]. This strategy amplifies 

fluorescence within translation sites at two levels: first, multiple fluorescent intrabodies 

can bind the repeated epitopes within a single nascent peptide chain at the same time; 

second, multiple ribosomes can translate the mRNA in polysomes to produce multiple 

nascent peptide chains within a single translation site. These two levels of amplification 

produce bright fluorescent puncta that can be detected with single-molecule precision 

above background using a sensitive fluorescence microscope (Figure 1.1B). As 

ribosomes initiate, elongate, and terminate translation, the fluorescence intensity within 

individual translation sites fluctuates up or down, yielding insights into translation 

dynamics. 
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1.5  New applications for NCT  

With this technology in hand, it is now possible to answer detailed questions about 

the stages of translation and the regulation occurring at each stage (Figure 1.1). For the 

Figure 1.1: Steps of translation and nascent chain tracking assay.  

(A) Schematic briefly illustrating the steps of translation – initiation, elongation, and termination. Schematic also 

displays the components needed for the nascent chain tracking (NCT) assay – 10x FLAG Tag at the N-terminus 

of a protein of interest (POI), Cy3 labeled anti-FLAG Fab, 24x MS2 stem loops in the 3’ UTR, and Halo tagged 

MS2 coat protein (MCP).  (B) NCT assay representative U2OS cell. Crops indicate 1. non-translating mRNA 

and 2. translating mRNA.  
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rest of this chapter, I will describe some of the recent biological questions that have been 

answered using the NCT assay and new advances in probe technology.  

 

The following subsections of chapter 1 are based on the following work (Cialek et al., 
2020). I was the co-first author on this work along with C.A.C. Listed here are the author 
contributions: A.L.K., C.A.C., and T.J.S. wrote the manuscript. G.G. designed and created 
the figures. A.L.K., C.A.C. and T.J.S. edited the manuscript and figures. 

 

1.5.1 mRNA Structure During Translation 

During canonical translation, interactions between initiation factors bound to the 5’ 

cap and poly-A tail have led researchers to believe mRNA exist in a stable closed-loop 

conformation [70]. Recent single-molecule experiments are beginning to question this 

model. Specifically, Adivarahan et al. and Khong et al. used smFISH ([71,72]; reviewed 

in [73]) to precisely measure distances from the 5’ to 3’ end of single mRNA in untreated 

and translation inhibited cells. These studies revealed mRNA ends are further apart in 

translating versus non-translating mRNA species [74,75]. These data suggest either 

mRNA is not in a closed loop during translation, or a closed-loop conformation is a 

transient event [76]. 

 

1.5.2 Ribosome Recruitment Mechanisms 

Different mechanisms have evolved to recruit ribosomes to mRNA and facilitate 

translation. The canonical mechanism employed by most eukaryotic transcripts relies on 

the Cap Binding Complex (CBC) to recruit the first round of ribosomes after nuclear export 

[77]. To investigate this at the single-molecule level, Hoek et al. used NCT to image 

translation in wildtype cells and cells with eIF4E inactivated by ha4EBP1 over-expression 
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(leaving only CBC for ribosome recruitment) [78]. According to this work, CBC can recruit 

multiple ribosomes in bursts during early rounds of translation before being replaced by 

eIF4E. This work highlights how NCT can be combined with inactivation/knock-down 

assays to dissect the contribution of a specific factor to translational gene regulation.  

 

1.5.3 Open Reading Frame Selection  

Once the ribosome is recruited to an mRNA, it must scan the 5’ untranslated region 

(UTR) to find a start codon and thereby choose an open reading frame (ORF) [19]. 

However, some transcripts have multiple ORFs and/or multiple AUGs, so the ribosome 

must decide where to initiate translation. NCT is now being used to investigate the 

stochasticity and heterogeneity of this choice. In one study, NCT was used to examine 

the regulation of the stress-response gene ATF4, the transcript of which contains two 

upstream ORFs [62]. According to this work, the third ORF, which codes for the ATF4 

protein, was rarely chosen by ribosomes under normal conditions but was dramatically 

upregulated in a short-lived burst upon stress. NCT revealed these bursts were initiated 

in a matter of seconds and lasted for minutes at a time. 

More recently, Boersma et al. used the MASH tag to investigate ribosomal start-

site selection [68]. In their MASH reporter, nascent chains were labeled in different colors 

depending on the start site chosen. This revealed a surprising degree of heterogeneity 

amongst mRNA, with multiple start sites used intermittently and to varying degrees. 

Different 5’ UTRs resulted in different start site preferences, directly demonstrating a role 

for 5’ UTRs in dictating which start site is chosen. In addition, computational fits suggested 

ribosomes often reinitiate after upstream ORF translation.  
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1.5.4 Subcellular Localization and Translation  

To regulate genes in a spatiotemporal manner, mRNAs are localized to specific 

cellular compartments for translation. Multiple groups have now used NCT to study 

translation dynamics in neurons ([61,79–81]; reviewed in [82]). In particular, Wu et al. 

showed that translation is not necessarily repressed during active mRNA transport in 

neurons [61]. More recently, Cioni & Lin et al. showed that endosome-associated mRNA 

are actively translated [80]. Further, blocking the maturation of endosomes with a drug 

mutating an important endosomal protein inhibited translation without disrupting the 

mRNA association with endosomes.   

Translation can also be targeted to specific subcellular locations. mRNAs encoding 

membrane and secreted proteins are translated mainly in the endoplasmic reticulum 

(ER), whereas mRNAs encoding cytosolic proteins are translated mainly in the cytosol. 

To further study this, Voigt et al. combined ER staining with NCT to track mRNA encoding 

cytosolic proteins [83]. Surprisingly, they found that a subset of these mRNA were 

localized to the ER during translation. Furthermore, they showed that mRNA localized to 

the ER were translated by more ribosomes on average, directly demonstrating subcellular 

localization can alter translation efficiency. 

 

1.5.5 Heterogeneity in Ribosome Elongation and Frameshifting 

The regulation of ribosomal elongation rates is an important form of translation 

control. For example, ribosomes could pause or stall at specific nucleotide sequences to 

modulate the folding of nascent chains (Reviewed in [55]). Pausing can also lead to 
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ribosomal traffic jams that are known to trigger quality control and the unfolded protein 

response [84]. NCT is now being used to investigate ribosome elongation dynamics in 

the context of specific mRNA sequences. First, Yan et al. demonstrated that ribosomes 

pause for extended times at the XBP1 pause site (which is known to induce ribosome 

pausing [85]), after which they exit together in bursts [63]. More recently, Lyon et al. used 

the multi-frame tag to visualize frameshifting dynamics at the HIV-1 frameshift sequence 

[86]. This sequence contains a ribosomal pause site and a slippery sequence that causes 

ribosomes to occasionally slip from the 0 frame to the -1 frame. NCT revealed 

frameshifting occurs in bursts and is associated with long pauses at the frameshift 

sequence that induce ribosomal traffic jams. 
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Chapter 2 

Quantifying the dynamics of IRES and cap translation 

with single-molecule resolution in live cells 

2.1  Introduction to viral and cellular Internal Ribosome Entry Sites 

(IRES) 

Canonically, ribosomes are recruited to the 5’ cap of an mRNA as described in 

Chapter 1. However, situations exist where the ribosome can be recruited to an mRNA in 

a non-canonical fashion [45,87]. A specific example of cap-independent translation 

initiation is called Internal Ribosome Entry Sites (IRES) where the ribosome is recruited 

to an area on the transcript that is not the 5’ cap [88,89]. 

In 1988, the first IRES elements were discovered in the poliovirus (PV) and 

encephalomyocarditis virus (EMCV) by laboratories of Nahum Sonenberg and Eckard 

Wimmer, respectively [90,91]. Both investigators reasoned that since these viral mRNAs 

are naturally un-capped ribosome recruitment must be occurring in a novel cap-

independent manner [92]. Indeed, it was shown by both groups in vitro and in vivo that 

the uncapped 5’UTR regions of both PV and EMCV successfully initiated translation. 

Since their initial discovery, many other viral IRES elements in viruses such as 

human hepatitis C (HCV), classic swine fever virus, and cricket paralysis virus (CrPV) 

were discovered and classified [93,94]. Through sophisticated biochemical assays, it was 
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found that IRES elements from various viruses adopt different complex three-dimensional 

structures and require subsets of translation initiation factors to recruit the ribosome [94]. 

It has since been deduced that some viruses have evolved IRES sequences to hijack 

host ribosomes during infection when cap-dependent initiation is compromised [95,96].  

Though IRES elements carry out the same function in cells – recruit the ribosome 

independent of the cap – no primary sequence similarity or universal structure has been 

found between different viral or cellular IRES elements. Regardless, viral IRES elements 

can be categorized into several distinct classes, each containing unique structural RNA 

motifs that attract different subsets of host translation factors [88,97,98].  Along with 

subsets of initiation factors, other endogenous proteins called IRES trans-acting factors 

or ITAFs have been shown to bind and modulate IRES activity [99]. 

Not surprisingly, a similar hunt occurred for IRES elements in human cellular 

mRNA. Though precise mechanisms of recruitment are poorly understood, IRES 

elements have been detected in mRNAs involved in development, differentiation, cell 

cycle progression, cell growth, apoptosis, and stress all situations when cap-dependent 

initiation is repressed [100–102]. Likewise, viruses exploit cap-dependent translation 

repression during cellular stress to free up host ribosomes. The result is a large pool of 

host initiation factors and ribosomal subunits that are free to bind and initiate at IRES 

sequences [103–106].  

2.2  Biosensor design and rationale 
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With slight modifications of the NCT assay, described in Chapter 1.5, we designed 

a biosensor capable of fairly comparing and quantifying IRES and cap translation initiation 

dynamics in living U2OS cells [107] (Figure 2.1A-B). 

Most previous experimental analyses of IRES-mediated translation use bicistronic 

transcripts encoding an IRES between two reporter proteins, and quantify IRES activity 

by the ratio of upstream and downstream reporter expression [87,108]. Although 

bicistronic reporters contain IRES sequences out of context, their inherent one-to-one 

cap:IRES stoichiometry ensures that both cap and IRES experience nearly identical 

subcellular environments, making it possible to fairly compare cap-dependent and IRES-

mediated translation. Another advantage is they allow precise dissection of the IRES 

element itself, independent of other compounding factors. 

So far, bicistronic reporters have been beneficial for deducing the relative IRES 

activity in cells hours or days after transfection [87]. However, these studies have lacked 

the spatiotemporal resolution needed to visualize the sites of IRES translation and 

quantify translation initiation and elongation kinetics in real-time. This has made it difficult 

to assess the heterogeneity of IRES-mediated translation among individual RNA or within 

specific subcellular environments. Methods to study IRES-mediated translation with 

higher spatiotemporal resolution are needed to precisely understand how IRES-mediated 

translation differs from cap-dependent translation. 

To fairly compare IRES and cap translation, we constructed a bicistronic NCT 

biosensor that is bound by different probes depending on the manner of translation 

initiation (Figure 2.1A). Encoded under cap-dependent translation is a lysine demethylase 
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KDM5B, N-terminally fused to a spaghetti monster tag (SM) encoding 10×FLAG epitopes. 

The FLAG SM tag is bound by fluorescently conjugated fragments of anti-FLAG 

antibodies (Fab), allowing visualization of cap translation soon after the first FLAG epitope 

emerges from the ribosome [59,109]. Encoded under IRES-mediated translation is a 

Kinesin-like protein Kif18b, N-terminally tagged with 24×SunTag epitopes that are quickly 

bound by single-chain variable fragments (scFv) fused to GFP as the SunTag epitope 

emerges from the ribosome [63]. In addition, the biosensor contains 24×MS2 stem-loops 

in the 3’ untranslated region (UTR) that are bound by Halo-tagged MS2 coat proteins 

(MCP) (Figure 2.1A) [109,110]. 

We built this construct initially without an IRES element. This construct which we 

term the no IRES construct can be used not only as a starting point for IRES sequence 

insertion but also as a ribosomal run-through control. To insert different IRES sequences 

with ease, the no IRES construct was designed with a restriction enzyme site between 

the end of KDM5B and the beginning of the SunTag. This design allowed for IRES 

sequences to be inserted between the two tags via Isothermal Assembly. Though this 

chapter describes results from a single IRES sequence, other IRES sequences have 

been successfully inserted. 

As a first application, we inserted the IRES element from EMCV into our no IRES 

biosensor. EMCV is a small single-stranded RNA virus that causes many mammalian 

diseases [111,112]. The EMCV IRES sequence is 553 nucleotides in length and contains 

a methionine start codon for the preferred open reading frame (ORF) (Figure 2.1A) [112]. 

Previous assays have shown the EMCV IRES recruits ribosomes without the need for a 

5’ cap or many canonical translation initiation factors [91,113,114]. However, little is 
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known about when, where, and how EMCV IRES-mediated translation occurs in living 

cells at the single-molecule level. 

Because our biosensor fluoresces in three colors, multiple components need to be 

expressed within cells at appropriate levels. We use a loading technique called bead 

loading to achieve this with high efficiency and minimal effort [65,115]. With bead loading, 

various probes -- including the MS2 coat protein used to label mRNA with an MS2 tag, 

Fab to label FLAG-tagged epitopes, and anti-SunTag GFP-scFv to label SunTag epitopes 

-- can all be purified and loaded together in a single, simple step [59,107]. We find this 

approach to be very convenient, enabling the fine-tuning of probe levels, rapid testing, 

and combinatorial experimentation. 

Along with optimizing probe levels, how probes are expressed in cells was also 

optimized. For example, initially, the anti-SunTag GFP-scFv probe used to label the 

SunTag epitopes were expressed on a plasmid [63]. Loading this plasmid led to anti-

SunTag GFP-scFv concentration variability cell-to-cell. Some cells that were loaded with 

many copies of anti-SunTag GFP-scFv plasmid expressed the protein at levels that were 

too high to see translation signals above background. We noticed when anti-SunTag 

GFP-scFv concentrations are too high in our cells, probe aggregation occurred further 

adding to the difficulty of detecting and tracking translation sites. Because loading purified 

MCP and Fab into our cells yielded beautiful results, we set out, with the help of Dr. Mam 

Scherman, to purify and load anti-SunTag GFP-scFv. Purified protein in hand, we found 

the optimal loading concentration that resulted in detectable and trackable translation 

spots.  
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To visualize these aspects of EMCV IRES translation, we bead loaded plasmid 

DNA encoding our biosensor, along with purified anti-FLAG Cy3-Fab, anti-SunTag GFP-

scFv, and HaloTag-MCP into U2OS cells 3-6 hours before imaging. With this combination 

of probes, translation sites exhibit protein labeled by Fab or scFv co-moving with mRNA 

labeled by MCP. In addition to non-translating mRNA (Figure 2.1B panel I), we identified 

translation sites labeled by just Fab (Figure 2.1B panel II), just scFv (Figure 2.1B panel 

III), and both Fab and scFv (Figure 2.1B panel IV), indicating Cap-only translation, IRES-

only translation, and Cap+IRES translation, respectively. 

We performed two control studies to confirm that spots were active translation 

sites. First, to rule out fluorescence bleed-through from the protein channels to the mRNA 

channel, we repeated experiments without labeling mRNA. Regardless of the intensity of 

the translation signal, no bleed-through was observed in the mRNA channel (Figure 2.2A-

B). All other bleed-through possibilities were ruled out by direct observations of distinct 

populations of non-translating mRNA, IRES-only translation sites, and Cap-only 

translation sites. Second, to show that the translation sites were active, we treated cells 

with 50 ug/mL puromycin, an elongation inhibitor that releases nascent chains from 

ribosomes, and we confirmed a rapid disappearance of all Fab or scFv translation signals 

within translation sites (Figure 2.2C) [116]. 

To better quantify the heterogeneity of translation, we took 2.5-minute movies (25 

frames x 13 z-planes per volume x 3 colors = 975 images per movie) of 39 cells from 

eight experiments. Movies were acquired using HILO illumination to maximize signal-to-

noise [117]. In total, we observed 3748 mRNA, of which 1784 were being translated. 24% 

of mRNA were translated in a Cap-only manner, 8% in an IRES-only manner, and 15% 
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in a cap- and IRES- manner simultaneously (Cap+IRES) (Figure 2.1C, left). As a control, 

we imaged the no IRES construct, and we observed an almost complete reduction in anti-

SunTag GFP-scFv signals (Figure 2.1C, right), ruling out ribosomal run-through from cap 

to IRES. All else equal, these data demonstrate that the IRES element alone can capture 

and initiate host ribosomes, but not as efficiently as the cap in a bicistronic context. Given 

the large fraction of transcripts we observed being translated in both a cap- and IRES-

manner, these data also demonstrate that a single bicistronic transcript can be translated 

simultaneously in two open reading frames. 
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2.3  Sub-cellular localization and size of translation sites in cells 

We wondered why there were fewer EMCV IRES translation spots compared to 

cap. One possibility is the IRES sequence itself requires a specific environment. For 

example, EMCV IRES-mediated translation is known to occur around replication 

complexes that localize to specific regions of cells [111]. While this compartmentalization 

is likely mediated by many factors, the IRES sequence itself could play an active role in 

the process or require proper localization for translation. To test this, we quantified the 

propensity for IRES-mediated translation sites to compartmentalize in three ways. We 

first measured (1) the tendency of IRES-mediated translation sites to cluster and (2) their 

average distance to the nuclear periphery.  This revealed the EMCV IRES has no 

preference for clustering (Figure 2.3A) and only a minor preference for translation in the 

perinuclear region (Figure 2.3B). We next tracked individual translation sites to quantify 

(3) their mobilities.  From the 3771 mRNA we tracked, we calculated their cumulative 

distributions of diffusion coefficients and average mean squared displacements (Figure 

Figure 2.1 A multicolor biosensor to compare Cap and IRES translation at the single-molecule level 

in living cells.  

(A) Overview of the construct. (B) Schematic of the system. Cap-dependent protein reporter (green) is labeled 

by anti-FLAG Fab conjugated to Cy3 that binds the 10× FLAG peptide epitopes in the N-terminus. IRES-

mediated protein reporter (blue) is labeled by a GCN4 scFv fused to a GFP that binds the 24× SunTag peptide 

epitopes. RNA (red) is marked by MCP-Halo labeled with JF646 that binds to repeated MS2 stem loops in 

the 3’ UTR. (C) Left. Representative cell imaged 6 hours after plasmid and probe loading. Different colored 

boxes within the cell illustrate different types of translation spots seen within a single cell. Right. Examples of 

co-moving spots. I – non-translating mRNA (red). II – single mRNA translating Cap Only (yellow). III – single 

mRNA translating IRES Only (purple). IV – single mRNA translating in a Cap and IRES manner (gray). (D) 

Quantification of species percentages out of total mRNA for both the Original Tag and the noIRES control. 

Each point represents the percent of that species in a cell. The p-values are based on a two-tailed Mann-

Whitney test: *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001. The thick black line indicates the median and the 

dashed red line represents the weighted (by mRNA/cell) mean, the box indicates the 25-75% range, and the 

whiskers indicate the 5-95% range. 
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2.3C-D). In both analyses, IRES-only translation sites were statistically indistinguishable 

from cap-only translation sites. According to all metrics, IRES-mediated translation sites 

localize and move within cells similarly to cap-dependent translation sites. Collectively, 

these data suggest the EMCV IRES does not require a specialized environment for 

translation.  
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Since we could not distinguish IRES-mediated translation sites based on their 

subcellular localization or mobility, we wondered if other features could explain the lower 

probability of observing IRES-mediated translation sites. In particular, we wondered if 

there were differences in the size of single IRES translation sites compared to single cap 

translation sites. Recently, the Zenklusen [74] and Parker [75] laboratories used smFISH 

to show that cap translating ribosomes tend to stretch out translation sites, i.e., heavily 

translated mRNA cover a greater volume within the cell, in contrast to models of mRNA 

looping [70]. Because IRES-mediated translation sites do not require looping factors, they 

could have a different ribosomal organization than cap translation sites [113]. To test this, 

we took advantage of the long ORFs in our biosensor. The 1D distance from the center 

of the cap ORF and IRES ORF to the center of the 3’UTR marked by the MS2 signal is 

8.5 kb and 3 kb, respectively (Figure 2.1A). Assuming cap and IRES ribosomes initiate 

stochastically, their average positions provide an approximation for the center of each 

ORF. This allowed us to measure the distance between the centers of the IRES ORF, 

cap ORF and 3’UTR, all within single translation sites (Figure 2.4A-B, Figure 2.5).  

We began with Cap-only and IRES-only translation sites, to see if they differ in 

size. In contrast to this, the median distance between cap-dependent ribosomes and the 

Figure 2.2: Using a translation inhibitor, puromycin, to test for action translation.  

(A-B) Five frame average of a Cap Only and IRES Only translation spot. mRNA marker dye, JF646, was not 

added to these cells. (C) Top graph shows normalized total intensity over time curves for Cap-dependent and 

IRES-mediated translation spots, respectively, after addition of puromycin. Gray lines indicate individual cell 

examples. Thick dark line indicates the average total intensity of all cells. Red dashed line indicates time at 

which puromycin was added. n=5 cells for both cap and IRES translation. Bottom graph shows normalized 

total intensity Cap-dependent without the addition of puromycin. n=6 cells for cap translation and n=5 cells 

for IRES translation.   



	

	

24	

3’UTR in Cap-only sites was 159 nm, a value statistically indistinguishable from the 149 

nm median distance we measured between IRES-mediated ribosomes and the 3’UTR in 

IRES-only translation sites (Figure 2.4C).  This similarity suggests that when the IRES 

ORF is not being translated (as in Cap-only sites), it is compact. Furthermore, by ranking 

translation sites by their total intensity (i.e., total ribosomal content or degree of 

translation), we found that as the brightness of the Cap-only or IRES-only signals 

increased, the distance between those signals and the MS2 signal marking the 3’ UTR 

also increased (Figure 2.4C). These data corroborate in living cells what the Zenklusen 

[74] and Parker [75] labs observed in fixed cells; namely, that translating ribosomes tend 

to stretch out mRNA. However, the similarity in the size of Cap-only and IRES-only 

translation sites suggests these features alone cannot account for the relatively low 

probability of IRES-mediated translation. 

For completeness, we examined the size of Cap+IRES translation sites (Figure 

2.4D). In these sites, the median distance between cap-dependent ribosomes and the 

3’UTR was 146 nm, similar to the 159 nm distance we measured in Cap-only translation 

sites (p-value = 0.42). In contrast, the median distance between IRES-mediated 

ribosomes and the 3’UTR was just 101 nm, significantly less than the 149 nm distance 

we measured in IRES-only translation sites (p-value = 6E-6). These data indicate the 

upstream cap-dependent ribosomes restrict the freedom of downstream IRES-mediated 

ribosomes, causing them to spread out less. Here it makes sense that IRES-mediated 

ribosomes tend to be closer to the 3’UTR than cap-dependent ribosomes because the 

IRES itself is considerably 3’ of the cap. Finally, we again confirmed that as the brightness 
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of translation signals increased, the distances between these signals and the MS2 signal 

marking the 3’ UTR also increased (Figure 2.4D). 

  Figure 2.3: Quantifying the biophysical properties of Cap and IRES translation sites.  

(A) Quantification of translating and non-translating mRNA distances in µm to translation spots within single 

cells. Each point represents the average distance per cell. (B) Quantification of distance in µm from the 

nucleus of translating and non-translating mRNA. Each point represents the average distance from the 

nucleus per cell. (C) Representative cell imaged with fast imaging conditions. An example mRNA is 

highlighted with white circle and a track through time of that mRNA is graphed below. (D) Cumulative 

distribution function plot of mRNA Only (red), IRES Only (purple), Cap Only (yellow), and Cap+IRES (gray) 

species based on their diffusion coefficients (µm
2 

/sec). Inset shows the Mean Square Displacements of the 

different species over time in seconds. n=3771 total tracked mRNA, n=11 cells.  



	

	

26	

  Figure 2.4: Measuring distances from the 3’UTR to Cap and IRES nascent chains 

(A) Schematic showing how the measurements from the 3’UTR to the Cap and IRES nascent chains were 

conducted.  

(B) Graph showing IRES and Cap nascent chain positions relative to 3’UTR through time of a representative 

Cap+IRES translation spot. X and Y distances displayed in nm and time represented as gradient of either blue 

or green. (C) Cap in Cap+IRES spots distances from the Cap nascent chains to the 3’UTR averaged across 

all intensities and sorted by total intensity.  IRES in Cap+IRES spots distances from the IRES nascent chains 

to the 3’UTR averaged across all intensities and sorted by total intensity. Brightest (bottom) and dimmest (top). 

(D) Cap in Cap Only spots distances from the 3’UTR averaged across cap intensities and sorted by increasing 

intensity. IRES in IRES Only spots distances from the 3’UTR averaged across cap intensities and sorted by 

increasing intensity. Light gray line marks the median averaged distances for Cap and IRES.. For the box and 

whisker plot, the white line indicates the medians, the box indicates the 25%-75% range, and the whiskers 

indicate the 5%-95% range. 
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2.4  Quantifying the elongation, ribosome recruitment, and initiation 

dynamics of cap and IRES translation 

Despite our inability to detect any clear distinguishing features that predict IRES-

mediated translation, the simple observation that it is rare compared to cap-dependent 

translation (Figure 2.1C) suggested either the IRES is less efficient than the cap at 

recruiting and initiating ribosomes or the IRES-mediated ORF is translated more quickly 

than that of the cap (which would lead to fewer ribosomes along the ORF at any given 

time). To rule out the latter possibility, we estimated cap-dependent and IRES-mediated 

elongation rates by measuring the time it takes ribosomes to run-off the biosensor after 

translation initiation is blocked by harringtonine (HT) [118]. Consistent with ribosomal run-

off, harringtonine led to a steady decay in the nascent chain signals within translation 

sites (Figure 2.6 and Figure 2.7A-B). This decay was not due to photobleaching because 

it was not observed in untreated control cells (Figure 2.7C-D). Fitting the linear portion of 

the intensity decay curve gave elongation rates of 1.44 ± 0.40 aa/sec for cap-dependent 

translation and 1.81 ± 2.39 aa/sec for IRES-mediated translation, corresponding to run-

off times of 45 min and 43 min, respectively. The similarity of these rates and run-off times 

demonstrates elongation is not responsible for the lower number of IRES-mediated 

translation sites compared to cap-dependent translation sites.   

Figure 2.5: Measuring distances between Cap and IRES nascent chains in Cap+IRES translation spots  

(A) Measured distances of Cap and IRES nascent chains to 3’UTR through time in representative single 

Cap+IRES translation tracks.  

(B) Median distances of Cap and IRES nascent chains to 3’UTR of each Cap+IRES track. Distances are 

measured in nanometers (nm). 3’ UTR coordinates were fixed at (0,0) for all analysis. 
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Figure 2.6: Calculating the elongation rates of Cap-dependent and IRES-mediated translation. 

(A) Cells before HT addition, 20 minutes after HT addition, and 35 minutes after HT addition with crops of 

mRNA channel (red), Cap channel (green), IRES channel (blue), and merge (black). (B-C) Normalized total 

intensity decay curves of Cap-dependent and IRES-mediated translation, respectively. Each gray line 

represents a single cell treated with HT. The black line is a representative cell. The dotted black line is the 

Tanx fit of the representative cell. The inset is the calculated Cap elongation rates of each cell. All cells were 

imaged for 45 minutes with a 1-minute interval between each capture. Intensity values are in arbitrary units 

(a.u) 
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Having demonstrated elongation does not distinguish cap and IRES translation 

sites, we turned our attention to ribosome recruitment and translation initiation. 

Assuming one of these factors limits IRES-mediated translation, we would predict fewer 

IRES-mediated ribosomes than cap-dependent ribosomes in single translation sites. To 

test this prediction, we needed to fairly compare the intensities of nascent chain signals 

within single translation sites. A direct comparison was not possible because the cap-

dependent and IRES-mediated nascent chains differ in sequence, have a different 

number of tags, and are labeled by complementary fluorophores and probes that have 

different binding kinetics and different quantum efficiencies. To enable a fairer 

comparison, we developed a Switch Tag in which the reporters were swapped (Figure 

2.8A). This allowed us to compare the exact same reporter under the control of both the 

cap (in the Original Tag, for example) and the IRES (in the Switch Tag). In this way, we 

could ensure any differences in the intensity of translation sites would reflect differences 

in ribosome recruitment and/or initiation dynamics rather than differences in 

fluorophore/probe detection kinetics and/or codon biases within epitope tags. 

 

  

Figure 2.7: Ribosomal run-off curves from single cells after addition of harringtonine.  

(A) Harringtonine-induced ribosomal run-off curves from single cells. Each curve shows the decay in nascent 

chain signal intensity from all Cap-dependent and (B) IRES-mediated translation sites within a single cell post-

harringtonine. Run-off curves were phenomenologically fit to a Tanh function to align curves in time for 

averaging in Figure 4. The slope of fitted curves at a normalized intensity value of 0.5 was used to estimate 

the elongation rate. (C) Cap-dependent (n=7 cells) and (D) IRES-mediated (n=5 cells) translation controls in 

which no drugs were added. Each gray line shows the total nascent chain signal intensity from all translation 

sites in an individual cell. The thick black line is a representative cell. Intensity in arbitrary units (a.u.). All cells 

were imaged for 45 minutes with a 1-minute interval between each capture. 
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Figure 2.8: The cap recruits and initiates 2-3 times more ribosomes than the IRES.  

(A) One representative cell expressing the Original Tag (from n=39 cells) (top) or the Switch Tag (from n=37 

cells) (bottom) with a Cap+IRES translation spot highlighted by the white square. Scale bars are 10μm. Crops 

of the representative sites are shown in the middle. The construct schematic with the corresponding crop 

illustrates how the intensity comparisons between Cap and IRES were conducted. (B) Box and Whisker plots 

showing the intensity comparisons between Cap and IRES. Left graphs shows intensity comparisons of 10× 

FLAG-KDM5B nascent chain signals from Cap in the Original Tag (n=302 spots) and IRES in the Switch Tag 

(n=167 spots). Right graphs shows intensity comparisons of 24× SunTag-Kif18b from Cap in the Switch Tag 

(n=262 spots) and IRES in the Original Tag (n=201 spots). Intensity measurements are in arbitrary units 

(a.u.). (C) Intensities of Cap in Cap Only (Original Tag) translation sites were compared to Cap in Cap+IRES 

(Original Tag), IRES in IRES Only (Switch Tag) and IRES in Cap+IRES (Switch Tag) to obtain numbers of 

ribosomes in units of mature protein (u.m.p.) on all types of translating species. Cap Only sites (n=226 spots) 

have a median of 14.6 ribosomes, Cap+IRES sites (n=76 spots) have a median of 13.6 Cap-dependent 

ribosomes and 9.4 IRES-mediated ribosomes. IRES Only sites (n=121 spots) have a median of 5.4 

ribosomes. The p-values are based on a two-tailed Mann-Whitney test: *p<0.05, **p<0.01, ***p<0.001, 

****p<0.0001. For the box and whisker plots, the thick black lines indicate the medians, the boxes indicate 

the 25-75% range, and the whiskers indicate the 5-95% range. 
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Reassuringly, when the Switch Tag was expressed in cells, it yielded nearly the 

same percentages of each type of translation site as the Original Tag (Figure 2.9A), 

demonstrating the 10×FLAG and 24×SunTag reporters do not interfere with translation 

dynamics and have similar detection efficiencies. As expected, there were notable 

differences in the intensities of translation sites. A direct comparison of the intensity of 

translation sites encoding 10×FLAG-KDM5B initiated in a cap-dependent manner (from 

the Original Tag) versus an IRES-mediated manner (from the Switch Tag) gave a median 

intensity ratio of 2.1 ± 0.1 (Figure 2.8B). Similarly, a direct comparison of the intensity of 

translation sites encoding 24×SunTag-Kif18b initiated in a cap-dependent manner (from 

the Switch Tag) versus an IRES-mediated manner (from the Original Tag) gave a median 

intensity ratio of 2.8 ± 0.2 (Figure 2.8B). Here we restricted our analysis to translation 

sites with relatively dim RNA signals to eliminate complications that could arise from co-

translational mRNA clustering (Figure 2.9B) [111]. The similarity of the ratios we 

measured indicates the presence of between two and three times more ribosomes in cap-

dependent translation sites compared to IRES-mediated translation sites. In other words, 

for every IRES-mediated ribosome on the biosensor, there are two to three cap-

dependent ribosomes.  

To extend this measurement and obtain absolute ribosome occupancies, we 

developed a 10×FLAG calibration construct that produces translation sites containing 

approximately 11 ribosomes (Figure 2.9C). Comparing the intensity of these translation 

sites to 10×FLAG-KDM5B translation sites in the Original and Switch Tags revealed that 

Cap-only translation sites have a median of 14.6 ribosomes (Figure 2.8C), while 

Cap+IRES translation sites have 13.6 cap-dependent ribosomes (p-value = 0.196) and 
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9.4 IRES-mediated ribosomes, and IRES-only translation sites have just 5.4 ribosomes 

(p-value = 5.83E-8) (Figure 2.8C). Thus, cap-dependent translation sites have more 

ribosomes than IRES-mediated translation sites, consistent with the higher percentage of 

mRNA translated in a cap-dependent versus IRES-mediated manner. These data 

demonstrate that cap-dependent translation is overall more efficient than IRES-mediated 

translation in our biosensor, both at the population level and single-molecule level. 
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Figure 2.9: Original Tag comparison to Switch Tag, single mRNA selection, and polysome intensity 

calibrations. 

(A) Quantification of the percentages of each type of translation sites for the Original Tag (left, n=39 cells) 

and the Switch Tag (right, n=37 cells). Each point represents a single-cell measurement. (B) Probability 

histograms showing distributions of mRNA intensities of non-translating mRNA (Red), Cap Only (Yellow), 

IRES Only (Purple), and Cap+IRES (Gray) translation sites for the Original Tag and the Switch Tag. The gray 

boxes represent the mRNA intensity threshold used to eliminate multiple mRNAs. Intensities in arbitrary units 

(a.u.). (C) Translation site calibration measurements. The intensities of Cap in Cap Only translation sites 

(n=20spots) in the Original Tag were compared to a 10xFlag calibration system (n=47spots) with a known 

number of ribosomes. These comparisons lead to a calculated number of 14.6 ribosomes in Cap Only 

translation sites using the Original Tag. For the box and whisker plots, the thick black lines indicate the 

medians (A and C), and the dashed red line indicate the weighted means (A) the boxes indicate the 25%-

75% range, and the whiskers indicate the 5%-95% range. The p-values are based on a two-tailed Mann-

Whitney test: *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001.  
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2.5  Summary of computational modeling 

According to our experiments, the relatively low probability of IRES-mediated 

translation is due to rate-limiting steps that precede elongation, presumably either 

ribosome recruitment or initiation. To distinguish these possibilities, we collaborated with 

Dr. Brian Munsky and his post-doctorate researcher, Dr. Luis Aguilera who developed a 

set of models with varying levels of complexity (See Appendix A for more information). 

Models differ in the number of states an mRNA can transition between: Three-state 

models include an inactive mRNA state (OFF), an active mRNA state that allows cap 

translation (Cap-ON), and an active mRNA that allows IRES translation (IRES-ON). Four-

state models include an additional active mRNA state (Cap+IRES-ON) that allows both 

cap and IRES-translation (Appendix A). 

According to these fitted parameters, the efficiency of IRES translation is not 

limited by initiation (since kINIT-I ~ kINIT-C ~ 1/20 sec-1), but rather the IRES spends less 

time in a translationally active state that can recruit ribosomes.  In addition to the above 

seven parameters (which can be reduced to six by setting the cap and IRES initiation 

rates equal), one additional parameter was required to fit the data: an enhancement in 

IRES activation when cap translation is on (i.e. k’ON-I > kON-I). Specifically, in the presence 

of cap, the IRES refractory period is reduced from 91.3 min to 11 min, leading to a 6.9 

fold increase in IRES translation. This enhancement was required to capture the large 

percentage of Cap+IRES translation sites (which is greater than one would predict if cap 

and IRES translation were independent) and the larger number of IRES-mediated 

ribosomes in Cap+IRES translation sites compared to IRES-only translation sites. These 
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data and the best-fit model therefore provide evidence that translation of an upstream 

ORF can positively impact translation of a non-overlapping downstream ORF. 

2.6  Cap and IRES translation response to specific cellular stresses 

Cells encounter a range of stresses that activate an intrinsic network of adaptive 

changes. Because the process of protein synthesis is energetically costly, cells will divert 

energy away from protein synthesis and towards adapting to the stress [119]. Therefore, 

the shutdown of translation initiation is a key feature of cellular stress. Two translation 

initiation factors, eIF4E and eIF2, are the main targets of translation regulation during 

stress [120]. As most eukaryotic transcripts rely on these factors for translation initiation, 

interfering with these two factors has a robust outcome on translation shutdown [121]. 

It is well known that viral infections cause increased levels of cellular stress. During 

these stressful conditions, viral RNAs continue to be translated while canonical translation 

decreases globally [104]. This is thought to occur in part through IRES-mediated 

ribosomal recruitment to viral RNAs. Extensive studies have shown that both viral and 

some endogenous mRNAs remain translationally active during certain types of cellular 

stress in part because IRES sequences do not entirely rely on the action of eIF4E or eIF2 

for translation initiation to occur [103,122,123].  

To visualize the impact of stress on cap-dependent and IRES-mediated translation 

at the single-molecule level, we exposed cells expressing our biosensor to sodium 

arsenite (NaAs) [124], which induces oxidative stress, and DTT [125], which induces ER 

stress. In both cases, the intensity of Cap-only translation sites decreased significantly 
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upon stress. In contrast, the intensity of IRES-only translation sites remained steady or 

increased, while Cap+IRES translation sites displayed an intermediate response (Figure 

2.10A-B). This response was not due to photobleaching or photoactivation as our no-drug 

control did not exhibit the same phenotypes as with drug addition (Figure 2.10C). These 

data demonstrate that IRES-mediated translation is generally more robust in response to 

cellular stress than cap-dependent translation, as would be necessary for efficient viral 

replication in cells during infection. 
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2.7  Discussion 

The ability to track the translation of single mRNA using Nascent Chain Tracking 

(NCT) makes it possible to directly visualize the heterogeneity of protein expression within 

cells from one mRNA to another, which would not be possible with standard protein 

expression assays based on the detection of GFP or luciferase. Thus far, NCT has been 

used to investigate translation that is initiated in a cap-dependent manner, the 

predominant form of translation initiation used by eukaryotes. Here, we extend NCT to 

simultaneously investigate IRES-mediated translation, a mode of translation exploited 

almost exclusively by viruses to hijack host translation machinery and efficiently replicate 

in infected cells. By creating a single-molecule bicistronic biosensor that lights up in 

different colors depending on whether translation is initiated at the cap or the IRES, we 

quantify precisely when, where, and to what degree IRES sequences hijack ribosomes 

within living human cells. 

One of the hallmarks of IRES-mediated translation is that it depends on only a 

subset of host translation factors [97,126]. Due to the lax initiation factor requirements of 

Figure 2.10: Cellular stress addition changes the translational landscape.  

(A) Addition of sodium arsenite (NaAs) an oxidative cell stress. Addition of 0.5 mM NaAs was added after 5 

imaging time-points (red dotted line). Cells were imaged with a 180 second interval between every 13 frames 

(one entire cell volume) for 35 total time-points. (B) Addition of 0.75 mM Dithiothreitol (DTT) after 5 imaging 

time-points (red dotted line). Cells were imaged with a 120 second interval every 13 frames (one entire cell 

volume) for 35 total time-points. (C) Photobleaching control. Cells were imaged with a 180 second interval 

between every 13 frames (one cell volume) for 35 total time-points. Nothing was added at time-point 0. 

Translation site number was quantified in each frame from each cell then totaled. Average spot number was 

calculated for the first five time-points before drug addition for each type of translation and used as a 

normalization. Errors bars are the mean and SEM. NaAs: n=32 cells. DTT: n=28 cells. Photobleaching control: 

n= 9 cells.  
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IRES-mediated translation compared to cap-dependent translation, one would think that 

translation of the IRES could occur in special microenvironments that, for example, are 

enriched or depleted in specific translation factors. In contrast to this notion, however, we 

find little evidence for specialized microenvironments that support IRES translation. 

Instead, our data suggest IRES-mediated translation sites are biophysically difficult to 

distinguish from cap-dependent sites, having roughly the same translation initiation and 

elongation rates, similar mobilities, sizes, and spatial distributions within cells, and similar 

propensities to cluster near other translation sites. This overall similarity may have 

evolved to allow the EMCV IRES to effectively compete with the cap for host ribosomes 

during infection. 

According to our results, the EMCV IRES is not as efficient as the cap mainly 

because it spends less time in a state that is conducive to ribosome recruitment 

(computational modeling results can be found in Appendix A). Our observation that burst 

frequencies are modulated to control translational output is reminiscent of common burst 

control mechanisms of transcription, and this general principle of regulation could be the 

natural result of sharing a common subset of initiation and elongation factors [127]. 

Indeed, according to our best-fit model, bursts of IRES translation are both shorter in 

duration (2.5 min for IRES versus 8.3 min for cap) and separated by longer periods of 

inactivity (91.3 min for IRES versus 34.5 min for cap) than bursts of cap translation 

(computational modeling results can be found in Appendix A). Given the complex 

secondary and tertiary structure of the EMCV IRES [97], which presumably undergoes 

dynamic conformational changes in living cells, our results suggest the IRES has trouble 

adopting and maintaining a conformation that can recruit ribosomes and maintain active 
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translation. In contrast, the cap relies on a larger set of factors, including the cap-binding 

protein eIF4E and scaffolding protein eIF4G. Presumably, these additional factors work 

together to better maintain a conformation that is attractive to ribosomes and more 

amenable to continuous translation.  

One of the most interesting observations with our biosensor was that cap 

translation enhances that of the IRES, but not the other way around (Figure 2.8C). While 

surprising, this does make sense in hindsight given the subset of factors the IRES 

requires compared to the cap. In particular, when cap translation is on, all factors 

necessary for IRES translation are present at high concentrations. The presence of all 

these factors nearby would enhance the overall probability the IRES gets translated. In 

contrast, when the IRES is on, although many translation factors are present, not all 

factors required for cap translation are available, including eIF4E and eIF4G. Without 

these factors, cap-dependent translation is not significantly enhanced. 

The precise molecular mechanisms that govern the enhancement of IRES-

mediated translation in the presence of cap-dependent translation remain unclear. An 

interesting possibility given our live-cell confirmation that ribosomes generally stretch out 

translation sites is that the stretching somehow alters the accessibility or structure of the 

IRES. This could impact the IRES in several different ways. For example, the IRES could 

be stabilized, its folding could become faster, or possibly ribosomes coming off the cap 

could reinitiate at the IRES with higher probability. According to our simulations, all of 

these possibilities do indeed improve the overall fits to our data, but faster folding alone 

was sufficient to improve the fit to near optimum values (computational modeling results 

can be found in Appendix A). Thus, our data suggest the stretching out of actively 
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translated transcripts can impact the translation of downstream ORFs, even when those 

downstream ORFs do not overlap with the upstream ORF. 

Despite the lower overall translation efficiency of the EMCV IRES compared to the 

cap, the upside of relying on a subset of factors is IRES-mediated translation can persist 

and actually surpass cap-dependent translation during stressful conditions, a situation 

viruses have evolved and exploited in their ongoing arms race with eukaryotic cells. We 

see that in NaAs stress, IRES-mediated translation remains strong, presumably because 

this stress specifically targets eIF4E, one of the cap-binding proteins, which is not 

required for IRES translation [123,128]. Though IRES translation also remained strong 

compared to cap in DTT stress, the effect was smaller than with NaAs, presumably 

because DTT stress impacts a different set of translation factors than NaAs. In the future, 

it will be interesting to investigate which factors specifically play the biggest roles and also 

which IRES sequences are most robust to each type of stress. As many viruses have 

evolved different IRES architectures to capitalize on this distinction, there are likely an 

abundance of mechanisms involved in each stress, each dependent on a different set of 

factors with various relative timings.  
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Chapter 3 

Investigating the effects of codon non-optimization on 

translation elongation and initiation 

The work described in Chapter 3 is a collaboration project between Dr. Timothy Stasevich 

at Colorado State University and Dr. Olivia Rissland at University of Colorado School of 

Medicine. Listed here are the contributions based on the results described in this chapter: 

Chloe Barrington-Ham a graduate student in the Rissland lab built the codon 

optimized/non-optimized constructs and conducted the qPCR and luciferase assays, 

Amanda L. Koch conducted NCT assays and analyzed single-molecule data, Dr. Rissland 

and Chloe designed bulk cell experiments and conceptualized molecular mechanisms to 

test, Dr. Stasevich and Amanda designed and optimized NCT experiments and designed 

analysis tools. This work is ongoing and is currently unpublished. 

  

3.1  Introduction to codon optimality 

As described in Chapter 1, translation elongation is the process in which a 

ribosome decodes the mRNA codon by codon to make a protein [56]. 61 possible codons 

specify different amino acids and 3 stop codons signal the ribosome to halt. Because 

each cell has only 21 possible amino acids (including selenocysteine), genetic code 

degeneracy where multiple codons code for a single amino acid exists [129]. Interestingly, 

tRNA concentrations vary between species and even between cell types within an 

organism [130]. This variability can lead to ribosome elongation differences [131,132]. 

The relationship between tRNA concentrations and ribosome decoding efficiency is 

termed codon optimality. Codon optimality can also be defined based on how frequently 
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certain codons are used within the genome of a particular species termed codon adaptive 

index. Regardless of how optimality is defined, the optimality of a coding region has 

implications in both mRNA stability and translation regulation [133]. 

Up until recently, the focus of mRNA stability has been with regulation pathways 

associated with the 3’ UTR [134]. The 3’ UTR has known binding sites for regulatory 

factors such as RNA binding proteins (RBP) and microRNA (miRNA) that destabilize 

mRNA and further recruit exonucleases that ultimately degrade the mRNA [135]. It is also 

of note that the 3’ UTRs of human transcripts are much longer than in other eukaryotes, 

leading researchers to believe that the 3’UTR was the primary source of mRNA stability 

regulation in humans [136]. However, it has been shown in multiple model organisms and 

in human cells that open reading frames (ORFs) have an impact on mRNA stability [137]. 

In 2019, Narula, A. et al. showed that ribosomes must load for codon optimality to affect 

mRNA stability [138]. These experiments established that mRNA instability is associated 

with codons that are translated more slowly linking codon optimality to mRNA instability. 

It is established that codon non-optimality decreases mRNA stability. However, 

little is known about the effects of codon optimality on translation dynamics. In 

collaboration with Dr. Olivia Rissland, we are beginning to answer these questions in bulk 

(Rissland lab) and at the single-molecule level (Stasevich lab).  

3.2  Bulk assays reveal a two-fold loss in mRNA and four-fold loss 

in protein in codon non-optimal transfected cells 
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To begin investigating the translational effects of codon optimality, Chloe 

Barrington-Ham, a graduate student in the Rissland lab, developed two constructs 

capable of both bulk cell and single-molecule experiments. The first construct is a 

complete codon optimized for humans using the tRNA Adaptive Index (100% optimized) 

firefly luciferase while the second has a complete codon non-optimized for humans (0% 

optimized) firefly luciferase.  Both constructs are tagged at the N-terminus with a 

10×FLAG tag system (SM) and contain 24×MS2 stem-loops in the 3’ UTR allowing for 

Nascent Chain Tracking (NCT) (Figure 3.1A-B). 

First, we wanted to see what the effect of codon non-optimality was on mRNA and 

protein levels in bulk cells. To do this, Chloe transfected the optimal and non-optimal 

constructs into separate dishes of U2OS cells and measured mRNA levels by qPCR. Her 

results were as expected: the mRNA levels in cells transfected with the non-optimal 

construct were two times lower than mRNA levels in cells transfected with the optimal 

construct. Interestingly, when Chloe measured the protein levels using luciferase assays, 

she saw a four times lower protein level in cells transfected with the non-optimal construct 

than cells transfected with the optimal construct. If loss of mRNA stability was the only 

factor dictating protein output, the mRNA difference and protein level difference between 

the optimal and non-optimal transfected cells should be the same. These results indicate 

that lower protein output seen in codon non-optimal experiments has a translation 

repression component along with an increase in mRNA instability. 

3.3  Using NCT to count the number of translating mRNA per cell 
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With the NCT assay, we can dissect the translation repression component causing 

the lower protein output in codon non-optimal conditions. In our assay, we can see 

translation repression through a few potential ways in codon non-optimal conditions. 1) 

There are two times less overall mRNA translating. 2) The translating mRNA have fewer 

ribosomes (dimmer nascent chain signal in translation sites). 3) The ribosomes on codon 

non-optimal transcripts are elongating slower. 4) There is a combination of all these 

possibilities. 

To further investigate the effects that non-optimal codon usage has on translation 

dynamics, we imaged either codon optimal and non-optimal constructs in cells. As 

described in Chapters 1 and 2, to visualize these translation dynamics, we bead-loaded 

plasmid DNA encoding either the optimal or non-optimal construct along with purified anti-

FLAG Cy3-Fab, and HaloTag-MCP into U2OS cells 3-6 hours before imaging. We 

acquired 2.5-minute movies for cells expressing either the optimal or non-optimal 

constructs (Figure 3.1C-D). We imaged both constructs on the same day for all 

experiments to decrease any dish-to-dish variability that may exist. In total, we tracked 

924 mRNA 189 of which were translating in the codon non-optimal cells (Figure 3.1E, 

left). In codon optimal cells, we tracked 1603 mRNA 347 of which were translating (Figure 

3.1E, right). An initial observation that we made was that there are around 1.75 times as 

many total mRNAs in codon optimal loaded cells compared to codon non-optimal cells 

(63.4% and 36.6%), respectively (Figure 3.1E, inset). These data corroborate Chloe’s 

results for mRNA levels in bulk assays. From these data, we also observe a slight 

decrease in the number of mRNA that are translating (p-value = 0.25), though it is not 

significant and would not account for the overall lower protein levels seen in bulk assays 
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for codon non-optimal loaded cells (Figure 3.1F). The translating mRNA on codon non-

optimal transcripts must then have fewer ribosomes or perhaps those ribosomes are 

elongating slower.  
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3.4  Quantifying number of ribosomes and translation elongation 

rates on optimized and non-optimized transcripts 

We next measured the number of ribosomes on codon optimal and non-optimal 

transcripts. Initially, we measured the nascent chain signal intensities which is a gauge of 

ribosome load on transcripts for both codon optimal and non-optimal transcripts. Here we 

saw that codon non-optimal translation sites were dimmer than optimal translation sites. 

To extend our measurements further, we calculated the number of ribosomes present on 

both optimal and non-optimal transcripts (Figure 3.2). First, we needed to calibrate 

nascent chain intensities within translation sites to an exact number of ribosomes. For 

this, we developed a 10×FLAG calibration construct that produces translation sites 

containing approximately 11 ribosomes (Figure 3.2A). Comparing the intensity of these 

translation sites to optimal (10×FLAG-100Luc) and non-optimal (10×FLAG-0Luc) 

translation sites revealed that codon non-optimal transcripts have approximately 7 

ribosomes loaded while fully codon optimized transcripts have around 10 ribosomes 

Figure 3.1: A nascent chain tracking assay to compare translation dynamics of a codon non-optimal 

and optimal constructs   

(A&B) Schematic of NCT assay for codon non-optimal (A) and codon optimal (B) constructs. (C&D) 

Representative cells from imaging each construct. The channels are split for ease of viewing. Channel 1 or 

the mRNA channel has a red box around it and channel 2 or the nascent chain channel has a green box 

around it.  Crops of mRNA signal and nascent chain signal from translating sites are indicated by a white box 

in each condition. Scale bars represent 10 μm. (E) Quantification of number of mRNA per cell for both the 

codon non-optimized (0% Optimized) and codon optimized (100% Optimized) constructs. Each point 

represents the mRNA count (both non-translating and translating mRNA) in a cell. The inset shows the 

percent of mRNA (translating and non-translating) for the 100% optimized construct (63.4%) and the 0% 

optimized construct (36.6%) out of total mRNA tracks in all cells for both constructs (2,527 mRNA). (F) Percent 

of translating mRNA out of total mRNA. 0% optimized: n= 22 cells. 100% optimized: n= 23 cells. For the box 

and whisker plots, the thick black lines indicate the means, the boxes indicate the 25-75% range, and the 

whiskers indicate the 5-95% range. 
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loaded (Figure 3.2B). These data suggest that fewer ribosomes can initiate and load onto 

non-optimal transcripts. However, if slower initiation were the only factor decreasing 

protein levels seen in bulk assays, we would expect to see two-times not 1.4-times fewer 

ribosomes on codon non-optimal transcripts. This indicates additional translation 

mechanism(s) are contributing to the decrease in protein levels in codon non-optimal 

conditions. 

To test if slower elongation is also contributing to lower protein levels in codon non-

optimal conditions, we used harringtonine to calculate elongation rates [118]. Consistent 

with ribosomal run-off, harringtonine led to a steady decay in the nascent chain signals 

within translation sites for both optimal and non-optimal constructs (Figure 3.3A-B). By 

eye, it seems as though the elongation rate for ribosomes on non-optimal transcripts is 

slightly slower than that of optimal transcripts. This can be seen as a more gradual 

intensity decay overtime for the non-optimal translation run-off curves (Figure 3.3A). 

Combined, our data indicate that there are not only fewer ribosomes loading or 

initiating on codon non-optimal transcripts, but those ribosomes are moving slower 

meaning fewer overall proteins are made per transcript. Overall, our data corroborate 

what was seen in bulk cell assays – a two-fold decrease in total mRNA and approaching 

a four-fold decrease in protein levels due to initiation repression and slower elongation 

for codon non-optimal conditions. 
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Figure 3.2: The non-optimized (0% optimized) transcripts load fewer ribosomes than the fully 

optimized (100% optimized) transcripts  

(A) Translation site calibration measurements. The intensities of 100% optimized translation sites (n=170) 

were compared to a 10xFLAG calibration system (n=57 spots) with a known number of ribosomes (11.4 

ribosomes). From these comparisons, the number of ribosomes on 100% optimized transcripts are 

calculated to be 9.6 ribosomes. These cells were imaged on the same day with the same imaging 

conditions. (B) 100% Optimized translation intensities were then compared to 0% optimized translation 

intensities to calculate the number of ribosomes on the 0% optimized transcripts to be 7.1 ribosomes. p 

value(****) = 3.08x10
-6

. The p-values are based on a two-tailed Mann-Whitney test: *p<0.05, **p<0.01, 

***p<0.001, ****p<0.0001. For the box and whisker plots, the thick black lines indicate the means, the boxes 

indicate the 25-75% range, and the whiskers indicate the 5-95% range. 
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3.5  Discussion 

Codon usage and optimality have been studied for years. Most investigations 

contribute lower protein expression of codon nonoptimal transcripts to slower elongation 

rates [139]. Recently, mRNA stability became a contributing factor to lower protein levels 

as well [138]. However, the connection between codon optimality and translation 

regulation has not been well investigated. By combining bulk cell assays and single-

molecule translation assays, we were able to begin investigating the translational 

dynamics on codon optimal and non-optimal transcripts. Preliminarily, in bulk cell assays, 

Chloe Barrington-Ham in Dr. Rissland’s lab found that while mRNA levels decreased two-

fold between optimal and non-optimal transfected cells, protein levels decreased four-

fold. These data indicated that mRNA instability was not the only factor contributing to 

lower protein levels in codon non-optimal transfected cells. To further investigate 

translational dynamics, we turned to our single-molecule translation imaging assay, NCT. 

With NCT, we were able to quantify the average number of translating mRNA per cell, the 

number of ribosomes loaded, and the elongation rates on codon optimal and non-optimal 

transcripts. 

   We first examined if the number of translating mRNA per cell was different between 

codon optimal and non-optimal loaded cells. Interestingly, we found that there are around 

two times fewer non-translating and translating mRNA in codon non-optimal than codon 

Figure 3.3: Calculating the elongation rates on non-optimized and optimized constructs.  

(A-B) Normalized total intensity decay curves of deoptimized and optimized translation, respectively. Each 

gray line represents a single cell treated with HT. The black line is a representative cell. The dotted black line 

is the Tanx fit of the representative cell. The inset is the calculated elongation rates of each cell. All cells were 

imaged for 45 minutes with a 1-minute interval between each capture. Harringtonine was added at time 0. 

Five pre-treatment images were taken before the addition of HT. Intensity values are in arbitrary units (a.u).  
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optimal loaded cells. Because we conduct experiments shortly after loading DNA into 

cells, the cells are still transcribing plasmid DNA and may not have reached an 

equilibrium. As a follow-up to this initial analysis, we will count mRNA per cell 24 hours 

after loading. 

As researchers have already established [54], we qualitatively observed that 

elongation on codon non-optimal transcripts was slower than on codon optimal 

transcripts. If all else equal, we would then expect nascent chain intensities in codon non-

optimal translation sites to be brighter and have more ribosomes. We saw the opposite 

with nascent chain intensities in codon optimal translation sites brighter and containing 

~3 more ribosomes on average than the codon non-optimal sites. These data suggest a 

reduction in ribosome initiation along with slower rates of elongation on codon non-

optimal transcripts. 

Preliminarily, bulk cell assays combined with single-molecule analysis of 

translation on optimal or non-optimal transcripts are painting a clearer picture about the 

connection between codon optimality and translation regulation. It appears that slow 

elongation rates are activating a pathway that inhibits translation initiation [140]. Because 

we do not see a dramatic difference in levels of translating mRNA per cell, it would seem 

that this is an actively translating dependent mechanism meaning that because a few 

mRNAs in the cell are being translated slowly does not mean that translation initiation is 

shutting down globally in the cells. Follow-up studies are being conducted to investigate 

the connection between slow elongation and initiation inhibition and are discussed further 

in Chapter 4.  
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Chapter 4 

Future Perspectives and Discussion 

4.1  Future perspectives for IRES-mediated translation and viral 

translation studies 

Overall, our technology to visualize when, where, and to what degree IRES-

mediated translation occurs at the single-molecule level in the natural setting of living cells 

provides a new angle on viral translation that will complement technologies like ribosome 

profiling [58] and in vitro single-molecule assays [141].  

With the translational dynamics of the EMCV IRES element established in our 

system, it will be interesting to investigate other viral and cellular IRES elements in the 

same way. The EMCV IRES element is a Type II IRES that requires many host initiation 

factors to translate [113]. However, Type III and Type IV IRES elements require fewer 

initiation factors for successful translation to occur [126]. Intuitively, one would think that 

less initiation factor requirement would lead to increased levels of translation. However, 

initial unpublished data show that HCV IRES (Type III) translation occurs much less 

frequently than EMCV IRES translation. Interestingly, translation from Polio IRES (Type 

I) seems to follow a similar trend. This corroborates what investigators have shown in bulk 

studies as well [142].  
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A reasonable explanation for this observation may be that the IRES elements from 

HCV and poliovirus require certain factors for translation to occur that can only be found 

in cell types they specifically infect, liver and nerve cells, respectively. To this end, 

investigating IRES-mediated translation in cells that the corresponding virus infects, can 

better explain the role IRES elements play in viral replication in a more biological context. 

As a next step, it would be interesting to investigate the role cell-specific 

translational proteins, mRNA binding proteins, or small RNAs have on IRES translation 

by adding those factors to our system in U2OS cells [143–145]. Experiments such as 

these can lead to a better understanding of IRES functionality in the presence and 

absence of certain cellular factors. On the other hand, viruses down-regulate cap-

dependent translation not only through stress as described in Chapter 2 but also through 

the introduction of viral proteins. For example, a protease encoded in the EMCV genome 

has been shown to cleave eIF4G such that it can no longer bind the cap-binding protein 

eIF4E but can still be recruited to the IRES and subsequentially recruit ribosomes [146].  

While our bicistronic biosensor paved the way in understanding IRES-mediated 

translation in single living cells, our system does not accurately represent true viral 

infection. Viral mRNAs are not typically bicistronic with a 5’capped ORF upstream of the 

IRES element. In previous results using the bicistronic construct, we showed that there 

were not distinguishable differences in subcellular localization, mobility, or size between 

cap-dependent and IRES-mediated translation. In these particular studies, because of 

the bicistronic nature of the construct, any effect the cap has on these parameters could 

be overpowering effects from the IRES. Further, we showed that cap translation increases 

the likelihood of IRES translation. To fairly study the IRES element in a more viral-like 
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context, the IRES element and reporter can be in vitro transcribed and loaded into cells 

as mature mRNA. Studying the IRES element outside of the influence of the cap can 

glean clearer results on how the IRES element alone recruits ribosomes and drives 

interesting translational phenomena within living cells. This is also one step closer to 

imaging single-molecule viral life cycle events [147].  

4.2  Future perspectives for codon optimality studies 

We successfully showed that the NCT assay is poised at distinguishing differences 

in translation dynamics between codon optimal and non-optimal conditions. We are 

excited by our initial results and will continue to investigate the mechanisms involved in 

initiation inhibition seen with codon non-optimal transcript translation. 

Codon availability is not the only factor slowing ribosomes down. Translation of 

aberrant mRNA can also cause the ribosome to slow. Slowly moving ribosomes can 

indicate several potential issues of the mRNA, lack of cellular energy or other needed 

material, or presence of cell stress [148].  The most common and well-studied type of 

ribosome pausing is poly-A translation pausing. Here, the paused ribosome is the cue to 

enact downstream quality control mechanisms that degrade the mRNA and the nascent 

chain [149]. Over the last few years, groups have teased apart the mechanisms involved 

in the ribosomal quality control pathway. When ribosomes pause for extended periods of 

time, the trailing ribosome will collide with the leading paused ribosome. If this collision 

persists, quality control factors that specifically recognize the interface of these two 

collided ribosomes will bind and recruit further downstream quality control factors [84]. 

Ultimately, the stalled ribosome is removed and the nascent protein is degraded. In most 
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instances, the mRNA is also marked for degradation. This is an extreme case where the 

leading ribosome is completely stalled, and ribosomal collisions are persistent. However, 

leading ribosomes that slow during translation of a highly structured part of the transcript 

for example can transiently collide with lagging ribosomes. This can occur frequently 

during translation and does not necessarily need the same level of regulation as 

completely stalled ribosomes. Recently, Juszkiewicz, S., et al. showed that an alternative 

quality control pathway is activated when ribosomes collide transiently [140]. The 

proposed mechanism is as follows: First, EDF1 recognizes the ribosomal collision which 

will recruit and stabilize the ZNF598-GIGYF2-4EHP complex. 4EHP inhibits translation 

initiation by competing off the cap-binding protein, eIF4E. If the collision is incidental, 

translation elongation will resume on the leading ribosome [140].  

The endpoint of this regulation is inhibition of translation initiation. We wondered if 

the result we are seeing with codon non-optimal transcripts having ~3 fewer ribosomes 

than codon optimal transcripts is due to activation of this quality control pathway. To test 

this, the Rissland group has acquired three different strains of HEK 293 cells that have 

EDF1, GIGYF2, or ZNF598 proteins knocked out. Our working hypothesis is that knocking 

out either EDF1 or GIGYF2 will rescue the lower ribosome load seen in codon non-optimal 

translation. If these ribosome collisions are transient and do not persist, knocking out 

ZNF598 should not affect translation. 

Our first main hurdle is to optimize the NCT assay to work in HEK 293 cells. 

Because we rely on bead loading purified protein for the NCT assay, we generally work 

with adherent cells such as U2OS, HeLa, or RPE1. HEK 293 cells are somewhat adherent 

but peel up easily. We are still working through this optimization but have promising initial 
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results indicating that we can indeed bead load and image HEK 293 cells. Soon, we will 

focus on quantifying the number of ribosomes on optimal and non-optimal transcripts for 

each of the knockout HEK 293 cells. 

Establishing a regulatory mechanism involved in the translation of codon non-

optimal transcripts will further the translation regulatory and codon usage fields helping 

refine our current definitions of codon optimality. Information that could ultimately give 

future insight into effective drug and therapeutic development studies such as studies 

currently taking place at Moderna [150].  

4.3  Overall discussion 

Since its realization in the late 1950s, the quest of molecular biologists has been 

to tease apart every detail of the central dogma. We now know that both transcription and 

translation are heavily regulated processes that require the coordinated binding and 

unbinding of many factors to occur. Misregulation at any step can lead to catastrophic 

disease. 

With the advent of single-molecule imaging technology, studying the when, where, 

and how of transcription and translation has become possible. Though both imaging 

technologies are fairly recent, real-time single-molecule translation imaging in living cells 

was made possible a mere five years ago in 2016. The last five years have provided a 

wealth of information about translation initiation and elongation dynamics, subcellular 

localization, translation site structure, and reaction to stress for both canonical and non-

canonical translation in living cells.  
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We anticipate that as NCT tags and probes continue to evolve more detailed 

questions about translation dynamics and regulation will continue to be unearthed. For 

example, the creation and evolution of biosensors to study non-canonical translation 

tactics such as the exploitation of IRES elements will give better insight into both viral and 

cellular translation mechanisms in healthy and stress conditions. Perhaps these 

biosensors can be combined with computer-aided high-throughput screens to design and 

verify new compounds to fight a viral infection in a targeted manner. 

Likewise, complimenting classic biochemistry and molecular biology techniques 

with the NCT assay has proven fruitful at revealing underlying translation regulation 

pathways in codon optimal and non-optimal conditions. Continued investigation of 

translation regulatory pathways is essential for not only understanding how translation is 

switched on or off but how diseases occur when that switch does not work properly. 

Single-molecule assays reveal details that may otherwise be lost in the noise of other 

assays. Details of which could lead to a greater understanding of not just translation but 

the entire central dogma.  
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Appendix A 

IRES-mediated translation computational modeling 

The following is based on the publication Koch, et al. 2020 (Chapter 2). This is the 
computational work done by Dr. Luis Aguilera from Dr. Brian Munsky’s group for Koch, 
A, et al. publication. 

 

A.1 Computational modeling reveals ribosomal recruitment limits IRES translation 

According to our experiments, the relatively low probability of IRES-mediated 

translation is due to rate-limiting steps that precede elongation, presumably either 

ribosome recruitment or initiation. To distinguish these possibilities, we developed a set 

of models with varying levels of complexity. All models consider the kinetics of individual 

ribosomes translating along an mRNA, with stochastic initiation and codon-dependent 

elongation proportional to the prevalence of the associated tRNA in the human genome 

[1].  Models differ in the number of states an mRNA can transition between: Three-state 

models include an inactive mRNA state (OFF), an active mRNA state that allows cap 

translation (Cap-ON), and an active mRNA that allows IRES translation (IRES-ON). Four-

state models include an additional active mRNA state (Cap+IRES-ON) that allows both 

cap and IRES-translation (Figure A.1A). 

The stochastic dynamics for all models were simulated over large ranges of 

potential parameters and automated searches were conducted to identify combinations 

of mechanisms and parameters that maximize the likelihood of all data, including the 



	

	

75	

fraction of translating spots (Figure 2.1), harringtonine run-off kinetics (Figure 2.6), and 

the translation site intensity distributions (Figure 2.7 and A.1B-E). In total, we 

considered 14 unique models with between 7 and 12 free parameters, some of which 

included interdependence between cap- and IRES- translation, either in the form of 

enhanced transition rates between states or via reinitiation of ribosomes from cap to 

IRES (Equations 1 and 2; See Computational Methods below and Figure A.2A-B). The 

simplest model that reproduces all data has eight parameters (Figure A.1A and Table 

1): (1) a baseline elongation rate of = 1.7 aa/sec, agreeing with our earlier estimate and 

consistent with previously measured rates [2,3], (2) an initiation rate kINIT-C ~1/21 sec-1 for cap-

dependent translation; (3) an initiation rate kINIT-I ~ 1/20 sec-1 for IRES-mediated translation; (4) 

cap activation bursts with refractory periods (1/kON-C) of 34.5 min and (5) durations of (1/kOFF-C) of 

8.3 min, leading to the synthesis of kINIT-C /kOFF-C = 24 nascent proteins on average per cap burst; (6) 

In the absence of cap, the model predicts that typical bursts of IRES translation would have a 

refractory period (1/kON-I) of 91.3 min and (7) a duration of (1/kOFF-I) of 2.5 min, leading to the 

synthesis of 7.5 nascent proteins on average per IRES burst. According to these fitted 

parameters, the efficiency of IRES translation is not limited by initiation (since kINIT-I ~ kINIT-C ~ 1/20 

sec-1), but rather the IRES spends less time in a translationally active state that can recruit 

ribosomes.  In addition to the above seven parameters (which can be reduced to six by setting 

the cap and IRES initiation rates equal), one additional parameter was required to fit the data: 

an enhancement in IRES activation when cap translation is on (i.e. k’ON-I > kON-I). Specifically, in the 

presence of cap, the IRES refractory period is reduced from 91.3 min to 11 min, leading to a 6.9 

fold increase in IRES translation. This enhancement was required to capture the large 

percentage of Cap+IRES translation sites (which is greater than one would predict if cap and 

IRES translation were independent) (Figure 2.1C, left) and the larger number of IRES-mediated 

ribosomes in Cap+IRES translation sites compared to IRES-only translation sites (Figure 2.7C). 
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These data and the best-fit model therefore provide evidence that translation of an upstream 

ORF can positively impact translation of a non-overlapping downstream ORF. 

 

Table 1. Estimated parameter values for the final selected model.  4 promoter states and 
promoter activation for IRES influenced by Cap. 
 

Parameter	 Description	 Value	

𝑘𝐼𝑁𝐼𝑇−𝐶		 Initiation	rate	for	Cap	 4.8x10-2±	4.6x10-2	sec-1	

𝑘𝐼𝑁𝐼𝑇−𝐼	 Initiation	rate	for	IRES	 4.9x10-2±	5.3x10-2	sec-1	

*𝑘𝑒	 Average	elongation	rate	 1.7	±	0.18	aa/sec	

𝑘𝑂𝑁−𝐶	 Transition	rate	 from	𝑆𝑜𝑓𝑓	 to	𝑆𝐶𝐴𝑃	or	𝑆𝐼𝑅𝐸𝑆	 to	
𝑆𝐶𝐴𝑃−𝐼𝑅𝐸𝑆	

4.8x10-4±	9.7x10-5	sec-1	

𝑘𝑂𝐹𝐹-C	 Transition	rate	from	𝑆𝐶𝐴𝑃	to	𝑆𝑜𝑓𝑓.	 2x10-3±	1.8x10-3	sec-1	

𝑘𝑂𝑁−𝐼	 Transition	rate	from	𝑆𝑜𝑓𝑓	to	𝑆𝐼𝑅𝐸𝑆.	 1.8x10-4±	5.5x10-5	sec-1	

𝑘𝑂𝐹𝐹−𝐼	 Transition	rate	from	𝑆𝐼𝑅𝐸𝑆	to	𝑆𝑜𝑓𝑓.	 6.6x10-3±	2.7x10-3	sec-1	

𝑘′𝑂𝑁−𝐼	 Transition	rate	from	𝑆𝐶𝐴𝑃	to	𝑆𝐶𝐴𝑃−𝐼𝑅𝐸𝑆.	 1.5x10-3±1.0x10-3	sec-1	

*𝑘! is the elongation rate calculate as the average elongation of all codons. 
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  Figure A.1: Modeling bicistronic translation of the multicolor biosensor.  

(A) The mathematical model considers four mutually exclusive RNA states: non-translating (OFF), Cap-

dependent (CAP-ON), IRES-mediated (IRES-ON), and both Cap and IRES (CAP+IRES-ON), in which  

initiation can take place from the Cap or IRES as indicated. Elongation and termination processes continue 

independent of RNA state. To capture interdependence between Cap and IRES states, multiple hypotheses 

were tested, and the best model was selected after parameter optimization and model reduction (Figure A.2). 

The selected model considers 4 promoter states, in which the IRES activation rate depends on the Cap-state 

(model 4S
Im2

). (B) Mean values and SD for the model and mean values and SEM for experimental data for 

the fraction of Cap-dependent (Cap), IRES-mediated (IRES), both Cap-dependent and IRES-mediated 

(Cap+IRES), and non-translating spots (NT). The prevalence of translation events are shown as the 

percentage of total RNA. For simulation n = 4000 trajectories were used, SD was calculated using 

bootstrapping (X50 with sampling of 300 trajectories). For experimental data, n=39 cells. (C) Experimental 

and model intensity distributions for Cap-dependent and IRES-mediated translation. Distributions consider 

only those spots that have intensities greater than or equal to one unit of mature protein (u.m.p.). (D) Decrease 

in intensity after harringtonine application for Cap-mediated translation spots and (E) IRES-mediated 

translation spots. To denote variability, 10 independent model simulations are plotted in D and E. (F) 

Experimental data and simulated predictions for translation inhibition by the chemical stressors NaAs and 

DTT. Chemical stressors were simulated by reducing the Cap activation rates at the RNA state level (i.e. 

blocking k
ON-C

) for NaAs and by reducing Cap-initiation (i.e. blocking k
INIT-C

) rates for DTT. Experimental data 

are represented by the square symbols. Errors bars in the experimental data are the mean and SEM and for 

the simulations mean and SD. NaAs: n=32 cells. DTT: n=28 cells. Simulations: n = 4,000 trajectories. The 

values given in the figure represents the percentage of inhibition. Cap, Cap-only spots; IRES, IRES-only 

spots; and Cap-IRES, Cap translation intensity in spots with both Cap and IRES intensities. 
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A.2 Computational Details. 

A stochastic model was implemented to simulate Cap and IRES activation, ribosome 

initiation, elongation, termination, and potential ribosome recycling mechanisms for cap-

dependent and IRES-mediated genes.  

In the mathematical model, initiation events are dictated by the mRNA state. 

Specifically, four possible mRNA activation states were proposed (𝑆011, 𝑆234, 𝑆5678, 
𝑆23495678), where: 𝑆011 represents a non-permissive initiation state; 𝑆234 allows for only 

cap-dependent ribosomal initiation; 𝑆5678 allows for only IRES-mediated initiation; and 

𝑆23495678 allows both cap-dependent and IRES-mediated initiation. Eq. 1 represents the 

transition reactions between mRNA states. 

𝑆011
:!"#$#⎯⎯⎯%
:!%%#$
&⎯⎯⎯' 𝑆234

𝑘0;95 ↓↑ 𝑘01195 										 𝑘′0;95 ↓↑ 𝑘′01195
𝑆5678

:<!"#&#⎯⎯⎯%
:<!%%#&
&⎯⎯⎯⎯' 𝑆23495678

,              (1) 

where each 𝑘= represents a first-order transition rate between two RNA states, and 𝑘′= 

is the transition rate conditioned on the activation state of the other construct (e.g., 

𝑘′0;95 is the cap-dependent activation rate of IRES). A simpler three-state model was 

considered by removing the fourth RNA state (i.e., 𝑆23495678). The parameter estimation 

section describes how a system with three or four mRNA states was chosen. 

When the system is in one of the appropriate mRNA activity states, cap-dependent and 

IRES-mediated initiation events occur with propensities 𝑤5;5>92 and 𝑤5;5>95, 
respectively, which are defined:  
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𝑤5;5>92 = .𝑘5;5>92 , 𝑖𝑓	𝑆234	𝑜𝑟	𝑆23495678		,	0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,    (2) 

𝑤5;5>95 = .𝑘5;5>95 , 𝑖𝑓	𝑆5678	𝑜𝑟	𝑆23495678		,	0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,    (3) 

 

where 𝑘5;5>92 and 𝑘5;5>95 represent the cap and IRES initiation rates, respectively.  

To simulate the model under stochastic dynamics, Eqs. (2) and (3) were used to 

generate a vector of random initiation event times for each gene, 𝜏5;5>&'() and 𝜏5;5>$*+. 

A codon-dependent model for translation was used, in which the elongation rate for 

each codon is given by 𝑘:?;𝑢@ 𝑢:= >, where 𝑢@ is the known frequency of the 𝑖AB codon in 

the human genome, 𝑢: is the average codon usage frequency in the human genome, 

and 𝑘:? is the basal elongation rate (to be estimated from the data). In the models, the 

final codon termination rates were assumed to be equal to the average elongation rate.  

For increased computational efficiency, ribosome elongation was approximated using a 

coarse-grained procedure. For this, sparse ribosome loading was assumed to enable 

simple calculation of the average time needed by a ribosome to complete gene 

elongation, τ:,, as follows: 

τ:? =  ∑ C
:D, FG- GHI J

K
@LC ,        (4) 

where 𝐿 represents the gene length in codons. Using the specific gene sequence for the 

cap-dependent gene and IRES-mediated gene, we calculated the total elongation time 

𝜏2MN and 𝜏5678, respectively. At any time, 𝑡, such that 0 < 𝑡 − 𝜏5;5>$./ < 𝜏2MN, the position 

of a given cap-translating ribosome was obtained by calculating the proportion of 

elongated gene as follows: 
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𝑥234 = 𝑗 such that ∑ C
:D, FG- GHI J

O
@LC ≤𝑡 −  𝜏5;5>234<∑ C

:D, FG- GHI J
OPC
@LC  ,  (5) 

and for the IRES-mediated gene for 0 < 𝑡 − 𝜏5;5>&'() < 𝜏5678: 
𝑥5678 = 𝑗 such that ∑ C

:D, FG- GHI J
O
@LC ≤𝑡 −  𝜏5;5>5678<∑ C

:D, FG- GHI J
OPC
@LC  , (6) 

where 𝜏5;5>234 and 𝜏5;5>5678 are the times at which the corresponding ribosome initiated 

translation begins.  

To consider potential interaction mechanisms between cap-dependent and IRES-

mediated translation, two possible hypotheses were postulated:  

A first hypothetical model considers potential ribosome recycling (or crossover) 

mechanisms, by which a ribosome that completes translation of the cap-dependent 

gene could immediately re-initiate translation of the IRES-mediated gene. In this 

context, a new propensity,	𝑤25, that specifies the probability that a ribosome completing 

cap will re-initiate at IRES was introduced. The specification of such reactions reflects 

single-mRNA translation observations by Wang et al., 2016 [4], which suggest ribosome 

hops between adjacent open reading frames on a single RNA. To test if such recycling 

mechanisms are necessary to reproduce the experimental data, multiple models with 

and without nonzero values for the crossover rate 𝑤52 were compared. 

In the second hypothetical model, cap and IRES interdependency were tested by 

assuming that the activation and deactivation of cap or IRES could depend on the 

activity state for the other sensor (e.g., IRES could activate faster when cap is already 

active). Including different combinations of these hypothetical mechanisms in the three- 

and four-state models led us to propose a list of 14 different sub-models, each 

comprising between 7 and 12 free parameters (Figure A.2). The sub-models test 
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different hypotheses, including variations of the number of mRNA states (3 or 4 states), 

dependency on Cap and IRES switching states, and/or the existence of the cross-over 

mechanism. Cap and IRES dependency are represented in the Figure A.2B by red 

lines, which denote that the corresponding reaction parameter value has a free value 

during the optimization process. All models have 3 or 4 mRNA states, denoted by 3S or 

4S, respectively. From Figure A.2B left to right, the first seven models lack crossover, 

while the last seven have cross-over (denoted by subscript ‘C’, e.g. 3SC). Models can 

have independent (denoted by subscript ‘I’) or dependent (denoted by subscript ‘D’) 

Cap or IRES activation/deactivation. Models can also have a single dependent 

activation or deactivation rate (denoted by subscript ‘m1’ or ‘m2’). 

Converting ribosome elongation times to fluorescence intensity 

To relate the ribosome elongation times to fluorescence intensity, a similar approach as 

in Aguilera et al.[1] was adopted. Ribosome occupancy is converted to fluorescence 

intensity by increasing the simulated intensity by one unit after each ribosome moves 

across the tag-region. For this, a cumulative probe design vector was defined that 

records the number of probe sites upstream from each codon, 𝒄𝒈 = [𝑐C, 𝑐R, … , 𝑐K], for the 

appropriate construct (i.e., 𝑔	 = cap-dependent or IRES-mediated genes, respectively). 

Using this, the intensity was calculated as the sum of the product of the position of the 

ribosome at a given time and 𝒄𝒈.  For cap-dependent spots, the intensity vector is 

defined as: 

𝐼234(𝑡) =  ∑ 𝒄234(𝒙234(𝑡)),     (8) 

and for IRES-mediated spots it is: 

𝐼5678(𝑡) =   ∑ 𝒄5678(𝒙5678(𝑡)),     (9) 
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where 𝒄S(𝒙S) is the intensity of a given ribosome at position 𝒙S, and the summations are 

taken over all ribosomes present on the mRNA at time 𝑡. To have consistent units of 

intensity between model simulations and experimental data, intensity values are 

reported in units of mature proteins (u.m.p.) as described in detail on the Methods 

section. 

Comparison of experimental data and model 

To reproduce experimental data, the model was simulated using a modified Direct 

Method [5] for 4000 trajectories representing independent RNA spots. Simulations were 

run for a burn-in period of 10,000 seconds to approximate steady state. Simulations 

were processed and used to capture spot intensity for the cap-dependent gene (𝐼234) 
and the IRES-mediated gene (𝐼5678). Additionally, simulated spots were classified as 

cap-dependent with probability 𝑃234, IRES-mediated with probability 𝑃5678; both with 

probability 𝑃23495678, or neither with probability 𝑃;TU?. 
Modeling harringtonine experiments 

Harringtonine inhibits new initiation events by directly blocking the 60S subunit in the 

ribosome, and it has been widely used to perform run-off assays to estimate elongation 

rates [6]. To mimic the effects of harringtonine in our model, the initiation rate was 

modified for the first gene as follows: 

𝑤5;5>92 = .𝑘5;5>92 , 𝑖𝑓	𝑡 < 𝑡V 	,			0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,      (10) 

and the initiation rate for the second gene as follows: 

𝑤5;5>95 = .𝑘5;5>95 , 𝑖𝑓	𝑡 < 𝑡V 	,			0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,      (11) 
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where 𝑡V is the time of application of harringtonine. 

Modeling Sodium Arsenite (NaAs) and Dithiothreitol (DTT) experiments 

NaAs and DTT are chemical stresses that have been used to affect cap-dependent 

initiation in previous single-molecule translation experiments [4]. The mechanism of 

action for NaAs is not well understood, but it has been suggested to affect ribosome 

initiation through its action on translation factors, such as eIF2a and eIF4 [7]. To 

simulate these chemical stresses, two potential mechanisms of action were tested. The 

first potential mechanism of action involves blocking cap-dependent translation by 

affecting its RNA state, and was implemented in the model by modifying the cap 

activation rates, 𝑘0;92 and 𝑘′0;92, as follows: 

𝑘0;92 	= . 𝑘0;92 	, 𝑖𝑓	𝑡 < 𝑡8> 	,	𝑘8> ∙ 𝑘0;92 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,	    (12) 

and 

𝑘′0;92 	= . 𝑘′0;92 	, 𝑖𝑓	𝑡 < 𝑡8> 	,	𝑘8> ∙ 𝑘′0;92 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,     (13) 

where, 𝑘8> is an inhibition constant, where a total inhibition is achieved by 𝑘8> = 0, and 

a null inhibition is achieved by 𝑘8> = 1. The time 𝑡8> denotes the time of stress 

application. 

In the second mechanism of action, it was hypothesized that the drug directly blocks 

cap-dependent translation initiation. In the model, this is achieved by modifying 𝑤@U@ as 

follows: 

𝑤5;5>92 = . 𝑘5;5>92 , 𝑖𝑓	𝑡 < 𝑡8> 	,	𝑘8> ∙ 𝑘5;5>92 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.    (14) 
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Parameter estimation and optimization routines 

The parameter estimation strategy consists of finding a parameter set (ΛV) that 

statistically reproduces all experimental data, including intensity histograms, fractions of 

translating spots, and harringtonine ribosomal run-off assays as follows: 

Intensity histograms  

To compare experimental and simulated steady-state intensity histograms, the 

probability to observe the experimentally determined intensities (𝑑WMN or 𝑑5678) was 

estimated given a parameter set (Λ) in the model implementation. To estimate	𝑃(𝑑; Λ), 
histograms were collected using 𝑁A = 4000 independent stochastic trajectories per 

parameter evaluation. The likelihood function was estimated as follows: 

𝐿X@YA(𝐷|𝑀) = ∏ 𝑃;𝑑O; Λ>;0
OLC ,      (15) 

and the log-likelihood as: 

log 𝐿X@YA(𝐷|𝑀) = ∑ log𝑃;𝑑O; Λ>;0
OLC ,    (16) 

where 𝐷 represents the data measured in 𝑁X independent experimental data, and 𝑀 

corresponds to the model. As the experimental measurements can only detect protein 

intensities above a threshold of one mature protein, all spots with intensities below 1 

u.m.p. were defined as non-translating mRNA. This metric was applied to experimental 

data consisting of cap-dependent spots (CAP) and IRES-mediated spots (IRES). With 

this, a total log-likelihood function was calculated as the sum of the functions for cap 

and IRES spots, that is: 

log 𝐿>0-12(𝐷|𝑀) = ∑ log𝑃234;𝑑OWMN; Λ>;2
OLC + ∑ log𝑃5678;𝑑O5678; Λ>;2

OLC .  (17) 

Fraction of translating spot 
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A similar approach was used to compute the likelihood to observe the experimentally 

determined number of spots classified as Cap-only, IRES-only, Cap+IRES, and non-

translating. The likelihood function was computed as follows: 

𝐿1(𝐷|𝑀) = ∏ 𝑃;𝑓O; Λ>;0
OLC ,    (18) 

and the log-likelihood as: 

log 𝐿1(𝐷|𝑀) = ∑ log𝑃;𝑓O; Λ>;0
OLC = ∑ 𝑁@ log𝑃(𝑓@; 𝛬)@ ,    (19) 

where each 𝑓O denotes the type (i.e., Cap, IRES, Cap+IRES, or non-translating) of the 

𝑗AB spot, 𝑁X is the total number of independent observed spots, 𝑁@ is the number of 

independent observed spots of the 𝑖AB type, and 𝑃;𝑓O; Λ> is the categorical distribution of 

spots of each type estimated by the model simulations with parameters Λ. 

Harringtonine induced ribosomal run-off 

To compare simulated and experimental time course data representing the intensity 

after harringtonine application, a Gaussian likelihood function was assumed and 

calculated as follows: 

𝐿V>(𝐼X|𝐼Z) = ∏ C
[R\](A-)3

exp d− `50(A-)954(A-;b)c
3

Rd(A-)3
e;0

@LC ,  (20) 

with a log-likelihood form given by: 

log 𝐿V>(𝐼X|𝐼Z) = 𝐶V> − ∑ `50(A-)954(A-;e)c
3

R](A-)3
;0
@LC ,   (21) 

where σ(𝑡@) is approximated by the measured SEM, and 𝑁X is the number of time points 

from the Harrintonine run-off curve.  In this log-likelihood formulation, 𝐶V> is a constant 

that doesn’t depend on the parameters.  
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 Experimental data was quantified for the total intensities for cap (𝐼2349X) and 

IRES (𝐼56789X) within all spots (after subtraction of the base level of intensity). These two 

data sets were collected to compute a total log-likelihood function as follows: 

log 𝐿>56(𝐼X|𝐼Z) = log 𝐿V>$*+(𝐼2349X|𝐼Z) 	+	 log 𝐿V>&'()(𝐼56789X|𝐼Z). (22) 

Parameter searches consisted of optimization routines based on genetic algorithms 

(GA) using the function ga in MATLAB. The optimization routine was implemented with 

a population of 100 individuals for 30 generations, and the implementation was run 

multiple times with random initial conditions. Additionally, the Pattern Search 

Algorithm[8] was implemented using the function patternsearch in MATLAB to ensure 

convergence. The best parameter values were selected by minimizing a global objective 

function that considers all data sets, that is: 

− log 𝐿>TAMf(𝐷|𝑀) = −;	log 𝐿>0-12(𝐷|𝑀) + log 𝐿1(𝐷|𝑀) + log 𝐿>56(𝐼X|𝐼Z)>.  (23) 

The comparison of the optimization results for all tested models is given in Figure A.2C-

D.  

Assessing how well models predict Sodium Arsenite (NaAs) and Dithiothreitol 

(DTT) experiments 

After optimizing the models, cross-validation experiments were predicted using the 

chemical stresses, NaAs and DTT. For this, simulated and experimental time course 

data representing the total translation spot intensity after NaAs or DTT application were 

compared. The likelihood function was calculated as follows: 

𝐿8>(𝐼X|𝐼Z) = ∏ C
[R\](A-)3

exp d− `50(A-)954(A-;b)c
3

Rd(A-)3
e;0

@LC ,  (24) 

and the log-likelihood function is: 
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log 𝐿8>(𝐼X|𝐼Z) = 𝐶8> − ∑ `50(A-)954(A-;e)c
3

R](A-)3
;0
@LC ,   (25) 

where σ(𝑡@) is approximated by the measured SEM, and 𝑁X is the number of time points 

measured in the drug-treatment curve, and 𝐶8> is constant that doesn’t depend on 

model parameters. 

For chemical stress experiments, three data sets were used representing the intensity 

for Cap-only spots, IRES-only spots, and green (Cap) intensity in both cap and IRES 

spots. These three data sets were considered on a total log-likelihood function as 

follows: 

-log 𝐿>)6(𝐼X|𝐼Z)=-;log 𝐿8>$*+(𝐼2349X|𝐼Z)  +	 log 𝐿8>&'()(𝐼56789X|𝐼Z) +
	log 𝐿8>$&;𝐼2MNP56?Y9Xh𝐼Z>>. (26) 

Uncertainty Quantification 

To quantify uncertainty, the best parameter set from fitting was initially used and 100 

runs of 1,000 step Markov Chain Monte Carlo (MCMC) algorithm were run to explore an 

additional 100,000 possible parameter combinations. At each step, a random 

perturbation of 10% to the current parameters was proposed, and every proposal for 

which the log-likelihood for the new parameter set was within a 1% of that found for the 

best fit was accepted (i.e., all parameters for which log(𝐿(𝐼X|𝐼g?YA)/𝐿(𝐼X|𝐼;?h)) < 60 

were accepted). The standard deviation of the resulting 26,650 accepted parameter 

sets was then used as a measure of parameter uncertainty as shown in Table 1.  
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  Figure A.2: Model of the bicistronic gene construct. 

(A) The most complete mathematical model considers four mutually exclusive RNA states: non-translating 

(OFF), Cap-dependent (CAP-ON), IRES-mediated (IRES-ON), and both Cap and IRES (CAP+IRES-ON). All 

transition rate values between RNA states are free-independent parameters. A cross-over mechanism (CO 

symbol in the figure), by which a ribosome that completes the translation of the Cap-dependent protein could 

immediately re-initiate translation of the IRES-mediated protein, is represented by the reaction parameter 𝑘!". 

(B) Comparison of 14 different sub-models. The sub-models test different hypotheses, including variations of 

the number of mRNA states (3 or 4 states), dependency on Cap and IRES switching states, and/or the 

existence of the cross-over mechanism. Cap and IRES dependency are represented in the figure by red lines, 

which denote that the corresponding reaction parameter value has a free value during the optimization 

process. All models have 3 or 4 mRNA states, denoted by 3S or 4S, respectively. From left to right, the first 

seven models lack crossover, while the last seven have cross-over (denoted by subscript ‘C’, e.g. 3S
C
). 

Models can have independent (denoted by subscript ‘I’) or dependent (denoted by subscript ‘D’) Cap or IRES 

activation/deactivation. Models can also have a single dependent activation or deactivation rate (denoted by 

subscript ‘m1’ or ‘m2’). The number of free parameters in the sub-models ranges from 7 to 12. (C) Cross-

validation is used to compare two possible mechanisms of translation inhibition under DTT stress. The first 

mechanism mimics the inhibition of the Cap activation rates at the promoter level (L
NaAs-STATE-CAP

; i.e., block of 

k
ON-C

 and k’
ON-C

). The second mechanisms considers blocking ribosomal initiation for Cap (L
NaAs-INIT-CAP

; i.e., 

block of k
INIT-C

). (D) Optimization process and cross-validation for the DTT stress. The same inhibitory 

mechanisms described in C are tested for DTT stress. Relative Log-likelihood values for the optimization 

process are calculated according to Eq. 23 and according to Eq. 26 for the NaAs and DTT cross-validation 

experiments, respectively. The log-likelihood reported are relative to the minimum value from all models. 

Relative log-likelihood values over 500 are not plotted.  

A selection threshold (dashed red line) was defined by a log-likelihood of 100 worse than the most complex 

and best fitting model. Models above the selection threshold were discarded (gray background), and their 

cross-validation log-likelihood values are not shown. The best model shown (green background) was chosen 

as the model with fewest free parameters below the selection threshold. (E) Model simulations for the best-

fit model 4S
Im2

 under under NaAs and DTT stresses. The figure shows the effect of blocking ribosomal 

initiation for Cap. The assumption of blocking initiation results in significantly worse predictions compared to 

the hypothesis that the drugs block Cap activation (compare to Figure A.1). 
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Appendix B 

Experimental material and methods for Chapter 2 

Plasmid construction 

The Original Tag (SM-KDM5B-EMCV-SunTag-Kif18b-MS2) contains a spaghetti 

monster (SM) with 10× FLAG epitopes, a SunTag with 24× SunTag epitopes, and an 

MS2 repeat with 24× MS2 stem loops. The coding region of the SunTag and Kif18b was 

obtained by polymerase chain reaction (PCR) of a pCMV-SunTag-Kif18b-PP7 template 

(Addgene #128606), using the following primers: 5’-GCC GAA AGG TTT AAA CGC 

TAG CTC TGG AGG AGA AGA ACT TTT GAG CAA GAA T-3’; 5’-AGT AAC AGT CCG 

CCT AGG TCC TTA TCG GAC ACC TTG GT-3’. The PCR product contained arms of 

homology to the acceptor plasmid (SM-KDM5B-MS2; Addgene #81084). The acceptor 

plasmid was cut with NheI (New England BioLabs) between the end of KDM5B and the 

MS2 stem loops. The PCR product and cut acceptor plasmid were assembled via 

Gibson Assembly (homemade mixture). The resulting plasmid was SM-KDM5B-Nhe1-

SunTag-Kif18b-MS2, which was also used as the NoIRES construct. The EMCV IRES 

sequence was amplified by PCR from EMCV_IRES_pcDNA4TO_H2B_SunTag24x_v1 

(Addgene #246719) using the following primers: 5’- CCG AAA GGT TTA AAC GCT 

AGC acg tta ctg gcc gaa -3’; 5’- TTC TTC TCC TCC AGA GCT AGC tat tat cat cgt gtt ttt 

caa agg aaa -3’. The PCR product contained arms of homology to the acceptor plasmid 

(SM-KDM5B-Nhe1-SunTag-Kif18b-MS2). The acceptor plasmid was cut with NheI (New 

England BioLabs) between the end of KDM5B and beginning of SunTag. The PCR 
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product and cut acceptor plasmid were assembled via Gibson Assembly. The start 

codon for SunTag-Kif18b is within the EMCV IRES sequence.  

For the construction of the Switch Tag (SunTag-Kif18b-EMCV-SM-KDM5B-MS2), 

the coding region of the SunTag and Kif18b was obtained by PCR of a pCMV-SunTag-

Kif18b-PP7 template (Addgene #128606), using the following primers: 5’-TCG CTG 

TGA TCG TCA CTT GGC GGA cac cat gGA AGA ACT TTT GAG CAA GAAT-3’; 5’- 

CGT CCT TGT AGT CCA TGG TGG Cgg cgc gcc GTC Tta gaT ATC GGA CAC CTTG-

3’. The PCR product contained arms of homology to the acceptor plasmid (SM-KDM5B-

MS2 Addgene #81084). The acceptor plasmid was cut with NotI (New England 

BioLabs) at the beginning of SM. The PCR product and cut plasmid were assembled via 

Gibson Assembly. The resulting plasmid was SunTag-Kif18b-Nhe1-SM-KDM5B-MS2. 

The EMCV IRES sequence was amplified by PCR from 

EMCV_IRES_pcDNA4TO_H2B_SunTag24×_v1 (Addgene #246719) using the following 

primers: 5’- CCA AGG TGT CCG ATA tct aAG ACg gcg tta ctg gcc gaa gcc gct -‘3; 5’-

CCT TGT AGT CCA TGG TGG Cgg cgc ata tta tca tcg tgt ttt tca aag gaa aac cac- 3’. 

The PCR product contained arms of homology to the acceptor plasmid (SunTag-Kif18b-

AscI-SM-KDM5B-MS2). The acceptor plasmid was cut with AscI (New England 

BioLabs) between the end of Kif18b and beginning of SM. The PCR product and cut 

acceptor plasmid were assembled via Gibson Assembly. The start codon for SM-

KDM5B is within the EMCV IRES sequence. 

anti-FLAG Fab generation and dye-conjugation  

Pierce mouse IgG1 preparation kit (Thermo Scientific) was used to generate Fab 

according to the manufacturer’s instruction. Briefly, immobilized ficin in the presence of 
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25 mM cysteine was used to digest FLAG antibodies (Wako, 012-22384 Anti 

DYKDDDDK mouse IgG2b monoclonal) to create Fab. Fab were separated from the Fc 

region using NAb Protein A column. After elution, Fab were concentrated to 1 mg/ml 

and conjugated to Cy3. Cy3 N-hydroxysuccinimide ester (Invitrogen) was dissolved in 

DMSO and stored at -20°C. 100 µg of Fab were diluted into 100 µl of 100 mM NaHCO3 

(pH 8.5). 1.33 µl of Cy3 was added to this solution and incubated with end-over-end 

rotation for 1-2 hours at room temperature. The conjugated Fab were then eluted from a 

PBS pre-equilibrated PD-mini G-25 desalting column (GE Healthcare) that removed 

unconjugated dye. Conjugated Fabs were then concentrated using an Ultrafree 0.5 filter 

(10k-cut off; Millipore) to 1 mg/ml. The Fab:dye ratio was calculated using the 

absorbance at 280 and 550 nm, and using the extinction coefficient of Fab with the dye 

correction factor at 280 nm provided by the manufacturers (0.08 for Cy3). The degree of 

labeling was calculated using the following formula: 

𝐷𝑂𝐿 = l𝜀5Si𝜀jk?n d
1(𝐴lMA)9C − 𝐶𝐹e 

MCP and scFv-GFP purification  

His-tagged MCP/scFv-GFP was purified with Ni-NTA-agarose (Qiagen) following 

the manufacturer’s instructions with minor modifications. Briefly, the bacteria were lysed 

in a PBS-based buffer containing a complete set of protease inhibitors (Roche), binding 

to the Ni-NTA resin was carried out in the presence of 10 mM imidazole. After washing 

with 20 and 50 mM imidazole in PBS, the protein was eluted with 300 mM imidazole in 

PBS, and directly used for experiments. The rest was dialyzed against a HEPES-based 

buffer (10% glycerol, 25 mM HEPES pH 7.9, 12.5 mM MgCl2, 100 mM KCl, 0.1 mM 
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EDTA, 0.01 % NP-40 detergent, and 1 mM DTT) and stored at -80 °C after snap-

freezing by liquid nitrogen. 

Cell culture and beadloading  

U2OS cells were grown in DMEM (Thermo Scientific) supplemented with 10% 

(v/v) FBS, 1 mM L-glutamine and 1% (v/v) Penicillin-streptomycin (DMEM+). One to two 

days prior to experiments, cells were plated into a 35 mm MatTek chamber at 

approximately 70-80% confluency. Two to four hours prior to experiments, cells were 

put in OPTI-MEM (Thermo Scientific) supplemented with 10% (v/v) FBS (OPTI-MEM+). 

Cells were then bead-loaded with fluorescently labeled Fab, GFP-fused scFv, MCP-

HaloTag protein and purified DNA of interest. Briefly, 100 µg/ml of fluorescently labeled 

Fab, 100 µg/ml of purified GFP-fused scFv, 33 µg/ml of purified MCP HaloTag protein, 

and 750ng of DNA of interest were prepared in a total volume of 4µl of 1xPBS. After 

removing OPTI-MEM and FBS, the 4µL solution was pipetted to the top of the cells. 

Then, ~106 µm glass beads (Sigma Aldrich) were sprinkled evenly over the cells. The 

chamber was tapped firmly 12 times on the bench, and OPTI-MEM+ was added back to 

the cells. Two hours after bead-loading, cells were washed twice with phenol-red-free 

DMEM+ such that all beads were removed. 200 nM of JF646-HaloTag ligand was next 

added (1µL of 200nM to 1mL of phenol-red-free DMEM+). After 20 minutes of 

incubation at 37 ◌֯ C, the cells were washed twice with phenol-red-free DMEM+ to 

remove excess ligand. 2 mL of phenol-red-free DMEM+ was added back to the cells. 

Translation experiments were conducted immediately after washing. U2OS cells were 

purchased from ATCC and were authenticated by STR profiling by ATCC and 
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morphological assessments. We also confirmed that all cell lines tested negative for 

mycoplasma contamination.  

Single molecule tracking microscopy 

To track single-molecule mRNA translation events, we used a custom-built 

widefield fluorescence microscope with a highly inclined illumination scheme.[6,9] 

Briefly, the excitation beams, 488, 561 and 637 nm solid-state lasers (Vortran), were 

coupled and focused on the back focal plane of the objective (60X, NA 1.49 oil 

immersion objective, Olympus). The emission signals were split by an imaging grade, 

ultra-flat dichroic mirror (T660lpxr, Chroma) and detected by two aligned EM-CCD 

cameras (iXon Ultra 888, Andor) by focusing with 300 mm tube lenses (this lens 

combination produces 100X images with 130 nm/pixel). Live cells were placed into an 

incubation chamber (Okolab) at 37 °C and 5% CO2 on a piezoelectric stage (PZU-2150, 

Applied Scientific Instrumentation). The focus was maintained with the CRISP 

Autofocus System (CRISP-890, Applied Scientific Instrumentation). Image acquisition 

was performed using open source Micro-Manager.[10]  With this setting, one camera 

detected far-red emission signals while the other detected either red or green emission 

signals.  

Far-red signals were excited with the 637 nm laser with a 731/137 nm emission 

filter (FF01-731/137/25, Semrock). Red and green signals were separated by the 

combination of the excitation lasers and the emission filters installed in a filter wheel 

(HS-625 HSFW TTL, Finger Lakes Instrumentation); namely, the 561 nm laser and 

593/46 nm emission filter (FF01-593/46-25, Semrock) were used for Cy3 imaging, and 

the 488 nm laser and 510/ 42 nm emission filter (FF01-510/42-25, Semrock) were used 
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for sfGFP or A488 imaging. The lasers, filter wheel, cameras, and the piezoelectric 

stage were synchronized by an Arduino Mega board (Arduino). The exposure time of 

the cameras was selected as 53.64 msec throughout the experiments. The readout time 

for the cameras from the combination of imaging size, readout mode, and the vertical 

shift speed was 23.36 msec, resulting in an imaging rate of 13 Hz (77 msec per image). 

The excitation laser lines were digitally synched to ensure they only illuminated cells 

when the camera was exposing to avoid excessive photobleaching. To capture the 

entire volume of the cytoplasm of U2OS cells, 13 z stacks with a step size of 500 nm (6 

�m in total) were acquired using the piezoelectric stage. Because one image of Cy3 

was captured on one camera and one image of sfGFP/A488 + JF646 was captured on 

the other camera in the same stack of the cell, the z-position within the cell changed 

every two images. The position of the filter wheel was changed during the camera 

readout time. This resulted in a total cellular imaging rate of 0.5 Hz (2 s per volume for 

3-colors). Note that all colors described in the text and that are shown in the figures are 

based on the color of the excitation laser: RNA in red (JF646) and protein in green 

(Cy3) or blue (sfGFP). 

Cell imaging conditions with no drugs added for all constructs 

Cells beadloaded with SM-KDM5B-EMCV-SunTag-Kif18b-MS2 (Original Tag), 

SunTag-Kif18b-EMCV-SM-KDM5B-MS2 (Switch Tag), or SM-KDM5B-SunTag-Kif18b-

MS2 (NoIRES Tag), Cy3 labeled anti-FLAG Fab, Halo-MCP protein (labeled with 

JF646-HaloTag ligand), and anti-SunTag scFv-GFP were imaged with a 6 second 

interval between every 13 captures (one entire cell volume) for 25-50 total time-points. 
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Laser powers for all images were: 15mW for 637nm, 9mW for 488nm, and 5mW for 

561nm with an ND10 neutral density filter at the beam expander. 

Particle tracking 

Collected images were first pre-processed with Fiji.[11] Briefly, the 3D images 

were projected to 2D images by a maximum intensity projection and background 

subtracted. Post-processed images were then analyzed by a custom-written 

Mathematica (Wolfram Research) routine to detect and track particles in the RNA 

channel (red color). Specifically, particles were emphasized with a band-pass filter such 

that the positions could be detected using the built-in Mathematica routine 

ComponentMeasurements ‘‘IntensityCentroid.’’ Detected particles were linked through 

time by allowing a maximum displacement of 5 pixels between consecutive frames. 

Particle tracks lasting at least 5 frames were selected. To properly account for the offset 

between the two cameras, a geometric transformation function (see method below) was 

applied to the coordinates of the center of mRNAs. For each frame of each track, 15x15 

(pixels x pixels) crops centered on the registered mRNA coordinate were made and 

averaged through time. Using Mathematica’s bandpass filter and 

ComponentMeasurements described above, the time-averaged crops corresponding to 

each track were categorized based on the presence of detectable signals in the green 

and blue nascent chain channels: Red – mRNA not translating, Red + Green = Yellow – 

mRNA translating in Cap Only for Original Tag or IRES Only for Switch Tag, Red + Blue 

= Purple – mRNA translating in IRES Only for Original Tag and Cap Only for the Switch 

Tag, Red + Green + Blue = White – mRNA translating in both cap and IRES manner. 
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Once the spots were categorized in this automated fashion, all spots were again hand-

checked to minimize error.  

Finally, the original 2D maximum intensity projected images corresponding to 

each hand-checked track were fit to find their precise coordinates and intensities (using 

the built-in Mathematica routine NonlinearModelFit) to a 2D Gaussians of the following 

form: 

𝐼(𝑋, 𝑌) = 𝐼gi + 𝐼𝑒9	
(=9=7)3
Rd83

	9	(k9k7)
3

Rd93  

where 𝐼gi is the background intensity,  𝐼 the particle peak intensity, (𝜎= , 𝜎k) the spread of 

the particle, and (𝑥n, 𝑦n)	the particle location. From these data, the intensity, position 

through time, and number of spots over time in each track were quantified for 

downstream analysis.  

Fast imaging for mean square displacement analysis 

For fast particle tracking to accurately quantify the mean square displacements, 

single planes of cells loaded with the Original Tag construct, Cy3 anti-FLAG Fab, anti-

GCN4 scFv-GFP, and Halo-MCP were imaged with an imaging rate of 77 msec. 

Geometric transformation function 

The offset between the two cameras was registered using the built-in 

Mathematica routine FindGeometricTransform. To find the transformation function that 

best aligned the fitted positions, 100 nm diameter Tetraspeck beads evenly spread out 

across the image field-of-view were imaged on the same day experiments were taken. 

Only the fitted particle positions were registered to avoid introducing any distortion into 

images. Therefore, a slight offset can be observed between the red and the green or 
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blue particles even though they are within a diffraction limited spot according to our 

registration. 

Calibrating translation site intensity 

We wanted to quantify the units of mature protein (i.e. number of nascent chains 

or active ribosomes) at a translation site using its intensity signal. For this purpose, we 

imaged two calibration constructs.[6] The two calibration constructs were equal in 

length, one containing the spaghetti monster 10×FLAG tag (SM-BetaActin) which 

contains 10 repeats of the FLAG epitope, the other containing just a single FLAG 

epitope (1×FLAG-filler-BetaActin). Note the spaghetti monster 10xFLAG tag (SM) is the 

same tag utilized in the Original Tag (SM-KDM5B-IRES-ST-Kif18b) and the Switch Tag 

(ST-Kif18b-IRES-SM-KDM5B). The 1×FLAG-filler-BetaActin tag was used to measure 

the number of ribosomes translating in a translation site. With the 1×FLAG-filler-

BetaActin calibration construct, each nascent chain in a translation site contains just 

one FLAG epitope labeled by a single Fab conjugated (on average) to a single Cy3 

fluorophore. By imaging this 1×FLAG construct at high laser powers such that individual 

translation sites and single Cy3 fluorophores (confirmed by single-step photobleaching, 

see below) can both be visualized, the ratio of total Cy3 signal in translation sites to 

single Cy3 fluorophore intensity signals approximates the number of nascent chains (or 

ribosomes) per translation site. To quantify this, we imaged cells beadloaded with 

1xFLAG-filler-BetaActin and Cy3 anti-FLAG Fab in a single optical plane at high laser 

powers (50 mW for 561nm and 15mW for 637nm laser). A short movie was acquired, 

after which cells were continually illuminated to photobleach them to the point at which 

single probe fluorescence could easily be detected by single-step photobleaching. At 
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this point, a second short 250-frame movie was acquired. The intensity of polysomes 

(verified by the presence of an RNA signal intensity) from the first frame of the first 

movie was then measured (as described in the ‘Particle tracking’ section above) and 

compared to the plateau intensity of a single Cy3 just prior to single-step 

photobleaching. The ratio of polysome to Cy3 intensities gives us an estimate for the 

number of ribosomes on a single RNA. By averaging all measured RNA together, we 

obtain a mean value for the ribosomal occupancy of a single, translating, 1×FLAG-filler-

BetaActin mRNA. From these measurements, 11.4 ± 2.0 ribosomes were estimated to 

be translating the 1×FLAG-filler-BetaActin calibration construct.  

Since the 1×FLAG-filler-BetaActin calibration construct and the SM-BetaActin 

calibration construct (with 10×FLAG) are the same length with the same promoters and 

3’ and 5’ UTRs, their translation sites should contain roughly the same number of 

ribosomes (11.4 ± 2.0). With a known number of ribosomes on SM-BetaActin, we 

wished quantify the number of ribosomes on the cap ORF in the Original Tag (SM-

KDM5B-IRES-ST-Kif18b) and the IRES ORF in the Switch Tag (ST-Kif18b-IRES-SM-

Kif18b). To do this, we imaged cells in two different chambers. In one chamber, we 

beadloaded cells with anti-FLAG Fab (Cy3) and SM-BetaActin. In the second chamber, 

we beadloaded cells with anti-FLAG (Cy3) and the Original Tag (SM-KDM5B-IRES-ST-

Kif18b). Both chambers were imaged on the same day with the same imaging 

conditions (50 mW for 561nm and 15mW for 637nm laser). By taking the intensity ratio 

of SM-BetaActin containing 11.4 ± 2.0 ribosomes and Cap Only translation sites in the 

Original Tag (SM-KDM5B-IRES-ST-Kif18b), we measured the ribosomal occupancy of 

the cap ORF to be 14.6 ± 5.6 ribosomes. Taking the intensity ratio of these translation 
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sites and all other SM translation sites in the Original Tag (Cap in Cap+IRES translation 

sites) and Switch Tag (ST-Kif18b-IRES-SM-KDM5B) (IRES in IRES Only and 

Cap+IRES translation sites) gave the number of ribosomes translating in all possible 

translation sites, as shown in Fig. 4c.  

Ribosome run-off experiments using harringtonine treatment and elongation 

estimates 

To measure average elongation rates, cells beadloaded with the Original Tag 

(SM-KDM5B-EMCV-SunTag-Kif18b-MS2), Cy3 labeled anti-FLAG Fab, Halo-MCP 

protein (labeled with JF646-HaloTag ligand), and anti-SunTag scFv-GFP were imaged 

with a 60 second interval between every 13 frames (one entire cell volume) for 50 total 

time-points. Laser powers were the same as previously described for general imaging. 

After acquiring 5 time-points of pre-treated images, cells were treated with a final 

concentration of 3 µg/mL of harringtonine (Cayman Chemical). After treatment, cells 

were imaged for the remaining 45 time-points as described. As a photobleaching 

control, cells were imaged at the exact same imaging conditions described previously 

however no drug was added.  

To generate ribosomal run-off curves, images were analyzed with the particle 

tracker as previously described. In each frame of each cell image, nascent chain signal 

intensities from all translation sites were totaled resulting in an intensity decay curve 

over time for each individual cell. Each decay curve was normalized to the average 

value from the first five frames (preceding drug addition). Each individual curve was fit 

to the following phenomenological equation: 

1 − 𝑇𝑎𝑛ℎ(𝑎𝑥 − 𝑏)2  
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where the linear part of the fit (the slope at ax=b) provides a good estimate of the 

elongation rates in amino acids over time in seconds.[12] From this, elongation rates for 

each cell were calculated.  

Puromycin treatment  

Cells beadloaded with the Original Tag (SM-KDM5B-EMCV-SunTag-Kif18b-

MS2) or the Switch Tag (SunTag-Kif18b-EMCV-SM-KDM5B-MS2), Cy3 labeled anti-

FLAG Fab, Halo-MCP protein (labeled with JF646-HaloTag ligand), and scFv-GFP were 

imaged with a 60 second interval between every 13 frames (one entire cell volume) for 

15 total time-points. After acquiring 5 time-points of pre-treated images, cells were 

treated with a final concentration of 50µg/mL of puromycin. After treatment, cells were 

imaged for the remaining 10 time-points as described previously. As a photo-bleaching 

control, cells were imaged at the exact same imaging conditions described previously 

with no drug added. Three biological replicates were taken. 

Sodium Arsenite (NaAs) and Dithiothreitol (DTT) treatment 

Cells beadloaded with the Original Tag (SM-KDM5B-EMCV-SunTag-Kif18b-

MS2) or Switch Tag (SunTag-Kif18b-EMCV-SM-KDM5B-MS2), Cy3 labeled anti-FLAG 

Fab, Halo-MCP protein (labeled with JF646-HaloTag ligand), and anti-GCN4 scFv-GFP 

were imaged with a 180 second interval for NaAs and 120 for DTT between every 13 

frames (one entire cell volume) for 35 total time-points. After acquiring 5 time-points of 

pre-treated images, cells were treated with a final concentration of 0.5 mM of NaAs or 

0.75 mM of DTT. After treatment, cells were imaged for the remaining time-points. As a 

photo-bleaching control, cells were imaged at the exact same imaging conditions 

described previously with no drug added. Four biological replicates were taken. 
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Appendix C 

Experimental material and methods for Chapter 3 

 
anti-FLAG Fab generation and dye-conjugation  

Pierce mouse IgG1 preparation kit (Thermo Scientific) was used to generate Fab 

according to the manufacturer’s instruction. Briefly, immobilized ficin in the presence of 

25 mM cysteine was used to digest FLAG antibodies (Wako, 012-22384 Anti 

DYKDDDDK mouse IgG2b monoclonal) to create Fab. Fab were separated from the Fc 

region using NAb Protein A column. After elution, Fab were concentrated to 1 mg/ml 

and conjugated to Cy3. Cy3 N-hydroxysuccinimide ester (Invitrogen) was dissolved in 

DMSO and stored at -20°C. 100 µg of Fab were diluted into 100 µl of 100 mM NaHCO3 

(pH 8.5). 1.33 µl of Cy3 was added to this solution and incubated with end-over-end 

rotation for 1-2 hours at room temperature. The conjugated Fab were then eluted from a 

PBS pre-equilibrated PD-mini G-25 desalting column (GE Healthcare) that removed 

unconjugated dye. Conjugated Fabs were then concentrated using an Ultrafree 0.5 filter 

(10k-cut off; Millipore) to 1 mg/ml. The Fab:dye ratio was calculated using the 

absorbance at 280 and 550 nm, and using the extinction coefficient of Fab with the dye 

correction factor at 280 nm provided by the manufacturers (0.08 for Cy3). The degree of 

labeling was calculated using the following formula: 

𝐷𝑂𝐿 = l𝜀5Si𝜀jk?n d
1(𝐴lMA)9C − 𝐶𝐹e 

MCP purification  
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His-tagged MCP was purified with Ni-NTA-agarose (Qiagen) following the 

manufacturer’s instructions with minor modifications. Briefly, the bacteria were lysed in a 

PBS-based buffer containing a complete set of protease inhibitors (Roche), binding to 

the Ni-NTA resin was carried out in the presence of 10 mM imidazole. After washing 

with 20 and 50 mM imidazole in PBS, the protein was eluted with 300 mM imidazole in 

PBS, and directly used for experiments. The rest was dialyzed against a HEPES-based 

buffer (10% glycerol, 25 mM HEPES pH 7.9, 12.5 mM MgCl2, 100 mM KCl, 0.1 mM 

EDTA, 0.01 % NP-40 detergent, and 1 mM DTT) and stored at -80 °C after snap-

freezing by liquid nitrogen. 

Cell culture and beadloading  

U2OS cells were grown in DMEM (Thermo Scientific) supplemented with 10% 

(v/v) FBS, 1 mM L-glutamine and 1% (v/v) Penicillin-streptomycin (DMEM+). One to two 

days prior to experiments, cells were plated into a 35 mm MatTek chamber at 

approximately 70-80% confluency. Two to four hours prior to experiments, cells were 

put in OPTI-MEM (Thermo Scientific) supplemented with 10% (v/v) FBS (OPTI-MEM+). 

Cells were then bead-loaded with fluorescently labeled Fab, GFP-fused scFv, MCP-

HaloTag protein and purified DNA of interest. Briefly, 100 µg/ml of fluorescently labeled 

Fab, 33 µg/ml of purified MCP HaloTag protein, and 750ng of DNA of interest were 

prepared in a total volume of 4µl of 1xPBS. After removing OPTI-MEM and FBS, the 

4µL solution was pipetted to the top of the cells. Then, ~106 µm glass beads (Sigma 

Aldrich) were sprinkled evenly over the cells. The chamber was tapped firmly 12 times 

on the bench, and OPTI-MEM+ was added back to the cells. Two hours after bead-

loading, cells were washed twice with phenol-red-free DMEM+ such that all beads were 
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removed. 200 nM of JF646-HaloTag ligand was next added (1µL of 200nM to 1mL of 

phenol-red-free DMEM+). After 20 minutes of incubation at 37 ◌֯ C, the cells were 

washed twice with phenol-red-free DMEM+ to remove excess ligand. 2 mL of phenol-

red-free DMEM+ was added back to the cells. Translation experiments were conducted 

immediately after washing. U2OS cells were purchased from ATCC and were 

authenticated by STR profiling by ATCC and morphological assessments. We also 

confirmed that all cell lines tested negative for mycoplasma contamination.  

Single molecule tracking microscopy (Chapters 2 and 3) 

To track single-molecule mRNA translation events, we used a custom-built 

widefield fluorescence microscope with a highly inclined illumination scheme.[6,9] 

Briefly, the excitation beams, 488, 561 and 637 nm solid-state lasers (Vortran), were 

coupled and focused on the back focal plane of the objective (60X, NA 1.49 oil 

immersion objective, Olympus). The emission signals were split by an imaging grade, 

ultra-flat dichroic mirror (T660lpxr, Chroma) and detected by two aligned EM-CCD 

cameras (iXon Ultra 888, Andor) by focusing with 300 mm tube lenses (this lens 

combination produces 100X images with 130 nm/pixel). Live cells were placed into an 

incubation chamber (Okolab) at 37 °C and 5% CO2 on a piezoelectric stage (PZU-2150, 

Applied Scientific Instrumentation). The focus was maintained with the CRISP 

Autofocus System (CRISP-890, Applied Scientific Instrumentation). Image acquisition 

was performed using open source Micro-Manager [10].  With this setting, one camera 

detected far-red emission signals while the other detected either red or green emission 

signals.  
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Far-red signals were excited with the 637 nm laser with a 731/137 nm emission 

filter (FF01-731/137/25, Semrock). Red and green signals were separated by the 

combination of the excitation lasers and the emission filters installed in a filter wheel 

(HS-625 HSFW TTL, Finger Lakes Instrumentation); namely, the 561 nm laser and 

593/46 nm emission filter (FF01-593/46-25, Semrock) were used for Cy3 imaging, and 

the 488 nm laser and 510/ 42 nm emission filter (FF01-510/42-25, Semrock) were used 

for sfGFP or A488 imaging. The lasers, filter wheel, cameras, and the piezoelectric 

stage were synchronized by an Arduino Mega board (Arduino). The exposure time of 

the cameras was selected as 53.64 msec throughout the experiments. The readout time 

for the cameras from the combination of imaging size, readout mode, and the vertical 

shift speed was 23.36 msec, resulting in an imaging rate of 13 Hz (77 msec per image). 

The excitation laser lines were digitally synched to ensure they only illuminated cells 

when the camera was exposing to avoid excessive photobleaching. To capture the 

entire volume of the cytoplasm of U2OS cells, 13 z stacks with a step size of 500 nm (6 

μm in total) were acquired using the piezoelectric stage. Note that all colors described in 

the text and that are shown in the figures are based on the color of the excitation laser: 

RNA in red (JF646) and protein in green (Cy3). 

Cell imaging conditions with no drugs added for all constructs 

Cells beadloaded with 100% optimized construct (SM-100Luc-MS2) or 0% 

optimized construct (SM-0Luc-MS2), Cy3 labeled anti-FLAG Fab, and Halo-MCP 

protein (labeled with JF646-HaloTag ligand) were imaged with a 6 second interval 

between every 13 captures (one entire cell volume) for 25-50 total time-points. Laser 
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powers for all images were: 20mW for 637nm, and 5mW for 561nm with an ND10 

neutral density filter at the beam expander. 

Particle tracking 

Collected images were first pre-processed with Fiji.[11] Briefly, the 3D images 

were projected to 2D images by a maximum intensity projection and background 

subtracted. Post-processed images were then analyzed by a custom-written 

Mathematica (Wolfram Research) routine to detect and track particles in the RNA 

channel (red color). Specifically, particles were emphasized with a band-pass filter such 

that the positions could be detected using the built-in Mathematica routine 

ComponentMeasurements ‘‘IntensityCentroid.’’ Detected particles were linked through 

time by allowing a maximum displacement of 5 pixels between consecutive frames. 

Particle tracks lasting at least 5 frames were selected. To properly account for the offset 

between the two cameras, a geometric transformation function (see method below) was 

applied to the coordinates of the center of mRNAs. For each frame of each track, 15x15 

(pixels x pixels) crops centered on the registered mRNA coordinate were made and 

averaged through time. Using Mathematica’s bandpass filter and 

ComponentMeasurements described above, the time-averaged crops corresponding to 

each track were categorized based on the presence of detectable signals in the green 

nascent chain channel: Red – mRNA not translating, Red + Green = Yellow – mRNA 

translating. Once the spots were categorized in this automated fashion, all spots were 

again hand-checked to minimize error.  

Finally, the original 2D maximum intensity projected images corresponding to 

each hand-checked track were fit to find their precise coordinates and intensities (using 



	

	

108	

the built-in Mathematica routine NonlinearModelFit) to a 2D Gaussians of the following 

form: 

𝐼(𝑋, 𝑌) = 𝐼gi + 𝐼𝑒9	
(=9=7)3
Rd83

	9	(k9k7)
3

Rd93  

where 𝐼gi is the background intensity,  𝐼 the particle peak intensity, (𝜎= , 𝜎k) the spread of 

the particle, and (𝑥n, 𝑦n)	the particle location. From these data, the intensity, position 

through time, and number of spots over time in each track were quantified for 

downstream analysis.  

Geometric transformation function 

The offset between the two cameras was registered using the built-in 

Mathematica routine FindGeometricTransform. To find the transformation function that 

best aligned the fitted positions, 100 nm diameter Tetraspeck beads evenly spread out 

across the image field-of-view were imaged on the same day experiments were taken. 

Only the fitted particle positions were registered to avoid introducing any distortion into 

images. Therefore, a slight offset can be observed between the red and the green or 

blue particles even though they are within a diffraction limited spot according to our 

registration. 

Calibrating translation site intensity 

We wanted to quantify the units of mature protein (i.e. number of nascent chains 

or active ribosomes) at a translation site using its intensity signal. For this purpose, we 

imaged two calibration constructs [6]. The two calibration constructs were equal in 

length, one containing the spaghetti monster 10×FLAG tag (SM-BetaActin) which 

contains 10 repeats of the FLAG epitope, the other containing just a single FLAG 

epitope (1×FLAG-filler-BetaActin). Note the spaghetti monster 10xFLAG tag (SM) is the 
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same tag utilized in the 100% optimized (SM-100Luc-MS2) and the 0% optimized (SM-

0Luc-MS2). The 1×FLAG-filler-BetaActin tag was used to measure the number of 

ribosomes translating in a translation site. With the 1×FLAG-filler-BetaActin calibration 

construct, each nascent chain in a translation site contains just one FLAG epitope 

labeled by a single Fab conjugated (on average) to a single Cy3 fluorophore. By 

imaging this 1×FLAG construct at high laser powers such that individual translation sites 

and single Cy3 fluorophores (confirmed by single-step photobleaching, see below) can 

both be visualized, the ratio of total Cy3 signal in translation sites to single Cy3 

fluorophore intensity signals approximates the number of nascent chains (or ribosomes) 

per translation site. To quantify this, we imaged cells beadloaded with 1xFLAG-filler-

BetaActin and Cy3 anti-FLAG Fab in a single optical plane at high laser powers (50 mW 

for 561nm and 15mW for 637nm laser). A short movie was acquired, after which cells 

were continually illuminated to photobleach them to the point at which single probe 

fluorescence could easily be detected by single-step photobleaching. At this point, a 

second short 250-frame movie was acquired. The intensity of polysomes (verified by the 

presence of an RNA signal intensity) from the first frame of the first movie was then 

measured (as described in the ‘Particle tracking’ section above) and compared to the 

plateau intensity of a single Cy3 just prior to single-step photobleaching. The ratio of 

polysome to Cy3 intensities gives us an estimate for the number of ribosomes on a 

single RNA. By averaging all measured RNA together, we obtain a mean value for the 

ribosomal occupancy of a single, translating, 1×FLAG-filler-BetaActin mRNA. From 

these measurements, 11.4 ± 2.0 ribosomes were estimated to be translating the 

1×FLAG-filler-BetaActin calibration construct.  
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Since the 1×FLAG-filler-BetaActin calibration construct and the SM-BetaActin 

calibration construct (with 10×FLAG) are the same length with the same promoters and 

3’ and 5’ UTRs, their translation sites should contain roughly the same number of 

ribosomes (11.4 ± 2.0). With a known number of ribosomes on SM-BetaActin, we 

wished quantify the number of ribosomes on the 100% and 0% Optimized ORF. To do 

this, we imaged cells in two different chambers. In one chamber, we beadloaded cells 

with anti-FLAG Fab (Cy3) and SM-BetaActin. In the second chamber, we beadloaded 

cells with anti-FLAG (Cy3) and the 100% Optimized construct. Both chambers were 

imaged on the same day with the same imaging conditions (50 mW for 561nm and 

15mW for 637nm laser). By taking the intensity ratio of SM-BetaActin containing 11.4 ± 

2.0 ribosomes and 100% Optimized translation sites, we measured the ribosomal 

occupancy of the cap ORF to be 9.6 ribosomes. Taking the intensity ratio of these 

translation sites and all other SM translation sites in the 0% optimized construct gave 

the number of ribosomes translating in all possible translation sites, as shown in Figure 

3.2.  

Ribosome run-off experiments using harringtonine treatment and elongation 

estimates 

To measure average elongation rates, cells in two separate chambers 

beadloaded with the 100% Optimized and 0% Optimized constructs, Cy3 labeled anti-

FLAG Fab and Halo-MCP protein (labeled with JF646-HaloTag ligand) were imaged 

with a 60 second interval between every 13 frames (one entire cell volume) for 50 total 

time-points. Laser powers were the same as previously described for general imaging. 

After acquiring 5 time-points of pre-treated images, cells were treated with a final 
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concentration of 3 µg/mL of harringtonine (Cayman Chemical). After treatment, cells 

were imaged for the remaining 45 time-points as described.  

To generate ribosomal run-off curves, images were analyzed with the particle 

tracker as previously described. In each frame of each cell image, nascent chain signal 

intensities from all translation sites were totaled resulting in an intensity decay curve 

over time for each individual cell. Each decay curve was normalized to the average 

value from the first five frames (preceding drug addition). 
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