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ABSTRACT 
 
 
 

GPS EQUATORIAL IONOSPHERIC SCINTILLATION SIGNALS SIMULATION, 

CHARACTERIZATION, AND ESTIMATION 
 
 
 

Strong equatorial ionospheric scintillation is characterized with simultaneous deep amplitude 

fading and fast phase fluctuations, which can severely degrade GNSS receiver performance and 

impact a variety of GNSS applications. This dissertation addresses the equatorial ionospheric 

scintillation effects on GNSS signals in three aspects: simulation, characterization, and estimation. 

The first part of the dissertation presents a physics-based, strong scintillation simulator that 

requires only two scintillation indicators as input parameters, with validation results using a large 

amount of real scintillation data. In order to improve the accuracy of carrier phase estimation, a 

semi-open loop algorithm is developed in the second part of the dissertation. The performance of 

this algorithm is evaluated using the developed simulator against two other state-of-the-art 

algorithms and shows improved performance in terms of reduced cycle slip occurrences and 

estimation error.  In the third part, the scintillation signal characterization is conducted using a 

large amount of real strong scintillation data from Ascension Island. Statistical summaries are 

obtained, including the temporal characteristics of and correlation between fast phase changes and 

deep fades and the statistical relationship between the data bit decoding error occurrences and the 

intensity of amplitude scintillation.   
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1. CHAPTER 1 –INTRODUCTION 
 
 
 
The subject of this PhD dissertation is equatorial ionospheric scintillation effects on Global 

Navigation Satellite System (GNSS) signals and mitigation techniques for GNSS receivers. This 

chapter begins by giving an introduction to equatorial ionospheric scintillation phenomenon, and 

its challenges on GNSS receiver processing and applications. The research on the subject of this 

dissertation were conducted around three main topics: realistic and user-friendly simulation tools, 

receiver signal processing techniques that can mitigate the scintillation effects, and 

characterization of the scintillation effects in GNSS signals. In addition, previous related research 

is presented, and the motivations and contributions of this PhD dissertation are clarified. 

1.1. Background 

Plasma irregularities in the ionosphere can cause trans-ionospheric radio signal amplitude and 

phase fluctuations, which are collectively referred to as ionospheric scintillation [Yeh and Liu, 

1982]. Ionospheric scintillation most frequently occurs in equatorial and high latitude areas, while 

the strongest effects are often observed in equatorial areas during the post-sunset and pre-midnight 

period characterized with simultaneous deep amplitude fading and fast phase fluctuations 

[Aarons,1982; Aarons and Basu, 1994; Jiao and Morton, 2015]. Research also shows that 

equatorial ionospheric scintillation is more frequent and intense around equinoxes, and subsides 

in the summer [Aarons, 1982; Kintner et al., 2007; Akala et al., 2015].  

 

These combined effects degrade GNSS receiver carrier tracking performance in terms of increased 

error, carrier phase cycle slips, and even loss of lock of signals [Kintner et al., 2007; Seo et al., 

2009; Myer and Morton, 2018]. In the real data analysis presented in [Jiao et al., 2016; Myer and 
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Morton, 2018], cycle slips and loss of lock are frequently observed in commercial receivers in the 

equatorial region, some of which can last more than two hours. In addition, plasma irregularities 

causing strong scintillation of signals over a large area of the sky has been reported in numerous 

previous studies [e.g., Carroll and Morton, 2014; Jiao et al., 2016]. When this happens, receivers 

may lose lock of multiple satellite signals simultaneously, which will degrade or disrupt navigation 

solutions.  

 

The scintillation-induced performance degradation greatly impacts traditional GNSS applications, 

including remote sensing [Arras et al., 2008; Buchert et al., 2015; Yue et al., 2016; Xiong et al., 

2016], high accuracy positioning [Aquino et al., 2005; Jacobsen and Schäfer, 2012; Morton, 2014] 

and applications that rely on Satellite-Based Augmentation System [Conker et al., 2003; Seo et al., 

2011a; Lee et al., 2017], etc.  

 

The magnitude and temporal characteristics of scintillation are not only dependent on the 

ionospheric irregularity structures and dynamics. They are also dependent on the receiver platform 

trajectories. Most of the previous studies have focused on stationary ionospheric monitoring 

receivers. In recent years, due to the popularity of low-Earth-orbit (LEO) satellite for various 

scientific applications, there have reports of the scintillation experienced by LEO-borne receivers. 

[Buchert et al., 2015; Xiong et al., 2016; Sust et al., 2014] reported total loss-of-lock navigation 

signals received from the zenith-pointing precise orbit determination (POD) antenna on the ESA 

Swarm satellites when travelling inside ionospheric plasma bubbles. [Sust et al., 2014] reported 

some of the loss-of-lock incidents showed strong phase scintillation with no discernable 

fluctuations on the carrier-to-noise ratio (C/N0) esimation. Increased tracking error and cycle slips 
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occur in the LEO RO data due to the simultaneous amplitude and phase scintillation as analyzed 

in [Yue et al., 2016]. The focus of this thesis research is on strong equatorial scintillation effects 

experienced by stationary and dynamic receiver platforms, their characterization, and receiver 

mitigation techniques. This introduction chapter will provide an overview of the basic scintillation 

indicators, a literature review of progresses made in relevant areas, and organization of the thesis. 

1.2. Ionospheric Scintillation Indicators 

The 𝑆4 index and 𝜎𝜙 index are the widely used indicators for amplitude and phase scintillation, 

respectively. 𝑆4 is the standard deviation of the received signal power normalized to the average 

signal power, while 𝜎𝜙 is defined as the standard deviation of the de-trended signal phase [Yeh 

and Liu, 1982]: 

𝑆4 = √〈𝐼2〉 − 〈𝐼〉2〈𝐼〉2  ( 1-1 ) 

𝜎𝜙 = √〈𝜙2〉 − 〈𝜙〉2 ( 1-2 ) 

where <·> represents the average value over the interval of interest. 𝐼 is the detrended signal 

intensity, and 𝜙  is the detrended carrier phase [Van Dierendonck et al., 1993]. It should be noted 

that based on evaluation of several time intervals between 10s and 60s presented in [Pelgrum et 

al., 2011], an average interval of 10s has been shown to best highlight the scintillation features and 

will be used in this study. Also a sliding window is often used, so that the rate of the indices can 

be as small as 1 Hz.  

 

As a normalized indicator, 𝑆4 typically falls into the range of 0 to 1, with values greater than 0.6 

often defined as strong amplitude scintillations. The range of 𝜎𝜙 is limited by the receiver’s carrier 
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tracking pull-in range. For scintillation that cause phase fluctuations beyond such a range, the 

receiver will very likely introduce cycle slips or even lose lock of the signal, and the resulting 𝜎𝜙 

will either need to be repaired or discarded.  

1.3. Literature Research 

1.3.1. Previous Research on GNSS Scintillation Signal Simulation 

Although in recent years, there have been increased availability of real scintillation intermediate-

frequency (IF) data collected globally [Morton et al., 2015a; Xu et al., 2015], a scintillation 

simulator is still a necessary tool for the scientific, engineering, and GNSS application community 

to study the physical mechanism and effects of scintillation and to develop receivers that can 

mitigate these effects.  

 

The scintillation models that have been studied and implemented for GNSS signal simulation 

include statistical models and physics-based models. Statistical models simplify the scintillation 

effects as a stochastic process, which is parameterized by a small number of scintillation indicators. 

The corresponding probability distribution functions (PDF) and spectral density functions (SDF) 

are obtained from empirical scintillation data through statistical analysis and spectrum shaping 

[Cervera and Knight, 1998; Hegarty et al., 2001; Humphreys et al., 2009]. The statistical modeling 

approaches are straightforward and simple to configure. However, these models do not preserve 

the information on the ionospheric irregularity structures and propagation geometry that are 

responsible for causing the scintillation effects observed in the empirical data [Rino et al., 2018]. 

Therefore, they are unable to retain the correlated effects between multi-frequency scintillation, 

and they cannot simulate scintillation effects experienced on dynamic platforms. In addition, the 
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empirical-data-derived PDF and SDF of the scintillation signal amplitude may not truthfully reflect 

how the characteristics of the real scintillation signals vary w.r.t the scintillation strength, and they 

may be distorted by the receiver processing.  

 

The physics-based scintillation models are based on theory of radio wave propagation through the 

ionospheric plasma structures. The most commonly used are the power-law phase screen models, 

which employs phase screens to abstract irregularity structures in a statistical sense and allows 

oblique signal propagation in an anisotropic medium. The phase screens are spectrally 

characterized with a power-law model, which is typically implemented as one-component or two-

component power laws. The one-component power-law model was implemented and 

demonstrated suitable for weak to moderate scintillation simulation in [Ghafoori and Skone, 2015; 

Chartier et al., 2016; Deshpande et al., 2016], while strong equatorial scintillation effects are 

better captured by the two-component power-law phase screen model (TPPSM) as studied in [Rino 

and Carrano, 2013; Rino et al., 2014; Carrano and Rino, 2016]. The specification of physics-

based models requires knowledge of a large number of parameters involved in the calculation of 

propagation geometry and the propagation signal’s ionospheric piercing point (IPP) scan velocity, 

which made them cumbersome to work with in the past.  

 

A compact TPPSM was presented in [Rino et al., 2018], where a space-to-time scaling parameter 

(𝜌𝐹/𝑉𝑒𝑓𝑓 ) was introduced that can absorb all dependency on the propagation geometry and IPP 

scan velocity. This scaling parameter, along with a strength parameter (𝑈), and three spectral 

parameters (𝑝1, 𝑝2, 𝜇0) form the set of parameters that defines the scintillation model. Given a 

segment of real scintillation data, an irregularity parameter estimation (IPE) method developed in 
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[Carrano et al., 2012a; Carrano and Rino, 2016] extracts the values of the entire parameter set to 

generate statistically equivalent scintillation effects. No explicit specification of the propagation 

geometry is needed since the geometry is already embedded in the extracted value of 𝜌𝐹/𝑉𝑒𝑓𝑓. 

This model also enabled the study of scintillation effects on GNSS signals observed on dynamic 

platforms such as aircraft and LEO satellites as presented in [Jiao et al., 2018] and [Xu et al., 

2018a], respectively. In both references, {𝑈, 𝑝1, 𝑝2, 𝜇0} were extracted from real scintillation 

data segment using the IPE to specify the ionospheric structure realization, while 𝜌𝐹/𝑉𝑒𝑓𝑓 was 

calculated for various user platform dynamics to investigate the platform dynamics impact on 

scintillation signal propagation.  

 

In summary, the statistical modeling approaches are straightforward and simple to configure, 

whereas the physics models are intrinsically more realistic but requires certain understanding of 

the model parameters. For users focused on developing receivers that can mitigate the adverse 

scintillation effects, it is much desirable that the simulator has both merits. This motivates the 

development of a two-parameter, physics-based scintillation simulator for receiver testing in this 

dissertation.  

1.3.2. Previous Research on GNSS Scintillation Signal Characterization 

The availability of ground-measured and in-situ scintillation data has led to data-driven methods 

that are focused on the statistical characterization of the scintillation signal amplitude and phase. 

The understanding of the scintillation signal characteristics is a pre-requisite for developing 

receiver techniques that can effectively mitigate ionospheric scintillation effects and for improving 

robustness of receiver tracking loop and navigation solution accuracy. For example, the concept 

of multi-frequency tracking under ionospheric scintillation was motivated by the dispersive nature 
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of the ionosphere and that the deep amplitude fading tends to not occur simultaneously on all 

frequencies transmitted from the same satellite. This finding was reported with characterization 

results on triple-frequency signal amplitude fading in [Jiao et al., 2016]. 

 

Such understanding will enable GNSS signals to be used as a viable means to study the sources 

and processes that create the scintillation, or it can be directly applied to drive scintillation 

simulation. The statistical models discussed in the previous section are themselves products of 

scintillation signal characterization. The two scintillation models presented in [Cervera and Knight, 

1998] and [Hegarty et al., 2001] are based on the Nakagami-m distribution, which was first 

presented in [Nakagami, 1960] and have been found as a suitable fit for the variability of amplitude 

scintillation [Fremouw et al., 1980; Rino, 1980]. The model presented in [Humphreys et al., 2009] 

is based on the Rice model, which assume the in-phase and quadrature components are jointly 

Gaussian [Fremouw et al., 1980] and therefore simplifies the simulation implementation. In 

addition to the PDFs of the scintillation signals, much effort has been devoted to characterizing 

various temporal or spectral properties of scintillation signal parameters. For instance, in [Zhang 

et al., 2010a], the authors investigated the correlations between the amplitude and phase spectrum 

and the amplitude and phase scintillation indices ( 𝑆4  index and 𝜎𝜙 ), respectively. Fading 

characteristics and correlations among multiple frequencies were investigated in [Zhang et al., 

2010a; Jiao et al., 2016].   

1.3.3. Previous Research on Signal Estimation during Strong Equatorial Scintillation 

In order to make sense of the various characterization results discussed in the previous section, it 

is necessary to separate artifacts of receiver signal processing from features associated with 

scintillation effects. Previous research has addressed some of these issues to some extent. For 
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example, an earlier study [Van Dierendonck, 2005] provided an insightful analysis of tracking loop 

filtering effects on phase scintillation indicators and proposed a means to minimize the effects by 

adding discriminator residuals onto filtered estimations. An inverse filtering technique is presented 

in [Zhang and Morton, 2013] to restore the scintillation carrier phase spectrum. Simulated 

scintillation signals were used in [Mao and Morton, 2013] to demonstrate receiver carrier tracking 

loop over-estimation of signal amplitude fading.  

 

However, when it comes to strong scintillation, most GNSS receivers, including ionosphere 

scintillation monitoring (ISM) receivers, cannot maintain carrier phase measurement quality or 

even lock of signals [Kassabian and Morton, 2013; Xu et al., 2014; Carroll and Morton, 2014]. 

This explains the lack of data and studies on carrier phase variations during strong equatorial 

scintillation prior to the work conducted in this dissertation. The conventional GNSS carrier 

processing typically implements a closed loop tracking (CLT) algorithm based on the proportional 

integral filter (PIF) approach [Ward et al., 2005; Tsui, 2005]. The PIF discrete-time transfer 

function is defined by its equivalent noise bandwidth and integration time, which are in most cases 

empirically chosen as a compromise between the practical requirements on dynamic and noise 

performances under relatively benign signal conditions. Another popular CLT implementation is 

the Kalman filter-based (KF) algorithms [Psiaki et al., 2007; Yang et al., 2017ab]. KF is the 

optimal filter for signals having white Gaussian noise with a priori knowledge, which is not the 

case for strong scintillation signals. The PIF- and KF-based phase-lock loop (PLL) are actually 

equivalent in terms of their fundamental architectures [Driessen, 1994; Yang et al., 2017ab]. Both 

implementations require careful tuning of design parameters in order to track strong equatorial 

scintillation signals due to the conflicting demands imposed by the simultaneous deep amplitude 
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fading and fast carrier phase variations. While there have been a number of other CLT algorithms 

intended to handle scintillation in the literature, they are either not effective for strong equatorial 

scintillation, or there is a lack of widespread implementations of these algorithms to collect field 

data. For example, an adaptive KF-based PLL (AKF-PLL) is presented in [Susi et al., 2014], which 

makes use of signal condition indicators such as the C/N0 to adaptively adjust the KF parameters. 

This algorithm has only been proven efficient for moderate scintillation, because the large phase 

changes during strong equatorial scintillation were not addressed. An extended Kalman Filter-

based (EKF) algorithm is presented in [Vilà-Valls et al., 2015, 2018]. In this algorithm, 

scintillation-induced phase and amplitude fluctuations are included in the state-space formulation 

as two additional sets of variables based on autoregressive process (AR) models fitted from a 

scintillation signal model. All of these above algorithms are scalar tracking loops (STL) that 

independently tracks the signal of an individual carrier from a signal satellite.  

 

Several algorithms based on vector processing concepts [Spilker, 1995] have also been developed 

to improve carrier tracking performance in the presence of ionosphere error by exploiting GNSS 

signal spatial diversity [Lashley et al., 2009; Peng et al., 2012] and/or frequency diversity [Henkel 

et al., 2009; Yin et al., 2014]. These algorithms utilize an EKF [Lashley et al., 2009; Henkel et al., 

2009] or AKF [Peng et al., 2012] as the central navigation filter, in which the receiver-generated 

PVT information is used as feedback to update and estimate the parameters of all tracking channels. 

For example, a multi-frequency vector PLL was proposed in [Henkel et al., 2009] to incorporate 

the ionospheric delay error into the receiver state vector, and a multi-dimensional filter was used 

to reduce the noise in the estimated state parameters. Whereas ionospheric scintillation is indeed 

often associated with delay errors, the major complications lie in amplitude and carrier phase 
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fluctuations which were not addressed in this algorithm. An adaptive multi-frequency carrier 

tracking algorithm was presented in [Yin et al., 2014]. As mentioned in the previous section, it 

utilized the dispersive nature of the ionosphere and took into consideration that deep amplitude 

fading tends to not occur simultaneously on all frequencies transmitted from the same satellite 

[Jiao et al., 2016]. Doppler frequency estimations from one or two healthy frequency channels 

were used to infer the Doppler frequency of the fading channel from the same satellite. The fading 

threshold used in [Yin et al., 2014] was empirically selected without theoretical investigation. A 

multi-frequency optimal tracking (OT) algorithm was later presented in [Yang et al., 2019] that 

combines the measurements from different frequencies with a linear weight, which is optimized 

based on each carrier’s signal C/N0. 

 

A vector-assisted scalar tracking method was discussed in [Peng et al., 2012] in which receiver-

generated PVT solutions were used to only estimate and update the parameters of compromised 

channels. This approach prevents errors experienced in a scintillation channel from affecting 

tracking accuracy in other healthy channels.   

 

An open-loop (OL) architecture designed for an ISM receiver was presented in [Curran et al., 

2014]. The OL architecture predicts signal parameters by making use of known receiver position 

and model prediction of the time correction information. The OL architecture is intrinsically robust 

and can thereby record measurements continuously throughout severe scintillation. However, the 

effectiveness of the oscillator correction models remains to be evaluated. In addition, [Curran et 

al., 2014] only compares performance between the OL-based receiver and other commercial 

receivers in terms of estimated scintillation indices with coarse temporal resolutions, which did 
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not reflect the improvement of the OL architecture on carrier phase tracking during simultaneous 

deep fading and fast phase changes.  

 

A semi-open loop (SOL) algorithm was developed based on the vector-assisted scalar tracking 

concept. The SOL was originally designed for a stationary platform [Xu and Morton, 2018], where 

the prior surveyed receiver position is used instead of the receiver-generated position, and the time 

solution is the only feedback to the carrier tracking loop for signal Doppler frequency prediction. 

In addition, the SOL approach benefits the carrier phase estimation, as its open-loop architecture 

allows correlation to be performed over a moving window spanning a relatively long integration 

period with small time increments. This moving window procedure reduces noise contribution 

while preserving the fine temporal structures of carrier phase estimates during a deep fade [Xu and 

Morton, 2018]. The SOL is later extended to a dynamic platform in [Xu et al., 2019b]. The PVT 

solutions are first obtained from a vector tracking loop (VTL) using healthy satellites to update the 

scintillation satellite parameters. The moving window procedure can then be applied in the same 

manner as for the stationary platform. 

 

To sum up, much effort has been devoted to developing advanced carrier estimation methods to 

improve the robustness and estimation accuracy during scintillation in the literature. However, one 

of the challenges remains the algorithm performance validation and evaluation, as there is a lack 

of convincing validation results via field data and/or simulated data with realistic strong equatorial 

scintillation features in literature. Among the algorithms discussed above, the AR, OT, and SOL 

algorithms all showed respective promising features in their design for scintillation carrier tracking. 

However, none of the three methods have been comprehensively evaluated using a realistic strong 
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scintillation signal simulator. In [Yang et al., 2019], OT’s effectiveness was only validated using 

real data, whereas AR was evaluated with simulation signals generated using the same 

autoregressive process-based signal model [Vilà-Valls et al., 2018]. In [Xu and Morton, 2018], the 

SOL was evaluated using real data and only one realization of simulated scintillation data. This 

issue in turn motivates the development of the physics-based scintillation signal simulator in this 

dissertation. 

1.4. Motivations and Contributions of Dissertation Research 

This PhD dissertation includes three major topics: scintillation signal simulation, scintillation 

signal characterization, and receiver algorithm development and evaluation for better scintillation 

signal estimation and mitigation. The enabler of this PhD research is a large collection of real GPS 

scintillation data from different equatorial locations. The relationships of the three major topics 

are depicted in Figure 1-1. The three topics are closely related, and one assists the development of 

the others.  

 

Figure 1-1. Relationships of the three major topics in this dissertation. 

 

The real scintillation data facilitate the study of ionospheric scintillation phenomenon in various 

ways as discussed in previous sections. Real data is indispensable for the purpose of validating the 
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effectiveness of the scintillation signal simulator and receiver processing algorithms. By 

characterizing the statistics of real scintillation signals, a better understanding can be gained 

regarding the sources and processes that create the ionospheric scintillation and in turn used to 

drive the scintillation simulation. Such statistics is also a pre-requisite for developing receiver 

techniques that can effectively mitigate ionospheric scintillation effects and for improving 

robustness and estimation accuracy of receiver tracking loop. Simulated signals can be used to 

study the characteristics of scintillation signals, especially for circumstances where scintillation 

signals are difficult to collect, such as on a dynamic platform. Advanced receiver processing 

algorithms can also in turn help improve the scintillation signal characterization by providing more 

accurate estimation results of the scintillation signal parameters. Last but not least, the scintillation 

simulator is a necessary tool to comprehensively evaluate receiver algorithms under ionospheric 

scintillation because of its capability to create various scintillation scenarios of controlled, 

consistent scintillation levels and characteristics with known reference truth and statistically 

significant data quantity.  

 

This dissertation’s contributions can be divided into three parts and are summarized in the 

following sections. 

1.4.1. Development of a Two-parameter Scintillation Signal Simulator 

This part of contribution is illustrated in Figure 1-2. 
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Figure 1-2. Illustration of contribution part 1 in this dissertation, which is the development of a two-

parameter scintillation signal simulator. 

 

A physics-based, multi-frequency, strong scintillation simulator has been modified to require only 

two input parameters: the expected scintillation index 𝑆4 and the intensity decorrelation time 𝜏0. 

Both parameters are widely used indicators that directly reflect the amplitude fluctuation severity 

and the temporal variability of the scintillation effects on the signals, respectively. They also 

capture the stress of receiver tracking loop under scintillation conditions, which make this 

simulator more practical for receiver algorithm testing. This simulator is developed based on the 

compact TPPSM, which is specified by five parameters { 𝑈, 𝑝1, 𝑝2, 𝜇0, 𝜌𝐹/𝑉𝑒𝑓𝑓} as mentioned 

in section 1.3.1. In [Carrano and Rino, 2016], {𝑈, 𝜌𝐹/𝑉𝑒𝑓𝑓} were shown numerically to be more 

closely related to the temporal characteristics of the scintillation signals (i.e., {𝑆4, 𝜏0}) than the 

three spectral parameters {𝑝1, 𝑝2, 𝜇0 }. In this study, by defaulting three of the model parameters 

{𝑝1, 𝑝2, 𝜇0} to representative values, numerical mappings from the user input parameter set 𝑆4 

and 𝜏0 to the remaining model parameter subset of two parameters, 𝑈0 and 𝜌𝐹/𝑉𝑒𝑓𝑓, can be 

established through numerical evaluation. Therefore, the scintillation simulation model can be 

controlled by user-specified expected 𝑆4 and 𝜏0.  
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To obtain the representative values for the three default model parameters and to validate the 

numerical mappings for strong equatorial scintillation scenario, we first apply IPE to a large group 

of strong scintillation data (with 𝑆4 > 0.6) from two equatorial sites to establish the profiles of the 

model parameters. The representative values for the three default model parameters are then 

determined based on their respective profiles. Based on the estimates of 𝑈0 and 𝜌𝐹/𝑉𝑒𝑓𝑓 and 𝑆4 

and 𝜏0 obtained from this multi-site real scintillation data set, we validated that the numerical 

mappings are generally accurate to represent the case in the observed strong equatorial scintillation. 

In addition, this study also presents the evaluation results of the IPE method in terms of triple-

frequency consistency using real scintillation data set with triple-frequency scintillation. Finally, 

a MATLAB implementation of this two-parameter simulator is made available for public access. 

1.4.2. Algorithm Development and Evaluation Using Simulated Data 

This part of contribution is illustrated in Figure 1-3. 

 

Figure 1-3. Illustration of contribution part 2 in this dissertation, which is algorithm development 

and evaluation using simulated data. 

 

In order to better estimate the fast carrier phase changes concurrent with deep signal fading during 

strong equatorial scintillation, the SOL algorithm has been developed. Two other advanced carrier 

tracking algorithms, AR and OT, have been implemented. A comparative performance analysis 
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has been conducted using simulated data of different scintillation scenarios, which were generated 

by the scintillation signal simulator developed in contribution 1. The SOL outperformed the other 

two algorithms in terms of cycle slip occurrences and carrier phase estimation root-mean-square 

error (RMSE). Since the SOL tracking on dynamic platform relies on the VTL to obtain the 

receiver PVT solutions, the VTL PVT estimation performance is also evaluated using simulated 

data under scenarios where different numbers of satellites are simultaneously experiencing strong 

scintillation. Different satellite-weighing strategies were implemented to investigate the 

interaction between the satellite geometry worsening and scintillation-induced error on the VTL 

performance. 

 

As a special case of scintillation affected applications, simulation results were for the first time 

obtained for the scintillation signals observed on a LEO satellite platform. Two different scenarios 

were simulated, where the scintillation signal is received: 1) on the zenith-looking POD antenna 

when traveling close to or inside the ionospheric structures; 2) on the limb-scanning RO antenna. 

The simulation results showed significantly different characteristics of scintillation between the 

two scenarios. The simulation data of these two scenarios were then used to evaluate an AKF-

based algorithm against a conventional PLL of different integration times and bandwidths.  

1.4.3. Scintillation Signal Characterization  

This part of contribution is illustrated in Figure 1-4. 
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Figure 1-4. Illustration of contribution part 3 in this dissertation. 

 

This part of contribution contains characterization on two kinds of processing results obtained both 

using data collected at Ascension Island: the fast phase changes concurrent with signal amplitude 

fading and the GPS L1 navigation bit decoding error (BDE).  

 

For the fast phase changes characterization, SOL was used to process a subset of four days of IF 

data collected in Ascension Island, 2013 March, in order to ensure carrier phase estimation 

accuracy with a high resolution. The data subset contains only strong scintillation events, which 

are by having 𝜎𝜙 or S4 index on GPS L1 signal exceeding 0.15 cycles or 0.75, respectively. Based 

on statistical analysis of the processing results, we established the probability distributions of 

concurrent deep signal fading and fast carrier phase changes and the duration of the fast phase 

changes on GPS triple-frequency signals.  

 

The navigation message being broadcast by GPS satellites contains information on satellite orbital 

and timing information needed to compute PVT solutions, as well as correction parameters to 

improve the solutions’ accuracy. During equatorial scintillation, it is known that there is increased 

navigation data BDE which degrades the accuracy of the receiver’s navigation solutions, especially 

when multiple satellites experience strong scintillation [Carroll and Morton, 2014; Zhang et al., 
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2010a]. However, the quantitative dependence of the BDE on the scintillation level has not been 

studied. Such analysis is necessary because the degraded decoding performance can negatively 

impact high accuracy applications and differential systems where rover receivers and their 

corresponding ground correction networks share the same satellite orbital and timing parameters. 

In this study, the processing results were obtained based on a larger subset of the same Ascension 

Island data using a conventional 3-order PLL (PIF-based), in order to assess the BDE typically 

experienced by commercial receivers in the field. Based on statistical analysis of the processing 

results, we established correlations between the BDE distributions and the amplitude scintillation 

and fading characteristics such as fading level and duration. 

1.5. Dissertation Outline 

This dissertation starts with an overview of background in Chapters 1 and 2, which introduce 

ionospheric scintillation phenomenon, GPS civil signals, and previous literature related to the 

topics in this dissertation. Chapter 3 presents the first part of the dissertation contributions, i.e., the 

development and validation of the two-parameter scintillation simulator. Part 2 of the dissertation 

contributions will be presented in Chapter 4 and Chapter 5. Chapter 4 presents the details of SOL 

algorithm, and its evaluation against AR and OT. As part of the SOL, the PVT estimation 

performance of VTL will also be evaluated under strong scintillation on a dynamic platform in 

Chapter 4. In Chapter 5, scintillation signals received on a LEO satellite platform is simulated and 

tracked. Chapter 6 presents the characterization results on the fast carrier phase changes concurrent 

with deep fading and the GPS L1 BDE occurrences during ionospheric scintillation. Finally, 

Chapter 7 concludes the dissertation.  
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2. CHAPTER 2 – GPS CIVIL SIGNALS  
 
 
 
The knowledge of the signal structure of GPS signals is fundamental to the work covered in this 

dissertation, especially for the task of scintillation signal simulation. This chapter summarizes the 

major structures of the three GPS civil signals that are currently available for the sake of 

completeness: L1 C/A, L2C, and L5. Most details can be found in the interface control documents 

(ICDs) published at http://www.gps.gov. 

2.1. GPS Signal Structures 

GPS signals consist of three components: radio-frequency (RF) carrier wave, pseudo random noise 

(PRN) code sequence unique to each satellite, and navigation data, which carries information about 

satellite orbits, clocks, satellite status information, etc. An example of the most widely used GPS 

L1 band C/A signal (stands for the coarse/acquisition signal) is illustrated in Figure 2-1. The carrier 

component is bi-phase shift key (BPSK) modulated with a bit train. The bit train is obtained by the 

modulo-2 sum of the PRN code sequence and navigation data. The three signal components are 

synchronized by the same on-board frequency standard [US Air Force, 2013]. In the time domain, 

signals broadcast from GPS satellites on carrier band Li (i=1, 2, 5) are represented as: 𝑠𝐿𝑖(𝑡) =∑𝛼𝐿𝑖𝑗 𝐷𝐿𝑖𝑗 (𝑡)𝐶𝐿𝑖𝑗 (𝑡) 𝑐𝑜𝑠( 2𝜋𝑓𝐿𝑖𝑡 + 𝜙𝐿𝑖𝑗 )𝑗  ( 2-1 ) 

where the subscript j denotes the satellite number; 𝛼𝑗  is the signal amplitude; 𝐷𝑗  is the 

navigation data bit; 𝐶𝑗 is the PRN code; 𝑓𝐿𝑖 is the carrier frequency of band Li; 𝜙𝑗  is the initial 

phase carrier component.  

http://www.gps.gov/
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Figure 2-1. GPS L1 C/A signal structure. 

 

There are currently five civil signals broadcasted on three bands of GPS (L1, L2, and L5). Table 

2-1 contains signal specifications for these signals, while Table 2-2 lists the satellite numbers of 

three categories: the Block IIR satellites which only broadcast civil signals on L1, the Block IIR-

M satellites which broadcast civil signals on L1 and L2 bands, and the Block IIF ones which 

broadcast civil signals on all three bands. 

Table 2-1 GPS signal structure information [US Air Force, 2012, 2013] 

Signal 
Carrier 

Frequency 
(GHz) 

Code 
Length 
(chips) 

Code 
Frequency 

(MHz) 

Navigation 
Data 
Rate 

(symbol s-1) 

Secondary 
Code 

Minimum 
Received 

Signal 
Power 
(dBW) 

Satellite 
Blocks 
(First 

Launch 
Time) 

L1 C/A 1.57542 1023 1.023 50 None -158.5 
All 

(7/23/98) 

L2 CM 
1.2276 

10230 5.115 50 None 
-160* 

From IIR-M 
(9/26/05) L2 CL 767,250 5.115 None None 

L5I 
1.17645 

10230 10.23 100 NH10 -158 From IIF 
(5/28/10) L5Q 10230 10.23 None NH20 -158 

*: L2 CM signal and CL signal are time-multiplexed. 

 

Table 2-2 List of GPS satellites of three blocks 

Satellite Blocks PRN Number 

 

PRN Code 1.023MHz

Navigation Data 50Hz

×

L1 RF Carrier 1.57542GHz

GPS L1 

Civil Signal

...

...
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IIR (L1 Only) 2, 11, 13, 14, 16, 18~23, 28 

IIR-M (L1, L2C) 5, 7, 12, 15, 17, 29, 31 

IIF (L1, L2C, L5) 1, 3, 6, 8~10, 24~27, 30, 32 

 

The legacy L1 C/A signal is broadcast on all 31 of currently operational GPS satellites and provides 

coarse ranging for civil applications. It can also be used to facilitate a faster acquisition of the other 

signals in Table 2-1 which are modulated with longer codes and/or higher code frequency.  

 

On L2 band, there are two civil signals broadcast on Block IIR-M satellites onward (currently 19 

in total): the civil moderate (CM) signal modulated with navigation data and the civil long (CL) 

signal without. These two signals are time-multiplexed together during transmission and 

collectively referred to as the L2C signal. The CM code has a period of 20 ms and CL has a period 

of 1.5 seconds. Different from the legacy navigation message (LNAV) which is modulated on L1 

C/A signal, the CM signal is modulated with a new type of navigation message (termed civil NAV 

or CNAV). The CNAV message data bit rate is 25Hz, but after applying the forward error 

correction (FEC) it is transmitted at 50 symbols per second (sps) [US Air Force, 2013]. The CNAV 

messaged was first broadcast in a test-mode for two weeks from June 15 to 29, 2013 [US Air Force, 

2013]. Then, the implementation of the official CNAV broadcast was conducted in two phases: 

the continuous transmission of CNAV message began on April 28, 2014, on the L2C and L5 

signals but at a reduced data accuracy and update frequency compared to LNAV; in December 31, 

2014, it was announced that the CNAV data updates had been increased to a daily rate. 
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A detailed analysis of the differences between the formats of CNAV and LNAV was given in [Yin 

et al., 2015], in which a more computationally efficient method for CNAV decoding was also 

presented. In addition, based on the data collected during the two weeks of CNAV test-mode 

broadcast, a comparison in terms of the orbit solution accuracy between the CNAV and LNAV 

ephemeris precision was conducted and presented. The results showed the CNAV message 

generated slightly more accurate satellite orbit estimation. In [Steigenberger and Montenbruck, 

2015], based on a much larger amount of data collected after the official broadcast, the evaluation 

of the orbit and clock performance between CNAV and LNAV was presented. The results showed 

virtually identical overall orbit accuracy over the 60 days of data in 2015, but a smoother short-

term orbit representation with the CNAV message was observed on the scale of one day. 

 

For IIF (12 satellites) and future blocks of satellites, two civil signals are transmitted on L5 band: 

the in-phase (L5 I) signal and the quadraphase (L5 Q) signal. L5 I and Q carrier waves are in 

quadrature with each other and modulated with different PRN code sequences of the same duration 

of 1ms. Therefore, the L5 signals can also be collectively viewed as one quadrature phase shift 

key (QPSK) signal. The L5 I and Q codes are further encoded with a 10-bit and 20-bit Neuman-

Hoffman (NH) codes clocked at 1 KHz, respectively, which makes the total period of L5 I code 

10ms and L5 Q 20ms. L5 I is modulated with the same CNAV data encoded with FEC as L2 CM 

is despite a higher symbol rate at 100 sps, whereas L5 Q is a data-less pilot channel.  

 

The specified minimum received signal powers listed in Table 2-1 are around 10-16 Watts, which 

means the GPS signals received at antenna are buried under the thermal noise floor in normal 

operating conditions. For C/A signals, the peak value of its power spectral density (PSD) is 
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typically 15 dB below the noise PSD floor [Misra and Enge, 2011]. The PRN codes modulated on 

GPS signals are designed with remarkable correlation properties that can accumulate signal power 

during the correlation stage of signal processing. 

 

It should be noted that the newer civil signals are added in order to satisfy the increasing demands 

for improved GPS performance for civil users. The L5 signal is intended mainly to support safety-

of-life applications, such as aviation navigation. Both new civil signals are designed with longer 

code sequences to provide improved cross-correlation protection compared with the C/A-code. 

The benefits introduced by multi-frequency civil signals include improved ionospheric delay 

correction capability, facilitated carrier integer ambiguity resolution, and etc. The L5 signal will 

also provide improved multipath performance and protection against narrowband interference due 

to its wider spectrum and finer ranging code chips [Tran and Hegarty, 2002; Tran, 2004].  

2.2. PRN Code Properties 

The PRN codes for these signals are generated by performing modulo-2 sum on the outputs of two 

or more linear shift registers, and the PRN codes modulated on different satellite signals are almost 

orthogonal to each other. The correlation properties of L1 C/A code are shown in Figure 2-2. As 

can be seen in Figure 2-2, the code sequence will result in a sharp correlation peak only when it is 

correlated with a replica code aligned within one chip. Therefore, by transmitting a unique PRN 

code, a GPS satellite can be distinctly identified from the rest of the satellites, and the signal power 

can be effectively accumulated during correlation if the local replica code is properly aligned with 

the incoming code. The PRN code is also referred to as the ranging code, implying its usage in 

deriving range measurements from the satellite to the user.  
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As has been stated earlier, PRN codes on L2C and L5 signals are designed to have better 

correlation properties. The correlation properties of PRN codes on L1, L2C, and L5 signals are 

summarized in Table 2-3 [Tran and Hegarty, 2002]. 

 

Figure 2-2. GPS C/A-Code Correlation Functions. The L1 C/A auto-correlation isolation and cross-

correlation isolation are both better than 20log10(65/1023) = -23.9dB. 

 

Table 2-3. Auto-correlation 𝑹(∙)  and cross-correlation 𝑪(∙)  isolation for different civil signals 

[Tran and Hegarty, 2002] 

L1 𝑹(𝑪𝑨,𝑪𝑨)(𝝉 > 1) 𝑪(𝑪𝑨𝒊, 𝑪𝑨𝒋) 
Isolation < (dB) -23.9 -23.9 

L2 𝑹(𝑪𝑴,𝑪𝑴) 𝑹(𝑪𝑳, 𝑪𝑳) 𝑪(𝑪𝑴𝒊, 𝑪𝑴𝒋) 𝑪(𝑪𝑴,𝑪𝑳) 𝑪(𝑪𝑳𝒊, 𝑪𝑳𝒋) 
Isolation < (dB) -26.9 -44.2 -25.4 -44.3 -43.9 

L5 𝑹(𝑰, 𝑰) 𝑹(𝑸,𝑸) 𝑪(𝑰𝒊, 𝑰𝒋) 𝑪(𝑰,𝑸) 𝑪(𝑸𝒊, 𝑸𝒋) 
Isolation < (dB) -29.2 -29.0 -26.4 -62.1 -26.4 

 

As can be seen in Table 2-3, when compared with L1 C/A code:  

1) The auto-correlation isolation of L2 CM code is improved by around 3dB, respectively, 

while the L2 CL code with a period of up to 1.5s theoretically (if coherently integrated over 

the whole period) has an improvement of over 20 dB. The cross-correlation of CM codes 

between different satellites is improved by 1.5dB, and the cross-correlation between CM 
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and CL codes also showed over 20dB improvement if integrated over the whole CL code 

period.  

2) As for the PRN codes on L5 I and Q channels, the auto-correlation are both improved by 

around 5dB. The cross-correlation isolation between different satellites is improved by 

2.5dB, while the cross-correlation between I and Q PRN codes on the same satellite are 

down to -62.1dB. 
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3. CHAPTER 3 – A TWO-PARAMETER SIGNAL SIMULATOR FOR STRONG 
EQUATORIAL SCINTILLATION 

 
 
 
This chapter presents the development and validation of the two-parameter scintillation simulator. 

A brief summary of the phase screen realization and wave propagation under the TPPSM is first 

given, which define the five model parameters. Descriptions are then provided for the IPE method 

and the real scintillation data set processed by the IPE to establish the model parameter profiles. 

Based on the processing results, analysis is conducted to assess the IPE estimation consistency 

among triple-frequency scintillation signals, to obtain the representative values of three of the 

model parameters {𝑝1, 𝑝2, 𝜇0}, and to validate the numerical mappings between the user input 

parameter set {𝑆4 and 𝜏0} to the remaining model parameter subset {𝑈0 and 𝜌𝐹/𝑉𝑒𝑓𝑓}.  

3.1. Scintillation Signal Simulator Routine Description 

This section gives a description of the two-parameter scintillation signal simulator architecture. 

Figure 3-1 depicts the flow chart of the simulation routine, which outputs IF samples of GNSS 

scintillation signal. The parallelograms on the left side depict the user inputs, and the rectangular 

components show the different steps of simulation. The area outlined with red dashed line is the 

scintillation generator, which outputs the scintillation complex field time series 𝜓 (𝜓 = 𝛿𝐴𝑒𝑗𝛿𝜙). 𝛿𝐴 and 𝛿𝜙 are the scintillation amplitude and phase, respectively. 
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Figure 3-1. Flow chart of the scintillation signal simulator. The parallelograms on the left side depict 

the parameters to be specified by users, while the rectangular components are the different steps 

within the scintillation simulation. The simulator outputs IF samples of GNSS scintillation signal. 

 

As can be seen in Figure 3-1, the parameters to be specified by users include three categories: 

ground observed scintillation indicators, propagation geometric parameters, and baseband signal 

parameters. The static ground observed scintillation indicators are the 𝑆4  index and intensity 

decorrelation time 𝜏0. The 𝑆4 index is the standard deviation of the normalized signal intensity. 

In this study, we shall focus on strong scintillation where 𝑆4>0.6. The intensity decorrelation time 𝜏0  is defined as the time delay where the normalized autocorrelation function of the signal 

intensity decreases to 𝑒−1.  

 

The user-input {𝑆4, 𝜏0} are first converted to {𝑈, 𝜌𝐹/𝑣𝑒𝑓𝑓𝑠𝑡𝑎𝑡𝑖𝑐 } in the parameter mapping step. 

The 𝜌𝐹/𝑣𝑒𝑓𝑓𝑠𝑡𝑎𝑡𝑖𝑐 is the time scaling factor of the static ground observed scintillation and will be 

used in the propagation geometry calculation step. As mentioned earlier, the three spectral 

parameters {𝑝1, 𝑝2, 𝜇0} required to completely specify the phase screen realization are defaulted 

to their typical values, which will be determined in detail in section 3.5.2. Based on the mapped 
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value of 𝑈 and the defaulted spectral parameters, a realization of phase screen is then generated 

to represent the ionospheric plasma structure responsible for ground observed scintillation effects. 

A brief description of the phase screen realization will be given in the next section.  

 

For stationary platforms, the users only need to specify the two ground observed scintillation 

indicators, and the simulator will generate scintillation effects with 𝑆4 and 𝜏0 values that match 

the user input. To simulate scintillation effects experienced on dynamics platforms, the users will 

need to specify the propagation geometric parameters to enable the calculation of 𝜌𝐹/𝑣𝑒𝑓𝑓 for the 

user-defined dynamic platform. The propagation geometric parameters include the platform 

position and velocity (PV), date and time, and satellite PRN number. Based on the user specified 

PRN, date and time, the satellite orbit is calculated using the corresponding ephemeris, which is 

automatically downloaded from Crustal Dynamics Data Information System (CDDIS) of NASA.  

 

All the geometric and dynamic dependencies are encapsulated in the calculation of the scaling 

factor 𝜌𝐹/𝑣𝑒𝑓𝑓  in the compact TPPSM [Jiao et al., 2018]. The quantities involved in this 

calculation include the angle between the signal propagation direction and the geomagnetic field 

vector, the satellite scan velocity and receiver scan velocity at the phase screen, and the drift 

velocity of the ionospheric irregularities (𝑉 𝑟𝑖𝑓𝑡) [Rino, 2011]. Among these quantities, the only 

unknown is 𝑉 𝑟𝑖𝑓𝑡 , while the other ones can be calculated with the user-input propagation 

geometric parameters (satellite orbit and receiver PV) and existing models (such as the IGRF 

model). In this simulator, in order to obtain the 𝜌𝐹/𝑣𝑒𝑓𝑓 value for user-defined dynamic platform 

(𝜌𝐹/𝑣𝑒𝑓𝑓𝑑𝑦𝑛), the value of 𝑉 𝑟𝑖𝑓𝑡 is first numerically solved using the 𝜌𝐹/𝑣𝑒𝑓𝑓𝑠𝑡𝑎𝑡𝑖𝑐 value from 

ground observed scintillation.  
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Finally, a plane wave is propagated through the phase screen realization, following the user 

specified geometry and dynamics embedded in 𝜌𝐹/𝑣𝑒𝑓𝑓𝑑𝑦𝑛  (or 𝜌𝐹/𝑣𝑒𝑓𝑓𝑠𝑡𝑎𝑡𝑖𝑐  for stationary-

platform scintillation). This gives simulated scintillating wave fields at the receiver 𝜓 = 𝛿𝐴𝑒𝑗𝛿𝜙 . 

A description of the wave propagation step will be given in the next section. 

 

The simulated scintillation effects are then modulated onto nominal GNSS baseband samples to 

generate GNSS scintillation signals for receiver processing. By modifying equation ( 2-1 ), a 

generic non-scintillating GNSS baseband complex signal model can be expressed as: 𝑠𝑘 = 𝛼𝑘𝐷(𝑘Δ𝑡 − 𝜏𝑘)𝐶(𝑘Δ𝑡 − 𝜏𝑘)𝑒𝑗𝜙𝑘   ( 3-1 ) 

where 𝑘 stands for the sample number, and Δ𝑡 is the sampling interval. 𝜏𝑘 and 𝜙𝑘 denote the 

code delay and the nominal carrier phase delay, respectively. Carrier phase 𝜙𝑘 = 2𝜋𝑓 ,𝑘Δ𝑡 +𝜙𝑘−1 + 𝜀𝑘, where 𝑓 ,𝑘 is the carrier Doppler frequency, and 𝜀𝑘 is the contribution from various 

phase noise and error sources other than scintillation. The user can specify signal amplitude 𝛼 

and sampling rate (𝑓𝑠 = 1Δ𝑡) for the GNSS baseband signal generation. The satellite-receiver 

geometric range yielded during the propagation geometry calculation is used to produce the carrier 

and code phase delays in the baseband signal samples. 

 

The simulated scintillation amplitude (𝛿𝐴,𝑘) and phase (𝛿𝜙,𝑘) are modulated onto nominal GNSS 

baseband signal 𝑠𝑘 to generate scintillation signals 𝑠𝑠,𝑘 for receiver testing: 𝑠𝑠,𝑘 = 𝑠𝑘𝛿𝐴,𝑘𝑒𝑗𝛿𝜙,𝑘 + 𝑛𝑘 ( 3-2 ) 

where 𝑛𝑘 represents the thermal noise, which is generated as white Gaussian in this thesis.  
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Ignoring the code and navigation message components, the received scintillation signal samples 

can then be rewritten as: 𝑠𝑠,𝑘 = 𝛼𝑘𝛿𝐴,𝑘𝑒𝑗𝜙𝑠,𝑘 + 𝑛𝑘  (3-3) 

where 𝜙𝑠,𝑘 = 𝜙𝑘 + 𝛿𝜙,𝑘 is the composite carrier phase of the scintillation signal.  

3.2. Phase Screen Realization and Wave Propagation 

The propagation theory behind the scintillation generator depicted in Figure 3-1 was mainly 

developed in [Rino, 2011] and updated in [Rino et al., 2018]. This section summarizes the 

fundamental mathematics for the phase screen realization step and wave the propagation step in 

this simulator. Readers are referred to [Rino et al., 2018] and [Rino, 2011] for more details. 

 

In the equatorial region, ionospheric irregularities are typically highly elongated along the 

geomagnetic field lines [Kintner, 2004; Takahashi et al., 2016]. The phase screen structure is 

simplified to be two-dimensional, namely, the only variant crossing the field-aligned direction at 

a given height. Based on this approximation, the complex field 𝜓 at a propagation distance 𝑥 

from the phase screen is generated by the following forward and inverse discrete Fourier 

transforms (DFTs) [Rino et al., 2018]: 

    �̂�(0; 𝑛∆𝑞) = ∑ exp{𝑖𝜙(𝑚∆𝑦)}𝑁−1
𝑚=0 exp {−2𝜋𝑖𝑛𝑚𝑁 } ( 3-4 ) 

    𝜓(𝑥;𝑚∆𝑦) = 1𝑁∑ �̂�(0; 𝑛∆𝑞) exp {− 𝑖𝑘(𝑛∆𝑞 𝑘 )2𝑥2 } exp {2𝜋𝑖𝑛𝑚𝑁 }𝑁−1
 =0  ( 3-5 ) 

where y is the geomagnetic eastward direction, 𝜙(𝑦) is the path-integrated phase structure, 𝑞 is 

the wavenumber along the 𝑦 direction with ∆𝑞 being its resolution, 𝑘 is the signal carrier’s 

wavenumber, and 𝑁 is the size of the DFTs.  
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The path-integrated phase structure is characterized by a one-dimensional, two-component power-

law SDF as follows: 

Φ𝜙(𝑞) = 𝐶𝑝 { 𝑞−𝑝1 ,    𝑞 ≤ 𝑞0 𝑞0𝑝2−𝑝1𝑞−𝑝2 , 𝑞 > 𝑞0 ( 3-6 ) 

where 𝐶𝑝 is the turbulence strength, 𝑝1 and 𝑝2 are the spectral indices, and 𝑞0 is the break 

wavenumber. 

 

Simplification is achieved by scaling the wavenumber 𝑞 with the Fresnel scale 𝜌𝐹 (𝜌𝐹 = √𝑥𝑘) to 

a normalized unit such that 𝜇 = 𝑞𝜌𝐹. After such normalization, the SDF of the phase screen can 

be re-written as 

   𝑃(𝜇) = Φ𝜙(𝑞) 𝜌𝐹 = {𝑈1𝜇−𝑝1 , 𝜇 ≤ 𝜇0 𝑈2𝜇−𝑝2 , 𝜇 > 𝜇0  ( 3-7 ) 

where 𝑈1 = 𝐶𝑝𝜌𝐹𝑝1−1 , 𝑈2 = 𝐶𝑝𝑞0𝑝2−𝑝1𝜌𝐹𝑝2−1 , and 𝜇0 = 𝑞0𝜌𝐹 . Thus, the universal scattering 

strength 𝑈 can be defined as: 

   𝑈 = {𝑈1, 𝜇0 ≥ 1 𝑈2, 𝜇0 < 1  ( 3-8 ) 

𝑈  is essentially the normalized phase spectral power at the Fresnel scale as 𝑈 ≡ 𝑃( 𝜇 = 1) 
[Carrano and Rino, 2016].  

 

A statistically equivalent phase screen realization can then be generated by imposing the above 

desired SDF on white noise: 
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   �̅�𝑚 = ∑√𝑃(𝑛∆𝜇)∆𝜇2𝜋𝑁−1
 =0  exp {−2𝜋𝑖𝑛𝑚𝑁 } ( 3-9 ) 

where   is a zero-mean Gaussian random process with the Hermitian property. 

 

Applying the phase screen realization �̅�𝑚  and substituting 𝑥  with the Fresnel scale, the 

propagation equations ( 3-4 ) and ( 3-5 ) from the phase screen to the observation plane can be 

implemented in the simulation as:  

   �̂�(0; 𝑛∆𝜇) = ∑ exp{𝑖�̅�𝑚}𝑁−1
𝑚=0 exp {−2𝜋𝑖𝑛𝑚𝑁 } ( 3-10 ) 

   𝜓 (𝜌𝐹; 𝑚∆𝑦𝜌𝐹 ) = 1𝑁∑ �̂�(0; 𝑛∆𝜇) exp {− 𝑖(𝑛∆𝜇)22 } exp {2𝜋𝑖𝑛𝑚𝑁 }𝑁−1
 =0  ( 3-11 ) 

 

To convert the complex field 𝜓 from space to time domain, an effective scan velocity 𝑣𝑒𝑓𝑓 is 

used such that 𝑦 = 𝑣𝑒𝑓𝑓𝑡 . The calculation of 𝑣𝑒𝑓𝑓  involves knowledge of the ionosphere 

anisotropy, propagation geometry including different angles formed between the line-of-sight 

signal and the geomagnetic field, and velocities including the effective scan velocities of satellite 

and receiver at the phase screen and the drift velocity of the ionosphere irregularities 𝑣 𝑟𝑖𝑓𝑡. For 

detailed 𝑣𝑒𝑓𝑓 calculation procedure, readers are referred to [Rino, 2011].  

 

The conversion from Doppler frequency to normalized wavenumber is  𝜇 = 2𝜋𝑓𝐷(𝜌𝐹 𝑣𝑒𝑓𝑓 ) ( 3-12 ) 

where 𝑓𝐷  is the Doppler frequency. A sampled phase screen constructed with 𝑃(𝜇 )2𝜋∆𝑓𝐷 ∆𝜇 = 𝑃(𝜇 )𝜌𝐹 𝑣𝑒𝑓𝑓  where ∆𝑓𝐷 = 1 𝑁∆𝑡  and 𝜇 = 𝑛Δ𝜇  will generate a 
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realization of time series (with an update rate of 1 ∆𝑡 ) that are statistically equivalent of the 

scintillation defined by the phase screen structure. Intuitively, the 𝜌𝐹 𝑣𝑒𝑓𝑓  directly determines 

how much compression or decompression the scintillation variations have over the temporal 

domain and is therefore tightly related to the decorrelation time of the scintillation intensity 𝜏0, 

which will be shown in section 3.5.3.  

 

The time series of the scintillation induced phase and amplitude are then obtained from the 

propagated complex field as: 𝛿𝜙 = unwrap{atan2[imag(𝜓), real(𝜓)]} ( 3-13 ) 𝛿𝐴 = |𝜓| = √𝜓𝜓∗ ( 3-14 ) 

 

To summarize, a GNSS complex-field scintillation realization can be generated by specifying the 

TPPSM parameters {𝑈, 𝑝1, 𝑝2 , 𝜇0  and 𝜌𝐹 𝑣𝑒𝑓𝑓 } and the sampling parameters ∆𝑡 and 𝑁. 

Among the TPPSM parameters, 𝑈 , 𝜇0 , and 𝜌𝐹 𝑣𝑒𝑓𝑓  are dependent on the signal carrier 

frequency, whereas 𝑝1 and 𝑝2 remain the same for different frequencies. To construct the same 

phase screen for different frequencies, these three parameters are scaled from one frequency 

(denoted as the reference frequency 𝑓𝑟 ) to another (denoted as the frequency with scaled 

parameters 𝑓𝑠) using the following equations: 

𝜇0(𝑓𝑠; 𝑓𝑟) = 𝜇0(𝑓𝑟)√𝑓𝑟𝑓𝑠  ( 3-15 ) 

𝜌𝐹 𝑣𝑒𝑓𝑓(𝑓𝑠; 𝑓𝑟) = 𝜌𝐹 𝑣𝑒𝑓𝑓(𝑓𝑟)√𝑓𝑟𝑓𝑠⁄  ( 3-16 ) 
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𝑈(𝑓𝑠; 𝑓𝑟) =
{  
   
   
  𝑈(𝑓𝑟) (𝑓𝑟𝑓𝑠)12𝑝1+32 ,         𝑖𝑓 𝜇0(𝑓𝑟) ≥ 1, 𝜇0(𝑓𝑠) ≥ 1 
𝑈(𝑓𝑟) 1𝜇0(𝑓𝑟)𝑝2−𝑝1 (𝑓𝑟𝑓𝑠)12𝑝1+32 ,  𝑖𝑓 𝜇0(𝑓𝑟) < 1, 𝜇0(𝑓𝑠) ≥ 1
𝑈(𝑓𝑟)𝜇0(𝑓𝑠)𝑝2−𝑝1 (𝑓𝑟𝑓𝑠)12𝑝1+32  ,  𝑖𝑓 𝜇0(𝑓𝑟) ≥ 1, 𝜇0(𝑓𝑠) ≥ 1

𝑈(𝑓𝑟) (𝑓𝑟𝑓𝑠)12𝑝2+32 ,         𝑖𝑓 𝜇0(𝑓𝑟) < 1, 𝜇0(𝑓𝑠) < 1
 ( 3-17 ) 

 

Using TPPSM parameters of different frequencies that satisfy the relationships in equations ( 3-15 ) 

through ( 3-17 ) and the same white noise realization   in ( 3-9 ), the simulator generates realistic 

multi-frequency scintillation in terms of consistent scintillation level and correlated scintillation 

effects. This inter-frequency consistency of the simulated scintillation is essential for the 

evaluation of multi-frequency receiver algorithms [Yang et al., 2018] and the study of multi-

frequency scintillation characteristics [Rino et al., 2018]. To assess the performance of the model 

and the parameter estimation method, the parameters estimated from real multi-frequency 

scintillation data are used to validate the relationships represented in equations ( 3-15 ) through 

( 3-17 ). This part of work will be presented in section 3.5.1. 

3.3. Parameter Estimation 

3.3.1. IPE 

As mentioned earlier, the IPE technique is used in this study to extract the TPPSM parameters 

from real scintillation data and establish their distributions under a strong equatorial scintillation 

scenario. The IPE technique method was developed in [Carrano et al., 2012a; Carrano and Rino, 

2016], while a brief introduction is provided in this section for completeness.  
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The IPE technique is essentially an iterative fitting procedure to obtain the TPPSM parameter 

estimates that yield the best match to the intensity SDF of the real scintillation data under the least 

square error criteria. It should be mentioned that the IPE technique is applied to the intensity SDF 

rather than the phase SDF due to the higher quality obtained in the signal intensity measurements 

than that in the phase measurements during strong scintillation [Skone et al., 2001].  

  

The intensity SDF 𝐼(𝜇)  observed on the receiver plane from a given phase screen can be 

theoretically evaluated as follow [Carrano and Rino, 2016]: 

𝐼(𝜇; 𝑝1, 𝑝2, 𝜇0, 𝑈) = 2∫ exp{−𝛾(𝜂, 𝜇; 𝑝1, 𝑝2, 𝜇0, 𝑈)} cos(𝜂𝜇)𝑑𝜂∞
0  ( 3-18 ) 

where 𝛾(∙) is the so-called structure interaction function defined in [Carrano and Rino, 2016]. 𝛾(∙) is prescribed by the phase screen SDF 𝑃(𝜇) in equation ( 3-7 ) and, therefore, is also 

parameterized by the model parameter subset {𝑝1, 𝑝2, 𝜇0, 𝑈}.  

 

Conversion for the intensity SDF from the normalized wavenumber domain (in 𝜇) in ( 3-18 ) to 

the temporal frequency domain (in 𝑓𝐷) is achieved through:  

Φ𝐼,𝑚𝑜 𝑒𝑙(𝑓𝐷; 𝑝1, 𝑝2, 𝜇0, 𝑈, 𝜌𝐹 𝑣𝑒𝑓𝑓 ) = 𝐼 ( 𝜇2π 𝜌𝐹 𝑣𝑒𝑓𝑓 ; 𝑝1, 𝑝2, 𝜇0, 𝑈) ∗ 2π𝜌𝐹𝑣𝑒𝑓𝑓  ( 3-19 ) 

where Φ𝐼,𝑚𝑜 𝑒𝑙 is the intensity SDF in the temporal frequency domain. 

 

The metric used to measure the fitting error between the model SDF Φ𝐼,𝑚𝑜 𝑒𝑙 and the measured 

SDF Φ̂𝐼, 𝑎𝑡𝑎 (the periodogram estimate of the real intensity measurement) is then defined as 

follows [Carrano et al., 2012a]: 
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χ2(𝑝1, 𝑝2, 𝜇0, 𝑈, 𝜌𝐹 𝑣𝑒𝑓𝑓 )
= 2𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖 ∫ [𝑙𝑜𝑔Φ𝐼,𝑚𝑜 𝑒𝑙(𝑓) − 𝑙𝑜𝑔Φ̂𝐼, 𝑎𝑡𝑎(𝑓)]2𝑑𝑓𝑓𝑚𝑎𝑥𝑓𝑚𝑖𝑛  

( 3-20 ) 

where 𝑓𝑚𝑖  and 𝑓𝑚𝑎𝑥 indicate the frequency range [𝑓𝑚𝑖 , 𝑓𝑚𝑎𝑥] of the SDF over which the IPE 

fitting is performed upon, which is limited by the length 𝑁  and update interval ∆𝑡  of the 

intensity measurement by: 
1𝑁∆𝑡 < 𝑓𝑚𝑖 < 𝑓𝑚𝑎𝑥 < 12∆𝑡. 

 

A highly efficient algorithm for numerically computing 𝐼(𝜇) using equation ( 3-18 ) as a function 

of {𝑝1, 𝑝2, 𝜇0, 𝑈} is presented in [Carrano and Rino, 2016]. Using equation ( 3-19 ) the model 

intensity SDF in time frequency domain Φ𝐼,𝑚𝑜 𝑒𝑙 can then be evaluated as a function of all five 

model parameters. Given an initial guess for the intensity SDF, the IPE program then iterates to 

obtain the optimal estimates of these parameters which provide the best fit of Φ𝐼,𝑚𝑜 𝑒𝑙 to Φ̂𝐼, 𝑎𝑡𝑎 

by minimizing χ2 . This multi-dimensional minimization is performed with the Nelder-Mead 

simplex method conveniently implemented in the Matlab function fminsearch. 

 

The current IPE obtains the TPPSM parameter estimates from intensity measurements of different 

frequencies separately. This provides a means to evaluate the accuracy of the IPE method in terms 

of inter-frequency consistency, which are prescribed by equations ( 3-15 ) through ( 3-17 ) with 

real multi-frequency data. This part of the work will be presented in section 3.5.1. 
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3.3.2. 𝑆4 and 𝜏0 Calculation 

As mentioned earlier, 𝑆4  and 𝜏0  are the input for the simulator. To validate the parameter 

mappings, 𝑆4 and 𝜏0 for both model and real data can be calculated from the intensity SDF as 

[Rino et al., 2018]: 

𝑆4 = √2 ∗ ∫ Φ𝐼(𝑓)𝑑𝑓𝑓𝑚𝑎𝑥𝑓𝑚𝑖𝑛  ( 3-21 ) 

𝜏0 = 𝑓𝑖𝑛𝑑{𝜏|𝑅𝑆𝐼(𝜏) = 𝑒−1} ( 3-22 ) 

where Φ𝐼 = Φ𝐼,𝑚𝑜 𝑒𝑙 is the model intensity SDF (can be obtained using ( 3-19 )), and Φ𝐼 =Φ̂𝐼, 𝑎𝑡𝑎 is the real measurement intensity SDF. 𝑅𝑆𝐼(·) is the normalized autocorrelation function 

(ACF) of the intensity measurements, which can be obtained as the DFT of Φ𝐼. It should be noted, 

the 𝑆4 value calculated from equation ( 3-21 ) should be the same as that from equation ( 1-1 ), 

as these two equations are mathematically equivalent. 

3.4. Data Description 

The real scintillation GPS data set used in this study were collected at two equatorial sites: Hong 

Kong (geographic: 22.2 ° N, 114.3° E; geomagnetic: 16° N, 187.0° E) and Ascension Island 

(geographic: 7.9° S, 14.4 ° W; geomagnetic: 12.3° S, 57.0° E) using Septentrio PolaRxS ISM 

receivers. The receivers are part of the global GNSS network deployed by the authors’ group for 

ionospheric scintillation monitoring and studies [Morton et al., 2015a]. For GPS civilian signals, 

the ISM receiver tracks L1 C/A signal, L2 CL signal and L5Q signal, and outputs various types of 

measurements including 100Hz update rate carrier phase and signal intensity. Both receiver 

locations are close to the equatorial anomaly (around geomagnetic latitude 15 °) where scintillation 

is known to be frequent and strong [Kintner et al., 2007]. Using a machine learning-based 



38 

scintillation detection approach, we were able to identify a large amount of strong scintillation 

events collected from both sites as presented in [Liu et al., 2018].  

 

The signal intensity measurements are first divided into 5-minute segments and then selected to 

extract the TPPSM parameters using IPE and {𝑆4, 𝜏0} values using equations ( 3-21 ) and ( 3-22 ) 

for later analysis. The segment length of 5 minutes is heuristically chosen based on our experience 

working with a large amount of scintillation data. It is short enough to assume stationarity in 

scintillation effects, but also long enough to generate a reasonable intensity SDF estimate. Figure 

3-2 shows 50-minute data on March 5, 2014 from Hong Kong with strong scintillation observed 

on all three frequencies on GPS PRN 1. Strong scintillation with frequent deep fading exceeding 

40dB can be observed in the signal intensity on the top panel. The center of each 5-minute segment 

is marked with the segment numbers 1-9 at the bottom of the panel. The average 𝑆4 index of each 

segment is plotted in the middle panel, while the bottom panel shows the elevation of PRN 1.  

 
Figure 3-2. 50-minute processing results on March 5, 2014 in Hong Kong with strong scintillation 

observed on all three frequencies on GPS PRN 1, starting at 13:27:00 UTC. The triangles mark the 

center of each 5-minute segment that the intensity results are divided into.  
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To ensure the measurement quality for IPE processing, we imposed three criteria in data segment 

selection: 1) the segment average elevation is above 25°; 2) the average 𝑆4 index is over 0.6 on 

the L1 signal; 3) the segment contains consistent signal fading to meet a good stationarity 

assumption. For example, among the 9 segments shown in Figure 3-2, it can be seen that segments 

3, 6, 7, and 9 meet all three criteria. 

 

Based on these three criteria, the following three groups of scintillation intensity segments 

(forming a total of 174 segments) are selected from our scintillation data archives for IPE 

processing: 

1 ) Hong Kong spring data: selected from 11 days during March 2014, containing 85 segments 

from 7 satellites; 

2) Hong Kong fall data: selected from 8 days during September through early November 2014, 

containing 55 segments from 4 satellites; 

3) Ascension Island spring data: selected during 8 days of March 2013, containing 34 segments 

from 4 satellites. 

 

It can be seen that all three groups of data were collected during the maximum of solar cycle 24. 

These three groups of data were chosen for comparison so that potential seasonal and location 

dependency of the model spectral parameters can be observed. A subset of the data containing 45 

segments with triple-frequency scintillation from groups 1 and 2 (on PRN 1, 3, 24, and 25) were 

selected to evaluate the IPE’s performance, which will be presented in the following subsection.  
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3.5. Real Data Analysis 

3.5.1. IPE Triple-frequency Consistency Evaluation 

Figure 3-3 shows an example where the triple-frequency signal intensity from segment 7 in Figure 

3-2 have been fitted using the IPE method. The top panels plot the data intensity SDFs (blue) and 

the fitted SDFs (red). Only the mid-frequency sections of the data intensity SDFs are used for the 

fitting, as indicated in the figure with the dashed, double-sided arrows. The lowest frequencies 

may be distorted by large-scale departures from stationarity, and the highest frequencies may be 

contaminated by receiver noise [Carrano and Rino, 2016]. Both are therefore excluded from the 

fitting. The 𝑆4 and 𝜏0 values estimated from the data and fitted model are also listed. The bottom 

panels plot the data intensity ACFs and the fitted ACFs. 

 

Figure 3-3. SDF and ACF for intensity scintillations observed on GPS triple-frequency signals from 

segment 7 in Figure 3-2. The SDFs and AFCs for the measurements are shown in blue, while those for 

the fitted model are shown in red. The dashed, double-sided arrow on each top panel indicates the 

frequency range over which the IPE fitting was performed.  

 

From Figure 3-3, it can be seen that the shapes of the IPE-derived SDF and ACF are both very 

good fits to those of the data for all three frequencies, and the 𝑆4 and 𝜏0 values of the IPE results 

e-1 e-1

𝑆4 𝑎𝑡𝑎=0.80𝑆4𝑓𝑖𝑡 =0.81

𝑆4 𝑎𝑡𝑎=0.96𝑆4𝑓𝑖𝑡 =0.96

𝑆4 𝑎𝑡𝑎=0.96𝑆4𝑓𝑖𝑡 =0.96

𝜏0, 𝑎𝑡𝑎=0.70s𝜏0,𝑓𝑖𝑡=0.70s

𝜏0, 𝑎𝑡𝑎=0.64s𝜏0,𝑓𝑖𝑡=0.65s

𝜏0, 𝑎𝑡𝑎=0.61s𝜏0,𝑓𝑖𝑡=0.61s

fitting range
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and of the data are also all in good agreement. This example shows that IPE is effective in fitting 

the observed data’s SDF with TPPSM.  

 

In order to evaluate the IPE method’s performance in estimating these model parameters, the 

consistency across the carriers in the IPE-generated results were assessed using the triple-

frequency data set. As mentioned in section 3.2 with equations ( 3-15 ) through ( 3-17 ), the five 

model parameters have different theoretical inter-frequency relationships, which can be 

summarized as follows: 

1) 𝑝1 and 𝑝2: These two parameters are not frequency dependent. In order to evaluate their 

frequency independence, three 2-D scatter plots can be formed with IPE estimates of three 

pairs of frequencies (L1-L2, L1-L5, and L2-L5). A linear relationship is then fitted with 

slope a and vertical offset b. This linear relationship is compared against the theoretical 

linear function with slope of 1 and offset 0. The resulting deviation can be described by the 

differences in the slopes (Δ𝑎 = 𝑎 − 1) and vertical offset (Δ𝑏 = 𝑏);  

 

2) 𝜇0 and 𝜌𝐹 𝑣𝑒𝑓𝑓 : According to equations ( 3-15 ) and ( 3-16 ), these two parameters have 

the same frequency dependency of 𝑔(𝐿𝑗) = 𝑔(𝐿𝑖)√𝑓𝐿𝑖𝑓𝐿𝑗, with 𝑔 = 𝜇0 or 𝜌𝐹 𝑣𝑒𝑓𝑓 . Again, 

2-D scatter plots are shown for each of the three pairs of frequencies for 𝜇0 and 𝜌𝐹 𝑣𝑒𝑓𝑓 . 

A linear relationship can be fitted for each scatter plot. For a certain pair Li- Lj, the 

deviation between the fitted relationship and the theoretical relationship can be expressed 

as Δ𝑎 = 𝑎 − √𝑓𝐿𝑖𝑓𝐿𝑗 and Δ𝑏 = 𝑏; 
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3) 𝑈 : the inter-frequency relationship of 𝑈  is the most complicated one according to 

equation ( 3-17 ). It has four different forms depending on the 𝜇0  values on both 

frequencies in question. For the triple-frequency data subset used in this study, the IPE-

estimated 𝜇0 values were all smaller than 1 for all three frequencies. This result limits 𝑈’s theoretical inter-frequency relationship to the fourth form in equation ( 3-17 ) as 

𝑈(𝐿𝑗) = 𝑈(𝐿𝑖) (𝑓𝐿𝑖𝑓𝐿𝑗)12𝑝2+32 . This relationship is dependent on the frequencies and the 𝑝2 

value of the phase screen spectrum, which obviously varies among different data segments. 

Let’s denote the IPE estimates of 𝑈 from real data segments of a certain frequency 𝐿𝑖 
as �̂�(𝐿𝑖). As a result of the 𝑝2 dependency, the estimate inter-frequency pairs �̂�(𝐿𝑖)-�̂�(𝐿𝑗) from different data segments of the set cannot be directly combined into a scatter 

plot to fit a linear relationship for L1-L2, L1-L5, and L2-L5.  

 

In order to assess the inter-frequency consistency of 𝑈 estimation with a similar fashion 

as the other four parameters, for a certain frequency pair 𝐿𝑖 − 𝐿𝑗, a scatter plot is shown 

with �̂�(𝐿𝑗) still assigned to the vertical axis. For the horizontal axis, instead of directly 

using �̂�(𝐿𝑖), a �̂�(𝐿𝑖)-based prediction of 𝑈(𝐿𝑗) (denoted as �̂�(𝐿𝑖 → 𝑗)) is employed. 

�̂�(𝐿𝑖 → 𝑗) is yielded using �̂�(𝐿𝑖 → 𝑗) = �̂�(𝐿𝑖) (𝑓𝐿𝑖𝑓𝐿𝑗)12𝑝2+32 , where �̂�2 is the 𝑝2 estimate 

from each data segment. �̂�(𝐿𝑖 → 𝑗) and �̂�(𝐿𝑗) should then be theoretically equivalent, 

and a linear relationship can be fitted from the resulting scatter plot. The corresponding 

correlation coefficient and deviation (as Δ𝑎 = 𝑎 − 1 and Δ𝑏 = 𝑏) in turn reflect how 

close the �̂�(𝐿𝑖)-�̂�(𝐿𝑗) relationship agrees with theory. It should be mentioned that, �̂�2 
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used in the calculation of �̂�(𝐿𝑖 → 𝑗)  is the mean value of the triple-frequency 𝑝2 

estimates, in order to minimize the 𝑝2 estimation error introduced into the calculation. 

 

In Figure 3-4, the inter-frequency scatter plots summarized above for all five parameters are plotted 

with blue markers, each with three pairs (L1-L2 in the left panel, L1-L5 in the middle panel, and 

L2-L5 in the right panel). Within each panel, the least-square-fitted linear relationship and the 

model-prescribed relationships are plotted in red and black, respectively, with the correlation 

coefficients, the deviation Δ𝑎  and Δ𝑏  between the linear-fitted and the model relationships 

listed. 
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Figure 3-4. The inter-frequency relationships for all five parameters, each with three pairs (L1-L2, 

L1-L5, and L2-L5). Real data results are plotted in blue markers, and the least-square-fitted and the 

model-prescribed ones are in red and black, respectively. The correlation coefficients, the differences 

in the slope (Δ𝑎) and offset (Δ𝑏) between the linear-fitted and the model relationships are also listed. 
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As can be seen in Figure 3-4, all five parameters have in general high correlation coefficients 

among all three pairs of carriers results and small deviations (Δ𝑎 and Δ𝑏) from the model, which 

validate the model prescribed linear relationships and IPE’s performance. Among the results of 

three different frequency pairs, the L2-L5 pair generates the best results in both correlation 

coefficients and model deviations for all five parameters. This is most likely because L2 and L5 

have stronger scintillation effects than L1, and, therefore, lead to a more dominant contribution in 

their own intensity SDFs over other error sources, which improves the IPE fitting accuracy. 

Among the results of the five parameters, the 𝜌𝐹 𝑣𝑒𝑓𝑓  showed the best results in both correlation 

coefficients and model deviations, suggesting the highest sensitivity in fitting. This finding sheds 

light on the promising usage of the IPE as a way of inferring ionospheric background information 

such as 𝑉 𝑟𝑖𝑓𝑡 for a standalone receiver, as has been mentioned in [Carrano and Rino, 2016; Rino 

et al., 2018].  

3.5.2. Spectral Parameter Characterization 

This section presents the distributions of the L1 signal spectral parameters {𝑝1, 𝑝2, 𝜇0} obtained 

by IPE from the three groups of data sets to determine their most representative values and 

potential seasonal and location dependency. Figure 3-5 plots the distributions of 𝑝1 (left panel), 𝜇0 (middle panel), and 𝑝2 (right panels) from group 1 (denoted as G1 in green), group 2 (as G2 

in blue), and group 3 (as G3 in red) with their mean values listed in the corresponding legends. 
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Figure 3-5. Distributions of the IPE-estimated spectral parameters from the three data groups (group 

1 in green, group 2 in blue, and group 3 in red), with the mean values listed in the legends. 

 

By examining Figure 3-5, there are no considerable discrepancies among the distributions of the 

parameters from three data groups for all three parameters, suggesting no apparent seasonal or 

location dependency of these parameters. The ranges for 𝑝1 and 𝜇0 lie between 1.4 to 3 and 0.3 

to 0.7, respectively, while 𝑝2  generally ranges between 3 and 4.6. The results from all three 

groups are, therefore, combined to calculate the mean for each parameter as their representative 

values for the general strong equatorial scenario (𝑝1 = 2.45, 𝜇0 = 0.55, and 𝑝2=3.70).  

 

It should be mentioned that the authors have investigated the correlation between parameter pairs 

for all five parameters in all three data groups, and no apparent correlations have been observed 

(the highest correlation coeffect was 0.41, which was between 𝑝1 and 𝑈 estimates in group 3).  

3.5.3. Parameter Mappings and Real Data Evaluation 

After defaulting the spectral parameters to their representative values obtained from the previous 

subsection, the mappings between {𝑆4, 𝜏0} and {𝑈, 𝜌𝐹 𝑣𝑒𝑓𝑓 } can be established by numerically 

evaluating equations ( 3-18 )( 3-19 )( 3-21 )( 3-22 ).  
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By examining equations ( 3-18 )( 3-19 )( 3-21 ), how the 𝑆4 index calculation is affected by 

different parameters from the model parameter set {𝑈, 𝑝1, 𝑝2, 𝜇0, 𝜌𝐹 𝑣𝑒𝑓𝑓 } can be broken down 

as follows:  

1) according to ( 3-21 ), the 𝑆4 value is directly determined by the shape and magnitude of Φ𝐼(𝑓);  

2) by looking at equation ( 3-19 ), Φ𝐼(𝑓) is obtained by linearly mapping 𝐼(𝜇) into the time 

frequency domain with the space-to-time scaling factor of 𝜌𝐹 𝑣𝑒𝑓𝑓 ;  

3) {𝑝1, 𝑝2, 𝜇0 , and 𝑈 } then affect the calculation of 𝑆4  as the shape of 𝐼(𝜇)  is jointly 

determined by { 𝑝1, 𝑝2, 𝜇0 , and 𝑈 }, while its magnitude is directly determined by  𝑈 , as 

demonstrated in [Carrano and Rino, 2016];  

4) The value of 𝜌𝐹 𝑣𝑒𝑓𝑓  affects the calculation of 𝑆4 as it determines which part of the 𝐼(𝜇) 
corresponds to the part of Φ𝐼(𝑓) being integrated over the range of [𝑓𝑚𝑖 , 𝑓𝑚𝑎𝑥] in equation 

( 3-21 ). This is indeed the case for scintillation effects on platforms with high dynamics and in an 

orbit close to the ionosphere (such as LEO satellites), where the value 𝜌𝐹 𝑣𝑒𝑓𝑓  may have a small 

magnitude of 10−3 and become the dominant factor within equation ( 3-21 ) [Xu et al., 2018a]. 

However, since these numerical mappings are meant to relate stationary ground-observed 

scintillation indicators to the model parameters, the range of 𝜌𝐹 𝑣𝑒𝑓𝑓  is limited to 0.5 to 2.0 as 

observed in the three data groups. Such limited variability does not affect the 𝐼(𝜇) to Φ𝐼(𝑓) 
mapping sufficiently to impact the outcome of equation ( 3-21 ). Therefore, in the numerical 

mapping established for this simulator, the 𝑆4 index is considered to be independent of 𝜌𝐹 𝑣𝑒𝑓𝑓  

and only related to 𝑈. 
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Figure 3-6 shows the numerically evaluated relationship (denoted as model, in red) and the scatter 

plot of the 𝑆4–𝑈 estimate pairs from the combined scintillation data set (denoted as data, in black 

markers). In addition, an iterative fitting is performed in search for the optimal {𝑝1, 𝑝2, 𝜇0} values 

that can achieve the least square error (LSE) w.r.t the real data’s 𝑆4 – 𝑈 pairs. The resulting 𝑆4 

– 𝑈 numerical relationship is also plotted in Figure 3-6 in blue, and the optimal {𝑝1, 𝑝2, 𝜇0} 

values under LSE are listed in the legend.  

 
Figure 3-6. The numerically evaluated relationship (denoted as model, in red) and the scatter plot of 

the 𝑆4 index and 𝑈 estimates from the combined scintillation data set (denoted as data, in black 

markers), as well as the relationship that resulted from fitting the 𝑝1, 𝑝2, 𝜇0 to optimal values that 

satisfy the LSE criteria w.r.t the data (denoted as fitted, in blue).  

 

As can be seen in Figure 3-6, the LSE fitted values for {𝑝1, 𝑝2, 𝜇0} are very close to their 

corresponding representative values obtained in the previous subsection, and the resulting two 

relationships are in close agreement with each other and appear to lie in the center of the variation 

range of the real data’s 𝑆4 – 𝑈 pairs. This validates the numerical mapping between the 𝑆4 

index and 𝑈.  

 



49 

As for 𝜏0, the numerical evaluation shows that the 𝜌𝐹 𝑣𝑒𝑓𝑓  is linearly correlated with 𝜏0, and 

the slope of this linear relationship varies considerably w.r.t the variations of 𝑈 within its typical 

range (usually 1~3 for strong L1 scintillation). Figure 3-7 plots the numerically evaluated 

relationships between 𝜏0 and 𝜌𝐹 𝑣𝑒𝑓𝑓  color coded w.r.t different 𝑈 values. 

 

Figure 3-7. The numerically evaluated relationships between 𝜏0 and 𝜌𝐹 𝑣𝑒𝑓𝑓  color coded w.r.t the 

corresponding 𝑈 values. 

 

As can be seen in Figure 3-7, the 𝜏0 and 𝜌𝐹 𝑣𝑒𝑓𝑓  are linearly correlated with a slope that is 

determined by the value of 𝑈. As 𝑈 increases, the slope becomes smaller, which means that 

under the same 𝜌𝐹 𝑣𝑒𝑓𝑓  value, more severe scintillation will result in faster decorrelation. In 

order to validate these linear relationships between 𝜏0 and 𝜌𝐹 𝑣𝑒𝑓𝑓 , the real data set is divided 

into four categories according to their ranges in 𝑈: [0.6~1], [1.0~1.5], [1.5~2.0], and [ 2.0~]; For 

each category, a numerical relationship between 𝜏0 and 𝜌𝐹 𝑣𝑒𝑓𝑓  is obtained under the mean 𝑈 

value of the data samples within the corresponding category.  
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Figure 3-8. The scatter plot of the 𝜏0 versus 𝜌𝐹 𝑣𝑒𝑓𝑓  estimates from the four categories of the real 

data distinguished by color and marker shapes. The numerical relationship conditioned on the mean 𝑈 value of each data category is plotted as a straight line in the same color as the corresponding 

category. The 𝑈 range and its mean value of each data category are listed in the legend. 

 

Figure 3-8 plots the scatter plot of the 𝜏0 versus 𝜌𝐹 𝑣𝑒𝑓𝑓  estimates from the four categories of 

the real data distinguished by color and marker shapes. The numerical relationship conditioned on 

the mean 𝑈 value of each data category is plotted as a straight line in the same color as the scatter 

plot of the corresponding category. The 𝑈 range and its mean value of each data category is listed 

in the legend. Figure 3-8 clearly shows close agreement between the model evaluated relationship 

and the 𝜏0 and 𝜌𝐹 𝑣𝑒𝑓𝑓  relationship in real data, despite the variability of 𝑈 within each data 

category.  

 

After obtaining the representative values to default the model spectral parameter subset {𝑝1, 𝑝2, 𝜇0} 

and the numerical mappings between {𝑆4, 𝜏0}  and {𝑈, 𝜌𝐹 𝑣𝑒𝑓𝑓 } , the simulator can now be 

controlled by only specifying the expected {𝑆4, 𝜏0} values. An example of triple-frequency signal 

intensity is simulated using the same {𝑆4, 𝜏0} values as estimated from the real data segment 
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shown in Figure 3-3. Both the simulated signal intensity and the detrended intensity of the real 

data in Figure 3-3 are shown in Figure 3-9 with the corresponding {𝑆4, 𝜏0} values for each signal 

listed in the legend. The simulated signal intensity does not contain any low-frequency trend and, 

therefore, does not need detrending operations, while the detrending for the real data intensity was 

performed with a wavelet method as described in [Jiao et al., 2016]. The phase scintillation 

between the real and simulated data are not shown here, because the triple-frequency phase 

measurements in the real data experienced numerous large cycle slips due to strong scintillation 

that require advanced cycle slip repair procedures, which is outside the scope of this study 

[Breitsch et al., 2019]. 

 

 Figure 3-9. Comparison of the signal intensity in the simulated data and real data. 

 

As can be seen in Figure 3-9, the simulation data and the real data show very similar characteristics 

in a statistical sense. The {𝑆4, 𝜏0} values between the real and simulator-generated data are also 

in good agreement for signals of all three frequencies. This validates the effectiveness of the two-

parameter scintillation generator in simulating realistic, coherent triple-frequency scintillation 

according to the users’ expected scintillation condition. 
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3.6. Concluding Remarks on Simulator Development 

This chapter presented a TPPSM-based multi-frequency strong scintillation simulator that requires 

only the expected scintillation index 𝑆4 and the intensity decorrelation time 𝜏0. This simulator 

was developed by defaulting three of the TPPSM spectral parameters {𝑝1, 𝑝2, 𝜇0} to representative 

values and therefore obtaining numerical mappings from the user input parameter set {𝑆4, 𝜏0} to 

the remaining parameter subset {𝑈0, 
𝜌𝐹 𝑉𝑒𝑓𝑓⁄ }. The numerical evaluation shows that the 𝑆4 has 

a one-to-one mapping relationship with 𝑈0, whereas 𝜏0 is linearly correlated with 𝜌𝐹 𝑉𝑒𝑓𝑓  with 

a slope dependent on 𝑈0’s value. Based on these numerical mappings, the scintillation model can 

then be controlled by specifying the expected 𝑆4 and 𝜏0 values from scintillation measurements 

obtained from a stationary ground-based receiver. The simulator can generate statistically 

equivalent realizations of the scintillation effects. Using this basic two-parameter set, the simulator 

can also generate realistic scintillation effects that are observed on platforms with user-defined 

dynamics under the same ionospheric phase screen responsible for producing the ground received 

scintillation.  

 

A total of 174 5-minute segments of strong scintillation data (with 𝑆4 > 0.6) from two equatorial 

sites were processed using IPE to establish the profiles of the model parameters. Based on the 

profiles of the three spectral parameters from data collected from different locations and seasons, 

the distributions of the three parameters indicate that there are no clear location and seasonal 

dependencies. Therefore, the profiles are then combined to yield the defaulting values of the three 

spectral parameters {𝑝1, 𝑝2, 𝜇0} used in obtaining the parameter numerical mappings, which are 

eligible to represent the most typical equatorial strong scintillation scenario. Based on the estimates 

of {𝑈0, 𝜌𝐹 𝑉𝑒𝑓𝑓 } and {𝑆4, 𝜏0} obtained from this multi-site real scintillation data set, numerical 
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mappings were validated to be generally accurate to represent the case in observed strong 

equatorial scintillation.  
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4. CHAPTER 4 – DEVELOPMENT AND EVALUATION OF ADVANCED CARRIER 
TRACKING ALGORITHMS FOR SCINTILLATION SIGNALS  

 
 
 
This chapter first provides the fundamentals of GNSS receiver processing. The different stages of 

receiver software processing are briefly described, including signal processing, navigation 

processing, and applications. A summary is then given regarding the various components and 

conventional implementations in the signal processing stage. We then present the development 

and evaluation of the SOL algorithm using the scintillation simulator developed in Chapter 3. The 

two CLT algorithms (AR and OT) which will be evaluated against the SOL are also described. 

Different scintillation scenarios will be simulated to evaluate the carrier estimation accuracy of 

these three algorithms in terms of cycle slip occurrences and carrier phase RMSE. As the aiding 

source used in the SOL tracking on a dynamic platform, the performance of the VTL PVT 

estimation is also evaluated using simulated data containing strong scintillation on multiple 

satellites. 

4.1. Fundamentals of GNSS Receiver Processing 

A basic GNSS software-defined-radio (SDR) receiver block diagram is given in Figure 4-1. The 

RF signals transmitted from GNSS satellites are received by the antenna, and then amplified and 

down-converted to an IF signal through the RF chain. After being digitized by the Analog-to-

Digital Convertor (ADC), the IF digital signal is processed by software, which consists of signal 

processing, navigation processing, and potentially subsequent application specified processing 

functions. In the signal processing function, the input signal is first acquired and tracked. After the 

tracking reaches a steady state, the navigation message can then be decoded from the navigation 

data bit transitions on the signals, and the ranging code phase and carrier frequency are estimated 
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by the tracking loops. In the navigation processing function, the ephemeris and signal time stamps 

are first obtained from the navigation message, the code phase estimate is converted to the 

pseudorange estimate �̂� based on the time stamp, and the carrier frequency estimate generates the 

pseudorange rate estimate �̂̇� . If pseudoranges and pseudorange rates from more than 4 satellites 

are available, PVT solutions can be computed from them [Spilker, 1996]. 

 

Figure 4-1. A fundamental GNSS receiver 

 

Not all GNSS receivers perform the traditional navigation processing. Often, navigation 

processing is integrated into specific applications such as static and kinematic surveying, 

ionosphere remote sensing and scintillation monitoring, differential systems, and GPS satellite 

signal integrity monitoring. In addition, depending on the specific application of the receiver, the 

application processing may make direct use of the measurements recorded during the signal 

processing stage rather than the PVT solutions. For these special application receivers, the 

structure and implementation of the signal processing function may vary and the interaction 

between the signal processing function and the application processing function may be different. 
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In the signal processing function of a conventional receiver, the tracking of different satellite 

signals is typically performed in several parallel STL’s that operate independently. The 

architecture of a STL-based receiver is given in Figure 4-2.  

 

Figure 4-2. STL-based receiver architecture. 

 

A STL comprises a code tracking loop and a carrier tracking loop. The carrier tracking loop can 

be a PLL, frequency-lock loop (FLL), or a combination of both. The code tracking loop is typically 

a delay-lock loop (DLL). The PLL tracks the carrier phase and frequency, while FLL is essentially 

differential carrier phase tracking. Due to its sensitivity in phase measurement, the PLL is 

generally more accurate than the FLL but more prone to cycle slips and potential loss of lock in 

high dynamic scenarios. FLLs, on the other hand, ignore absolute phase error and allow relative 

phase rotations between the received signal and the local carrier replica. Therefore it is often 

employed for the tracking of signals subject to severe dynamics, when the signal experiences 

sudden, random Doppler offsets and higher order dynamic effects [Ward et al., 2005]. 

 

The DLL tracks the code phase and is usually implemented with a lower order filter than the PLL, 

because the code has a much smaller frequency compared to the carrier and is less susceptible to 

the impact of dynamics. A DLL sometimes makes use of the less noisy carrier loop outputs as an 
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aid so that the DLL can achieve a higher accuracy [Spilker, 1996]. Figure 4-3 depicts the STL 

block diagram. The accent ‘^’ denotes the predicted/estimated quantities. 

 

Figure 4-3. Internal structure of a conventional STL. 

 

In the context of GNSS receivers, PLL, FLL, and DLL share the same structure consisting of four 

components: a correlator, a discriminator, a loop filter, and a numerically controlled oscillator 

(NCO)/local replica generator. Figure 4-4 (a)(b) show the block diagram of a traditional PLL/FLL 

and a DLL for a GNSS receiver, colored in the same manner as in Figure 4-3. 
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Figure 4-4. Block diagram of a traditional (a) PLL/FLL and (b) DLL. 

4.1.1. Correlators  

In Figure 4-3, all the components and flow paths share a common component, the correlator. First, 

the IF signal carrier is wiped off by in-phase (I) and quadra-phase (Q) replica carriers generated 

by the carrier generator with a frequency of the sum of IF and Doppler, and then the two channels 

of signals are correlated with the early (E), prompt (P), and late (L) code replicas that are generated 

by code generator to wipe the code off of the signal. A total of six correlator products 

(𝐼𝐸 , 𝑄𝐸 , 𝐼𝑃, 𝑄𝑃, 𝐼𝐿 , 𝑄𝐿) are generated after the correlation function. The E and L code replicas are 

separated in phase by a spacing of typically 0.5 to 1 chip, with P in the middle. 

 

Ignoring the cross-correlation from signals of other satellites and the impact that the limited pre-

detection bandwidth has on the autocorrelation of the ranging code, the six correlation products 

over one code period can be expressed as follows: 
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𝐼𝐸 = 𝛼 ⋅ 𝑁𝑇 ⋅ 𝐷 ⋅ 𝑠𝑖𝑛𝑐(𝜋Δ𝑓 ) ⋅ 𝑅(Δ𝜏 − 𝑑) ⋅ 𝑐𝑜𝑠( Δ𝜙) + 𝑛𝑜𝑖𝑠𝑒𝐼,𝐸  𝑄𝐸 = 𝛼 ⋅ 𝑁𝑇 ⋅ 𝐷 ⋅ 𝑠𝑖𝑛𝑐(𝜋Δ𝑓 ) ⋅ 𝑅(Δ𝜏 − 𝑑) ⋅ 𝑠𝑖𝑛( Δ𝜙) + 𝑛𝑜𝑖𝑠𝑒𝑄,𝐸  𝐼𝑝 = 𝛼 ⋅ 𝑁𝑇 ⋅ 𝐷 ⋅ 𝑠𝑖𝑛𝑐(𝜋Δ𝑓 ) ⋅ 𝑅(Δ𝜏) ⋅ 𝑐𝑜𝑠( Δ𝜙) + 𝑛𝑜𝑖𝑠𝑒𝐼,𝑃 𝑄𝑝 = 𝛼 ⋅ 𝑁𝑇 ⋅ 𝐷 ⋅ 𝑠𝑖𝑛𝑐(𝜋Δ𝑓 ) ⋅ 𝑅(Δ𝜏) ⋅ 𝑠𝑖𝑛( Δ𝜙) + 𝑛𝑜𝑖𝑠𝑒𝑄,𝑃 𝐼𝐿 = 𝛼 ⋅ 𝑁𝑇 ⋅ 𝐷 ⋅ 𝑠𝑖𝑛𝑐(𝜋Δ𝑓 ) ⋅ 𝑅(Δ𝜏 + 𝑑) ⋅ 𝑐𝑜𝑠( Δ𝜙) + 𝑛𝑜𝑖𝑠𝑒𝐼,𝐿 𝑄𝐿 = 𝛼 ⋅ 𝑁𝑇 ⋅ 𝐷 ⋅ 𝑠𝑖𝑛𝑐(𝜋Δ𝑓 ) ⋅ 𝑅(Δ𝜏 + 𝑑) ⋅ 𝑠𝑖𝑛( Δ𝜙) + 𝑛𝑜𝑖𝑠𝑒𝑄,𝐿 

( 4-1 ) 

where 𝛼  is signal amplitude,   is coherent integration time, 𝑁𝑇  is the number of samples 

within  , D is the current message bit (+1 or -1), Δ𝑓 is the Doppler frequency error, Δ𝜏 is code 

phase error of prompt replica code, d is the code phase spacing that separates E, P, and L, R(·) is 

the autocorrelation function of ranging code, and Δ𝜙 is the phase error. 

 

As can be seen in ( 4-1 ), the correlation process stripped the code and carrier modulations from 

the signal, leaving the accumulated signal amplitude over the correlation period, navigation data 

bits, factors due to the code phase error Δ𝜏 and carrier phase error Δ𝜙, and noise. The term 𝑠𝑖𝑛𝑐(𝜋Δ𝑓 ) can usually be considered as 1 for a small Δ𝑓  during steady-state tracking. The 

correlation products that contain the “raw” code and carrier phase error information are the inputs 

to the DLL and the PLL/FLL to keep tracking the signal. 

4.1.2. Discriminators 

After correlation, the correlator outputs are first passed into a discriminator, where the error 

information (Δ𝜙, Δ𝑓, Δ𝜏) between the incoming signal and the local replica are estimated. There 

are a number of different discriminators that can be applied to estimate the error. Among these 

discriminators, the ones that are insensitive to the presence of data modulation is usually called 
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Costas discriminators, which have a pull-in range of [-π/2, +π/2], whereas the ones that have a 

range of a full cycle of [-π, +π] are termed pure PLL discriminators in [Ward et al., 2005]. Among 

these discriminators, arctangent function based Costas and pure discriminator have the widest 

linear zone within their corresponding pull-in ranges where the phase error Δ𝜙 can be linearly 

extracted from the correlator output pair 𝐼𝑃 and 𝑄𝑃, as given in ( 4-2 ) and ( 4-3 ), respectively: 

Δ�̅� = 𝐴 𝐴𝑁(𝑄𝑝𝐼𝑝 )  ( 4-2 ) 

Δ�̅� = 𝐴 𝐴𝑁2(𝑄𝑝, 𝐼𝑝) ( 4-3 ) 

It should be mentioned here, the discriminator output Δ�̅� is an estimate of the average phase error 

during the integration period, which is why the accent bar ‘¯ ’ is used, which also applies to the 

frequency and code phase discriminators introduced later.  

 

A FLL discriminator extracts the carrier frequency error Δ𝑓 by operating on two adjacent pairs of 𝐼𝑃 and 𝑄𝑃 samples. Different types of FLL discriminators are compared in [Ward et al., 2005]. 

Similar to the PLL discriminators, the ATAN-based discriminators have the largest linear pull-in 

range. They are represented in ( 4-4 ) and ( 4-5 ): Δ𝑓 = 𝐴 𝐴𝑁(cross/dot)/   ( 4-4 ) 

Δ𝑓 = 𝐴 𝐴𝑁2(cross,dot)/  ( 4-5 ) 

where 𝑑𝑜𝑡 =  𝐼𝑃1 ∗ 𝐼𝑃2 + 𝑄𝑃1 ∗ 𝑄𝑃2, 𝑐𝑟𝑜𝑠𝑠 =  𝐼𝑃1 ∗ 𝑄𝑃2 − 𝑄𝑃1 ∗ 𝐼𝑃2, the pair 𝐼𝑃1 and 𝑄𝑃1 and 

the pair 𝐼𝑃2 and 𝑄𝑃2 denote adjacent correlator output pairs. 

 

In a DLL, the code phase error Δ𝜏 is estimated based on the shape of the autocorrelation function 

of the ranging code, 𝑅(Δ𝜏). When Δ𝜏 is within the range of (−1+d chip, +1−d chip), there is a 
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linear relationship between Δ𝜏 and 𝑅(Δ𝜏). A DLL discriminator is designed based on this linear 

relationship. For example, a normalized early minus late envelope discriminator is:  

Δ𝜏 = (1 − 𝑑) 𝐸 − 𝐿𝐸 + 𝐿 ( 4-6 ) 

where 𝐸 = √𝐼𝐸2 + 𝑄𝐸2, 𝐿 = √𝐼𝐿2 +𝑄𝐿2. 

4.1.3. Loop Filters 

As depicted in Figure 4-4, the discriminator output is fed to a loop filter. The objective of the loop 

filter is to reduce noise in order to produce an accurate estimate of the original signal at its output.  

 

There are many filter approaches adopted in digital loop filter designs for FLL/PLL, such as PIF, 

Wiener filter (WF), and KF [Yang Rong et al., 2017ab], while for DLL the PIF, which is the most 

conventional design approach and simple to implement, is most widely used because code tracking 

is generally less fragile than carrier tracking.  

 

The PIF derives the z-domain transfer function of a discrete-time tracking loop from the 

corresponding s-domain analog loop [Tsui, 2005; Ward et al., 2005]. The resulting loop transfer 

function is defined by its loop natural frequency and loop coefficients, which jointly determine its 

response to dynamics and noise performance. The choice of loop natural frequency is inversely 

related to the loop steady-state error under dynamic stress, whereas the PIF loop coefficients in 

GNSS receivers are in most cases fixed to the typical values, which were derived from solving the 

steady-state gain of a KF of the same order, as demonstrated in [Christiansen, 1994; Jwo, 2001].  
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As the optimal filter in white Gaussian noise environments with feasibility for iterative 

implementation, KF is widely adopted both for scalar carrier tracking in challenging scenarios 

such as weak signals, high platform dynamics, and ionospheric scintillation [ODriscoll and 

Lachapelle, 2009; Peral-Rosado et al., 2010; Zhang et al, 2010b] and for vector tracking as 

described in Chapter 1.  

 

The architectural equivalence between a PIF and a KF was first presented in [Driessen, 1994], and 

then discussed in a GNSS tracking context in several later studies [e.g., O’Driscoll and Lachapelle, 

2009; Won et al., 2012]. In the more recent paper [Yang et al., 2017a], a generalized GNSS signal 

carrier tracking loop architecture was established as a state space and state feedback control system 

representation for PLL and FLL.  

 

In the following subsection, the KF-based PLL implementation is given, which summarizes the 

state-space representation of the KF framework presented in [Yang et al., 2017a]. This framework 

will serve as the basis for the two advanced KF-based tracking algorithms OT and AR, which will 

be presented later. 

4.1.4. KF and the State-space Representation 

The state-space representation of the KF-based PLL consists of a system model and a measurement 

model. The system model defines the state vector, state evolution, and the modeling of system 

noise. The measurement model defines how the state vector relates to the measurements.  

 

The state vector 𝐱 for a single carrier is modeled as [Yang et al., 2017ab]: 
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𝐱 = [𝜙0 𝜔 �̇�]𝑇  ( 4-7 ) 

where 𝜙0 is the fractional phase in rad at the beginning of every epoch, 𝜔 is the carrier Doppler 

frequency in rad/s, and �̇� is the frequency rate in rad/s2.  

 

The discrete system state model is given as: 

 𝐱𝑘+1 = 𝐅 𝐱𝑘 + 𝐯𝑘 ( 4-8 ) 

where 𝐅 is the state transition matrix: 

𝐅 = [1   220 1  0 0 1 ] ( 4-9 ) 

 

In the basic KF-based framework, the system noise vector 𝐯𝑘~𝒩(𝟎,𝐐 ) takes into consideration 

the effects of the receiver local oscillator noise and the satellite-receiver line-of-sight (LOS) 

dynamics [Brown and Hwang, 1996]. The former is typically modelled on 𝜙0 and 𝜔 of the state 

vector. Its contribution to 𝐐 is calculated using the oscillator h parameters, which can be derived 

from the noise spectral characteristics given in the oscillator datasheet [Van Dierendonck, 1993]. 

The LOS dynamics is modeled as a Gaussian random walk process due to the satellite-receiver 

LOS acceleration changes and is, therefore, modeled on all three state elements (𝜙0, 𝜔, and �̇�). 

For detailed representations of the system noise models, please refer to [Yang et al., 2017ab]. 

 

The measurement model is given as: Δ�̅�𝑘 = 𝐇 ⋅ Δ𝐱𝑘 + W𝑘   ( 4-10 ) 

where the matrix 𝐇 is the measurement matrix: 
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𝐇 = [1 𝑇2 𝑇26 ]   ( 4-11 ) 

 

As mentioned earlier, for pilot channel signals, an ATAN2 discriminator can be implemented to 

obtain Δ�̅�𝑘, while for signals modulated with navigation data, typically an ATAN discriminator is 

used. Δ𝐱𝑘 = 𝐱𝑘 − �̂�𝑘  is the error between the state vector truth and the KF prediction. W𝑘 

represents the measurement noise in the discriminator output, which is considered to be thermal 

noise as W𝑘~𝒩(0, 𝜎𝑤,𝑘2 ) and uncorrelated with the system noise 𝐯𝑘 . The measurement noise 

variance 𝜎𝑤,𝑘2  due to thermal noise can be calculated using real-time estimates of signal C/N0 as 

given in [Razavi et al., 2008; Yang et al., 2017a]. 

 

When combining the KF state prediction and update procedures, the KF-based PLL is then 

represented as: 𝐱𝑘+1 = 𝐅(𝐱𝑘 + 𝐊𝑘Δ�̅�𝑘) ( 4-12 ) 

where 𝐊𝑘 is the KF gain.  

 

For a KF-based tracking loop with fixed system and measurement noise covariance matrices, the 

KF will reach a steady-state when the Kalman gain converges to the steady-state Kalman gain. If 

the system and measurement models are accurate for the stable signal condition, the steady-state 

Kalman gain will be the optimal gain for the minimum mean square error (MMSE) criteria. During 

strong scintillation, frequent deep fades causes drastic changes in 𝐶/𝑁0 . Consequently, the 

measurement noise covariance needs to be updated at every epoch, and the filter gain should, 

therefore, also be promptly adjusted. A procedure was described in [O’Driscoll and Lachapelle, 

2009; Yang et al., 2017ab] to address this issue. At a given epoch k, instead of recursively 
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computing the Kalman gain through the conventional KF prediction procedure to reach its steady-

state value, the steady-state Kalman gain is obtained numerically by solving a discrete algebraic 

Riccati equation. The equation is formed with 𝐅, 𝐇, 𝐐, and the updated 𝜎𝑤,𝑘2  based on the real-

time estimate of 𝐶/𝑁0. By applying this adaptively obtained Kalman gain, the KF therefore turns 

into an AKF. 

4.1.5. Ionospheric Scintillation Measurements 

In Chapter 1, the 𝑆4 index and 𝜎𝜙 were introduced as the widely used indicators for amplitude 

and phase scintillation, respectively. 𝑆4  is the standard deviation of the signal intensity 

normalized over its trend. 𝜎𝜙 is the standard deviation of the de-trended signal carrier phase. In 

this subsection, the calculation of de-trended signal carrier phase and signal intensity are 

introduced. 

 

In order to obtain the de-trended carrier phase, the accumulated carrier phase measurements need 

to be obtained first. As has been discussed above, the loop filter drives the carrier phase 

NCO/generator to output “smoothed” carrier phase measurement, which is continuously counted 

by the accumulator. But for ionospheric scintillation monitoring applications, it is necessary to 

preserve phase scintillation effects in the carrier phase measurement. Therefore, as depicted in 

Figure 4-3, the accumulated carrier phase output �̂� is obtained with adding the raw discriminator 

estimation Δ�̅� back to prior iteration accumulated loop NCO outputs �̂�𝑆𝑇𝐿 [Van Dierendonck, 

2005]. For the same reason, in such applications, navigation data bits need to be wiped off and an 

ATAN2 carrier phase discriminator is implemented to accommodate larger phase variations: 
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�̂�𝑘 = �̂�𝑆𝑇𝐿,𝑘 + Δ�̅�𝑘 = �̂�𝑆𝑇𝐿,𝑘 + 𝐴 𝐴𝑁2(𝑄𝑝𝑘, 𝐼𝑝𝑘) ( 4-13 ) 

where the subscript k denotes time instance. 

 

The conventional approach to remove the satellite-receiver range variation, multipath, and other 

potential phase errors due to satellite orbit or clock instabilities is to filter �̂� through a 6th order 

high-pass Butterworth filter with a cutoff frequency of 0.1Hz [Van Dierendonck, 2005; Niu, 2012]. 

The filtered output is the so-called detrended phase 𝑑𝜙:  𝑑𝜙 = 𝐵𝐹6𝑡ℎ (�̂�, 0.1𝐻𝑧) ( 4-14 ) 

 

The calculation of normalized signal intensity follows the process outlined in the following steps 

[Van Dierendonck, 1993]: 

𝑊𝐵𝑃 =∑(𝐼𝑝,1𝑚𝑠𝑘2 + 𝑄𝑝,1𝑚𝑠𝑘2)𝑀
𝑘=1  ( 4-15 ) 

𝑁𝐵𝑃 = (∑𝐼𝑝,1𝑚𝑠𝑘𝑀
𝑘=1 )2 + (∑𝑄𝑝,1𝑚𝑠𝑘𝑀

𝑘=1 )2 ( 4-16 ) 

𝑆𝐼𝑟𝑎𝑤 = 𝑁𝐵𝑃 −𝑊𝐵𝑃 ( 4-17 ) 

𝑆𝐼 𝑜𝑟𝑚 = 𝑆𝐼𝑟𝑎𝑤𝑆𝐼𝑡𝑟𝑒   ( 4-18 ) 

where 𝑊𝐵𝑃 and 𝑁𝐵𝑃 denotes narrow and wide band power, respectively. 𝑆𝐼𝑟𝑎𝑤 is the raw 

signal intensity which is normalized by its own low frequency trend 𝑆𝐼𝑡𝑟𝑒   to obtain the 

normalized signal intensity 𝑆𝐼 𝑜𝑟𝑚. 𝑆𝐼𝑡𝑟𝑒   can be generated using a 4th order polynomial fitting 

on 𝑆𝐼𝑟𝑎𝑤. M is typically set to 20ms for GPS L1 C/A signals due to the 50Hz navigation message 

modulated but can be extended in this study with the implementation of navigation bit wipe off. 
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As mentioned in section 4.1.4, the real-time estimate of C/N0 is needed in the calculation of the 

AKF gain to adapt to fast signal fading during scintillation. However, the update interval for 

conventional C/N0 estimation is much larger than the duration of a typical deep fade, rendering it 

inadequate to promptly detect the beginning of a signal fade [Xu et al., 2015]. To overcome this 

problem, we used a high update rate estimate of C/N0 based on 𝑆𝐼 𝑜𝑟𝑚 in this study, which can 

be obtained at every tracking epoch, given as:  𝐶/𝑁0,𝑆𝐼 = 𝑆𝐼 𝑜𝑟𝑚 + 𝐶/𝑁0, 𝑜𝑚𝑖 𝑎𝑙  ( 4-19 ) 

where 𝐶/𝑁0, 𝑜𝑚𝑖 𝑎𝑙  is the signal nominal C/N0, which varies for different frequencies and 

different satellites and can be easily obtained beforehand by examining the corresponding quiet-

time C/N0 values during the same time of day on the day before or after the scintillation event. 

 

It should be noted that common methods to detrending the measurements include the above-

mentioned 6th order Butterworth filter, polynomial fitting, and wavelet transformations, and etc. 

[Niu, 2012]. In fact, the choice of detrending methods, as well as the specific filter parameter 

selections, have been ongoing topics of debate for the past decade, as the selection of detrending 

method actually affects the outcome values of the scintillation indices [Niu, 2012]. However, this 

is outside the scope of this thesis, and the choice of detrending approaches throughout the work 

conducted in this thesis has adapted to the research consensus in this area. 

4.2. Overview of the Advanced Carrier Tracking Algorithms 

Figure 4-5 illustrates the major differences among the three algorithms. Their common 

components are plotted in black colored text boxes, including the correlator and reference 

generator, while the components of different approaches are shown in other colors (green, blue, 
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and red for SOL, OT, and AR, respectively). The dashed lines indicate inputs obtained from other 

frequencies (for OT) or other satellites (for SOL). The parameters associated with different 

approaches are identified by their subscripts (SOL is further shortened as ‘SL’).  

 

 

Figure 4-5. Three carrier phase estimation approaches, i.e., SOL, OT, and AR. The shared components 

are plotted in black, while the components of different approaches are plotted in green, blue, and red 

for SOL, OT, and AR, respectively. The dashes lines indicate inputs obtained from other frequencies 

(for OT) or satellites (for SOL).  

 

The SOL is essentially a vector tracking system. It controls the reference generation using the 

predicted Doppler frequency 𝑓 𝑆𝐿𝐿𝑖  based on the geometry change due to receiver-satellite relative 

motion. The satellite motion can be obtained based on ephemeris, and the receiver PVT (or just 

time information for stationary platforms) are estimated from healthy satellites by a conventional 

VTL implementation with a vector first-order DLL and second-order FLL in this thesis (denoted 

as VDFLL). 

 

The OT and AR are based on the same KF framework of PLL [Yang et al., 2017a]. The OT 

combines the discriminator outputs from all available carrier frequency channels to estimate the 

{𝑠𝑠}𝑘𝐿𝑖 {Δ�̅�}𝑘𝐿𝑖

{𝑓   , �̂�𝑠  }𝑘+1𝐿𝑖
RX PVT using healthy SVs 
SV ephemeris

{𝑓 𝑆𝐿}𝑘+1𝐿𝑖
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carrier states. OT updates both Doppler frequency 𝑓   𝐿𝑖  and the composite carrier phase �̂�𝑠  𝐿𝑖  for 

the reference generation. The AR is a scalar tracking loop which utilizes autoregressive process-

based scintillation modelling to track the scintillation phase 𝛿𝜙𝐿𝑖 and the nominal carrier phase 

contribution 𝜙𝐿𝑖 separately to improve robustness and accuracy.  

 

In the following four subsections, we will first summarize the SOL algorithm and, for the sake of 

completeness, the VDFLL implementation. Brief descriptions are then provided for the 

implementation of OT and AR algorithms based on the state-space representation presented in 

section 4.1.4.  

4.3. SOL 

A SOL-based multi-frequency receiver for a stationary platform is depicted in Figure 4-6.  

 

Figure 4-6. SOL-based SDR receiver architecture used in this study. The box with the dashed outline 

is the moving window processing procedure [Xu et al., 2015]. 

 

For stationary platforms, the only quantity that needs to be constantly updated is the receiver time 

bias, since the receiver position can be surveyed a priori. The receiver first generates PVT 

solutions by applying a conventional linearized LSE estimation procedure [e.g., Misra and Enge, 
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2011] using satellite signals that are not seriously compromised by scintillation. Then the clock 

bias estimation from the receiver-generated PVT solution is utilized along with the prior surveyed 

stationary receiver position for signal carrier Doppler frequency prediction. C/N0 > 25 dB-Hz is 

the criterion used to select usable signals to generate the PVT solutions. An alternative approach 

for clock bias estimation was also implemented, which treats the receiver position as a known 

quantity and solve the range equation for each satellite signal to obtain the clock bias. The average 

bias from all usable satellite signals is then used to predict Doppler frequency. The two approaches 

yield similar clock bias estimation results. Since the SOL tracking process utilizes precise receiver 

position information, its outputs represent the upper bound of the VTL-tracking performance.  

 

The signal parameters are then updated using the known receiver position, satellite ephemeris, and 

computed time information. Local replicas of carrier and PRN code are generated accordingly and 

used to correlate with incoming signals. The correlation is performed with a 1-ms integration time, 

and the prompt channel correlator outputs are then recorded, along with the carrier phase 

accumulated during the carrier replica generation. These measurements are then input to a moving 

window processing algorithm to generate 𝑆𝐼 𝑜𝑟𝑚 and carrier phase estimation �̂�𝑠𝑆𝐿. 

 

For dynamic platforms, both the receiver position and velocity estimation for each epoch need to 

be updated using measurements from healthy satellites. It should be mentioned, the accuracy in 

receiver PVT estimation using the linearized LSE estimation procedure is not only determined by 

the tracking accuracy from each healthy satellite, but also the satellite geometric distribution. 

During strong equatorial scintillation, multiple satellites can be simultaneously affected by 

scintillation effects. [Xu et al., 2018b] evaluated the performance of a VDFLL implementation 



71 

under strong equatorial scintillation with limited healthy satellites. The results indicate that under 

practical scintillation conditions and due to the presence of a large number of available GNSS 

satellites, the degradation on the geometric dilution of precision (GDOP) is rather limited. 

Therefore, in this thesis, the same VDFLL implementation will be used to obtain the receiver PVT 

estimation for predicting 𝑓 𝑆𝐿 . This implementation has been well-documented in literature [e.g., 

Lashley et al., 2009; Xu et al., 2018b]. A brief summary will be provided shortly in section 4.3.5. 

4.3.1. Propagation Time Prediction  

The propagation time prediction method is based on code phase prediction technique presented in 

[Peng et al., 2012] and illustrated in Figure 4-7. This step is also necessary for later carrier Doppler 

frequency prediction. Therefore, before the on-set of a strong scintillation event, the receiver 

should be in steady-state tracking through another method, such as the PIF or KF, and have already 

achieved a valid receiver time solution. The time solution will be used to initialize the SOL. 

 

Figure 4-7. Illustration of propagation time prediction used in the SOL algorithm for a stationary 

receiver platform [Xu and Morton, 2015].  
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Assuming that at receiver time 𝑡  , the received signal was transmitted from a satellite at time 𝑡  − Δ𝑡1, where Δ𝑡1 is the signal propagation time. Δ𝑡1 can be accurately computed by the 

code tracking loop. 𝐱𝑆𝑉  (𝑡  − Δ𝑡1 )  is the satellite position at the signal transmission time 𝑡  − Δ𝑡1, and 𝐱   is the receiver position. The signal arrived at the receiver at 𝑡  +   was 

transmitted from the satellite at 𝑡  +  − Δ𝑡2, where Δ𝑡2 is the signal propagation time. Note 

that Δ𝑡2 and Δ𝑡1 may not be equal because the satellite has moved from 𝐱𝑆𝑉 (𝑡  − Δ𝑡1) to 𝐱𝑆𝑉  (𝑡  +  − Δ𝑡2). To predict the Doppler frequency at receiving time 𝑡  +  , the value for Δ𝑡2 needs to be determined. 

 

Because   is very small, the change in the pseudorange during the time period can be 

approximated as linearly dependent on  , and Δ𝑡2  can then be obtained by a simple linear 

interpolation. The approximation procedure is illustrated in Figure 4-8, where the dotted slant line 

indicates the transmission times of the signal at the corresponding receiving times marked on the 

horizontal axis. 𝑡x is the time when the signal transmitted at 𝑡  − Δ𝑡1 +   is received, and Δ𝑡x is the corresponding propagation time. The procedure can be broken down into the following 

steps: 

1) Calculate the satellite position 𝐱SV (𝑡  − Δ𝑡1 +  ) using the ephemeris; 

2) Δ𝑡𝑥 = ‖𝐱𝑆𝑉(𝑡  − Δ𝑡1 +  ) − 𝐱  ‖/𝐶; 

3) 𝑡𝑥 = 𝑡  − Δ𝑡1 +  + Δ𝑡𝑥; 

4) Δ𝑡2 =  ∙ (Δ𝑡𝑥−Δ𝑡1)(𝑡𝑥−𝑡𝑅𝑋) + Δ𝑡1. 

where the notation ‖∙‖ indicates the norm of a three-dimensional vector.  
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Figure 4-8. Illustration of Δ𝑡2 linear approximation procedure in SOL algorithm. The dotted slant 

line indicates transmission times of the signal received at the corresponding receiving times marked 

on the horizontal axis [Xu and Morton, 2015].  

4.3.2. Carrier Doppler Prediction  

The above estimated value of Δ𝑡2 is also used to predict the carrier Doppler frequency. With the 

known signal transmission time 𝑡  +  − Δ𝑡2, the corresponding satellite velocity 𝐕𝑆𝑉 at that 

time can be calculated using the ephemeris [Remodi et al., 2004], and the Doppler can then be 

estimated as: 𝑓 𝑆𝐿 = 𝐥RX→SV ∙ (𝐕𝑆𝑉 − 𝐕  ) 𝜆 + 𝑓𝑐𝑙𝑜𝑐𝑘  ( 4-20 ) 

where 𝐥RX→SV is the unit direction vector from the receiver to the satellite, 𝐕𝑆𝑉 and 𝐕   are the 

velocities of the satellite and receiver in the ECEF coordinate system, respectively; 𝜆 is the carrier 

wavelength; 𝑓𝑐𝑙𝑜𝑐𝑘 is the receiver clock frequency offset estimation. 𝑓𝑐𝑙𝑜𝑐𝑘 is slowly varying for 

an OCXO typically used in GNSS data collection systems for ionospheric monitoring and studies 

[Misra and Enge, 2011]. It can be estimated by averaging the Doppler residual between the 

geometry-induced Doppler and the tracked Doppler using any CLT tracking algorithm for the quiet 

period prior to the onset of scintillation. The Doppler residual is the difference between the 
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frequency estimated using the CLT algorithms and the frequency computed based on the receiver-

satellite relative motion 𝐥RX→SV ∙ (𝐕𝑆𝑉 − 𝐕  ) 𝜆 :  𝑓𝑐𝑙𝑜𝑐𝑘 = 〈𝑓 𝐶𝐿 − 𝐥RX→SV ∙ (𝐕𝑆𝑉 − 𝐕RX) 𝜆 〉 ( 4-21 ) 

where < ·  > represents the average value over the interval of interest. This procedure can be applied 

for signals at all three-frequency bands.  

 

If a less stable oscillator is used in the front end, 𝑓𝑐𝑙𝑜𝑐𝑘 can be obtained from the velocity solutions 

[Misra and Enge, 2011] obtained using a VTL for all satellites whose signals were not severely 

contaminated by scintillation. 

4.3.3. Moving Window Processing 

The SOL correlator outputs generated at 1-ms integration interval are recorded. They are then 

coherently accumulated over 𝑁𝑀𝑊  ms to reduce noise and improve carrier phase estimation 

accuracy. Since navigation data bits have been wiped off of the correlator outputs for signals with 

data modulations, this coherent accumulation is achieved by summing the recorded 1-ms 

correlation outputs. Consecutive accumulation is applied through a moving window as indicated 

in Figure 4-9, leading to a small step size of 1 ms for the coherently integrated results. This moving 

window integration approach ensures a sufficiently high update rate and fine time resolution to 

capture fast carrier phase changes. The coherently accumulated correlator outputs through the 

moving window, denoted as 𝐼𝑀𝑊 and 𝑄𝑀𝑊, are then used to compute the detrended carrier phase 𝑑𝜙 and 𝑆𝐼 𝑜𝑟𝑚, which will be used for statistical analysis conducted in Chapter 6 to characterize 

fast phase changes and deep fades, respectively.  



75 

 

Figure 4-9. SOL moving window processing diagram. Moving window integration is performed on 

the recorded 1-ms correlator outputs with 𝑁𝑊𝑀-ms window size and 1-ms step in this study. The 

MW integration outputs are then sent to calculate 𝑆𝐼 𝑜𝑟𝑚 and 𝑑𝜙. 

 

The moving window integration approach is feasible because for SOL, each correlator output is 

not affected by the carrier phase estimates from its previous time, as is the case for a CLT.  

4.3.4. SOL Carrier Phase and Signal Intensity Estimation 

To generate the estimate of the composite carrier phase 𝜙𝑠 (denoted as �̂�𝑠𝑆𝐿), the phase residual Δ�̂�𝑆𝐿  between the 𝑓 𝑆𝐿 -integrated carrier phase �̂�𝑆𝐿  and 𝜙𝑠  is first estimated from the 

correlator outputs 𝐼𝑀𝑊 and 𝑄𝑀𝑊. The composite carrier phase estimation �̂�𝑠𝑆𝐿 is then obtained 

by adding the discriminator output Δ�̂�𝑆𝐿 back to the 𝑓 𝑆𝐿-integrated carrier phase as follows: 
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�̂�𝑠𝑆𝐿,𝑘 = �̂�𝑆𝐿,𝑘 + Δ�̂�𝑆𝐿,𝑘 = �̂�𝑆𝐿,𝑘 + 𝐴 𝐴𝑁2(𝑄𝑘𝑀𝑊, 𝐼𝑘𝑀𝑊) ( 4-22 ) 

 

The normalized signal intensity estimation for SOL follows the same process in equations ( 4-15 ) 

through ( 4-18 ), except that equations ( 4-15 ) and ( 4-16 ) need to be replaced by ( 4-23 ) and 

( 4-24 ), respectively: 

𝑊𝐵𝑃𝑘 = ∑ (𝐼𝑖2 + 𝑄𝑖2)𝑘+𝑁𝑀𝑊 2 −1
𝑖=𝑘−𝑁𝑀𝑊 2  ( 4-23 ) 

𝑁𝐵𝑃𝑘 = (𝐼𝑘𝑀𝑊)2 + (𝑄𝑘𝑀𝑊)2  ( 4-24 ) 

 

In order to obtain 𝑆𝐼 𝑜𝑟𝑚 with a high update rate and improved accuracy to better characterize 

the fading durations during deep fades, WBP and NBP are also calculated with a moving window 

integration of 𝑁𝑀𝑊 blocks of 1-ms correlation outputs. 𝐼𝑖 and 𝑄𝑖 are 1-ms correlator outputs as 

shown in Figure 4-9. 

4.3.5. VDFLL Implementation 

As mentioned earlier, for SOL tracking on a dynamic platform, a conventional VDFLL 

implementation is used to estimate the receiver PVT based on measurements from healthy 

satellites. This section presents a summary on the VDFLL implementation for the sake of 

completeness. The VDFLL-based receiver architecture jointly tracks the code phases and carrier 

frequencies of different satellites in view, as depicted in Figure 4-10. 



77 

 

Figure 4-10. Vector tracking architecture used in this thesis. An EKF is implemented as the navigation 

filter in the receiver VDFLL structure. The bar accent ‘-’ denote discriminator outputs/measured quantities, whereas the hat accent ‘^’ denotes predicted quantities. 
 

As can be seen in Figure 4-10, the measurement input to the EKF (denoted as �̅�) are the scaled 

discriminator outputs Δ𝜌  (in meters) and Δ�̇�  (in meters/second) from each satellite, which is 

given as: �̅� =  [Δ𝜌 1 Δ�̇� 1 ⋯ Δ𝜌 𝑁𝑆𝑉 Δ�̇� 𝑁𝑆𝑉] ( 4-25 ) 

where Δ𝜌  is the pseudorange error estimate scaled from the code phase discriminator outputs Δ𝜏  
with the chip width, and Δ�̇�  is the pseduorange rate error estimate scaled from the carrier 

frequency discriminator outputs Δ𝑓 .  

 

In this study, the EKF-based navigation filter adopted the most common design, which was 

referred to as the position-state formulation in [Lashley et al., 2009]. In this design, the EKF state 

vector consists of the receiver’s position, velocity, and clock states, given as: 𝐱𝐸 = [𝑥  , �̇�  , 𝑦  , �̇�  , 𝑧  , �̇�  , 𝛿𝑡  , 𝛿�̇�  ]𝑇 ( 4-26 ) 



78 

where the first six elements are the receiver position (in meters) and velocity (in meters/second) in 

ECEF coordinates, whereas the δ𝑏   and δ�̇�   are the scaled clock bias (in meters) and clock 

drift (in meters/second), respectively.  

 

The discrete system state model is given a [Lashley et al., 2009]: 𝐱𝐸,𝑘+1 = 𝐅𝐸𝐱𝐸,𝑘 + 𝛄𝑘 ( 4-27 ) 

Where 𝐅𝐸 is the state transition matrix defined as: 

𝐅𝐸 = [ 𝚪 𝟎2×2𝟎2×2 𝚪 𝟎2×2 𝟎2×2𝟎2×2 𝟎2×2𝟎2×2 𝟎2×2𝟎2×2 𝟎2×2 𝚪 𝟎2×2𝟎2×2 𝚪 ] 
𝚪 = [1  0 1] 

( 4-28 ) 

 

The process noise vector 𝛄𝑘 is described as: 𝜸 = [𝛾𝑥 , 𝛾�̇�, 𝛾 , 𝛾 ̇, 𝛾𝑧 , 𝛾�̇�, 𝛾𝛿𝑡, 𝛾𝛿�̇�]𝑇~𝒩(𝟎8×1, 𝐐𝛾) ( 4-29 ) 

 

In this study, the process noise is modeled with two noise sources, receiver dynamics 

(𝛾𝑥, 𝛾�̇�, 𝛾 , 𝛾 ̇, 𝛾𝑧 , 𝛾�̇�) and clock noise (𝛾𝛿𝑡, 𝛾𝛿�̇�). The dynamics of the receiver are modeled as a 

random-walk velocity process driven by a white noise. The white noise is input on the receiver 

velocity and then discretized by integration of time   into the noise terms (𝛾𝑥, 𝛾�̇�, 𝛾 , 𝛾 ̇, 𝛾𝑧 , 𝛾�̇�) 
on the position and velocity states. The platform-induced noise can be empirically obtained based 

on the expected maximum acceleration of the receiver. Details can be found in [Bar-Shalom et al., 

2004]. The terms (𝛾𝛿𝑡, 𝛾𝛿�̇� ) represent the clock phase and frequency noise of the user’s local 

oscillator, expressed in units of meters and meters/second, respectively. The corresponding 
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contribution on 𝐐𝛾 can be obtained based on the oscillator h-parameters. Details can be found in 

[Brown and Hwang, 1996].  

 

The measurement model can be written as: �̅�𝑘+1 = 𝐆𝑘( 𝐱𝐸,𝑘 − �̂�𝐸,𝑘) + 𝐯𝐸,𝑘 ( 4-30 ) 

where 𝒙𝐸,𝑘  is the state truth, and 𝒙𝐸,𝑘  is the predicted state vector; 𝐯𝐸,𝑘  denotes the 

measurement noise with statistics as follows: 𝐯𝐸,𝑘 ~𝒩(𝟎2𝑁𝑆𝑉×1, 𝐑𝐸) 
𝐑𝐸 = 𝐸[𝐯𝐸,𝑘𝐯𝐸,𝑘𝑇] = [ 𝚲1 02×2 02×202×2 ⋱ 02×202×2 02×2 𝚲𝑁 ]2𝑁𝑆𝑉×2𝑁𝑆𝑉 

𝚲𝑗 = [𝜎𝜌𝑗2 00 𝜎�̇�𝑗2 ]  , 𝑗 = 1 ~ 𝑁𝑆𝑉 

( 4-31 ) 

 

The pseudorange and pseudorange rate noise variances 𝜎𝜌𝑗2  and 𝜎�̇�𝑗2  can be estimated as [Lashley 

et al., 2009]: 

𝜎𝜌𝑖2 = (𝐿𝑐ℎ𝑖𝑝)2 𝑑4 𝐶/𝑁0 (1 + 2(2 − 𝑑) 𝐶/𝑁0) 

𝜎�̇�𝑖2 = (𝜆)2𝜋( )3𝐶/𝑁0 (1 + 1 𝐶/𝑁0) 

( 4-32 ) 

where 𝐿𝑐ℎ𝑖𝑝 is the chip width in meters.  

 

The geometry matrix 𝐆𝑘 is obtained as: 
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𝐆𝑘 = [  
   𝑙𝑥

1  00  𝑙𝑥1 𝑙 1 00 𝑙 1⋮ ⋮𝑙𝑥𝑁𝑆𝑉 0 ⋮ ⋮𝑙 𝑁𝑆𝑉 0
𝑙𝑧1 00 𝑙𝑧1 −1 00 −1⋮ ⋮𝑙𝑧𝑁𝑆𝑉 0 ⋮ ⋮−1 00   𝑙𝑥𝑁𝑆𝑉 0 𝑙 𝑁𝑆𝑉 0 𝑙𝑧𝑁𝑆𝑉 0 −1 ]  

    ( 4-33 ) 

where 𝑙𝑥1~𝑁𝑆𝑉 , 𝑙 1~𝑁𝑆𝑉 , and 𝑙𝑧1~𝑁𝑆𝑉  are the x,y,z elements in the LOS unit vectors of the 𝑁𝑆𝑉 

satellites, respectively, given as: 𝑙𝑥𝑗 = (𝑥  − 𝑥𝑗)/‖𝐱𝑆𝑉𝑗 − 𝐱  ‖ 𝑙 𝑗 = (𝑦  − 𝑦𝑗)/‖𝐱𝑆𝑉𝑗 − 𝐱  ‖ 𝑙𝑧𝑗 = (𝑧  − 𝑧𝑗)/‖𝐱𝑆𝑉𝑗 − 𝐱  ‖  

for j ∈1 to 𝑁𝑆𝑉. 

( 4-34 ) 

4.4. OT 

The OT extends the basic KF-based PLL framework described in section 4.1.4 to a vectorized 

architecture with multi-frequency signals’ measurements. The measurements are combined to 

update the states of the fundamental carrier. For GPS, its three carriers (L1, L2, L5) are generated 

by multiplying the fundamental carrier frequency 𝑓0 (𝑓0 =10.23MHz) by factors of 𝜂𝐿1 = 154, 𝜂𝐿2 = 120, and 𝜂𝐿5 = 115, respectively [Kaplan and Hegarty, 2005]. To construct a fundamental 

carrier state vector for multi-frequency receivers, let us assume that the atmospheric and 

ionospheric propagation effects are negligible and a common oscillator reference for sampling the 

triple-frequency signals. The fundamental state vector at 𝑓0 can be constructed (denoted as 𝐱𝑓0  ) 
and related to the individual carrier state vector 𝐱𝐿𝑖 defined in ( 4-7 ) (the superscript Li is added 

to denote the state vector of the Li carrier) as follows: 𝐱𝑓0 = [𝜑𝑓0 𝜔𝑓0 �̇�𝑓0]𝑇 = 𝐱𝐿𝑖 𝜂𝐿𝑖  ( 4-35 ) 
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The basic KF system model and measurement model can be extended to 𝐱𝑓0  accordingly, as 

follows [Yang et al., 2019]: 

 𝐱𝑘+1𝑓0 = 𝐅𝐱𝑘𝑓0 + 𝐯𝑘𝑓0 ( 4-36 ) Δ�̅�𝑘𝐿𝑖 = 𝜂𝐿𝑖𝐇Δ𝐱𝑘𝑓0 + W𝑘𝐿𝑖  ( 4-37 ) 

where 𝐯𝑘𝑓0  denotes the system noise for the fundamental carrier given as 𝐯𝑘𝑓0 = 𝐯𝑘𝐿𝑖/𝜂𝐿𝑖 . The 

corresponding system noise covariance 𝐐𝑓0  is therefore related to 𝐐𝐿𝑖  as 𝐐𝑓0  = 𝐐𝐿𝑖 (𝜂𝐿𝑖)2⁄ . 

The fundamental state vector error Δ𝐱𝑘𝑓0  is related to Δ𝐱𝑘𝐿𝑖  as Δ𝐱𝑘𝑓0 = 𝐱𝑘𝑓0 − �̂�𝑘𝑓0 = Δ𝐱𝑘𝐿𝑖/𝜂𝐿𝑖 . 
The OT’s state transition and measurement matrices are the same as in the basic KF, which were 

defined in ( 4-9 ) and ( 4-11 ), respectively. 

 

In OT, the system noises for the carrier frequencies are considered to be linearly correlated as in 

equation ( 4-36 ), while the measurement noises are assumed to be uncorrelated. Under these 

assumptions and relationships, the measurements from all carriers are first combined to estimate 

the fundamental state, which is in turn scaled to each carrier frequency to drive their own reference 

generation. Let’s denote the multi-carrier measurement input and noise vectors as 𝐳𝑘 =[Δ�̅�𝑘𝐿1 Δ�̅�𝑘𝐿2 Δ�̅�𝑘𝐿5]𝑇  and 𝐰𝑘 = [W𝑘𝐿1 W𝑘𝐿2 W𝑘𝐿5]𝑇 , respectively, and the frequency scale 

vector as 𝐁 = [𝜂𝐿1 𝜂𝐿2 𝜂𝐿5]𝑇. The measurement model for the multi-carrier system is then 

presented in a vector form as [Yang et al., 2019]: 𝐳𝑘 = 𝐁𝐇Δ𝐱𝑘𝑓0 +𝐰𝑘  ( 4-38 ) 

 

The multi-frequency measurement noise covariance matrix is given as: 
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𝐑𝑘 = 𝐸[𝐰𝑘𝐰𝑘𝑇] = [  
 (𝜎w,𝑘𝐿1 )2 0 00 (𝜎w,𝑘𝐿2 )2 00 0 (𝜎w,𝑘𝐿5 )2]  

 
  ( 4-39 ) 

 

In OT, at a given epoch k, 𝐳𝑘 is first passed into an aggregated filter, where the fundamental state 

is updated and propagated to the next epoch as follows: �̂�𝑘+1𝑓0 = 𝐅(�̂�𝑘𝑓0 + 𝐋𝑘𝐳𝑘) ( 4-40 ) 

where 𝐋𝑘 is the Kalman gain matrix of this aggregated filter.  

 

As mentioned in section 4.1.4, the steady-state Kalman gain for a single carrier AKF can be 

numerically solved by solving a discrete algebraic Riccati equation, which is formed by 𝐅, 𝐇, 𝐐𝐿𝑖, and the real-time estimate of 𝜎𝑤,𝑘2 . This approach can be extended to obtain the steady-state 

value of 𝐋𝑘, where the corresponding Riccati equation is formed by replacing {𝐇, 𝐐𝐿𝑖, and 𝜎𝑤,𝑘2 } 

with {𝐁𝐇, 𝐐𝑓0, and 𝐑𝑘}, respectively. 

 �̂�𝑘+1𝑓0  is then scaled to yield the state vector prediction �̂�𝑘+1𝐿𝑖  on each individual carrier using �̂�𝑘+1𝐿𝑖 = 𝜂𝐿𝑖�̂�𝑘+1𝑓0  . It should be mentioned, the ionospheric scintillation effects will cause phase 

divergence among different carrier frequencies in the multi-frequency carrier phase tracking, as 

discussed in [Yang et al., 2019]. To address this issue, in the OT implementation, the phase element {�̂�0}𝑘+1𝐿𝑖  in the individual carrier state vector �̂�𝑘+1𝐿𝑖  is updated directly using its own discriminator 

output, while the Doppler and Doppler rate elements (�̂�𝑘+1𝐿𝑖  and �̂̇�𝑘+1𝐿𝑖  ) are obtained from �̂�𝑘+1𝑓0 . 

As a result, {�̂�0}𝑘+1𝐿𝑖  effectively becomes the estimate of the composite carrier phase {�̂�𝑠  }𝑘+1𝐿𝑖
. 
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{�̂�𝑠  }𝑘+1𝐿𝑖
 and �̂�𝑘+1𝐿𝑖  are then used to drive the carrier reference generation as plotted in Figure 

4-5 [Yang et al., 2019].  

4.5. AR 

4.5.1. AR Scintillation Amplitude and Phase Models 

In the AR, the time series of scintillation phase 𝛿𝜙 and amplitude 𝛿𝐴 are approximated with 

AR(p) and AR(a) models, respectively, which are specified as follows: 

𝛿𝜙,𝑘 =∑𝛽𝜙,𝑖𝑝
𝑖=1 𝛿𝜙,𝑘−𝑖 + 𝛾𝜙,𝑘;  𝛾𝜙,𝑘~𝒩(0, 𝜎𝛾𝜙2 ) ( 4-41 ) 

𝛿𝐴,𝑘 =∑𝛽𝐴,𝑗𝑎
𝑗=1 𝛿𝐴,𝑘−𝑗 + 𝜅 + 𝛾𝐴,𝑘;  𝛾𝐴,𝑘~𝒩(0, 𝜎𝛾𝐴2 ) ( 4-42 ) 

where 𝛽𝜙,𝑘 and 𝛽𝐴,𝑘 are the coefficients for the AR(𝑝) and AR(𝑎) processes, respectively. 𝛾𝜙,𝑘 

and 𝛾𝐴,𝑘  are the process noises with variance of 𝜎𝛾𝜙2  and 𝜎𝛾𝐴2 , respectively. 𝜅 is a constant 

value for the amplitude AR process.  

 

In [Vilà-Valls et al., 2018], the partial autocorrelation function (PAF) was used to investigate the 

proper order of the AR models for 𝛿𝜙 and 𝛿𝐴. To give an example, we generated a segment of 𝛿𝜙 and 𝛿𝐴 time series under a strong scintillation scenario of {𝑆4=0.9, 𝜏0=1.5s}. The sampling 

rate for both time series is 100Hz, corresponding to a 10ms integration time that will later be used 

for all the CLT implementations during evaluation. The corresponding PAFs for 𝛿𝜙 and 𝛿𝐴 are 

plotted in the left panel and right panel of Figure 4-11, respectively. The plots show that the model 

orders for both processes are 3 by examining the PAF values at each lag w.r.t the confidence bound.  
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Figure 4-11. Sample PAF of 𝛿𝜙 (left panel) and 𝛿𝐴 (right panel) under scintillation scenario {𝑆4=0.9, 𝜏0=1.5s} for AR model order selection. 

 

With the AR model orders determined, the other parameters in ( 4-41 ) and ( 4-42 ) can be obtained 

by applying time-series analysis [e.g. Kay, 1993] to the simulated 𝛿𝜙 and 𝛿𝐴. To demonstrate the 

performance of the AR modelling for 𝛿𝜙 and 𝛿𝐴, Figure 4-12 plots the SDF of the simulated data 

(in blue) and the random realizations (in red) generated by AR models with parameters fitted from 𝛿𝜙 (left panel) and 𝛿𝐴 (right panel). The SDF results showed reasonable agreements between the 

simulated 𝛿𝜙 and 𝛿𝐴 and their corresponding AR models. 

 

95% confidence bounds
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Figure 4-12. SDF of 𝛿𝜙 (left panel) and 𝛿𝐴 generated under scintillation scenario {𝑆4=0.9, 𝜏0=1.5s} 

and of the realizations generated with fitted AR model.  

4.5.2. AR State and Measurement Models 

The AR state vector (denoted as 𝐱𝐴 ) is formulated by augmenting the basic KF state vector 𝐱𝑘 

(defined in ( 4-7 )) with the autoregressive process-based scintillation modelling presented in last 

subsection:  

 𝐱𝐴 ,𝑘  = [𝐱𝑘 𝛿𝜙,𝑘 𝛿𝜙,𝑘−1 𝛿𝜙,𝑘−2 𝛿𝐴,𝑘 𝛿𝐴,𝑘−1 𝛿𝐴,𝑘−2]𝑇 ( 4-43 ) 

 

The corresponding system state model is given as: 

 𝐱𝐴 ,𝑘+1  = 𝐅𝐴 𝐱𝐴 ,𝑘 + 𝒌 + 𝐯𝐴 ,𝑘 ( 4-44 ) 

where the system noise vector is 𝐯𝐴 ,𝑘 = [𝐯𝑘 𝛾𝜙,𝑘 𝟎1×2 𝛾𝐴,𝑘 𝟎1×2]𝑇 , and its covariance 

matrix is 𝐐𝐴 = 𝑑𝑖𝑎𝑔(𝐐 𝜎𝛾𝜙2 𝟎1×2 𝜎𝛾𝐴2 𝟎1×2). The state transition matrix is formed as 

follows: 

𝐅𝐴 = [ 𝐅 03×3 03×303×3 𝐅𝜙 03×303×3 03×3 𝐅𝐴 ] ( 4-45 ) 

𝐅𝜙 = [𝛽𝜙,1 𝛽𝜙,2 𝛽𝜙,31 0 00 1 0 ]  

𝐅𝐴= [𝛽𝐴,1 𝛽𝐴,2 𝛽𝐴,31 0 00 1 0 ]  

 

As shown earlier, the conventional KF-based PLL and the OT both obtain the phase error estimate 

using a discriminator as the input to the measurement model. For AR, the measurement model is 

established by linearizing the nonlinear baseband signal model around the different state vector 
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elements. After wiping off the code component from the received baseband signal, the received 

baseband complex signal samples during an epoch k can be represented as:  

𝐳𝐴 ,𝑘(𝛿𝐴,𝑘, 𝜙𝑘, 𝛿𝜙,𝑘) = 𝛼𝑘𝛿𝐴,𝑘 [cos( 𝜙𝑘 + 𝛿𝜙,𝑘)sin( 𝜙𝑘 + 𝛿𝜙,𝑘)] + [𝑛𝑖,𝑘𝑛𝑞,𝑘] ( 4-46 ) 

 

By linearizing 𝐳𝐴 ,𝑘(𝛿𝐴,𝑘, 𝜙𝑘, 𝛿𝜙,𝑘) w.r.t. to the various state vector elements, the corresponding 

Jacobian matrix �̂�𝐴 ,𝑘 can be calculated as: 

�̂�𝐴 ,𝑘 = [−𝛼𝑘�̂�𝐴𝐴𝑅,𝑘 sin( �̂�𝑠𝐴𝑅,𝑘)𝛼𝑘𝛿𝐴𝐴𝑅,𝑘 cos( �̂�𝑠𝐴𝑅,𝑘)  𝟎1×2𝟎1×2 −𝛼𝑘𝛿𝐴𝐴𝑅,𝑘 sin( �̂�𝑠𝐴𝑅,𝑘)𝛼𝑘𝛿𝐴𝐴𝑅,𝑘 cos( �̂�𝑠𝐴𝑅,𝑘)  𝟎1×2𝟎1×2 𝛼𝑘 cos( �̂�𝑠𝐴𝑅,𝑘)𝛼𝑘 sin( �̂�𝑠𝐴𝑅,𝑘) 𝟎1×2𝟎1×2] 
( 4-47 ) 

where �̂�𝑠𝐴𝑅,𝑘 = �̂�𝐴 ,𝑘 + 𝛿𝜙𝐴𝑅,𝑘. 

 

The AR state vector error can then be related to the difference between the incoming signal samples 

and local generated reference �̂�𝐴 ,𝑘 in the measurement model as follows: Δ𝐳𝐴 ,𝑘 = 𝐳𝐴 ,𝑘 − �̂�𝐴 ,𝑘 = �̂�𝐴 ,𝑘Δ𝐱𝐴 ,𝑘+𝐧𝑘 ( 4-48 ) 

 

With the AR state and measurement models, the AR Kalman filter gain can be obtained in a similar 

fashion as the OT by solving the discrete algebraic Riccati equation. It should be noted that, since 

the scintillation phase 𝛿𝜙,𝑘 is modelled as a separate variable in the AR state vector, the estimate 

of the phase element 𝜙0𝑘 in the AR state vector (inside 𝐱𝑘  of equation ( 4-7 )) is effectively the 

estimate of the signal nominal phase 𝜙𝑘 (denoted as �̂�𝐴 ,𝑘). 
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4.6. Simulation Evaluations for SOL, OT, and AR 

In this section, the carrier phase estimation performance of the three advanced algorithms is 

evaluated using simulated data. The simulator presented in Chapter 3 is used to generate 

realizations of triple-frequency scintillation data under two scenarios: a stationary platform 

scenario (scenario set 1) and a dynamic platform scenario (scenario set 2). For both sets of data, 

the receiver location is Ascension Island (7.9°S, 14.4°W), and the simulation start time is 

2013/03/10, 23:30:00 UTC. PRN 31 (41°elevation, 347° azimuth) is selected as the scintillation 

satellite. Realizations for all scenarios share the same nominal C/N0 and sampling rate setting: 42 

dB-Hz and 5MHz for L1, 40.5dB-Hz and 5MHz for L2C, and 42.5 dB-Hz and 25MHz for L5. The 

differences between the nominal C/N0 values for the three carrier frequencies are based on the 

transmitting powers plan for Block IIF satellites, as specified in GPS interface control document 

(ICD) 200H [US Air Force, 2013] and 705D [US Air Force, 2012]. This section presents the 

statistical results obtained using the three carrier tracking algorithms to process the two sets of 

simulation data. A conventional 3rd-order PLL (PIF-based) with a bandwidth of 2Hz was also 

implemented as a benchmark to track all the realizations in scenario set 1. The bandwidth was 

chosen because it was shown to be the most robust when tracking real strong scintillation data in 

[Xu et al., 2014]. The three CLT methods (the conventional PLL, OT, and AR) all use a 10ms 

integration time, while for SOL, three different moving window integration times are implemented 

(𝑁𝑀𝑊 = 30ms, 40ms, and 60ms). 

4.6.1. Stationary Platform Data Set 

For the stationary platform data set, three scenarios are created under various combinations of 𝑆4 

and 𝜏0 values, as listed in Table 4-1. 
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Table 4-1. The 𝑆4 and 𝜏0 values (on L1) for the three scenarios of scenario set 1 

Scenario # 𝑺𝟒 Index 𝝉𝟎 (sec) 

1a 0.7 1.5 

1b 0.9 1.5 

1c 0.7 0.5 

 

As can be seen in Table 4-1, scenario 1a is the mildest case among the three scenarios with a lower 𝑆4 Index and slower decorrelation time, while 1b has stronger amplitude scintillation and 1c has 

the shortest decorrelation time. A total of 25 realizations of data, each with 300s length, were 

simulated for each scenario. Figure 4-13 plots examples of triple-frequency signal intensities (SI) 

(left panels) and 𝛿𝜙 (right panels) of the three scenarios (1a in top row, 1b in middle row, and 1c 

in bottom row), with L1 in blue, L2 in green, and L5 in red. 

 

Figure 4-13. Examples of triple-frequency SI (left panels) and 𝛿𝜙  (right panels) of the three 

scenarios (1a in top row, 1b in middle row, and 1c in bottom row). The results of different frequencies 

are plotted in different colors: L1 in blue, L2 in green, and L5 in red. 

 

Figure 4-13 shows that among the three frequencies of signals, L1 has the mildest amplitude fading 

due to its highest carrier frequency [Rino et al., 2018]. Comparing 1a and 1b, the larger 𝑆4 value 

corresponds to deeper fading and slightly larger variations in 𝛿𝜙. Comparing 1a and 1c, faster 
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decorrelation clearly results in more frequent fading and a more rapid varying 𝛿𝜙. A zoom-in 

version of the SI in Scenario 1a is given in Figure 4-14. The asynchronous nature among the fading 

on the three frequencies is clearly shown in the figure. This is especially true between L1 and the 

other 2 frequencies, which is the motivation behind the multi-frequency tracking approach for 

ionospheric scintillation.  

 

Figure 4-14. Zoom-in of the SI in Scenario 1a. 

 

For each scenario, based on the carrier phase estimation results obtained from the 25 realizations, 

the RMSE of 𝜙𝑠 and average cycle slip occurrence rate (per minute) obtained for the four 

algorithms (conventional PLL, AR, OT, and SOL) are plotted in Figure 4-15. For SOL, three 𝑁𝑀𝑊 

values (30ms, 40ms, and 60ms) were implemented, which are abbreviated as SL30, SL40, and SL60, 

respectively, in Figure 4-15.  
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Figure 4-15. Cycle slip occurrence rate (per minute) and RMSE on 𝜙𝑠 using different algorithms for 

Scenario 1a-c. 

 

From Figure 4-15, we observe the following: 

1) For all algorithms, the cycle slip rate of L2 and L5 signals are both about 2~3 times of those of 

the L1 signals. For all algorithms except OT, the RMSE for L2/L5 is also about 2~3 times of that 

of L1. For OT, its L2 and L5 RMSEs are similar to that of L1. This confirms that with the inter-

frequency aiding mechanism of OT, the more severe scintillation fading on L2 and L5 are 

mitigated with the aiding of the less affected L1 signals.  

 

2) Among the algorithm implementations presented, the SOL showed the best performance in 

cycle slip rate and RMSE. This finding confirms the benefit of the moving window processing 

enabled by an open-loop architecture. A larger 𝑁𝑀𝑊 leads to only a slight improvement in RMSE. 

The second-best-performing algorithm is the OT. The AR also showed considerable improvement 

in cycle slip reduction compared to the traditional PLL, whereas its RMSE improvement over the 

traditional PLL is not as large as that of the OT.   



91 

 

3) Among the three scenarios tested, a shorter decorrelation time results in a higher cycle slip 

occurrence rate due to the more frequent fading, but it does not have a considerable effect on the 

RMSE result. A larger 𝑆4 value results in both a larger RMSE and more cycle slip occurrences 

for all algorithm implementations except the SOL. For the three SOL implementations, the 

increased 𝑆4 value only causes more cycle slip occurrences, but it does not have considerable 

impact on the RMSE. 

 

The estimation accuracy of AR on the signal nominal carrier phase 𝜙𝑘 is also evaluated, which 

is of great interest for high precision positioning applications. In all three scenarios, there is no 

cycle slip occurrence in the nominal phase estimate �̂�𝐴 ,𝑘, while the RMSEs are approximately a 

third of the RMSE values of �̂�𝑠𝐴𝑅,𝑘 . This validates AR as a feasible approach to mitigate the 

scintillation-induced error on carrier phase-based range measurements for positioning.   

4.6.2. Dynamic Platform Data Set 

Similar to the dynamic platform scenario configuration presented in [Xu et al., 2017], by 

maintaining the same receiver speed and manipulating the receiver moving direction, dynamic 

scenarios with a decorrelation time range much wider than that of a stationary platform (typically 

0.5s to 1.5s) can be simulated. Table 4-2 lists the receiver velocity vectors, 𝑆4 and 𝜏0 values on 

the L1 signal in four simulated dynamic scenarios. These four scenarios all have the receiver 

moving at the same speed of 150m/s, which is typical for a civil aircraft.  

Table 4-2. The receiver velocity vectors, 𝑆4  and resulting 𝜏0  values on the L1 signal in four 

simulated dynamic scenarios 

Scenario 

# 

[Eastward Northward 

Upward] velocity in m/s 

𝑺𝟒 

Index 
𝝉𝟎 (sec) 
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2a [-150 0 0] 0.7 3 

2b [-150 0 0] 0.9 2.4 

3a [ 150 0 0] 0.7 0.28 

3b [ 150 0 0] 0.9 0.26 

 

In order to have more realistic platform dynamics, a constant acceleration of 0.5g was added to the 

platform trajectories at 30-65 seconds, increasing the receiver speed from 0 m/s to 150 m/s, and at 

270-300 seconds, bringing the receiver speed back to 0 m/s. The resulting Doppler variations for 

the four scenarios are plotted in Figure 4-16.  

 

Figure 4-16. Simulated Doppler for the four dynamic scenarios. 

 

Again, for each scenario, 25 realizations of 300s data were generated and processed by the same 

4 algorithms as in subsection 4.6.1. The conventional PLL couldn’t maintain lock during any of 

the realizations in Scenario 3b and during 10 realizations in Scenario 2b. Therefore, the average 

cycle slip occurrence rate (per minute) and RMSE on 𝜙𝑠 are obtained for the other 3 algorithms 

and plotted in Figure 4-17 and Figure 4-18, respectively.  
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Figure 4-17. Cycle slip occurrence rate (per minute) on the estimation error of 𝜙𝑠 using different 

algorithms for Scenario 2ab and 3ab. 

 

 

Figure 4-18. RMSE on the estimation error of 𝜙𝑠 using different algorithms for Scenario 2ab and 3ab. 

 

Figure 4-17 and Figure 4-18 show that most of the observations made for the stationary platform 

scenarios discussed earlier are applicable to the dynamic scenarios as well. A notable difference is 

that the 𝜏0 values have a considerable effect on the RMSE and the cycle slip occurrences: a 
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shorter 𝜏0  corresponds to larger RMSE and more cycle slips. Among the three SOL 

implementations, the SL60 implementation clearly showed more cycle slip occurrences than the 

other two implementations in Scenario 3a and b, indicating that a shorter integration time is more 

suitable for scintillation with a faster decorrelation time. 

4.7. Simulation Evaluations for Different VDFLL Implementations 

This section evaluates the performance of a VDFLL-based GNSS receiver under different satellite 

weighing implementations on dynamic platforms while operating during strong equatorial 

scintillation.  

4.7.1. Different Satellite-weighing Implementations 

This section describes the three strategies to adjust the weights on the measurements from 

scintillating and non-scintillating satellites in the VDFLL. Considering the geometry matrix 𝐆 

(defined in ( 4-33 )) practically invariant between adjacent update and prediction epochs, the 

calculation of the EKF gain is only dependent on the choice of 𝐐𝛾, 𝐑𝐸. As mentioned earlier, for 

a KF with fixed 𝐐𝛾 and 𝐑𝐸, the filter gain will gradually reach a steady state when it converges 

to a stable gain, which is the so-called steady-state Kalman gain. In this study, the first two 

implementations (VTL1 and VTL2) utilize a fixed 𝐐𝛾, 𝐑𝐸 in the calculation of Kalman gain. 

The third implementation (VTL3) uses a fixed 𝐐𝛾, while adaptively updating 𝐑𝐸 based on the 

real-time 𝐶/𝑁0  estimates of different satellites’ signals for Kalman gain calculation at each 

tracking epoch. The different implementation details are summarized as follows: 

 

1) VTL1 excludes the satellites affected by scintillation from the vector tracking. The fixed 𝐑𝐸 is obtained using equation ( 4-32 ) based on the simulated nominal 𝐶/𝑁0 values of 
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all remaining healthy satellites. This implementation prioritizes the quality of the input 

measurements and the resulting feedback to the VTL over the concern of a bad geometry 

in navigation performance.  

 

2) VTL2 tracks all satellites. However, when calculating the fixed 𝐑𝐸 , different 𝐶/𝑁0 

values are used for healthy satellites and scintillation-affected satellites. For the healthy 

satellites, the corresponding 𝜎𝜌2  and 𝜎�̇�2  values in 𝐑𝐸  are calculated based on the 

simulated nominal 𝐶/𝑁0  values. For the scintillation-affected satellites, the 

corresponding noise variance values are calculated based on a low 𝐶/𝑁0 value of 15 dB-

Hz. This will effectively result in constant low weights in the steady-state EKF gain for the 

measurements from scintillation-affected satellites to reduce the degradation on the 

measurement quality. 

 

3) VTL3 tracks all satellites with an adaptive gain. This is achieved by updating the 𝐑𝐸 

according to the real-time, high-rate estimates of the signal 𝐶/𝑁0  values of different 

satellites. The steady-state EKF gain is then obtained by iterating the Kalman gain update 

and projection steps 50 times with the updated 𝐑𝐸  at each epoch. This is because the 

amplitude fading during strong equatorial scintillation introduces large and swift changes 

in the signal 𝐶/𝑁0 values. In order to promptly adapt to the fast signal 𝐶/𝑁0 changes, it 

is necessary to apply the iterations to expedite the adjusting of the EKF gain with the 

updated 𝐑𝐸. 
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4.7.2. Simulation Configuration 

In this section, Simulated data with multi-satellite scintillation signals observed on a dynamic 

platform was generated to assess the PVT estimation performance of the different implementations. 

The model parameters of the ionospheric structures for simulation were obtained from a segment 

of ground initialization data, which contains strong scintillation observed from multiple satellites 

spreading a large part of the sky. A sky view of all visible satellites (under an elevation mask of 

10°) during 2013/03/10, 23:00:00-00:30:00 UTC at Ascension Island (7.9°S, 14.4°W) is given in 

Figure 4-19. The tracks are color-coded w.r.t. the S4 index on the corresponding L1 signals 

processed by a Septentrio PolaRxS ISM receiver. The satellite track segments defined by the 

rectangles correspond to the 10-minute duration of the initialization data used in this study 

(23:30:00-23:40:00 UTC). As can be clearly seen in Figure 4-19, out of the 9 visible satellites, 5 

satellites contain strong scintillation of maximum S4 index over 0.9 during the selected 10 minutes 

(defined by rectangles in red): PRN 3, 6, 14, 19, and 31. The strong scintillation data of these 5 

satellites are used to derive their phase screen model parameters using IPE for scintillation wave 

field (𝛿𝜙 and 𝛿𝐴) simulation.  

  
South

 

 

3

6 14

18
19

21

22

25

31

S
4

 I
n

d
e

x

0  

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1  

south



97 

Figure 4-19. Sky view plots of all visible satellite (SV) tracks during 11:00 PM–12:30 AM UTC on 

March 10 on Ascension Island with an elevation mask of 10°. The tracks are color-coded by the values 

of the S4 index on L1. The ends with PRN numbers represent the starting points of the tracks. The 

track segments defined by the rectangles correspond to the duration of the initialization data.  

 

In the simulated IF data, signals from all 9 visible satellites in the initialization data are simulated 

using their corresponding satellite orbit information. For the 5 satellites with strong scintillation, 

scintillation wave fields are simulated based on the derived parameters and the propagation 

geometries defined by satellite orbit information and platform trajectory. Different configurations 

of scintillation satellites are then created by selecting different subsets of these five satellites in 

order to evaluate the VTL implementations with different GDOPs (geometric dilution of precision). 

For each configuration, only the signal of each satellite within the subset is modulated with the 

corresponding scintillation wave field. Three configurations of scintillation satellites used in this 

study is summarized in Table 4-3, with the corresponding GDOPs for VTL1 which discards the 

scintillation satellite measurements. It should be mentioned for VTL2 and VTL3 that utilize all 

satellites, the GDOP remains 2.0 for all configurations. For the other 4 satellites with moderate 

(PRN21) or no scintillation (PRN 18, 22, 25), nominal signals are simulated.  

Table 4-3. Three configurations of scintillation satellites used in the simulation of evaluation data  

Config. 

# 

scintillation 

PRNs 

VTL1 

GDOP  

1 3, 6, 19 3.6 

2 3, 6, 14, 19 4.2 

3 3, 6, 14, 19, 31 6.0 

 

The velocity vector (E-east, N-north, U-up) during the platform trajectory used in this study is 

plotted in Figure 4-20. As can be seen in Figure 4-20, an eastward constant acceleration of 0.5g 

was added to the platform trajectory at the 70-120 seconds and 550-600 seconds for platform 

dynamics simulation, resulting in a maximum speed of 250m/s which is typical for a civil aircraft. 
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The origin of this platform trajectory is set at the same position of the stationary receiver where 

the initialization data was collected. During the 10 minutes of trajectory, the variation on the 

satellite geometry illustrated in Figure 4-19 is considered negligible, because the distance between 

the origin and the destination is less than a percent of a typical range between GPS satellites and 

an aircraft receiver. 

 

Figure 4-20. The platform velocity vector during the 10-min-trajectory.  

 

Based on the propagation geometry define by the dynamic trajectory and the satellite orbit 

information, and the extracted model parameters, scintillation phase and SI of the 5 satellites with 

strong scintillation are simulated and given in Figure 4-21: 
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Figure 4-21. The simulated scintillation phase (𝛿𝜙) and SI of the 5 satellites with strong scintillation 

based on initialization data. 

 

As can be seen in Figure 4-21, the simulated scintillation 𝛿𝜙 goes up to 10 cycles on PRN 31, 

resulting in the largest error of around 2 meters in the ranging code among all 5 satellites, whereas 

PRN3 has the smallest code error of about 0.3 meters. PRN 6, 14, and 19 have similar code error 

of around 1 meter. The SI results showed deep fading close to or over –40 dB on all 5 satellites. 

PRN 3, 6, and 19 are clustered in the far west area of the sky and therefore have comparatively 

close propagation geometries. They showed amplitude fading of noticeably slower variation than 

the fading on PRN 14 and PRN 31 which are further apart in the sky.  

4.7.3. Evaluation Results 

In this section, navigation performance of the three VTL implementations are evaluated using the 

simulated IF data under different configurations. The comparison between the errors in positioning 

(in ENU coordinates) and clock bias using the three implementations under configuration 3 is 

given in Figure 4-22 as an example: 

 

Figure 4-22. Comparison between the errors in positioning (in ENU coordinates) and clock bias using 

the three implementations under Config. 3. 
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As can be seen in Figure 4-22, the VTL1 and VTL2 implementations showed similar results of 

errors bound within -1m ~ 1m on all E, N, U directions and clock bias. This finding suggests that 

keeping the measurements from scintillation-affected satellites with constant low weight 

(calculated with a low 𝐶/𝑁0 of 15 dB-Hz) in the VTL tracking is essentially equivalent to simply 

discarding the measurements. The adaptive approach VTL3 showed the largest error among the 

three implementations of exceeding 3 meters on the north direction. The RMSE of the position 

and clock bias results (denoted as 𝑅𝑀𝑆𝐸𝑃  in meters) and the velocity and clock drift results 

(denoted as 𝑅𝑀𝑆𝐸𝑉 in meters) are calculated as: 

𝑅𝑀𝑆𝐸𝑃 = √𝑚𝑒𝑎𝑛(Δ𝐸  2 + Δ𝑁  2 + Δ𝑈  2 + Δ𝛿𝑡  2 ) ( 4-49 ) 

𝑅𝑀𝑆𝐸𝑉 = √𝑚𝑒𝑎𝑛(Δ�̇�  2 + Δ�̇�  2 + Δ�̇�  2 + Δ𝛿�̇�  2 ) ( 4-50 ) 

where Δ means differencing the corresponding navigation result with the truth from the simulator. 

 

The RMSE results obtained using all three VTL implementations through the data of three 

configurations are given in Table 4-4: 

Table 4-4. RMSE results using three VTL implementations for three configurations of simulated data 

 Config. 1 2 3 

 GDOP 3.6 4.2 6.0 𝑹𝑴𝑺𝑬𝑷 

(m) 

VTL1 
VTL2 
VTL3 

0.38 
0.38 
0.69 

0.41 
0.40 
0.80 

0.97 
0.94 
2.6 𝑹𝑴𝑺𝑬𝑽 

(m/s) 

VTL1 
VTL2 
VTL3 

0.11 
0.11 
0.08 

0.12 
0.11 
0.08 

0.13 
0.13 
0.10 

 

As can be seen in Table 4-4, the results showed that for all VTL implementations the more satellites 

affected by strong scintillation, the worse the positioning performance. VTL1 and VTL2 showed 
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similar positioning performance with 𝑅𝑀𝑆𝐸𝑃, whereas the 𝑅𝑀𝑆𝐸𝑃 of VTL3 is over twice of 

those of the VTL1 and VTL2. This is because on the scintillation-contaminated signals, the 

magnitude of the scintillation-induced errors on the signal code phase are uncorrelated with the 

amplitude fading pattern, as can be clearly seen in Figure 4-21. This means that during the times 

when the signal recovers from deep fading to a nominal or even enhanced signal power, the present 

scintillation-induced code error will harm the positioning accuracy more in VTL3, due to its 𝐶/𝑁0-based Kalman gain adjusting strategy.  

 

The 𝑅𝑀𝑆𝐸𝑉 results of all three implementations indicate that the VTL3 outperforms VTL1 and 

VTL2 in accuracy of velocity estimation. To explain this finding, a segment of the scintillation 

induced frequency error (𝛿𝑓 in Hz) and SI of the PRN 6 signal in the simulation data is given in 

Figure 4-23. 

 

Figure 4-23. A segment of 𝛿𝑓 and SI results of the PRN 6 signal in the simulation data. 

 

As can be seen in Figure 4-23, the magnitude of the 𝛿𝑓 is clearly positively correlated with the 
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Therefore, in contrast to the positioning performance, the 𝐶/𝑁0-based adaptive Kalman gain 

adjusting in VTL3 can benefit the velocity estimation accuracy.  

 

In order to further confirm the explanations given above, another configuration of data is simulated 

where all five satellites have amplitude fading but no scintillation phase. Only VTL2 and VTL3 

are used to track this data, since this data will result in the same results for VTL1 as the Config. 3 

data. The results are given in Table 4-5, which showed similar performance between VTL2 and 

VTL3 in both positioning and velocity estimation and validated the explanations for VTL3’s 

outperformance in 𝑅𝑀𝑆𝐸𝑉 and bad performance in 𝑅𝑀𝑆𝐸𝑃. 

Table 4-5. RMSE results using VTL2 and VTL3 for the simulated data with amplitude fading and no 

scintillation phase 𝑅𝑀𝑆𝐸𝑃 
(m) 

VTL2 
VTL3 

0.89 
0.87 𝑅𝑀𝑆𝐸𝑉 

(m/s) 
VTL2 
VTL3 

0.10 
0.10 

4.8. Concluding Remarks 

This chapter presents and evaluates the performance of SOL, AR, and OT, in terms of cycle slip 

performance and carrier phase RMSE. Data sets for stationary and dynamic platforms are created 

for evaluation, each set containing several combinations of 𝑆4  and 𝜏0  values, in order to 

comprehensively test these three algorithms and to assess how different values of the input 

scintillation indicators affect the tracking results.   

 

The results confirmed that all algorithms demonstrated robustness and considerable accuracy 

improvement over the traditional 3rd-order PLL. The SOL works best in terms of having the lowest 

cycle slip occurrences and RMSE. The OT works better than the AR. However, the AR estimates 
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the nominal signal carrier phase separately from the scintillation signal composite phase with 

reasonable accuracy, which makes it a promising direction to pursue for high accuracy positioning 

applications under challenging conditions.    

 

In addition, this chapter also evaluated the PVT performance of a vector-based GNSS receiver 

under different satellite weighing implementations on dynamic platforms while operating during 

strong equatorial scintillation. The results show during strong equatorial scintillation, simply 

dropping the scintillation-contaminated measurements achieves a better performance in 

positioning than the adaptive approach even with its much worsened GDOP.   
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5. CHAPTER 5 – SIMULATING AND TRACKING SCINTILLATION SIGNALS ON LEO 
SATELLITES 

 
 
 
This chapter first presents simulation results using the developed simulator for the scintillation 

signals observed on a LEO satellite platform. Two different scenarios were created, where the 

scintillation signal is received on the zenith-looking POD antenna or received on the limb-scanning 

radio occultation RO antenna. The simulation results showed different characteristics of 

scintillation between the two scenarios. The simulation data of these two scenarios were then used 

to evaluate the AKF algorithm against a conventional PLL of different integration times and 

bandwidths.  

5.1. Scintillation Signal Simulation on LEO Satellites 

A segment of initialization data was used in this study to derive the phase screen model parameters 

and drive the simulator. The data was collected by a Septentrio PolaRxS ISM receiver at Hong 

Kong (22.21N, 114.26E, 59.7 m). The signal used is GPS PRN 24 L1 CA signal collected on 

2013/10/05, 12:49:29-12:54:29 UTC. The data showed strong scintillation with deepest fading 

close to -40dB, average S4 index of around 0.8, and average  of around 0.1 cycles.  

 

As has been discussed in section 3.1, among the ensemble of parameters that jointly determine a 

realization of the scintillation wave field in this simulator, only the time scaling factor 𝜌𝐹/𝑣𝑒𝑓𝑓 

is affected by the dynamics of the platform and the propagation geometry. 𝜌𝐹/𝑣𝑒𝑓𝑓  can be 

significantly different between the case of a LEO satellite and that of a ground receiver by a few 

orders of magnitude. As has been shown in Chapter 3, the time scale factor directly affects the 

decorrelation time of the scintillation signal. A small 𝜌𝐹/𝑣𝑒𝑓𝑓  corresponds to a small 
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decorrelation time, which is associated with faster temporal variations in the scintillation signal 

amplitude and phase. 

5.1.1. LEO Propagation Geometry Setup 

The platform dynamics and the propagation geometry that directly affect the 𝜌𝐹/𝑣𝑒𝑓𝑓 calculation 

include: the propagation distance 𝑟𝑝 between the IPP and the receiver, the geometric range 𝑟 

between the satellite and the receiver, and different velocities such as the signal LOS scan velocity 

of at the IPP (𝑣𝐼𝑃𝑃) and the drift velocity of the ionosphere irregularities (𝑣 𝑟𝑖𝑓𝑡). In order to gain 

an intuitive understanding into the relationship between the 𝜌𝐹/𝑣𝑒𝑓𝑓 and the different scenarios 

of LEO operation, a one-dimensional illustration of the propagation geometry is given in Figure 

5-1. Two scenarios are depicted: the scenario where the scintillation signal is received on a zenith-

looking POD antenna (in blue, denoted as Scenario 1), and the scenario where the scintillation 

signal is received on a RO antenna (in yellow, denoted as Scenario 2).  

 

Figure 5-1. One-dimensional illustration of the propagation geometry of the two scenarios of 

scintillation signals received on LEO satellites. The distance between the GPS satellite and the phase 

screen is greatly understated for easy visualization. 

 

As can be seen in Figure 5-1, in the propagation geometry of a LEO satellite, there are two user-

specified factors, the ℎ𝑝𝑠 and the GPS satellite elevation (𝑒𝑙), that can be used to manipulate 𝑟𝑝, 
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𝑟, and 𝑣𝐼𝑃𝑃 to yield different values of 𝜌𝐹/𝑣𝑒𝑓𝑓. When the LEO satellite travels very close to the 

IPP as in Scenario 1, the high speed of LEO satellite is fully projected onto 𝑣𝐼𝑃𝑃 as the dominant 

component. As a result, a 𝜌𝐹/𝑣𝑒𝑓𝑓 much smaller than that of the ground observation is yielded, 

which will generate a scintillation field with variations in the order of several tens or even hundreds 

of times faster than those from ground observed scintillation. For Scenario 2, the 𝑟𝑝 is much larger 

than that that of Scenario 1, the scintillation variation will be slower.  

 

In order to quantitatively demonstrate how 𝜌𝐹/𝑣𝑒𝑓𝑓 is influenced by the propagation geometry in 

these two scenarios, and to set up the scintillation data simulation for later algorithm evaluation, 

Table 5-1 lists different geometry setups and the resulting  𝜌𝐹/𝑣𝑒𝑓𝑓  values. For all cases, a 

common eastward 𝑣 𝑟𝑖𝑓𝑡  of 100m/s is added in the calculation, which is a typical value for 

equatorial regions.  

Table 5-1. Different scenarios of geometric and dynamics setup and the resulting 𝑟𝑝 and 𝜌𝐹/𝑣𝑒𝑓𝑓 

values. 

Scen. # 
RX alt. 

(km) 

RX 

speed 

(km/s) 

Avg. 𝒆𝒍 
(deg) 

𝒉𝒑𝒔 
(km) 

𝒓𝒑 

(km) 

Avg. 𝝆𝑭/𝒗𝒆𝒇𝒇 

(s-1) 

0 0.06 0 46 350 475 1.18 

1 

(a) 

500 7.6 40 

500.05 0.1 0.001 

(b) 505 9.4 0.005 

(c) 700 368 0.02 

2 500 7.6 -5 700 1133 0.06 

 

In Table 5-1, Scenario 0 has the same geometry of the initialization data for comparison with the 

LEO scenarios: Scenario 1(a)-(c), and 2. For these LEO scenarios, a common altitude of 500km 

and an eastward speed of 7.6km/s are chosen for the LEO-borne receiver, which are approximately 
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the altitude and speed of the ESA Swarm satellites. The longitude and latitude of the receiver stay 

the same as those of the initialization data.  

 

For Scenario 1 (a)-(c), the GPS satellite trajectory remains the same as in Scenario 0, and the 

difference in the 𝑒𝑙 is due to the difference in receiver altitude. The ℎ𝑝𝑠 is manipulated among 

Scenario 1(a)-(c) to obtain different 𝜌𝐹/𝑣𝑒𝑓𝑓 values. Scenario 1(a) corresponds to the case where 

the LEO satellite is essentially traveling inside the irregularities, and results in the smallest 𝜌𝐹/𝑣𝑒𝑓𝑓 down to 1/1000 of the ground observed 𝜌𝐹/𝑣𝑒𝑓𝑓. As the phase screen is moved further 

above the LEO satellite for (b) and (c), 𝜌𝐹/𝑣𝑒𝑓𝑓 grows to around 1/200 and around 1/60 of the 

ground 𝜌𝐹/𝑣𝑒𝑓𝑓, respectively.  

 

As for Scenario 2, the GPS satellite trajectory is selected from PRN 24 during a later time the same 

day, when PRN24 is setting in order to achieve an average 𝑒𝑙 of -5 degree as the RO scenario. A 𝜌𝐹/𝑣𝑒𝑓𝑓 of 1/20 of the ground 𝜌𝐹/𝑣𝑒𝑓𝑓 is obtained for Scenario 2. 

5.1.2. Simulation Results for Different LEO Scenarios 

Based on these different geometric setups, scintillation simulation data each of 5 minutes in length 

were generated for all scenarios. It should be stressed that all user input items other than the 

geometric and dynamics parameters listed in Table 5-1 are the same for the simulation of all 

scenarios. The normalized SI results of all the simulated data are plotted in Figure 5-2 (a) with 

their corresponding average S4 indices given in the legend, and Figure 5-2 (b) gives a zoomed-in 

version of Figure 5-2 (a). 
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Figure 5-2. Normalized SI results of the simulated data for all cases listed in Table 5-1. 

 

From Figure 5-2 (b), it can be seen that as the 𝜌𝐹/𝑣𝑒𝑓𝑓 decreases (starting from Scenario 0, to 

Scenario 2, and then Scenario 1 (c) – (a)), the fading becomes shorter and shallower with a higher 

rate of occurrence. The extreme case is the Scenario 1 (a), where the fading is not discernable. The 

relationship between 𝑟𝑝  and the average S4 indices of different cases is noteworthy. From 

Scenario 1(a) to (c), the average S4 value clearly grows as the 𝑟𝑝  grows. However, for the 
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scenarios with a large 𝑟𝑝, Scenario 1 (c) and Scenario 2 all show similar average S4 value of 0.8 

as the Scenario 0 and the initialization data, despite the considerable differences in 𝑟𝑝 among 

these scenarios. In order to look into this matter, more choices of ℎ𝑝𝑠 were added under Scenario 

1 to manipulate 𝑟𝑝, and a relationship between the average S4 and 𝑟𝑝 is then obtained and plotted 

in Figure 5-3.  

 

Figure 5-3. Relationship between the average S4 and 𝑟𝑝 under Scenario 1. 

 

Figure 5-3 shows that the average S4 increases with a growing 𝑟𝑝 , but after 𝑟𝑝  grows above 

200km, the average S4 reaches a saturating value of 0.8 close to that of the initialization data. This 

finding clearly suggests that the phase screen spectral parameters from the initialization data places 

an upper bound on the simulated amplitude scintillation intensity. The 𝑟𝑝 value where the S4 index 

saturates is likely to be dependent on both the propagation geometry and the ionospheric structure. 

More research is required to investigate this matter. 
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The scintillation induced phase (𝛿𝜙) for all scenarios are plotted in Figure 5-4. In order to see 

better how fast the phase changes, the phase change rate Δ𝛿𝜙/Δ𝑡 (in Hz) is obtained from the 

scintillation induced phase, and a segment of the Δ𝛿𝜙/Δ𝑡 result is plotted in Figure 5-5. 

 

Figure 5-4. 𝛿𝜙 of the simulated data for all cases listed in Table 5-1. 

 

 

Figure 5-5. The scintillation phase change rate of the simulated data for all cases listed in Table 5-1. 
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As can be seen in Figure 5-5, as the 𝜌𝐹/𝑣𝑒𝑓𝑓  decrease, the phase rate shows more violent 

variations and a larger range. For Scenario 1 (a)(b) with an extremely small 𝜌𝐹/𝑣𝑒𝑓𝑓, the phase 

rate constantly varies between down to -50Hz and up to 50Hz.  

 

Combining the amplitude scintillation results from Figure 5-2 (a)(b) and the scintillation phase 

change results in Figure 5-5, it can be reasonably deduced that the most severe challenging scenario 

should be the Scenario 1 (b)(c), both containing simultaneous violent phase changes and amplitude 

fading. The Scenario 1 (a) essentially shows no amplitude scintillation, therefore the phase 

scintillation can be handled with a large carrier tracking loop bandwidth. The same suggestion can 

be made from the report in [Xiong et al., 2016] that the loss of lock of signals from Swarm satellites 

POD antenna was resolved by increasing the receiver carrier tracking bandwidth.  

 

Ten realizations of GPS L1 data of 300s in length are simulated for each of Scenario 1(b)(c) and 

Scenario 2. A nominal C/N0 of 42 dB-Hz is achieved in the simulation data by adding white 

Gaussian noise. The sampling rate is set to 5MHz. The three sets of data will be used in the next 

section to evaluate the AKF algorithm and a conventional PLL with different loop parameters. 

5.2. Scintillation Signal Tracking on LEO Satellites 

This section presents the evaluation results on two different carrier tracking algorithms based on 

the three sets of simulation data mentioned earlier. The two carrier tracking algorithms are both 

3rd-order PLLs implemented with different types of PLL filter. The first filter design is the AKF 

approach described in section 4.1.4. The simulator used in this study does not include the oscillator 

effects. However, phase scintillation effects are known to be similar to oscillator noise effects. In 

order to include the scintillation induced carrier dynamics into the AKF models, the scintillation 
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phase variations are treated as equivalent oscillator noise effects by using heuristically chosen h 

parameters to model scintillation phase and frequency noise terms in the system noise covariance 

matrix. The h parameters for the phase scintillation in Scenario 1 (b)(c) are close to the typical 

values of a low-quality temperature compensated crystal oscillator (TCXO) listed in [Curran et 

al., 2012]. For Scenario 2, the h parameter values are close to those of a moderate TCXO.  

 

The second filter is the PIF, two choices of PLL bandwidths (2Hz and 10Hz) are implemented for 

the PIF in the evaluation. The 2Hz bandwidth reflects a high priority in filter performance 

consideration on the amplitude fading over the fast phase change, whereas 10Hz is a typical value 

used on LEO receivers and a moderate choice between the considerations for the fast phase change 

and for the amplitude fading.  

 

Three different choices of integration time (1ms, 5ms, and 10ms) are implemented for the 

evaluations of both the PIF and the AKF approaches, resulting in 6 combinations of PIF-PLL 

parameters.   

5.2.1. Tracking Results of Scenario 1 (b)(c) 

Among the 10 realizations of data for each of Scenario 1(b) and (c), all 6 implementations of the 

conventional PIF-PLL lost lock of the signals. The AKF with 1ms and 5ms integration time 

showed successful tracking through the whole 300s of data for all 10 realizations of both Scenario 

1 (b) and (c), whereas the one with 10ms lost lock for all realizations. Figure 5-6 plots the tracked 

C/N0 and phase error results using AKF with 1ms and 5ms integration from one realization of 

Scenario 1 (b) and (c).  
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Figure 5-6. Tracked C/N0 and phase error results using AKF with 1ms and 5ms integration time from 

one realization of Scenario 1 (b) and (c). 

 

As can be seen in Figure 5-6, both AKF implementations showed very similar C/N0 results of 

around 38 dB-Hz for Scenario 1 (b) due to its minor scintillation fading. It should be noted that 

the scintillation effects were added to the data after the first 8s, which is why the C/N0 is at around 
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42dB-Hz at the beginning. Due to the fast variations of amplitude fading and the averaging effect 

in C/N0 estimation method, the tracked C/N0 seems rather flat. The tracked C/N0 in Scenario 1 (c) 

are mostly around 30 dB-Hz with larger fluctuations from below 0 dB-Hz to 35dB-Hz due to its 

deeper amplitude fading. The phase error results in Scenario 1 (b) showed frequent occurrence of 

cycle slips for both implementations due to its violent phase changes as can be seen in Figure 5-5, 

whereas for Scenario 1 (c) with a much milder phase changes, AKF-5ms showed 10 occurrences 

of cycle slip and AKF-5ms showed about 2 times more. Table 5-2 provides the summary of total 

occurrences of cycle slip and RMSE in the carrier tracking of 10 realizations of data of Scenario 1 

(b) and (c) using AKF-1ms and AKF-5ms. The RMSE results are obtained as the standard 

deviation of the phase error after the cycle slips are repaired.  

Table 5-2. Summary of occurrences of cycle slip and RMSE for the tracking results using AKF-1ms 

and 5ms in all 10 realizations of data of Scenario 1 (b) and (c). 

Scenario 1 (b) 1(c) 

T (ms) 1 5 1 5 

RMSE 

(cycle) 
0.24 0.27 0.12 0.15 

Cycle slip 8414 10158 454 130 

 

As can be seen in Table 5-2, overall the tracking results in Scenario 1(b) showed a much worse 

carrier tracking performance than those in 1(c), with twice the RMSE and up to 2 orders of 

magnitude of occurrences of cycle slip, which suggests for the scintillation signal tracking of LEO 

under the geometry of Scenario 1, the violent phase scintillation is the dominant factor that requires 

a higher priority in the tracking loop design. For both Scenario 1(b) and (c), the AKF-1ms 

implementation showed a slightly better RMSE than that of AKF-5ms, indicating that the fast 

phase changes demand a faster update rate of the carrier tracking in order to better keep track, 

despite the signal power accumulation gain brought by the longer integration time. For Scenario 1 
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(c), the AKF-5ms showed a much less occurrences of cycle slip than the AKF-1ms, which is likely 

because the slower update rate of the carrier tracking will also decrease the chances of the carrier 

tracking loop making wrong adjustments during the frequent deep fades. Scenario 1(b) showed 

AKF-1ms has slightly fewer occurrences cycle slips than that of AKF-5ms implementation. 

However, with a cycle slip occurrence of around 10000 per 3000s of data for both implementations, 

the tracked carrier phase measurements quality is unreliable in analysis.  

5.2.2. Tracking Results of Scenario 2 

Among the 10 realizations of data for each of Scenario 2, all PIF implementations with a 2Hz 

bandwidth lost lock of the signals, whereas the ones with a 10Hz bandwidth maintained lock. This 

finding again collaborates the inference from the last subsection that the scintillation phase 

variations require a higher priority in carrier filter loop design. All AKF implementations showed 

successful tracking for all 10 realizations. Table 5-3 provides the summary of total occurrences of 

cycle slip and RMSE in the carrier tracking of 10 realizations of data of Scenario 2 using the 10Hz 

PIF implementations and AKF implementations with all three integration times.  

Table 5-3. Summary of total occurrences of cycle slip and RMSE in the carrier tracking of 10 

realizations of data of Scenario 2 using the 10Hz-PIF implementations and the AKF implementations 

with all three integration times 

Algorithm AKF PIF 

T (ms) 1 5 10 1 5 10 

RMSE 

(cycle) 
0.055 0.055 0.07 0.12 0.12 0.12 

Cycle slip 81 60 55 490 304 300 

 

As can be seen from Table 5-3, the AKF implementations overall showed a much better tracking 

performance than that of the PIF implementations in reducing the RMSE by half and the 
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occurrences of cycle slip by a factor of around 5. Between the implementations of different 

integration times, the finding is similar to the results in Scenario 1 (c) that a longer integration time 

will reduce the occurrences of cycle slips, while potentially cause a larger RMSE.  

5.3. Concluding Remarks on LEO Scintillation Signal Simulation 

This chapter presents simulation results of two scenarios of scintillation signal when received on 

the different antennas of LEO scintillation are obtained by manipulating different geometric 

parameters. The simulation results showed that for the POD antenna scenario with a nominal 

satellite elevation, when the receiver is travelling inside the ionosphere, the amplitude scintillation 

is negligible, but the scintillation induced phase changes are violent.  As the phase screen gets 

higher, the resulting increase in propagation distance will raise the amplitude scintillation intensity 

with deeper fades, while the scintillation phase induced dynamics will be milder. However, the 

average S4 index will saturate after the propagation distance reaches a certain value. The saturating 

value of the S4 index is the same as the ground initialization data. As for the RO antenna scenario, 

since the propagation distance is much larger than the in the POD antenna scenario, the phase 

scintillation is mild comparing to the POD scenario with a strong amplitude scintillation of the 

same S4 index as the initialization data.  
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6. CHAPTER 6 – RESULTS ON SCINTILLATION SIGNALS CHARACTERIZATION  
 
 
 
In this section, characterization is performed on two kinds of signal processing results: the fast 

phase changes concurrent with signal amplitude fading and the GPS L1 navigation bit decoding 

error. For the fast phase changes characterization, SOL was used to process a subset of the four 

days of IF data collected in Ascension Island, 2013 March, in order to ensure carrier phase 

estimation accuracy with a high resolution. The data subset contains only strong scintillation 

events, which are by having 𝜎𝜙 or S4 index on GPS L1 signal exceeding 0.15 cycles or 0.75, 

respectively. Based on statistical analysis of the processing results, we established the probability 

distributions of concurrent deep signal fading and fast carrier phase changes and the duration of 

the fast phase changes on GPS triple-frequency signals. For the GPS L1 BDE, the processing 

results were obtained based on a larger subset of the same Ascension Island data using a 

conventional 3-order PLL (PIF-based), in order to assess the BDE typically experienced by 

commercial receivers in the field. Based on statistical analysis of the processing results, we 

established correlations between the BDE distributions and the amplitude scintillation and fading 

characteristics such as fading level and duration. 

6.1. Scintillation Data Collection System  

Both IF data subsets used in this study were collected during the same experimental campaign on 

Ascension Island in March 2013. Figure 6-1 depicts the reconfigurable multi-GNSS SDR data 

collection system used in this campaign, which contains five RF front ends each configured to 

collect signals within one frequency band: GPS L1/Galileo E1, GPS L2C, GPSL5/Galileo E5a, 

GLONASS L1, and BeiDou B1 signals [Peng and Morton, 2011]. All front-ends share the same 

wideband antenna input and are driven by the same low phase noise OCXO with zero IF and 4-bit 
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resolution. The front-ends collected data for five hours (20:00-01:00 UTC) on March 7 to 10, 

resulting in a total of 20 hours of IF data.  

 

Figure 6-1. Schematic diagram of the wideband reconfigurable multi-GNSS data collection system 

setup at Ascension Island on March 7-10, 2013 [Xu and Morton, 2017]. 

 

6.2. Characterization on Deep Fading and Fast Phase Changes  

In this section, the SOL algorithm was first applied to real GPS L1 and L5 IF data collected on 

March 8th. Tracking result examples will be given that show fast phase changes of half and full 

cycles concurrent with deep fading on both frequencies. The data was also processed using a 

conventional 3rd-order PLL with a bandwidth of 2Hz as a comparison with that of SOL. The choice 

of the bandwidth 2Hz has been explained in section 4.6. The comparison confirmed the superior 

carrier phase estimation performance of the SOL over the conventional PLL algorithm in real data 

with strong equatorial scintillation. Then triple-frequency processing results are obtained using 

SOL based on a total of 174 minutes of strong scintillation events selected from the four days of 

IF data. Based on the detrended phase and 𝐶/𝑁0,𝑆𝐼 measurements during these events, statistical 

results are obtained to establish the probability distributions of concurrent deep signal fading and 

fast carrier phase changes and the duration of the fast phase changes.  

GPS L1/GAL E1

GPS L5/GAL E5a

GPS L2C

GLO L1

BeiDou B1

SDR 1~5

OCXO

Commercial 
ISM RX

Wideband
GNSS 

Antenna
AISMET Server:
Autonomous ISM 
& Event Trigger

Data 
Collection 

Server

RAID Storage

Scintillation 
Events?

Yes

No



119 

6.2.1. Comparison of Real Data Tracking Results Using SOL and Conventional PLL 

This section presents comparison between the performances of the SOL and conventional PLL 

algorithms with different integration times based on GPS L1 and L5 scintillation data collected on 

March 8th. The processing results show numerous fast phase changes of combinations of half and 

full cycles concurrent with deep fades on both frequencies during strong scintillation events. In 

Figure 6-2, three examples of deep fades concurrent with fast phase changes are plotted. The two 

examples in (a) and (b) are from the L1 signal on PRN 31 at UTC 23:18:13 and 23:15:05, 

respectively, while the one in (c) is from the L5 signal on PRN 24 at UTC 20:58:41. In these 

figures, results using three different tracking loop implementations are plotted:  

• PLL-10: conventional PLL with 10-ms integration time;  

• SOL-10: SOL with 10-ms integration time without the moving window integration;  

• SOL-40: SOL with moving window integration of 40 ms with 1-ms time step.  
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Figure 6-2. March 8th data tracking result examples using three tracking methods, showing deep 

fades associated with different kinds of fast phase changes. Results in (a) and (b) are from L1 signal 

on PRN 31, occurred at UTC 23:18:13 and 23:15:05, respectively, while (c) shows L5 results on PRN 

24, occurred at UTC 20:58:41. 

 

These three methods generated different phase estimations during deep fading. It should be noted 

that when calculating the normalized SI for SOL–40 using ( 4-18 ), its 𝑆𝐼𝑟𝑎𝑤 is normalized over 

the 𝑆𝐼𝑡𝑟𝑒   of SOL-10 in order to show the enhancement on signal intensity introduced by 

applying a longer integration time. In Figure 6-2 (a), the SOL-40 showed fast carrier phase jumps 

of half cycle within a 10-ms interval during a deep fade, whereas the SOL-10 and PLL-10 both 
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generated a half-cycle phase change with a full cycle slip over a 30-ms interval. All three 

implementations indicated deep fading in signal intensity that cannot be reliably estimated. For the 

deep fade in Figure 6-2 (b), both SOL-10 and SOL-40 showed a full-cycle phase change during a 

30-ms interval, while the PLL-10 produced large phase oscillations that eventually settled down 

to a net full-cycle phase change 37 ms after the signal emerged from the deep fade. This is 

obviously caused by the PLL filter response to the large sudden phase change. As for the deep fade 

on L5 signal in Figure 6-2 (c), both SOL-10 and SOL-40 showed a half-cycle phase change that 

lasted around 20 ms, whereas the PLL-10 showed similar phase oscillations before settling down 

to a net half-cycle phase change but with a shorter duration than in Figure 6-2 (b).  

 

It should be noted that, the noise-like large phase oscillations of the PLL-10 results in Figure 6-2 

(b) and (c) occurred frequently (~60% probability whenever fast phase change occurred) 

throughout the processing results of the remaining Ascension Island data. This is due to its filter 

response to large, abrupt phase changes. Compared to SOL-40, the SOL-10 results produced 35% 

additional full-cycle changes during deep fades due to the insufficient signal energy accumulated 

with a shorter integration time during deep fading. This confirmed that the SOL with longer 

integration times and small steps is a better approach for the estimation of the carrier phase during 

deep fades.  

6.2.2. Fast Phase Changes and Deep Fading Statistical Summary 

Based on the detrended phase and 𝐶/𝑁0,𝑆𝐼  measurements during the 174-minute strong 

scintillation events, we obtained the number of fades and the number of fast phase changes. The 

fading duration is defined as the time interval during which 𝐶/𝑁0,𝑆𝐼 drops below a threshold value 𝐶/𝑁0,𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙 . In this study, 𝐶/𝑁0,𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙  is set to 20 dB-Hz. The results are listed Table 6-1. 
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Half-cycle phase changes, full-cycle changes, and phase changes of a combination of full and half 

cycles are indicated in the table. 

Table 6-1. Summary of number of fades and fast phase changes occurred in the Ascension Island data 

Date PRN 
Nominal 

C/N0 
(dB-Hz) 

Number 
of fades 

Number of 
fast phase changes Scintillation 

event 
length Half 

cycle 
Full 
cycle 

Half + 
Full 

cycle 

3/7 
6 L1 38 252 16 2 1 22m 31s 

14 L1 44 78 19 2 0 21m 55s 

3/8 

24 

L1 38 230 6 4 1 

34m 10s L2 38 243 16 3 0 

L5 44 102 22 4 0 

31 
L1 41 96 15 2 1 

14m 03s 
L2 41 129 24 2 0 

3/9 

14 L1 43 98 25 2 0 13m 44s 

29 
L1 45 64 9 2 1 

23m 24s 
L2 45 95 12 0 2 

3/10 

24 

L1 38 104 0 3 0 

17m 01s L2 38 124 4 1 0 

L5 44 59 6 4 0 

31 
L1 42 99 24 4 0 

27m 01s 
L2 42 146 31 1 0 

Total 1919 229 36 6 173m 49s 

 

The following statistical results are derived from Table 6-1: 

(1). Number of deep fades. The data contain a total of 1919 fades below the threshold values during 

the entire 174 minutes of scintillation on 5 satellite signals. This corresponding to approximately 

11 deep fades per minute. Among them, 271 fades, or 14%, are accompanied by fast phase changes. 

For the same satellite, the L1 and L2 signals have the same nominal C/N0, whereas the nominal 

C/N0 on L5 is 6 dB higher. This is mainly caused by the data collection hardware, as the GPS ICD 
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200H [US Air Force, 2013] and 705C [US Air Force, 2013] specified that the L1 transmitting 

power is 1 dB lower than the L5Q power and the L2C power is 1.5 dBs lower than the L1 power. 

There are considerably more deep fades on L2 than L1, which is consistent with earlier studies 

that signals at lower frequencies are usually more adversely affected by scintillation [Rino, 1979; 

Carrano et al., 2012b]. The number of L5 deep fades is less than 50% of that of L1 and L2 due to 

the 6 dB enhancement of its nominal C/N0. 

 

(2). Fast phase changes. The number of fast phase changes is the highest on L5 and lowest on L1, 

which agrees with the conclusions of [Rino, 1979] and [Carrano et al., 2012b]. This observation, 

together with the fewer number of observed deep fades on L5 further confirms that the fast phase 

changes are indeed associated with the signal, instead of receiver signal processing artifacts. This 

is because the fading levels are a result of a combination of factors: real signal fades, hardware 

configuration, and satellite elevations, etc., whereas the large fast phase changes are unlikely 

associated with the hardware issues and satellite elevations in this study.  

 

Of the 271 rapid phase changes observed, 229 are half-cycle, 36 are full-cycle, and 6 are full-plus-

half-cycle. The duration distributions of half-cycle phase changes on signals of all three 

frequencies are plotted in Figure 6-3. The figure shows that for all three frequencies, the half-cycle 

phase changes occur in less than 100 ms. Over 80% of half-cycle phase changes occur during the 

30~50 ms interval. The durations of the various types of phase changes larger than a half cycle are 

summarized in Table 6-2.  
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Figure 6-3. Comparison of duration distributions of half-cycle phase changes between signals across 

GPS bands. 

 

Table 6-2 Duration of phase changes of full cycles and of combined full and half cycles 

Duration (ms) 
Number 

of Cycles 
Number of 

Occurrence 

30 - 45 1 31 

55, 64, 65, 70, 90 1 1 each 

25, 37, 41, 46, 50 1.5 1 each 

88 2.5 1 

 

(3) Minimum C/N0 value. In order to further quantify the deep amplitude fades listed in Table 6-1 

and establish a closer correlation between deep fading and concurrent phase changes, we compute 

the minimum C/N0 based on 𝐶/𝑁0,𝑆𝐼 estimations for cases where the carrier phase estimations 

can be obtained using SOL. For the tracking results listed in Table 6-1, the percentages of fade 

occurrences with minimum C/N0 levels at four different ranges are listed in Table 6-3. Also listed 

in Table 6-3 are the percentages of fast phase changes associated with these four levels of fades.  
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Table 6-3 Percentage of fades and concurrent fast phase changes within four different ranges of 

minimum C/N0 values for the scintillation data listed in Table 6-1 

Mimimum 

C/N0 

(dB-Hz) 

Percentage of 

fades 

Percentage of 

concurrent 

phase changes 

20 ~ 15 39.0% 0.4% 

15 ~ 10 12.5% 2.2% 

10~5 5.4% 0 

<5 43.1% 97.4% 

 

Table 6-3 shows that the fades have a rather polarized distribution in terms of fading levels. The 

majority of the signal either drop by a moderate amount to C/N0 level of 20~15 dB-Hz (39.0%) or 

to an extremely deep fading level with C/N0 below 5 dB-Hz (43.1%). Nearly all of the fast phase 

changes occurred during the latter case when extremely deep fade occurs. Below, the analysis of 

the relationship between deep fading durations and fast phase changes will focus on the fades in 

this category with a minimum C/N0 below 5 dB-Hz. 

 

(4) Relationship between the deep fading durations and rapid phase change. Figure 6-4 compares 

fading duration distributions for the deep fades that have and do not have concurrent phase changes. 

As can be seen in Figure 6-4, the rapid phase changes occurred mainly during extremely deep 

fades with durations less than 120 ms and mostly around 60 ms, whereas the duration distribution 

of the fades without concurrent phase changes ranges from 30 ms to 240 ms. Despite the limited 

amount of data used in the analysis, the results indicate that most fast phase changes accompany 

relatively steep fades. 
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Figure 6-4. Comparison of fading duration distributions between extremely deep fades (minimum 

C/N0 below 5 dB-Hz) with and without phase changes. 

6.3. Characterization on GPS L1 BDE 

This section presents the statistical analysis on GPS L1 BDE based on about 14 hours of GPS L1 

processing results captured on six satellites during scintillation periods with the S4 index over 0.5.  

6.3.1. GPS L1 Bit Decoding Error Example 

For GPS L1 signals, the navigation data bits are directly estimated based on the sign of 𝐼𝑝, whose 

representation has been given in equation ( 4-1 ). 

 

When the tracking loop reaches steady-state under a nominal signal condition, the signal power 

should dominate over the noise power and dictate the sign of 𝐼𝑝 in ( 4-1 ). In addition, the term 𝑠𝑖𝑛𝑐(𝜋Δ𝑓 ) ∙ 𝑅(Δ𝜏)  is positive. Therefore, the sign of 𝐼𝑝  is determined by the sign of the 

product 𝐷 ∙ cos(Δ𝜙).  
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The bit difference Δ𝐷 is the product of the decoded data bits and a truth reference. In this study, 

the product from the Bit Grabber Network (bitArc) of Constellation Observing System for 

Meteorology, Ionosphere, and Climate (COSMIC) [UCAR, 2013] is used as the data bit truth.  

 

For conventional receivers, the carrier tracking loop implements the Costas discriminator when 

tracking signals with data modulation, which is insensitive to the data bit. As Δ𝜙 settles down to 

close to 0 or ± 𝜋, Δ𝐷 can output either continuous “1” or “-1” for each data bit depending on the 

actual steady-state value of Δ𝜙. The navigation message decoding will not be affected regardless 

of the sign of the Δ𝐷  output because the GPS L1 navigation message encoding scheme is 

designed to overcome this ambiguity. This is enabled during bit encoding by making the polarity 

of the information bits (the first 24 bits) of a certain word dependent on the 30th bit of the last word: 

the polarity of the information bits of a certain word is reversed if the polarity of the 30th bit of the 

last word is “-1” [US Air Force, 2013]. This way, the reversion, which is introduced by cos(Δ𝜙) 
when Δ𝜙 settles at ±𝜋 and shared between words, can be removed during message decoding 

word-by-word. Therefore, the case when Δ𝐷 is continuously being “-1” should not be considered 

a decoding error. For more details, please refer to the GPS ICD [US Air Force, 2013].  

 

However, during equatorial scintillation, large phase disturbances during signal amplitude fading 

will affect the bit decoding process by corrupting the relationship between 𝐼𝑝 and 𝐷. As a result, Δ𝐷 may oscillate between “1” and “-1”, which will prevent correct decoding of the navigation 

message. After the signal recovered from a fade, Δ𝐷 may settle at a value that is reversed from 

the one before the fading (from “1” to “-1” or vice versa). Therefore, the number of bit errors is 

counted as the number of reversals of Δ𝐷 between “1” and “-1” during a fading event.  
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An example of such Δ𝐷 oscillations during a deep fade (PRN 6, starting time 22:29:16 UTC) 

using the PIF and AKF algorithms is given in Figure 6-5: 

 

Figure 6-5. BDE example processed using PIF and AKF-based algorithms on GPS PRN 6 L1 signal at 

Ascension Island, starting at 22:29:16 UTC. 

 

Figure 6-5 illustrates the fading duration and the associated data bit decoding error. The fading 

duration definition was given previously in section 6.2. During the fading duration, both 

algorithms produced oscillations on the Δ𝐷 results. Both Δ𝐷 results indicate 5 occurrences of 

bit reversions. 

 

It should be mentioned that an alternative bit decoding approach is the differential bit decoding 

method described in [Van Dienrendonck, 1996] for a FLL. This approach detects the bit sign 

changes by examining the signs of the dot-products of the I and Q correlator outputs from two 

consecutive epochs. It is applicable to receivers utilizing FLL as it does not require the lock of 

carrier phase and is, therefore, suitable for applications on platforms undergoing high dynamics. 

However, the strong equatorial scintillation scenario discussed in this study is characterized with 
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both fast phase changes (which has an equivalent effect of high signal dynamics) and concurrent 

signal deep fading. Application of FLL to the data set indicated that it encountered difficulties 

maintaining lock to the signal and therefore prevented further assessment of the differential bit 

decoding performance. 

6.3.2. BDE Processing Results and Statistical Analysis 

This section presents the statistical correlations between the BDE occurrences and various 

amplitude scintillation indicators (average S4 levels, fading occurrence frequency, fading depths 

and durations). Table 6-4 summarizes the durations, average 𝑆4 indices, the number of fades and 

fading frequency of occurrences (per minute), the number of BDE occurrences (in bits) and its 

frequency of occurrence (per minute) for each scintillation event. 

Table 6-4. Summary of the number of BDE and the amplitude scintillation parameters during the 

selected scintillation periods in the Ascension Island data 

Date PRN 
Event 

Duration 

(hr) 

Avg. 𝑺𝟒 
# of 

Fades 

# of 

Fades 

/min 

# of 

BDE 

(bit) 

# of 

BDE 

/min 

3/7 

6 0.94 0.59 177 3.13 436 7.73 

14 1.12 0.49 121 1.80 69 1.03 

22 1.09 0.41 23 0.35 22 0.34 

29 0.83 0.45 7 0.14 7 0.14 

3/8 

6 0.33 0.60 46 2.32 99 5.00 

14 0.22 0.57 8 0.61 15 1.14 

24 0.85 0.73 373 7.3 744 14.6 

29 0.98 0.65 228 3.88 494 8.40 

31 0.35 0.89 141 6.71 320 15.2 

3/9 

6 1.31 0.56 75 0.95 118 1.50 

29 0.41 0.78 85 3.46 162 6.59 

31 0.53 0.45 3 0.09 7 0.22 

3/10 6 1.74 0.57 223 2.14 429 4.11 
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14 0.93 0.53 17 0.30 36 0.65 

24 1.04 0.53 184 2.95 233 3.73 

29 1.14 0.54 189 2.76 529 7.73 

Sum  13.81  1900  3720 4.49 

 

The following subsections present the statistical results derived from Table 6-4. 

6.3.2.1. BDE Occurrence Frequency Dependence on Average 𝑆4 value and Fading Occurrence 

Frequency  

A total of 3720 bits of BDE occurred during 13.8 hours of the scintillation periods, resulting in an 

average frequency of occurrence of around 4.5 bits per minute. Figure 6-6 plots the number of 

fades per minute and average 𝑆4  values listed in Table 6-4 and clearly showed nearly linear 

correlations between BDE frequency of occurrence with the average S4 values and the average 

number of fades. 

 

Figure 6-6. Relationships between the BDE frequency of occurrence and the average 𝑆4 results (left 

panel) and the number of fades per minute (right panel) derived from the processing results of 14 

hours of scintillation data. 
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6.3.2.2. Percentage of BDE occurrences with respect to 𝑆4 levels  

To examine the correlation between the occurrence of BDE and amplitude scintillation levels on 

a finer temporal scale, the 𝑆4 estimations (obtained every second, as described after equation 

( 1-1 )) were categorized into 3 segments shown in Table 6-5. Also listed in Table 6-5 are the 

number and percentage of the 𝑆4 samples for each segment and corresponding BDE occurred 

during each segment. The probability of BDE occurrence listed in the rightmost column is obtained 

by dividing the number of 𝑆4 samples that experience BDE by the total number of 𝑆4 samples 

within the segment. Table 6-5 indicates that during the selected scintillation durations the 

probability of BDE occurrence increases as the amplitude scintillation intensity increases.  

Table 6-5. Number and percentage of the 𝑆4 estimate samples and of the BDE, and the probability 

of BDE occurrence under different 𝑆4 levels 𝑺𝟒 level 

# of 𝑺𝟒 

samples / 

percentage 

# of BDE / 

percentage 
Probability 

of occur. 

<0.7 36700 / 74% 667 / 18% 0.01 

0.7~0.9 7985 / 16% 1326 / 36% 0.05 

>0.9 4887 / 10% 1727 / 46% 0.12 

6.3.2.3. Percentage of BDE occurrences w.r.t fading levels  

The fading depth is determined by the minimum 𝐶/𝑁0,𝑆𝐼 value during the fading duration. Table 

6-6 summarized the number and corresponding percentage of the fades under different fading 

depth ranges and those of the BDE concurrent with these fades. The probability of BDE occurrence 

listed in the rightmost column is obtained by dividing the number of fades that are associated with 

BDE occurrences by the total number of fades within each fading depth range. Table 6-6 shows 
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that the majority of BDE occurred during fades with extremely deep fading of below 5 dB-Hz with 

a probability of occurrence up to 0.81, while these extremely deep fades comprise 45% of the total 

number of fades. 

Table 6-6. Number and percentage of the fades and of the BDE, and the probability of occurrence 

under different fading levels 

Minimum  𝐶/𝑁0,𝑆𝐼 
(dB-Hz) 

# of 𝐟𝐚𝐝𝐞𝐬 / 

percentage 

# of BDE / 

percentage 
Probability 

of occur. 

15~20 224 / 12% 31 / 0.8% 0.06 

10~15 163 / 9% 10 / 0.3%  0.03 

5~10 644 / 34% 266 / 7% 0.15 

<5 869 / 45% 3413 / 91.9% 0.81 

6.3.2.4. Correlation between BDE occurrence and extremely deep fade duration  

Based on the number of BDE occurred during each extremely deep fade (𝐶/𝑁0,𝑆𝐼 <5B-Hz), these 

fades are divided into 5 groups with the corresponding percentages plotted in Figure 6-7. It shows 

that the larger number of BDE within a fade is much less likely compared to the smaller number 

of BDE within a fade. More than 70% of the cases involve less than 5 BDE occurrences within 

one fade. The mean number of BDE occurred during one fade is 4.9 bits for these extremely deep 

fades.  
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Figure 6-7. Distribution of the extremely deep fades (𝐶/𝑁0,𝑆𝐼  < 5B-Hz) w.r.t. the number of BDE 

occurred during each of them. 

 

The correlation between the number of BDE occurred during a certain fade and the duration of the 

corresponding fade is plotted in Figure 6-8. The data shows that the number of BDE during one 

fade grows almost linearly with the duration of the concurrent fade, with a ratio of 8.5 (bit per 

second) and a correlation coefficient of 0.7. 

 

Figure 6-8. Relationship between the number of BDE occurred during an extremely deep fade and 

the corresponding fading duration 
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6.4. Concluding Remarks on Scintillation Signal Characterization 

In this section, statistical analysis is first performed to characterize the fast phase changes 

concurrent with signal amplitude fading based on the processing results of the 174-minute strong 

scintillation data (𝑆4 and 𝜎𝜙 on L1 signals exceeded 0.15 cycles and 0.75, respectively). The 

results showed that the average frequency of deep fades (< 20 dB-Hz) is around 11 per minute and 

14 % of these deep fades are associated with fast phase changes. While L1 and L2 signals have 

the same nominal C/N0, the L2 signal has more fades than L1. The L5 signal has the fewest fades 

among the three bands, most likely due to its 6 dB higher nominal C/N0 over L1 and L2.  Most 

of the phase changes are half-cycle variations. L5 has the largest number of fast phase changes, 

while L1 has the smallest number.  Half-cycle phase changes on triple-frequency signals mostly 

occur over 30~50 ms interval. And finally, the overwhelming majority of the phase changes occur 

during extremely deep fades with C/N0 below 5 dB-Hz. The average duration of these fades is ~60 

ms. 

 

In addition, the statistical relationship between the GPS L1 navigation BDE occurrences and the 

intensity of amplitude scintillation were obtained based on processing results of 14-hour 

scintillation data (𝑆4>0.5). A total of 3720 bits of BDE were identified, indicating an overall rate 

of occurrence of 4.5 bits per minute. The results also indicated that the number of BDE occurrence 

is linearly related to the average 𝑆4 index and the number of fades per minute. Up to 92% of the 

BDE occurred during extremely fades with minimum 𝐶/𝑁0,𝑆𝐼  below 5 dB-Hz. Among these 

extremely deep fades, most contains around 5 bits of BDE, while the maximum number of BDE 

during one fade can exceed 25 bits.  
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7. CHAPTER 7 – CONCLUSION 
 
 
 
This dissertation presented equatorial ionospheric scintillation simulation, processing, and 

characterization on GPS signals, using real and simulated GPS scintillation data. The work 

conducted in this dissertation includes three parts of contributions.  

 

A two-parameter, physics-based, strong scintillation simulator is presented and validated with real 

scintillation data. Numerical mappings from the user input parameter set to the phase screen model 

parameter subset is obtained through numerical evaluation. Based on these numerical mappings, 

the scintillation model can be controlled by specifying the expected 𝑆4  and 𝜏0  values from 

scintillation measurements obtained from a stationary ground-based receiver. The simulator can 

generate statistically equivalent realizations of the scintillation effects. Using this basic two-

parameter set, the simulator can also generate realistic scintillation effects that are observed on 

platforms with user-defined dynamics under the same ionospheric phase screen responsible for 

producing the ground received scintillation.  

 

A SOL algorithm has been developed to improve the carrier phase estimation during deep fading. 

For a stationary platform, the prior surveyed receiver position is used instead of the receiver-

generated position, and the time solution is the only feedback to the carrier tracking loop for signal 

parameter prediction. In addition, the SOL approach benefits the carrier phase estimation, as its 

open-loop architecture allows correlation to be performed over a moving window spanning a 

relatively long integration period with small time increments. This moving window procedure 

reduces noise contribution while preserving the fine temporal structures of carrier phase estimates 



136 

during a deep fade. For a dynamic platform, the PVT solutions are first obtained from a VDFLL 

using healthy satellites to update the scintillation satellite parameters. The moving window 

procedure can then be applied in the same manner as for the stationary platform. 

 

Making use of the scintillation signal simulator developed, the SOL algorithm was evaluated and 

compared with two other advanced carrier tracking algorithms in terms of cycle slip occurrences 

and phase RMSE. The evaluation results confirmed the advantage of such a semi-open architecture 

for accurate scintillation phase estimation.  

 

Finally, the scintillation signal characterization conducted is based on the processing results of real 

scintillation data collected from Ascension Island, including 1) the temporal characteristics of fast 

phase changes and deep fades, and their correlation during concurrence; 2) the statistical 

relationship between the GPS L1 navigation BDE occurrences and the scintillation 𝑆4 values and 

fading characteristics. 
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APPENDIX: SIMULATOR PROGRAM CONFIGURATION AND EXECUTION 
 
 
 
A MATLAB implementation of the two-parameter scintillation simulator presented in Chapter 3 

can be downloaded from https://github.com/cu-sense-lab/gnss-scintillation-simulator_2-

param. The program folder contains the .m file of function Main and the folder named ‘Libraries’. 

The ‘Libraries’ subfolder contains the supporting functions for function Main.  

 

The user-input parameters to be specified are all included in Main.m: 

1) Simulation start date and time in UTC; 

2) Simulation length in seconds; 

3) Satellite PRN number;  

4) S4 index and 𝜏0;  

5) Platform position in latitude-longitude-height (LLH) coordinate and velocity vector in 

ENU coordinate; (To generate stationary scintillation data, simply assign the velocity 

vector to all zeros.) 

6) Number of frequencies to be simulated: 1 – GPS L1 only || 2 – L1 and L2 || 3 – L1, L2, and 

L5;  

7) Figure plotting switch; (If on, figures to be plotted include satellite sky plot, IPP LLH 3-D 

plot, simulated scintillation intensity and phase) 

   

The variables for each input parameter are named in function Main in a self-explanatory manner 

and stored in the struct ‘userInput’. Comments are also provided above the value assignment of 

each variable to explain each variable and the correct input format. After specifying each parameter, 
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run the Main function, and the scintillation amplitude and phase time series of specified length 

with an update rate of 100Hz will be recorded in the variables ‘Scin_amp’ and ‘Scin_phi’. 

 

For Windows or Mac users, if the program reports an error during the function 

ExtractRINEXeph.m which downloads the RINEX ephemeris file and extracts ephemeris 

parameters for satellite orbit computation, simply go to the simulator program folder and unzip the 

downloaded brdc****.**n ephemeris file by hand and then rerun the program. 

 


