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A General Computational Form for a Class

of Non linea r Systems Incorporat i ng Both Spectra I

and Finite Difference Approximations

by

F. Baer and R. L. King
Colorado State University

ABSTRACT

It is shown that a general class of nonlinear partial

differential equations--including those frequently used in

predicting atmospheric motions--can be converted to compu­

tational form by either the "finite-difference" or "spectral"

method to yield formally identical equations. These computa­

tional equations are then reduced to matrix notation and the

nonlinearity (of arbitrary order) is shown to be expressible

as a bi I inear form. FinallYI a method is described whereby

these bi linear forms--quadratic forms in the case of even

nonl inearity--may be readi Iy programmed and calculated on a

digital computer.

i i



I. Introduction

Traditionally, information available about the behavior

of a physical system which could be represented by a set of

differential equations was deduced from the I inear form of

such equat ions. Those systems in wh i ch non linea r i ty Pre­

dominated were largely ignored, primarily because no analyti­

cal tools were avai lable for their solution. The development

of the digital computer with its large memory and high-speed

calculation capability was instrumental in directing attention

to nonl inear problems; this instrument has the capacity for

solving nonl inear systems numerically.

With reference to the problem of weather prediction,

the basic mathematical equations which represent atmospheric

flow are fundamentally nonl inear. Thus, this science lay

dormant unti I computing technology advanced sufficiently to

stimulate research and experimentation. A classic example

of the frustration which inadequate computation faci I ity could

cause is vividly described in the work of Richardson (1922).

The promise which modern computing technology offers is

evident from the fact that weather forecasts are currently

being supplied by numerical solution of mathematical repre­

sentations in many weather centrals around the world; and this

development has taken place in less than two decades.

A considerable amount of research effort has been

expended to bring the state of numerical forecasting to its

present point; a large but unknown amount must yet be employed

to extend our knowledge and capabi I ity. Such effort should be

directed toward a better understanding of the physical aspects

of the problem; wherever possible, mathematical aids should

be avai lable to the investigator so as not to deter or distract

him from his search for better physical insight. It is the

purpose of this paper to present such an aid.

Once a set of d i f ferent i a I equat ions is estab I; shed

to describe a physical system, a method of representation
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must be selected to define the values of the dependent

variubles as a finite set of numbers*. Two such methods

are currently appl ied to weather prediction systems. One-­

the more popular--involves the transformation of the dif­

ferntial equations to finite difference equations and is

applied to a finite set of points in the space under con­

sideration (space domain). The method was employed in one

of the first calculations of numerical weather prediction

by Charney, ~J=.~. (1950); is being used in research investi'­

gations of the general circulation of the atmosphere by

Leith (1965), Mintz (1965), and Smagorinsky, et _~. (1965);

and is the method uti I ized in routine dai Iy weather pre­

diction by the Numerical Weather Prediction unit of ESSA.

The other method--frequently referred to as the spectral

domain method--involves the expansion of the dependent

variables in a finite series of space-dependent functions

(known) and time-dependent coefficients (unknown). Space

derivatives are then evaluated by operation on the known

functions and the entire system is integrated over the

specified domain. The original set of differential equations

is thus reduced to a finite set of differential equations

in the time-dependent coefficients only. This set of coef­

ficients corresponds (from the computation point of view)

to the time-dependent set of point values establ ished by

the first proposed method. The spectral approach has been

employed in weather prediction models by Silberman (1954),

Bryan (1959), Baer (1961, 1964), and others.

It is not the purpose of this discussion to argue the

relative merits of these methods, a question which has already

been cons i dered by EIisaesser (1966). Rather, it is the

writers' purpose to establish a general representation and

computation scheme which is applicable to either method.

*Clearly this is necessary because the computer requires
a finite time for anyone calculation; thus it would require
an infinite time to establish the continuous variation of
any variable.
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In al I the numerical models which have been reported, the

authors have devoted substantial effort to representing

their equations for computation; it is Our hope that in the

future this effort wi I I be obviated.

Although emphasis has been placed on systems of equa­

tions representing atmospheric flow--reflecting the writers'

backgrounds--a representation wi II be presented which covers

a broad class of differential equations. Needless to say,

any physical system which can be described by these equations

may benefit from the representation.

Consider now a system involving the set of N dependent

variables ~. ,
J

~.
J

~.('r,t)
J

< j < N

wherein the dependent variables are related by N differn­

tial equations in both time (t) and space (r _the positive

vector). Let us further assume that the nonl inearity of the

system involves only space-dependent differential operations

on the dependent variables. When the dependent variables

exist I inearly, they may be operated on by both time- and

space-dependent operators. We thus consider the general

class of N equations,

< k < N

M m
Zk - L: L: II

m= I r i = Im

F (~)
m . k s.

1-1 , m, I , I
o

( I • I )

is an operator in both time and space, whereas

is an operator in space alone. The parametersF

Here Rk .
, J

m • k1-1 , m, I ,
o

1-1, sand E are defined as follows:
r m
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p
s - L S.

P i = I

m ( s ) ( I • 2 )1-l p - s . •• S
p+ I ' p+2' , m

N N~Sl N-s m-I
L - L L L

r S =1 S =0 S =0
m 1 2 m

operates only on one dependent varia­

serves to isolate that variable from

F

m
]..1 is a vector describing the dependent

o
which are involved in any nonl inear product;

We note that

ble (\l , the index
s .

I
mthe vector ]..1 0 The order of the non linea r i ty is determ i ned

by the value of m. Thus (1.1) allows nonlinearity to order

M. If the same set of variables as specified by 1-l~ are

involved in more than one product, a summation over another

variables (\l
s .

I

since each operator

such terms; i.e., we would

This possibi I ity offers

be needed to inc I ude a I

F2 , etc.
m • k

]..1 , m, I ,
o

would

F1
m '

]..1 ,m,i,k
o

index

need

no added compl ication, and we consequently make no symbol ic

reference to it. Subsequent examples wi II exempl ify this

situation. Should a system yield terms with nonlinear products

which are not integral, an expansion would have to be performed

to make the terms conform to the representation of (I. I).

It is the purpose of the subsequent discussion to show

that the system (I. I) can be converted either by spectral

expansion or by finite difference means to a computational

representation which can be easily applied to digital computing

procedures, provided an assumption in the numerical time inte­

gration is made. Only space truncation wi I I be considered

here. Several examples with meteorological emphasis will be

developed to exhibit the uti I ity of the method.
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2. Representational similarities of space and spectral

domain methods

We shal I show in this section that subject to defini­

tion , equation (I. I) can be put into a representation which

is identical for both the finite difference and spectral

tr-uncation methods. Let us first , however , simplify the time

and space operator Rk .. Discounting transcendental
1 J

operators , one may generally write ,

I
E T

k
.. G

k
..

i=1 IJ, 1 IJ1 1
( 2 • I )

where Tk .. is an operator in time alone and Gk .. is
IJ, 1 ,J,\

all operator in space only. If we introduce (2.1) into (1.1),

we have the N equations

I
1:

N
1: T k .. Gk .. (~.) = Zk (~ll···'~N)

j=1 ,J, 1 ,J, 1 J
(2.2)

where Zk is defined as in (I. I).

Finite-difference method: To solve equation (2.2)

numerically, one must assign values to the dependent varia­

bles , ~. , at discrete points in space. Customarily, the
J

domain of interest is broken up into a three-dimensional

lattice and the variables are assumed known at the inter­

section points of the lattice. If one numbers these points ,

the association of this number with any dependent variable

specifies the variable's value at that point. It is not

essential that the different variables ~. be known on the
J

same grid; i .e. , a different grid may be assigned to each

variable. Thus we shal I define the point number for any

~j as Yj where ,

< y. < n.
J J
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(in princiDle continu-and the value of the function

numbers

into acontinuous function

<Po
J

in space) is given by the set of

is, of course, time dependent.(<Po ): this set
,J ,y j .

We see that by breaking the

ouslv distributed

dependent quantities ¢
k, Yk

equations (2.2), resulting in

discrete set, we also generate n k equations in the time­

from each of the k differential
N
I n. equations in the same

j = I J
We shal I for future reference<po

J , Y .
J

number of variables

define

N
L -- 1: n.

j = I J
( 2 .3)

These equations cannot be written expl icitly in terms

of the variables P. unti I a finite-difference operator
J , Yj

is substituted for each space differential operator. The

finite-difference operator may depend on al I the grid values

of the variable as follows:

no
J

[G
k

0 .(<p.)] = I a
k

. 0

, J , I J Yk a. =I ' J , a . , Yk' I
J J

cpo
J , a 0

J

( 2 04)

The coefficients "a" in the above equation wi II be determined

from the choice of the finite-difference procedure to be

app lied. The more common of such operators i nvo I ve on I y the

near neighbor points to the point in question; only those "a'sll

for which a
j

represented the near neighbor points of Y
k

would be nonzero. We shal I see subsequently from an example

how the fields of "a" are selected. Equation (2.4) is appli­

cable to the left-hand side of (2.2); a similar development is

used in the function Zk of (1.1). If

[F m . k(<P )J
j.l ,m,l, s. Yka I

=

n
s i

I (a m 0 i )<1> i
o j.l ,m, I,k,a 'Y k so,a
I lOs 0 ISoa = I ISo

I

( 2 0 5 )
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where the finite-difference operator mayor may not be the

same as in equation (2.4),* we may combine the nonlinear

terms to yield

m
II F m • (<p )

'-1].1 ,m,l,k S'I
1- 0

m
=~(II<I> i)

~m . I s.,a
1\ I = IS.o I

( 2.6 )

with m
IIam Ok i

i=1 ].I ,m, I, ,a 'Y ko s i

(2.7)

vector

Rather than writing out the product of sums, a single sum

has been written to be taken over all variations of the

Am = (0. 1 a 2 a 3 • •• am) wher e the ran g e of e a c h of
o Sl' S2' S3' , sm

the a's is given as I < a s .
I

the substitution of (2.5) into

side of (2.6). The vector ].I~

in (1.2).

< n This is clear from
s i

the product on the left-hand

has been defined previously

Spectral method: In this method it is not necessary to

establish discrete values of the dependent variables; one

assumes the space dependence to be given by known polynomials

in space and each variable is expanded in a series of time­

dependent coefficients multipl ied by the known polynomials.

For computation purposes, the series must be finite, and

thus truncation is introduced. If for each variable <P.
J

there are n. coefficients (the truncation point), we may
J

wr i te

n .
J

<P. = L <1>. (t)
J 0..=1 J,a j

J

( 2 . 8 )

where

the

p
a.

J

<I> •J , a .
J

are the space varying polynomials (known) and

are the coefficients (time dependent) of the

*If the finite-difference operators applied to the same
equation differ for different times, serious computational
stabi I ity problems may occur. This is not within the domain
of our discussion here.
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series. Note that the ¢. of this discussion are not
j , a j

the same physical quantities as those of the finite-difference

discussion although symbolically they are identical.

It would be desirable to select the polynomials P as

the characteristic function of the I inearized form of the

differential equation under consideration (I. I), but such

functions may not often be available. Furthermore, it would

be desirable, but not essential, that the polynomials be

orthogona I on i nteg rat i on over the doma i n of interest. On

substitution of the expansion (2.8) into (2.2), we sti I I

have N differential eauations in both time and space, but

we have increased the number of dependent variables to L

(see 2.3). The number of equat ions may be increased to the

number of dependent variables and the space dependence may

a I so be removed if each of the k eauat ions is mu It ipi i ed

successively by P and integrated over the space domain,
Yk

where Yk goes over its entire range,

each of the original equations yields n
k

are time dependent only.

Consider the space operation on the left-hand side of

(2.2). Using the expansion (2.8),

G
k

.. (q,.) =
, j , I j

Multiplying by P* and
Yk

the complex conjugate),

I¢. (t) G
k

.. (P )
j,a. ,j,1 a.

a . j j
j

integrating (the asterisk denoting

where

fG
k

.. (q,.) P* do
,j,1 j Yk Ia k · . ¢.

,j,a.,yk,1 j,a.
a. j j

j

( 2 . 9 )

(2. 10)
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A simi lar procedure may be appl ied to the function

(I. I). We substitute (2.8), multiply by P* and
Yk

Zk of

integrate

where

m
II F m • (<ll ) =

i=1 11 0 ,m,l,k si

m
L ( IT ¢ i) I m m (k,y

k
)

,m ._1 S.,CL 1. 0 ,11
01\0 1- I si

( 2. I I )

r m m
A ,11 , k'Yko 0

m
= f IT F m . k (P i ) P* d a

.-111 ,m,l, a Yk
1- 0 s.

I

( 2 • 12)

The vectors A~ and 11~ have the same meaning as those used
iin (2.6) although the range of the indices a must bes.

I

established from the series given in (2.8).

We are now in a position to convert (2.2) into a set

of equations which are only time dependent in the variables

¢. . For the finite-difference method we substitute (2.4)
.J ,a .

j
on the left-hand side and (2.6) on the right-hand side; for

the spectral method we first multiply (2.2) by P* and inte-
Ykgrate, then substitute (2.9) on the left-hand side and (2.11)

on the right. Either of these procedures leads to the fol­

lowing equation:

N

L L
j=1

n.
j
L T

k
.. <¢. )

0..=1 ,j,1 J,a j
j

=

M
L

m=1
[ L

r
m

m
L ( IT ¢ i)
Am i=1 si,a s .

o I

(2.13)

Thus we see that the computational form of the general dif­

ferential equation (2.2) is representationally identical for

both the finite-difference and spectral methods. This simi­

larity allows for the development of a general computation
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scheme applicable to either method. It is only necessary to

note the definitions of the dependent variables ¢. (t) and
J , a.

j

the constant coefficients "a" and "I" as defined by (2.4,2.7)

or (2.10,2.12) respectively for the finite-difference or

spectral methods.

3. Reduction of terms involving the time operator

We consider now a simpler representation of the spatial

truncatioi of our differential equations which is applicable

to either the finite-difference or spectral method. We have,

L L L:T
k

. . CeP. )a
k

. . =

J
. ,j,1 j,a. ,j,a"Yk,1

a j J J

( 3. I )

where B is defined as the right-hand side of (2.13).

Let us now define a column vector

the

the

and

a. elements of
J

point values of

wi II be written

for a given

the variables or

g>. which includes all
J

j ; these may be either

the expansion coefficients

g>. :: {cp. }
J J , a .

J

( 3 .2)

with dimensions (n. x I). A composite vector, including all
J

the vectors of the different dependent variables wi II be

defined as X and written

X - {g>.}
J

( 3.3)

of dimensions (L x I).

Consider now the following matrices involving the time

( 3.4)

• • • 0

• . . a

• • • T
k, N, i

. . . . .
. . . . . .

°

°

. . . .

. . .
. . .
. . .

T k . -
, I

T
k
..

, J , I

T
k

.. I .
, J , I J

operators
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Here the matrices I
j

are unit matrices of dimensions

(n. x n.) and consequent Iy the Tk . . are of the same
J J ,J,I

dimensions. Since the matrices T
k

. are generated as
, I

diagonal matrices with Tk .. on the diagonal, their
, J , ,

dimensions are (L xL).

Finally,

a k . .
,J,a.j'Yk,1

rapidly on a..
J

be written as

let us define a column vector of elements

in which the elements are I isted varying most

and least rapidly on j. This vector will

a I .
k, ,1'Yk,1

a k , I ,2'Yk' i

··
ak,l,nl,yk,i

a k,2, I 'Yk' i

·

( 3 . 5 )

Clearly the vector has dimensions (L x I).

If we introduce the definitions (3.2), (3.3), (3.4),

and <3.5) into (3.1), we have the form,

E Ak . Tk . X = B (3.6)
,Y k, I , I k'Y k

where the ti Ide represents matrix transposition. The elements

of "A" are known either from (2.4) or (2.10), and therefore

the matrix "A" may be combined with the time operator matrix

Tk . to yield a modified matrix. Furthermore, since X does
, I

not depend on the index i , the operator matrices may be

summed over this index to yield

L, Ak . T k •
i 'Yk,1 ,1

(3.7)

k,y k , varying

a time operator matrix of dimension (I x L). If we now write

a vector which has as elements T over al I
k, Yk

Yk most rapidly, and write a similar vector made up of the

elements Bk as follows:
'Yk



12

T :: {T
k

};
, Y k

( 3 . 8 )

T having dimensions (L x L) and B having dimensions (L x I),

(3.1) is finally reduced to the matrix equation

TX = B(X) ( 3 • 9 )

Since the function B is generally a non-·I inear function

of the dependent variable X, an analytic solution for X

as a function of time usually can not be found. We therefore

resort to a numerical solution of (3.9) in time. If we break

the time axis into increments of ~t and assume that initial

values are available at some time t (consider t = 0 foro 0

simplicity), we may write a finite-difference equation to

replace (3.9) at any time t = p~t. Let us select an explicit

extrapolation scheme (Richtmyer, 1957), although this is not

essentia I. We sha II assume that the time operator T at any

time p~t wi I I predict x[(p+I)~t] from al I the previous

values x(j~t) (j~p) which have been calculated and are known.

Thus,

p+1
L T .X( illt)

. 0 p, I
1=

( 3 . 10)

are functions of the matriceswhere the matrices T .p, I

(Eq.3.7) and ~t (the time truncation interval) anda
k

.
, Yk' I

the method of truncation employed. Because we have selected

an expl icit method, the right-hand side of (3.9) wi II be

evaluated at pllt in terms of known quantities. On the

assumption that Tp,p+1 is non-singular, we may substitute

(3.10) into (3.9) and solve for x[(p+IHt], the unknown.

The resulting finite-difference extrapolation equation

becomes,

X[(p+I)~t] = P -1
L T +IT .X( i~t) +

i=O p,p p, I

( 3. I I )
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The first term on the right-hand side is easily calcu-

lated since it is linear in X and all the XIS are known

up to pl1t. The second term i nvo I ves the non I i near products

of X at p~t. To establ ish the value of each element

of the vector X at p6t, we see that it wi! I depend upon

all the values of the dependent variables~. for al 1 time
J , CI. j

increments computed in a linear sense, plus a linear combination

of a I I the non I i near forms at p6t. We thus have the genera I

form,
P
i:: i:: i::U. k .~. (i6t) +

. O' P,J,Cl.
J
., ,Y k ,! J,Cl.

J
"

1= J CI..
J

( 3. 12)

+ i::
j

LV. B. [x(p6t)]
P,J,CI..,k'Yk J,CI..CI.. J J

J

where "u" and "v" can be determined from the matrices of

(3.11),

It is important to note that the dependent variable can

at any time be determined (not including I inear terms) by a

I inear combination of nonl inear products--the functions

B --calculated at the preceding time step. We proceed
k, Yk

now to simpl ify the representation of the functions B
k, Yk

4. Reduction of nonl inear terms

We have seen from (3.12) that the value of each scalar

dependent variable ~. can be computed by a i inear combi-
J , CI. "

J
nation of the nonl inear products "B ll as defined by the

right-hand side of (2.13) and written

( 4 • I )



14

We note that for m= I the terms are I i near in the ~.
J , Ct •

J
and are easily calculated. We shall thus direct the fol-

lowing discussion to terms with m>1 For notational

simpl icity, we shall suppress the indices k,y
k

, although

it shal I be understood that the l's of (4. I) depend on

them.

Before proceeding with this development, let us establish

some definitions which will prove useful in the sequel. Con­

sider the vector X as defined in (3.3). The matrix X

wi I I be defined as a matrix with zero off

ments. The dimensions of each element of

(in dimensions of X and the vector X

diagonal elements

as diagonal ele­

this matrix wi II

be the dimensions of X and the dimensions of the matrix in

terms of its elements wi I I be square and of order L

the number of scaler elements in X. Thus,

L
,. - ...

X 0 · 0

0 X · 0

X - · · · L (4,,2a)

· · · · · · .
0 · · · X

and
L

,. ...... .....

X 0 · 0

0 X · 0

X .: · · · L (4.2b)

· · ·
0 · · · X

etc. Since X is a vector of order ( L x I ) , X wi I I be of
order ( L 2 x L) in the scaler elements ~. The ba r opera-

J , Ct j
tor as defined by ( 4 . 2 ) may be applied to a vector (say X )
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as many times as necessary, and we shal I abbreviate this

multiple operation by the notation,

:}k times
- k •
X :: X ( 4. 3 )

Clearly, xk has dimensions (Lk+lx L k ).

The matrices developed by sucessively increasing the

bar operation on X may be multipl ied; such a product wi II

be defined for convenience as

m _ m-k
II X

k= I
( 4 . 4 )

u
o

Care must be taken to perform the multipl ication subject to

consistency rules for matrix multiplication. However, the

multiplication may be performed in reverse if the matrices

are transposed. This may be seen from the following two

identities:

~ '"X = X

- = -
X X = X X

( 4.5)

( 4.6)

Both identities are apparent from the definition of the bar

operator (4.2a) and the definition for transposition of

matrices. Eqs. (4.5) and (4.6) may easi Iy be extended for an

arbitrary number of bar operations.

Finally, let us define vectors with dimensions identical

to ~. and X but with unit elements;
J

Kl
K2

K. - n. K - . L (4.7)
J J •

KN
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Quadratic products: We consider now a part of the non­

I inear product (4. I) which involves only the quadratic

product of the dependent variables ¢. which we shal I
J ,a j

( 4 . 8 )

Note fr-om ihe definition of ;\ following (2.7) that

1,2.:= «('(1 0: 2 ) as used in (4.8). For given dependent
o Sl' s2

variables represented by 51 and 52, we may sum over al I

elements ¢s. a i for the quadratic product to get the
I' s.

matrix represent~tion

Q
2

:= L L ¢ (I,m m)¢
S S 51 A,~ S2

1 2 2 0

Here ¢ and ¢ are vectors defined by (3.2) and I
Sl S2

as used in (4.9) is a matrix made up of the elements I

given in (4.8) as

( 4 • 9)

I,m m
A ,~

2 0

- {I,m m}
A ,].l

o 0

( 4. I 0)

with dimensions (n
sl

defined in (4.10) is

x n ). Since the interaction matrix
52

independent of a 1 and a 2 ,we assign
sl s 2

the subscript on A to indicate the number of indices by

which Am has been reduced; i.e.,
o

Am :=

2

We now develop a matrix of dimensions (L x L) which is made up

of the sub-matrices defined in (4.10). Since this matrix will

have elements depending on the values of (Sl,S2), we may assume

that for each product of (4.9) only the element corresponding

to (51,52) wi I I be nonzero. Thus,
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· .

· .· .
( 4 • I I )

•. a

•• a

a

a

a ••

a··lm m··a
AQ,J.lQ

a ••

· .

Because all elements except (51,52) in (4.11) are zero, we

may replace the appropriate ~ with X (defined by Eq.s.
I

3.3) in (4.9) and using (4. I I) arrive at the equation

(4.12)

F ina I I y, since

may be made over

complete matrix

X is independent of (51,52), the summation

all matrices of the type (4.11) to yield the

(4.13)

Note that since the matrix 1 m m is no
A2,J.l2

on (51,52), the subscript of J.l has been

indicate the number of degrees of freedom

been reduced. From the definition of J.l

longer dependent

incremented to
m

by which J.lQ has

in <1.2),

This matrix has also been made symmetric to avoid confusion,

02
the

an operation which may be justified by noting in (4.12) that

is a scalar. By introducing (4.13) into (4.12), we get

matrix form of 02 ,

o
2

(4.14)
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Cubic products:

(4. I) by multiplying

(denoted by S3) and

yields

We may express a cubic product of

02 by another dependent variable

taking the appropriate sums. This

( 4. I 5)

o • • • 0

defined as

Unl ike the quadratic case, this equation depends on only one

dependent variable, S3. However, we may simulate the method

appl ied to the quadratic case by generating a square matrix

of dimensions (n x n ) with only diagonal elements and
s3 s3

o XI(2)X'" 0

(4.16)

o O' • • •

with and

Substituting (4.16) into (4.15) and introducing the vector

with unit elements defined by (4.7), (4.15) becomes

(4.17)

The subsequent development follows by analogy to (4.11) and

(4.13). Develop a square matrix in the elements H (defined

by 4.16) with only one non-zero element, a diagonal element

at the location (S3,S3) and with dimensions (L x L) in the

scalars 02 ;
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o • o . 0

(4.18)

o . 0

SUbstitution of (4.18) into (4.17) allows the use of the

vector K (Eq. 4.7) and X to yield

(4.19)

The summation of matrices implied in (4.19) leads to a square

matrix of order (L x L) with only diagonal elements, the terms

Q developed for quadratic products; each of these elements
2

is premultiplied by X and postmultiplied by X. By using

the definition of the bar operator CEq. 4.2a), we may thus

write this sum

(4.20)

( 4 • 2 I )

o

o

o

o

o

o

o

O' • l(n ,N)
53

1<1,2) •

o

o

o

o

r(n ,1)
S3

o

o

o •

o •

1(2,1) •

where
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He re l.l m3 = (s I. S5 ••• s ) and I ( J. , k) - 1 m m( a. 3 = J. , 5 = k ).
~, , , m A2,l.l2 s3 3

Note that I
1

m m is symmetric since it is made up only of
1\3,l.l3

matrices on its diagonal which are themselves symmetric, and

has dimensions (L2 x L2 ). Utilization of (4.20) together

with (4.19) leads to the final form for the cubic product,

Q3 = K x(I 1 m m)x X1\3,l.l3
( 4.22)

Quartic products:

from (4. I) by using Q2
variables,

The quartic product may be expressed

(Eq. 4.14) and two extra dependent

=

(4.23)

where The development now follows identica Ily

the development for the quadratic case with Q2(A~,l.l~) replacing

I 1 m m. We first establish a matrix similar to (4.10),I\Q,l.lQ

with dimensions (n x n ). Next we expand on these matrices
53 54

to create--simi lar to (4.11)--an augmented matrix of dimen­

sion N x N in the 11 m m defined as l~m m with only
1\4,l.l2 1\4,l.l2

one non-zero element in location (S3,S4)' Noting from (4.12)

that ~ , ~ may be replaced by X in (4.23), the sum-
53 54

mation over 53,54 may be applied to this newly created

matrix and it may furthermore be made symmetric in a fashion

similar to (4.13). We now observe that each element of this
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matrix is premultiplied by X and postmultiplied

a I low i ng us to extract these vectors by us i ng the

nition (Eq. 4.2a). We therefore have,

Following the above procedure, 04 becomes

by X

X defi-

(4.24)

(4.25)

or, using the definition for Um
(Eq. 4.4),

and the matrix I m m has dimensions (l2 x l2)
A4,ll4

scalar quantities of (4. I).

(4.26)

in the original

The procedures outl ined above lead to straightforward

generalization for arbitrary products; it is only necessary

to separate the odd from the even products, since they result

in slightly modified forms.

Even products: We may consider al I even products of

(4.1) by letting m = 2£. Following the procedures of

quadratic and quartic products, we find that

(4.27>

symmetric matrix of dimensions (li x l~)where I m m is a
A22,ll22

in the scalar quantities I,m m .
I\O,llo

Odd products: For odd products it is only necessary

to apply the technique for even products and then use the method

for cubic products. letting m = 22+1,
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(4.28)

= KU R, ( I Am m) 0 X •
2R,+1,11 2R,+1 !L

is a symmetric matrix of dimensionsand I m m
A2 R,+I,11 2 R,+1

(LR,+I x LR,+I) in the variables

We may now combine the results of this section (4.27 and

4.28) to give a general matrix expression for the nonlinear

terms of (I. I) as represented by (4. I) which becomes,

M _
L [U (I,2m 2m)U +

m 1\ 11 mm=1 2m' 2m
(4.29)

+KU 1(!,2m-1 2m-I)O lUI]
m- 1\2m-I,11 2m - 1 m-

begins as is seen from

(4'J ), the,a
J

matrices "I" before time extrapolation

(3.12) and (4.29) as follows:

If the reduction of the left-hand side of (I. I) requires

the summation of al I the elements B(k,y
k

) for each variable

summation may be performed on the interaction

r L V. k B(j,a.) =
j a. J,a j , IYk J

J

M _
L [U II U

m= I m 2m m
+

(4.30)

+ KU III I 0 IUI ]m- 2m- m-

II (k,y
k
)-

2m

It is important to note that the general nonl inear product

can be represented as a quadratic form for even nonl inearity

and a simi lar representation for odd products. The matrices
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U
m

can be calculated from their definition at any time,

and the matrices "I" are known (and remain constant) for al

time once the basic equation and the space and time trun­

cation have been established. We shall show subsequently,

how (4.29) may be calculated in a straightforward manner.

Moreover, a program for performing such calculations on a

high-speed digital computer has been developed.

5. Exam pie I: Finite differ~ncemethod

For a demonstration of the finite-difference method

representation of (I. I), let us consider the set of equations

representing atmospheric flow and sometimes referred to as

the "primitive equations." We shal I assume a representation

in cartesian coordinates (x, y, z) with the horizontal motion

in a tangent plane (a plane tangent to the earth at some

latitude) and vertical motion normal to this plane. The

physical system wi I I have no external heating (adiabatic)

and the us ua I - - and genera I I Y highly ace e pta bl e - - hyd r 0 s tat i c

approximation shall not be made. The basic system may be

written,

aY Y-VY 2flxY aVp gkat = - - -

aa Y-Va + aV-Y ( 5 • I )at =

2..E. = Y-VP + ---L.V -Yat K-I

Here Y represents the three-dimensional wind vector with

components (u, v, w) in the three cartesian directions

expressed by the unit vectors (1, ], kL fl is the rotation

vector of the earth with constant magnitude n and compo­

nents (0, 2n cos e, 2n sin e), where e is the latitude of

tangency, p and ex are the pressure and density, respec­

tively, g is the constant acceleration of gravity, and K

is poisson's constant.
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In this system there are five independent variables,

N = 5, and they may be represented by <P. as follows:
J

<P. = (u, v, w, 0., p)
J

( 5.2 )

j = (I, 2, 3, 4, 5)

It is immediately apparent that no reduction of the

I.h.s. of this system of equations is necessary as we may see

by writing the operators defined by (2. I),

Tk .. Tk,j,1
d= = at, J , I

( 5.3 )

Gk .. = Gk,j, I = ok', J , I , J

Scrutiny of the right-hand side of (5. I) shows that

M = 2 ; i.e., we have both I inear and quadratic terms. The

operators F m . k for this system are I isted in Table I.AO,m, I,

I f more than one set of operators appears in the tab Ie, a I I

the sets must be applied to the dependent variables and the

results added. This co~dition represents the multiple products

of operators involving the same variables as discussed following

(1.2). If we moreover add the inhomogeneous term g , Table

together with (5.2) and (5.3) may be used to give the repre­

sentation of system (5. I) in the form (I. I).

We now show how this example may be expressed by sub­

stituting finite-difference operators for space differentials.

As pointed out in Section 2, we must establish a grid of points

at which the dependent variables are to be evaluated. For

simplicity, we shall assume that all the dependent variables

are known at the same set of points. Furthermore, the sepa­

ration between points wi I I be the same in each horizontal

layer, and these layers wi II be equally spaced. Thus an

arbitrary point with coordinates (x, y, z) wi II be found in

the finite-difference net at,



Table!

Space Operators for Finite-Difference Example

F 2 2 . k (m=2, i=I,2)
J.l 0' , I ,

k= 1 2 3 4 5
}l2 i = 1 i=2 i = I i=2 i = I i=2 i:: I i=2 i = I i=2. 0

( I , I ) -I a/ax 0 0 0 0 0 0 0 0

( I , 2 ) a/ay -I -I a/ax 0 0 0 0 0 0

( I , 3 ) a/az -I 0 0 -I a/ax 0 0 0 0

( I , 4 ) 0 0 0 0 0 0 -I {a/ax 0 0{a/ax 1 -I {a/ax N( I , 5 ) 0 0 0 0 0 0 0 0 {a/ax I/K-!
VI

( 2,2) 0 0 -I a/ay 0 0 0 0 0 0

( 2,3) 0 0 a/az -I -I a/ay 0 0 0 0

( 2 , 4 ) 0 0 0 0 0 0 -I {a/ay 0 0{a/ay 1 -I { a / a y( 2,5 ) 0 0 0 0 0 0 0 0 {a/ay I/K-I
( 3,3 ) 0 0 0 0 -I a/az 0 0 0 0

( 3,4 ) 0 0 0 0 0 0 -I {a/az 0 0{a/az I -I { a/a z( 3,5 ) 0 0 0 0 0 0 0 0 {a/az I/K-I
( 4,4 ) 0 0 0 0 0 0 0 0 0 0

( 4, 5 ) -I a/ax -I a/ay -I a/az 0 0 0 0

( 5, 5) 0 0 0 0 0 0 0 0 0 0
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y = qt>y = qt>s z = rt>z

o .2. p < P- I ; 0 2 q .2. Q- I ; 0 < r < R- I

or we may refer to the location in terms of the indices

(xo,YO,zo) ~ (p,q,r). Since we wish to identify each point

by a single index (the number y ), we define (p,q,r) by

the relation

y(p,q,r) = PQr + Pq + P + ( 5.4)

Thus each point is uniquely indexed and the total number of

points will be PQR. The value of any variable at the point

y wi I I be $. , where we include the subscript on y to
J'Yj

indicate the dependent variable to which reference is made.

Since there are N = 5 dependent variable functions, the

total number of discrete variable quantities is L = 5PQR

(see 2.3).

The finite-difference representation of the non-I inear

terms follows the procedure outl ined in Section 2. Let us

select as a representative example the two entries for
2

11 0 = (1,4), k = 4 from Table I. From the Table, (1.1) and
(2.5),

= -~ ~ + ~ !!L1 dX '+dX

( 5 • 5)

+ L: a22 I <P IoE a 2 2 2 $4 2 =I 11 ,2,1,4,a ,Y,+ I,a 2 11 ,2,2,4,a ,Y,+ ,a
a 0 I I a 0 4 '+

I '+
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where we have used the superscript on the a's because more

than one product involving the same dependent variables exists.

Let Y4 represent an arbitrary (but not boundary) point in the

net defined above with index values (p,q,r). We shall use the

centered finite-difference operator to approximate the dif­

ferential operator

~)ax
Y4

( 5.6)

an approximation commonly used and adequate to exempl ify our

procedure. Using (5.6), the coefficients of (5.5) may be

written In Kronecker delta notation,

a12 1 = -0
0. 1 Y4].l ,2,1,4,0. ,Y4

o 1 1 '

a12 2
I

[0a. 2 ,Y4+ 1
o 2 ]= 21:::. x].l ,2,2,4,0. ,Y4 o.

4
,Y4- 1

o 4 4

( 5. 7 )

a22 1
I

[0a. 1 ,Y4+ 1 01]= 2 I:::. x].l ,2, I ,4,0. ,Y4 a. ,Y4-1o 1 1 1

a22 2 0 2
].l ,2,2,4,0. ,Y4 a. , Y4o 4 4

Although these fields of coefficients have PQR elements,

we see that most are zero. These values then yield for the

interaction coefficients,

( 5 . 8 )

a field of (PQR)2 quantities, again mostly zero. We shal I see

later that the zero elements can be el iminated from actual

calculation. There exists a set of interaction coefficients for
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each element in Table I and for each point (k) in the grid.

Care must be taken at the boundaries, but we assume that

appropriate boundary conditions are specified and that cor­

responding finite-difference operators can be unambiguously

specified.

The interaction coefficients (5.8) can be I isted in

matrix form by the procedure outl ined in Section 4, which

needs no further elaboration. The final matrix equation for

this system becomes,

( 5.9)

are derived from apfll ication of the

I and the matrices

the operators F 2 2 I k
~ 0' , ,

contain elements of the type described by (5.8).

where the matrices 1\1 ~1

l' 1
operators F 1 I I k of Table

~ , , ,
o

arise fro m the appl ication of

6 • Examp Ie 2: Spe c t r a I met hod

For an example involving the spectral approach we shal I

use a somewhat simpler physical model--applying more approxi­

mations--than the one used in the previous section, but which

nevertheless incorporates coupl ing of terms involving the

time operators so that the results of Section 3 may be uti I ized.

The model is generally referred to as a "General Circulation

Model" and is very simi lar to one described by Phi II ips (1956>-

The flow field in this model is described by its rota­

tional part (the vorticity) by use of the quasi-geostrophic

and quasi-hydrostatic approximations. The dependent variables

are described in pressure coordinates with spherical surfaces

respresenting constant pressure surfaces having coordinates



30

A (longitude) and j.l (sin of latitude). (Note: The

coordinate notation (A,j.l)is used here to conform to con­

vention. These variables have no relation to the indices

used elsewhere in this paper, and since al I operations are

defined, no confusion should ensue.) The vertical velocity

(in pressure) is specified at the top and bottom of the atmos­

phere. Friction is incorporated at the surface proportional to

the vorticity and non-adiabatic heating is included proportional

to the mean temperature of the atmosphere. * To s imp Ii fy

further, the pressure dependence fs approximated by evalua­

ting the dependent variables at two levels only (finite­

difference approximation in the vertical in which the pressure

interval is one-half the pressure depth of the atmosphere),

and the dependent variables used are the stream functions at

these two levels, derivable from the geostrophic vorticity.

The equations for this system are **

d
[V2~I-h2(~I-~3)J

d~1
+

d(V2~I+h2~3'~1)
K1 (~3-~1)"IT = -2- -dA dO,ll)

d
[V2~3+h2(~1-~3)J

d~3
+

(l(V'2~3+h2WI,W3)
+ Kl (~3-WI)"IT = -2-

dA (lO,ll)

+ K2(V'2~1-3V'2W3) ( 6. I )

The parameters WI , W3 (the dependent variables) are the

~tream functions at the two levels and are functions of (t,

A,ll). The quantities h2 , KI , K2 are constants and depend

on the character of friction, heating and static stabi I ity

(also assumed constant). The Laplacian operator is taken in

a spherical surface.

*The model differs from that of Phi II ips (1956) on this
point.

**This model in spectral form is currently being investi­
gated for its predictive characteristics with support from
the National Science Foundation, Grant GA-761.
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We now represent system (6.1) in the notation of (1.1).

Since there are only two dependent variables, N :: 2 and

( 6.2 )

For the time-space operators defined by (2. I),

a
at

( 6.3)

I ::

From (6. I) wein Table 2.

F m . k are listed in
~O,m,l,

With these definitions, (6.1) may be expressedTable 3.

a s (I. I ) •

The dependent variables ~. are now expanded in terms
J

of orthogonal polynomials in (A,~) where we use surface

spherical harmonics (see Hobson, 1955),

The operators Gk . are listed
,J

see that M:: 2 ; the operators

p (y,~)
a..

J
= y (A,~) =

a..
J

exp CiR, A)P (~)
a. . a. .

J J
( 6.4 )

with the properties

V2 y
a..

J
= -C 2 Ya.. a..

J J

( 6. 5 )

where C2
a. •

J
and R, are constants.a..

J
Thus we have establ ished

the set of time-dependent variables and
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Table 2

Operators

j
k

Gk ., J
for Spectral Model

2

2

Operators

k

Table 3

F m . k for Spectra I Mode I
~o,m,l,

F 1 (m=l, i=l)
~o,I,I,k

2

2

F
~~,2,i,k

(m=2, i = I ,2)

k= 2

~~ i = I i=2 i = I i=2

( I , I ) { v 2a/aA { a/a~
0 0

-'iJ2a/a~ a/aA

( I ; 2 ) { a/a~ {h 2c/aA { h2a/aA {C3/a~
-a/aA h2a/a~ -h2a/a~ a/a"

( 2,2) 0 0 { v 2a/a" {a/a~
-v2a/a~ a/ dA
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It is not necessary to specify numerically the series limit,

and we sha II therefore keep the range as I < CL. < n. ; we
J - J

then have L = nl + n2' Using (6.4), (6.5) and Table 2,

we may represent the a
k

. . for this model from
,J,CLj,yk,1

equation (2.10); this yields as an example for k=l, j=l,

= f G
1

I(Y )y* CACll
, CLI YI

( 6.6)

For the terms involving the F operators (Table 3), using

(2.12), (6.4) and (6.5), we have as an example with 1..l~ =

(I ,2),A~ = (CLi,CL~)

(6.7)
=

All the appl icable terms may be calculated as the above examples

and need not be I isted here in detai I. The functions B
k ,Y k

(Eq. 3. I) are known from evaluation of the type (6.7).

The terms involving variation in time may be uncoupled

following the procedures outl ined in Section 3. In this example

it is not necessary to establ ish the method of time truncation

to perform the uncoupling. Following Section 3 and suppressing

the Index since I=I ,
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( 6.8 )

From (6.3),

:Ji\ . a I. T
k

a (:1 ( 6 . 9)= at = at, J J

From ( 3 • 5 ) and (6.6),

Yl ... nl nl+1 nl+Yl nl+n2
/'v

[ 0 h2 ]A = ... -C 2 -h 2 0 0 ... 0
I,Yl Yl

( 6. I0 )

etc. Using (6.9) and (6.10),

( 6. I I )

Noting the values of the vectors A as described by the
k, Yk

example (6.10), we may spell out the matrix A as follows

assuming n2>nl,

A =

o

o

· .
o •.•

· 0

· .. ...
· . . . . . . .

o

n2
r -.. ,

h2 0 · · · 0 · · 0

0 h 2 · · · 0 0

· . · · · · · · · • n 1

· . · · · · · • • · · .
0 0 · · · h2 · · 0

· . . . . .

I
I
I
I
I
L
I
I
I
I
I
I
I

• • 0

· . .o

· . . . . . . .
· . . . . .

h2 0 · · · · 0

0 h2 · · · • 0

. · · · · . .
0 0 · · · · h2

. · · · · . .
0 0 0

o

o

nl
r---.....-----,

-C 2 -h 2 0 • 0
1

( 6. I I a )
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At this point we deviate from the development of Section 3

because we may write immediately,

A ~ = Bat
( 6. 12)

where

(6.13)

Now assuming that

been evaluated in the dis-

(6.7).

v. k ,the time dif-
j,CX j , 'Y

k
ferential equation for each dependent variable may be written,

the latter vector elements having

cussion above up to and including

A has an inverse* with elements

2
L LV. k B .

. I J,cx., 'Yk J,CX
j
.J= cx. j

j

(6.14)

the uncoupled equation comparable to (3.12), The complete

expression for (I. I) in matrix form for this example (6. I)

can now be written as

(6.15)

where the matrices II are defined by (4.30) using the elements

v from the inverse of A (6.lla) and the matrices I from

the elements of Table 2 developed as in (6.7).

scheme may now be used to solve (6.15) in time,

initial conditions are properly specified.

Any truncation

provided the

7. Calculation procedure

We have seen how it is possible to reduce a general,

nonlinear differential equation (1.1) to the form (3.12) for

numerical calculation. We furthermore note that al I the

*If a degeneracy were to exist in the system, it could
be removed by reducing the number of dependent variables.
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quantities on the right-hand side of (3.12) are known at

any time t = p6t. Since there are L (Eq. 2.3) dependent

variables, there are L equations of the type (3.12) which

must be solved at each time step. The I inear terms offer no

computational complexities since the coefficient fields

U. k . are known for a II time. Therefore we may
P,J,ct j , 'Yk,1

concentrate our attention on the calculation of the nonl inear

terms.

The non I i near terms may be represented--regard Iess of

the order of nonl inearity--by a bi I inear form (quadratic in

the case of even products) as seen from (4.30). If we

represent an arbitrary bi I inear form as

( 7 • I )

where I < t < 2M

the matrices HR,

(4.30) in Table 4.

, we see that vectors DR, I and D~ 2 and, ,
are defined for odd and even products from

Jable 4

Yectors and Matrices of the
Bi I inear Form <7.1) in Terms of (4.30)

Odd Even--
r--.-.J

Dt I 0 K U, m-I m

-Dt ,2 U U Um-I I m

HR, 11
2m

_
I 11 2m

The vectors DR, I and Dn 2 may be calculated from the values, ~ ,
of the vector x(p6t)--known quantities--by usual matrix multi-

pi ication procedures as impl ied by (4.2), (4.3) and (4.4).

Since al I the products are of the form (7. I), we may delete the

t subscript and describe the calculation of anyone of the

bi I inear forms, NL,R.. We note, however, that for each
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equation of the type (3.12)--and there are L of them--

there may exist a bi I inear product of the form (7.1); thus

we refer to the product for a given equation as NL k (l~k~L),

remembering that the degree of nonl inearity of this term is

implied (the subscript!/, having been suppressed).

With elements of D
1

' D2 ,and Hk known,

H
k

= {h .. k} ,
I , J ,

we may estab Ii sh the ordered set

a = (i,j,k,h)
r r

( 7 . 2 )

We now establ ish

From

k
th

.th
J

this set we

equation by

element of

may estab Ii sh the b iii near product for the

mu I tip I y i ng the i th element of D I by the

D
2

by the interaction coefficient h .. k •
I ,J ,

the set (not necessa r i I y ordered) of a I I

subsets a r '

A = {a }
r

( 7 • 3)

This set includes all the information necessary to determine

h .. k does not vanish and define
I ,J ,

The information contained in this set (AI)AIthis subset

the nonl inear products for a given computation time pL1t, and

contains L2!/' elements a We have already seen, especially
r

for the finite-difference method, that many--if not most-- of

the h.. k vanish. We therefore extract from A the subset
I , J ,

of al I elements for which

may now be used to compute the nonl inear products at any time

that the elements of D
1

and D
2

are known and thus extend

the calculation to any desired time according to (3.12)*.

Certain computational efficiencies may be effected as

fo I lows:

*The method described above is extremely well suited to
appl ication on digital computers and has been programmed for
the mode I used in Sect i on 6.



order the set A I such that a I I values of k

ated before and j are changed. We might

a = (il,jl,kl,h l )r r

a = (il,jl,k l +l,h2)r+1 r+1
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I) We note that for a given order of non linea r i ty, say

tl , the vectors 01 and 02 do not depend on the index k

however, the interaction matrix elements do. Thus we should

are incorpor­

have,

etc.

We need now compute the product 01 . °2 . only once and
,11 ,Jl

multiply it by the n+1 values of h, cumulating the results

in the partial sums which will make up the new values of the

dependent variables <P k at t = (p+IJld •

2) If the dependent variables (X) which make up the

vectors 01 and 02 are complex, and certain relationships

exist between the real and imaginary parts*, the set AI may

be further ordered on and j to avoid redundant

multipl ication.

3) For even products of the non I inear terms, we see from

(4.27) that the bi I inear form is a quadratic form. Since the

interaction matrices are symmetric, it is only necessary to

compute one-half of the matrix product, say above the principal

diagonal, and double the values.

*Such conditions might exist so that variables describing
physical quantities are real.
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Many variations of ordering of the subsets a r may be

made depending on individual requirements. As an example,

if storage of elements creates difficulties, the subset a. r

may be expanded to include the number of variations of k which

exist for given and j . Thus i, j ,and k need be

enumerated only once for this set of a with considerabler
saving in storage. The possibi I ities for ordering are many

and need not be detai led; they wi II become apparent when a

computation is prepared.

8. Conclusion

It has been shown that a genera I c Iass of non linea r

partial differential equations in time and space can be

r-epresented in a form which may be easi Iy programmed for

computation on a digital computer. To prepare any set of

equations for computation, a truncation scheme must be

selected to represent the dependent variables as a discrete

set of numbers; cont i nuous so Iut ions a re genera I IY not

available. The computational form described is applicable

for both the "spectral" and "finite-difference" truncation

schemes, two methods most frequently used to reduce the con­

tinuous variables to a finite set. The truncation methods

have been appl ied to the space-dependent aspects of the

variables only. No specific truncation procedure has been

appl ied to the time dependence of the system although how

such truncation might be achieved has been indicated.

In the final computational form, all nonlinear terms

are expressed as bi I inear forms, the matrices of which are

independent of time; i.e., they are not functions of the

dependent variables. The vectors of the bi I inear form depend

only on the dependent variables of the system and are easily

calculated at any time that the variables are known. The

entire form, it is shown, is readily programmable for compu­

tation on a digital computer. The system may furthermore
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be reduced to minimum calculation by deleting al I zero multi­

plications, thereby making it practicable for the finite­

difference method.

Considerable flexibi I ity in the selection of a time

truncation scheme is available for the final computational

form. Since the space truncation has been represented in the

interaction matrices, no confusion between space and time

truncation need be encountered. There wi I I undoubtedly be a

relationship between these two truncation procedures for

computation stabi I ity, but this relationship may be investi­

gated directly from the characteristics of the interaction

matrices. Furthermore, from the properties of these matrices,

some estimates of truncation errors ~ be estab I ished; these

errors wi I I be based on truncation procedures which lead to

stable computations.

As mentioned earl ier, it is not the purpose of this

paper to evaluate the relative merits of the finite-difference

or spectral methods. Since they can both be represented

formally in an identical way, however, it may be possible to

use this representation to investigate the differences and

simi larities of these methods.

Finally, from a practical point of view, the compu-

tat i ona I form of the genera I different i a I equat i on (I. I) can

be programmed for digital computation--at least the nonlinear

terms which involve only space truncation--once and for al I.

Thus each investigator need not prepare a new program for

calculation. He need merely specify his time truncation

scheme, the order of his vector x, necessary initial con­

ditions, the order of nonlinearity (M), and the interaction

matrices II in terms of the non-trivial sets Atm m
Although such a general program has not yet been prepared,

the techn i que has been used sat i sfactor i IY for the mode I

discussed in Section 6 and for simple models such as the

Barotropic Vorticity Equation.
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