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ABSTRACT 

A HIGH-ROTATION GENERAL CIRCULATION MODEL 
EXPERIMENT WITH CYCLIC TIME CHANGES 

The phenomenon of vacillation in a rotating annulus .is studied 

as a possible analogue for the atmospheric index cycle. \.~;th a simple 

distribution of heat sources we attempt to isolate the essential 

mechanisms by which a baroclinic fluid system undergoes periodic 

variations in troughline tilt and vortex growth and decay. 

For comparison with atmospheric wave cyclones, the three­

dimensional flow circulation in the annulus is computed at various 

stages of the vacillation. A diagnostic scheme including the balance 

equation for the horizontal, non-divergent streamfunction, and the 

quasi-geostrophic w-equation for the vertical motion is used. The 

similarity between the annulus flow and the atmosphere is striking. 

The correct position of the low-level cyclone with respect to the 

top surface jet is observed and consequently also similar distributions 

of vertical motion, convergence and divergence. A three-cell pattern 

in the mean meridional motion is evident throughout the vacillation. 

Although boundary layers present at all of the surfaces have 

important roles in the external forcing of the flow, we are mainly 

interested in the mechanisms by which the interior fluid accomplishes 

the various transports required of it. Most important of these is 

the transfer of heat from the sources at the outer wall and the base 

heating ring to the cold source at the inner rim. The eddy heat 

transfer is extremely efficient near midradius, transferring much more 

heat than is required by the source. A strong compensating indirect 

cell is set up to counteract this excess heat transfer. The total 
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heat content of the fluid ;s decreas;no rlurinq the vortex staqe as 

more heat is transferred to the cold source than is provided at the 

sources. 

Two important differences are noted in the enerqy cycle: 

The importance of conversion of zonal potential energy into zonal 

kinetic energy in the boundary layers, and the zonal motions drive 

the eddies, particularly prior to vortex development. 

Intensification of the jet is observed under stable conditions, 

according to the theorem of Charney and Stern (1962). But the more 

general case is fulfillment of the necessary, but not sufficient, 

condition for instability, with both cases of growth and of decay in 

jet speeds being observed. A seemingly unstable configuration of 

potential vorticity in the jet is maintained as the jet axis shifts in 

radial tilt and orientation. The jet maximum does decay at times wher 

the necessary condition is satisfied, but the sufficient condition 

for decay is not known and no quantitative prediction of the break­

down is achieved. Finally we suggest that vacillation may be 

characterized as a quasi-stable oscillation about equilibrium potential 

vorticity states. With only slight variations in rotation or heating 

from the conditions for steady waves, the tendency toward conservatior 

of potential vorticity leads to stable shifts of the jet axis until 

sufficiency conditions for instability occur. 

Russell Leonard Elsberry 
Atmospheric Science Department 
Colorado State University 
Fort Collins, Colorado 80521 
December, 1968 
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Fig. 1 Photographs of top surface aluminum powder streaks at alternate rotations illustrating the 
vacillation cycle with a period of close to 16 rotations. T = 1, upper left; T = 3, upper 
right; T = 5, lower left; T = 7 
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CHAPTER 1 

I f\JTRODUCTI ON 

Purpose. To unders tand t~e comp 1 ex moti ons of the atrnos nhf'l~e, 

it is helpful to isolate the essential features of the circulation in 

simple models. Laboratory models with It·Jidelv differinq arran(Jements of 

heat and momentum sources and sinks, as well as geometries vastly 

departing from dynamic similitude requirements, I,ave ooenecl un the 

possibility of controlled exoeriments on the large-scale atmospheric 

circulations. The existence of experimental analogues, in which 

various requirements of dynamic similitude are not satisfied, can 

indicate which of the various parameters are important in determininq 

the flow. 

Fultz(1952, 1956) and Hide (1953, 1956) have shown that at 

least four distinct flow regimes result when water in a rotating 

annulus is heated at the outer rim and cooled at the inner rim. 

Maintaining the same temperature difference across the fluid, variations 

in rotation lead to transitions between: (a) an axisymmetric Hadley 

cell, (b) steady state progressive wave motion, with transitions to 

higher wave numbers at higher rotations, (c) vacillating wave motion, 

discovered by Hide (1956), and (d) unsteady, asymmetric wave motion. 

The motion, shown by small aluminum particles floating on the top 

surface or various tracers in the interior of the fluid, is surprisin~ly 

similar to large-scale planetary circulations. When normalized in 

terms of the equatorial velocity anrl other characteristic parameters, 

quantitative comDarisons indicate that these controllable ex~eriments 

can be very helpful in the stud'! of atrrlOsDheric dvnarnics. 
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A complete study of these experimental analogues reauires 

infor~ation on their three-dimensional structure. Thus a series of 

(~xneriments at the University of Chir.aQo Vias Dlann'2rl to obtain internal 

'~el"lt)erature a~d tor-s urfac~ vel ocitv riata to d~fi nA th iss tructure 

~or each of the four classes. Having such data. Riehl and Fultz 

I: 1957. 1958) I.'Jere ab 1 e to compute the i nterna 1 f1 O\'IS, as well as 

suggest the mechanisms which maintain the steady-state wave motion. 

Vaisanen (1961) carried out a similar analysis for the symmetric 

Hadley cell. This study continues the plan for the vacillation case, 

based on data taken in the Hydrodynami cs Laboratory of the Uni vers i ty 

of Chicago by Professor Dave Fultz. 

The ohenomenon of vacillation may take on many variations 

clepending on the heating and rotation rates for the oarticular geometry. 

Ffeffer and Chiang (1967) have described a type of vacillation which 

involves amplitude variations only. In this case we interpret 

vacillation to be the cyclic variation of troughline orientation (with 

respect to radial lines) and wave amplitude (Figure 1). The trouqhline 

af the surface streamflow varies from a southwest-northeast (north 

toward center of rotation) "tiltH through a radial orientation to a 

southeast-northwest tilt. That is, the sense of the angular momentum 

transfer by horizontal eddy motinn reverses over the perio~ of the 

cycle. As the wave moves into the SE-NW tilt larqe cyclonic circulations 

develoD in the trouQhs. Thus with a oeriod of 16 rotations, the surface 

flO'.'I goes throu0h a reversal of "eddy" anoular mO"1entum flm'i 0'10, 

intuitively with the analoov to develoonent of vortices in the 

a tmosohere. a vari ati on in heat fl O~'I. '-Jhil e the anaul ar mOf'lentum 
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and heat fluxes are not explicity related to the troughline tilt, this 

tilt is considered the essential feature of vacillation (Fultz, 

personal communication). 

The atmospheric phenomenon for which vacillation in the 

annulus is an analogue is the index cycle. A "cycle" in values of the 

zonal index, the longitudinal mean of the surface geostrophic wind, 

has been qualitatively associated with changes in the large-scale 

atmosphere circulation. High index values occur with zonal motion, 

aHernating with low values which occur when disturbances form and 

meridional motion is more dominant. While the concept of an index 

cycle has proven useful in a descriptive sense, attempts to obtain 

quantitative evidence for its existence have generally failed. 

By studying the vacillation which involves a simple 

distribution of heat sources, we hope to isolate the essential 

mechanisms by which a baroclinic fluid system is able to undergo 

periodic variations. Atmospheric waves at best undergo quasi-periodic 

variations for only short periods. However since the present 

forecasts for longer than a few days are mainly statistical, an 

increased understanding of the factors involved in the development 

and maintenance of quasi-periodic variations would be of considerable 

value. 

Experimental conditions. Details of the experiment and the 

associated equipment are contained in Fultz, et al (1959) and a 

series of contract reports (e.g. Fultz 1964). The annulus has an outer 

radius ro of 19.525 cm, an inner radius ri of 7.825 cm, and is filled to 

a depth of 7.00 em with water containing a small amount of detergent. 



Fig. 1 Photographs of top surface aluminum powder streaks at alternate rotations illustrating the 
vacillation cycle with a period of close to 16 rotations. T = 1, upper left; T = 3, upper 
right; T = 5, lower left; T = 7 
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Heat is added to the fluid at the outer rim by mAans of 

heating coils in contact with the rim. Heat is also added by a base 

heating ring extending from r = 0.6 to 0.8 since, from exnerience, 
ro 

this helps to make the vacillation periodic and shifts the jet inward 

from the wall. Total nominal heatinq of 95 watts, 80 at rim and 15 

at base, is comparable to the 100 watts used in the symmetric case 

(Vaisanen, 1961) and the three-v.Jave case (Riehl and Fultz, 1957, 1958). 

However all of the heating was at the rim in those cases. Thus the 

main difference between the experiments is the rotation rate 
_1 

o = 0.05, 0.3 and 0.5 sec for symmetric, three-wave and five-wave 
c 

vacillating cases. 

The parameter most important in distinguishing the regimes is 

the thermal Rossby number RoT =(r:o~ ~6~ which is the ratio of the 

thermal wind to the equatorial rim speed r o. Here we use the o 0 

nctation of Fultz (1959) where € is the thermal expansion coefficient~ 

.Qrl is a typical radial temperature gradient, 6 is the depth, and 
M 

f = 20
0 

is the Corio1is parameter. Values of RoT for the respective 

experiments are 3,0.19 and 0.025. 

Plan of the research. Having shown that the surface flow 

patterns are analogous to those in the atmospheric index cycle, we 

first establish analogy of internal circulations as well. The available 

data include the surface velocities from the photographs of Figure 1, 

and the temperature field throughout the field. 

In Part A on the structure of the flow, the technique for 

computing the horizontal streamfunction is discussed. Although the 

quasi-horizontal flow in the interior can be made visible by dye 

releases and other techniques, quantitative measurements are difficult 
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and are used only to check the computed streamfunction patterns. As in 

investigations of atmospheric energetics and mechanisms, the computation 

of the vertical motion in the annulus is crucial. We here use the 

so-called w equation which is also used for large-scale atmospheric 

vertical motion calculations. 

To complete the atmosphere-annulus analogy we compute in Part 

B the various statistical parameters which specify the general circula­

tion. Other than the mass balance implied by the continuity equation, 

there are several constraints which the flow must simultaneously 

sati s fy. By computi ng these quantiti es we can determi ne the mechani sms 

by which the fluid transfers heat and momentum from sources to sinks. 

The generation of potential energy, conversion to kinetic energy and 

then the dissipation of kinetic energy form the links in the energy 

cycle. Here the vertical motion calculations are very important in 

the transformations between various energy forms, although the kinet'ic 

energy of the vertical component is negligible. Thus in Part B how the 

vacillation occurs is described in terms of general circulation 

balances and integral constraints. 

To explain why the vacillation occurs we look for an in­

stability criterion involving both baroclinic and barotropic effects. 

When applied to coordinates aligned with the jet stream, the criterion 

predicts the growth and decay of the jet stream. Further considerat'ion 

of the potential vorticity suggests the explanation for the occurrence 

of vacillation versus steady state "'laves. In conclusion we discuss the 

various factors involved in comparing the vacillation in the annulus to 

the index cycle in the atmosphere. 



CH.t'.PTER II 

DATA 

As in Riehl and Fultz (1957) the internal f1m'l velocities I'Ii11 

be computed using (a) surface velocity measurements and (b) temperature 

(converted to speci fi c volume) meas urements in the i nteri or. The tem-

pel'atures were digitally recorded each rotation and, as shown later, 

wet'e converted to val ues at times corresponding to a surface photoqraph. 

Each of the five waves goes through the vacillation cycle 

nearly simultaneously. Fultz (1968) has isolated the sliqht ohase 

lead of one or two of the waves with respect to the others as probably 

belng due to a slight ellipticity in the bottom surface. This has only 

a small effect on the temperature data which is the mean of three 

thermocouples in three differE:nt waves. In each of the diagrams we 

present only one wave implying that all five are exactly identical in 

the structure and development. 

Top surface flow. The kinematic Rossby number R = ~ 
r o~Go 

is an important parameter for comparison between experiment and 

atnosphere, as was suggested by Rossby (1947). Since R is the ratio 

of convective to Corio1is accelerations, the value of 0.09 based on 

thE~ surface jet speed i ndi cates that the moti on was 1 ess ageostrophi c 

than for the three-wave case where R-0.2. And with R«l the use of the 

w-equation is justified for computation of the vertical motion. 

The most distinguishable feature of the photographs of the 

sUl"face f1m'l is the orientation of the jet streams. '.·!ithout detailed 

analysis of the streak measurements, it is possible to specify the 

various stages of the vacillation. The time at which the tilt of the 

troughline vIas advancing from "Jest to east tl,rough the radial 
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orientation was chosen as the beginning of cycle time. Because the 

vacillation is periodic, linear interpolation between sucessive radicl 

orientations specifies the time variation. For most of the experiments 

this interval is very nearly 16 rotations. We then can specify the 

cycle phase time t of photographs taken each rotation on a scale from 

o to 1. However in the diagrams we soecify the time as rotations 

(1 to 16) past the beginning of the cycle corresponding to the 

particular series of surface photographs. 

A longitudinal grid moving at the same speed as the wave i~, 

utilized. The zero point of this wave longitude grid is chosen to 

be the midpoint between the outward and inward surface jet maxima at 

midradius. Again without detailed measurements of the streaks one 

is able to specify the position A of a streak (or a thermocouple) with 

respect to wave zero longitude (WZL). Of course the latitude is 

specified in terms of equal radial increments. 

Data in a coordinate system moving with the wave can be con-

verted to a coordinate system fixed to the pan knowing the velocity 

of the system. Table 1 shows the displacement of the WZL (defined at 

mi dradi us) vers us cycle ti me. Because of the ti 1 t of the trough, the 

local wave speed varies with radius. 

Wave speed 
T = 1 

3 
5 
7 

Table 
(Odeg long./revolution) vs 

5.6 T = 9 
4.55 11 
4.45 13 
4.85 15 

cycle time 
5.4,5 
5.9 
6.25 
6.3 

Fi gures 2a to d show the i sotach ana lyses deri veri from the 

streak measurements. Largest velocities of 9 per cent of the rim 

speed are reached very near the inner cold \I/all. This jet at the inner 
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Fig. 2a Velocity of top surface from length of aluminum 
powder streaks, expressed as per cent of equatorial 
(outer) rim speed. T = 1 (top) and T = 3. 



Fig. 2b Same as Fig 2a for T 
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Fig. 2c Same as Fig 2a for T = 9 (t ) op and T = 11 
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Fig. 2d Same as Fig 2a for T = 13 (top) and T = 15 
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wan is a permanent feature, reaching maximum speed. in the open wave 

stage and minimum in the vortex stage of the flOl'1. The surface flovl is 

also marked by strong meri~ional jets. In the vortex stage, the jet 

wraps around the vortex with an easterly jet of five per cent to the 

no'rth and five per cent in a secondary northerly jet on the west. 

A second feature of the upper flow important to momentum con­

siderations is evident. ~A/hen the tilt of the wave axis is northwest­

southeast with respect to a radial (north-south) orientation, the 

eddy flux of westerly momentum is directed outward since the outward 

flow has a larger westerly comoonent than does the compensatinq inward 

flow. Later the tilt becomes northeast-southwest which Starr (1948) 

suqgested was the orientation that large-scale atmospheric eddies 

assumed in order to transfer westerly momentum poleward (inward). 

At least in the upper layers, the vacillation has an associated 

reversal of angular momentum flux. \~e will later consider the 

importance of this reversal in maintaining the energy of the large­

sCdle eddies. 

Temperature. Measurements sufficient to define the three­

dimensional, time-dependent thermal structure, with only a few thermo­

couples so as not to disturb the flow, require repetition of the 

experiment. Thus the requirement for closely controlled experiments 

and highly periodic vacillation. The technique by which a trace 

from a thermocouple stationary l'lith respect to the annulus is con­

ve'''ted to a lonqitude-cycle phase time diagram, and then to horizontal 

maps of the thermal field, is aiven in Anpenrlix A. 

Fi qure 3a shows th~ meri di ona 1 cross-secti on of the overa 11 

medn temperature after removal of the fllean vert; ca 1 1 apse rate shm'tn 
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in Figure 3b. Over the midradius there is essentially no horizontal 

temperature grarlient, all the qrarlient beinn concentrated near ~0th 

walls. This is a dramatic difference from the at~ospheric case, in 

whic~ large horizontal temoprature grarli~nts exist throuahout the 

middle latitudes. Regardless of this important rlifference, the jet 

streams in the annulus and in the atmosphere have comparable velocitirs 

in non-dimensional units. 

Glass lids placed over the annulus reduced, but did not 

completely eliminate, the evaporation from the top surface. In the 

·Iarge anticyclonic regions with small velocities, the water is 

strongly cooled at the surface and results in an unstable mean lanse 

rate near the top. Ink traces in this layer appear to remain laminar, 

a lthough with stronger evaporati ve 1 ayers, turbul ent eddi es are 

sometimes observed. 

An important feature of the temperature field which does 

not appear in Figure 3a occurs near both walls. Figures 4a and ~ 

show the detailed temperature structure at the inner (cold) and outer 

(""arm) walls. The double structure of the boundary layer is clearil/ 

shown in these overall time-averaged temperature values. A simili:H" 

structure appears in the analytic (Hunter, 1967) and numerical 

(\~illiams, ·1967) treatments as well as experimental observations 01' 

tiH-; symmetric regime. The secondary minimum near the cold \'Iall cc, 

only be the result of up motion and it was this observation w~ich 

;.~omDted the use of a boundary condition of zero vertical motion ~~ 

this region. 

Figure 5 shows the temnerature ~ifferenee at z = 2.5 cr 

bebveen r = 8.20 anc 8.4h em as a functi on of sflace A and time ~'" 
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Z = 2.5 em ') 
, 

r' 8.20- 8.46 em -8 

Temp (IO-2 )C -4 
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Fig. 5 Wavelength (A)-cycle phase time (t) diagram at 
z = 2.5 cm for the temperature difference (10-2C) 
between r ; 8.20 cm and 8.46 cm. Negative values 
indicate colder water at 8.20 cm. 
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Although the overall mean tplYlrJerature rlifference is negati ve (col der a-: 

8.20) as is shol-'In in Fioure 4a, near >,=() the difference is sliqhtlv 

positive, and a variation with time is evident. Conseauentlv a 

maximum in the temperature profile would not be ohserved near \=0 at 

this level. It is thus questionable I'lhether the use of a bounclarv 

condition of zero vertical motion in this region is accertable. 

However a complete treatment to determine the three-dimensional 

velocity structure in this secondary boundary layer would involve 

many data points and a more complex treatment than was felt to be 

warranted. 

An important distinction beb'leen this case and the three-wave 

and symmetric cases is that the mean vertical lapse rate is 10C/cm 

compared with 2°C/em in the others. This appears to be mainly due 

to the difference in the method of heating since the total heat input 

is nearly the same. In the previous cases the heating was entirely at 

the outer vertical wall, but heating at the bottom leads to a less 

stable lapse rate. The actual lapse rate must be a balance betl.,reen 

the externally forced lapse rate and internal adjustments due to 

convection. With the higher rotation rate, horizontal convection 

becomes more dominant and also contributes to reducing the mean 

stratification. 

Horizontal temnerature maps for cycle times at which we rave 

analyzed surface velocity data are constructerl by selectina the 

temperature data at the same cycle time from all (A-t) diagrams Q.l: Cl 

given z. Since temperature values at adjacent radii were separ~t01 

obtained in different eXrJerirnents, some SYlOot1linq 'vas n~quired. 
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Temperature fi e 1 ds It/ere cons tructed for 11 he; ghts rangi ng 

from 0.1 to 6.9 cm, and at the eight cycle phase times correspondinq to 

the surface isotach analyses sho\'Jn in Figure 2. Not all of these 

can be shown, but a representative selectior for four heights at four 

times is shown in Figures 6a to d. 

A striking feature of these temperature fields is the small 

horizontal temperature gradients. In the three-wave case, a range of 

3 to 6 C \Alas present over the hori zontal surfaces. Here isotherms 

range over only 1 C at the top to 2 C near the bottom. Association 

of -these isotherms with the surface isotachs (Figure 2) is easy since 

the tilt and amplitude of the patterns are rather parallel. This 

has important implications for the horizontal eddy heat transfer which 

depends on the phase lag between streamlines and isotherms. 
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PART A. STRUCTURE OF THE FLOW 

CHAPTER III 

TOPOGRAPHY OF TOP SURFACE 

Following Riehl and Fultz (1957) we compute the vertical 

pressure distribution using the three-dimensional temperature field 

once the surface configuration is computed from the surface velocities. 

Since the vertical velocity is very nearly zero at the top surface, our 

knowledge of the horizontal velocity is sufficient to compute all the 

terms in the complete horizontal equations of motion except the 

desired pressure term and those frictional terms involving derivatives 

with respect to height. Measurements in the Ekman boundary layer 

at the top surface are sufficiently difficult that no quantitative ones 

have been attempted. We then must choose between equations ignoring 

only the boundary layer effects, or modify Hide's (1964, 1965) 

equations for this boundary layer, at the cost of neglecting the 

inertial terms compared to the Coriolis term. Since the ratio of 

these terms, the kinematic Rossby number, is small, we choose to 

neglect the inertial terms. 

Hide (1964) solved the boundary layer equations for the 

vertical variation of the velocity components. Assuming the baroclinic 

interior flow is geostrophic, and the surface stress-free, the 

resulting solutions are similar to Ekman solutions (see Appendix R). 

Both the three-wave and symmetric experiments indicated that the top 

surface was not free, the air above the water exerting a drag on the 

surface. Possible contributions from surface viscosity in the presence 

of surface-active agents are not known. From Vaisanen's (1961) 

published momentum balance we can obtain a value for the draq coefficient 
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(CD = 0.01). Including the effect of a stress at the surface changes 

only the bounrlary condition on Hide's solution. f1.s the actual vertical 

variation reoresented by this solution is not important to the present 

discussion we leave the details to Appendix g. T~e velocity components 

evaluated at the surface are a function of the pressure force an~ the 

turning i~ the boundary layer due to baroclinic and frictional effects. 

To then solve for the pressure height h field by relaxation techniques, 

we take the cross derivatives to form the Laplacian of h. From 

Appendix B the resulting equation in non-dimensional form is 

VLh = 2n s - !: V2
a - CO* {-V(s-O ) + (v -v ) ~ + (v +v ) ~ } (1) g 2a ~o h 0 r rae e r ar 0=0 

r = ~ - ~ - ~ is the relative 
'? ae r a r 

vorticity, 0* = (*)1/2 is the Ekman depth, a is specific volume, 

C = 0.01 is the drag coefficient 0 = 1 ~(vrr) + lYft is the two-
D ' h r Clr rae 

dimensional divergence, and V2 = ve
2 + vr

2 is the square of the total 

vE,locity relative to the pan. This and the following equations are 

made non-dimensional using the technique of Fultz, et al (1959). 

A balance between the term on the left and the first on the right 

would denote geostrophic balance. The second term on the right is the 

baroclinic or thermal wind turning, and the last is the frictional 

stress contribution. All terms on the right side of this equation 

at'e known and standard relaxation methods of solution may be user.! 

once the boundary conditions on hare snecified. 

Figure 7 shows the qrid on which the solution was obtained. 

Since the grid reoeats from one wave to the next, a cyclic boundary 

condition may be used alono the radial bounrlaries. Along the first 

row of qri d no; nts adjacent to th~ wa 11 s, ~h de tp.r!ni ner! from thp. 
dr 

vE~locity and temoerature fields with the anqlvtic solution for Vn 
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(see Appendix B) is the reauired boundary condition for the relaxation 

solution: 

- 6* {_ ~ + ~ } + ~ {v V + v V} 
2a ar rao g6 e r 

Relatively small deviations from geostrophic flow are shown 

by the height contours (not shown) which nearly coincide with the 

str'eaks of Figure 1. Thus a balance between only the first 't,'IO terms 

in the equation would be adequate over most of the surface. In the 

ref/ion of the jet tile frictional term is at most 10 per cent of the 

vOl"ti city term. 

One feature of the surface flow which is not represented by 

thE~ above technique is the observation of mean meridional aluminum 

powder velocities outward at most radii. The frictional term results 

in inward drift as would the surface tension, considered by Hide 

(1965). For the rotation rate in this experiment and with the use 

of a detergent solution, the additional force due to surface tension 

is likely to be small. We will show later that outward surface flow 

is a reflection of a strong indirect cell in the interior of the 

flui d. Consequently the assumpti on of geos trophi c flow in the i nteri or 

foregoes any computation of net outward surface flow. 



CHAPTER IV 

PlTERlnp HORIznNT.AL FLOI,! 

Havinq computed the height confiquration of the unper surface, 

ann kno\Vin~} the three-dimensional temoerature (snecific volume) field 

we use the hydrostatic enuation to comnute the heiqht confinuration 

at any interior level. To derive the horizontal flol.<! velocities ','Ie 

use the so-called balance equation. 

Given the pressure interval oP between two isobaric surfaces, 

aap = -goh. For standard soecific volume as' we may ,,,rite 

asap = -gahs ' Eliminating oD and integrating from the top surface 

down, the height of any constant pressure surface is h = h -! oh top as S 

where & is the pressure-averaged specific volume. Now as may be taken 

as 1.0 and ohs is the interval between the standard levels. These 

heights are made non-dimensional by division by roo 

In cylindrical coordinates the divergence equation obtainec! 

by taking the divergence of the inviscid, horizontal vector equation 

of motion may be written 

51-( D ) + D :z - 2J (v v) - _8_( v ') + V 2) + ~ ~ + ~ ~ - 2w = all < h 
dt h h e' r r3r r e r3G 3p ar ap ~ 

where Dh = ~ + (lvrr and the ,Jacobean J (va' vr ) = ~ !Yx. - !Yx. ~ r80 r8r rae ar raG 8r 

and w = ~~ is the vertical velocity in pressure coordinates. 

Assumption of geostrophic motion in the interior would imply droppin~1 

all but the last tltJO terms. The usual meteoroloqical quasi-aeostrophic 

balance equation retains a term involvinq the gradient of the Corio1is 

force, '''ihich is zero for this qeornetrv. A ['lore comoletl';' form \<,hich 

retai ns the .Jacohean ter!11 and the curvature tems wi 11 he used here. 
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That is we neglect the t~rms involvinq Dh and w which are small compared 

to the remainin9 terms. 

We define the streamfunction ~ by the relations v. 
') 

anc v = d~ (vJhere r is pos iti ve i nWi'lrd) and noti nf! that r, r rJO 
the balance equation is 

d 
rJr (2) 

~~ith ellipticity conditions comoarable to those given by Shuman (1957) 

for the atmospheric case, this equation may be solved by an iterative 

relaxation technique. No corrections were necessary at any level to 

prE!Vent the equation from becoming hyperbolic. The initial guess for 

1jJ ~,as the geostrophic field, and geostrophic flow across the inner 

(0.425) and outer (0.975) radii specified the boundary conditions 

there. Successive iterations included better approximations to the 

Jacobean and curvature terms unti 1 only very small changes 1jJ occurred. 

Five iterations were judged to be sufficient. A technique for 

evaluating the Jacobean which also accounts for the variable grid 

lengths in cylindrical coordinates was de.rived following Bring and 

Charasch (1958). 

Figures 8a-d show the streamfunction at the levels 6, 4, 2, 

and 0.1 cm for only T = 1, 5, 9, and 13. Concentrated streamflow 

associated with the jet at the surface is evident at z = 6 cm. In 

lower layers this ooen wave gives way to a closed cyclone under the 

inflection point of the upper jet. Also in the lower layers the 

mo ti on is predomi nantly from the east near hoth walls. At T = 5 a 

relatively huge vortex extends throughout the fluid, with conseauent 

shrinking of the anticyclonic cells. At z = 6 and 4 c~ for T = q the 

wave tilt is from southwest to northeast, but in the lry1er layers, the 
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wave tilt is still northwest-southeast. This continues to be true at 

T = 13, indicating that these lower lavers ~o not ao through the 

large oscillation in wave tilt which tvcifies the vacillation in the 

upper layers. The base heat source ~av helD holrl the oatterns more 

stationary, which has imoortant imolications in the anQular momentUIT 

balance of the whole wave. 

In regions of larae zonal velocity the speeds computed from 

the streamfunctions were checked by releasinq rlye at 10-20 points fer 

four different times. Because the patterns are time-dependent, 

~easuring the displacements over sufficiently long time intervals 

introduces space and time location errors. The computed velocities 

above about one cm depth are within the accuracy of these measuremerts. 

It is easier and quicker to check the rlirection of the dye streaks for 

trans it-i on between eas terly and wes terly components. These checks 

and the orientation of the dye streaklines further substantiate the 

flow patterns illustrated by the streamfunction fields. 

It should be noted that the vertical variation of the 

streamfunction and the location of the cycle relative to the UDper 

level flow are in agreement with the structure of atmospheric 

disturbances. The most significant difference lies in the strenqt1 of 

the low-level easterlies on the outer side of the high pressure cell. 

Riehl and Fultz (1957) found easterlies over the entire bottom whic~ 

they related to the pattern at perhaos 1,200 mb in the atmosphere. 

l·ie nOI'1 CO:~lOute the verti ca 1 Plot; on as a further check on the analog), 

between laboratorv an~ atmosphe~ic circulations. 
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CHAPTER V 

VERTICAL MOTION 

Riehl and Fultz (1957) computed the vertical motions with the 

assumption of conservation of heat, in that case, temperature. 

Because the three waves \'Iere steady this reduced to a statement that 

horizontal and vertical components of temperature advection must bal­

ance. Along isentropic (isothermal) surfaces the horizontal velocity 

components along the gradient of the Montgomery streampotential have 

to be balanced by vertical motion to maintain the stationary isotherm 

pattern. 

In the present case the isotherms are not stationary and the 

computation becomes more complex. Furthermore frequent observations 

of the temperature must be made to determine the time changes. Hhile 

this is clearly possible from the A-t analysis of the temperature at 

each (r,z), we adopt a procedure in which the time change of temperature 

is not required. By using the quasi-geostrophic w equation we use 

data at only one time. Here w is the vertical motion in pressure 

coordinates which may be related to vertical motion w in height 

coordi nates by w = -p gw where pis the dens ity. 

The derivation of the complete w equation occurs in various 

places in the meteorological literature and the reader is referred to 

Appendix C for the derivation and other details as to its use in this 

analysis. Although w from the balance equation is used, only the 

quasi-geostrophic forcing terms in the w equation are retained. We 

also assume a linear relation between the specific volume and tempera­

tDre. The streamfunction was converted to one relative to the wave Wc by 
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subtracting the wave sneed in Table 1: 

v? (llI(J) - ( 2 S I. )? (l ;> Ij I - V '2 {-J (4) , a) } 
;)p? - C 

(3) 

H do d . a(X h' I 11 d t th h th te IT ere III - dt en. o· 3p w 1 cn \'Jas a owe _ 0 vary even oug e r I 

which would offset this variation has been omitted from the right side. 

Once the boundary conditions on ware specified, three-dimensional 

relaxation techniques are userl with the horizontal grid in Figure 7 

at eight equally spaced levels in the vertical. 

It is clear that at the top and bottom levels we may specify 

w = O. The coarseness of the vertical spacing ignores the frictional 

and, at the bottom, thermal boundary layers. Again we use cyclic 

boundary conditions on the radial boundaries, but other considerations 

must be used near the walls. At the walls w is identically zero, but 

the w equation does not apply for the intense vertical motions in the 

boundary layers near the walls. 

L~e showed earl i er (Fi gure 4) that the long-term average 

temperature showed a minimum/maximum as the outer/inner walls are 

approached. A theoretical analysis by Hunter (1967) of the boundary 

layers for the symmetric regime also showed this double structure, as 

did a numerical study by lA/illiams (1967). It was thus assumed that 

at some point just outside of each boundary layer, w = O. However, a 

later, more careful experiment showed that the maxima and minima 

varied with longitude, and cast doubt on the assumption of w = a at 

each gridpoint adjacent to the inner and outer walls. 

Three main features appear for each time in the w diagrams in 

Figures 9a-d. These are two maxima of sinkinq (positive Ul) motion and 

one maximum of upward motion. One center of sinkinn Motion is located 
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T.' ... 

Fig. 9a Vertical motion (negative is upward) at T = 1 
for z = 5 (top) and 2 cm. Units are in mille 
of the equatorial rim speed. 
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at the point Ivhere the jet flows aVlay from the cold \·/all. The other 

two vary in position but are generally in the reqion of maximum 

cyel oni c (descent) and anti cycl oni c (ascent) curvature of the jet. 

Away from the maximum sinking motion near the cold wall, the maximum 

vertical motions, and thus the level of non-diverqence, occurs near 

mid-depth. With the distribution of vertical motion with respect 

to the wave, this leads to divergence (convergence) in advance (to the 

re3.r) of the wave trough at upper levels. 

Thus the patterns of convergence and divergence, locations 

of maxima both horizontally and vertically, and magnitudes of the 

vertical motions are analogous to the atmosphere disturbances. To 

compare numerical values, we need to consider the difference in 

vertical and horizontal scales between atmosphere (1:1000) and 

annulus (1:3), as in Fultz, et al (1959). A value of 20 mil of the 

eqJatorial speed near the maximum of sinking after division by 333 

would correspond to an atmospheric value of 3.0 cm/sec, which is perhaps 

on the low side. 

Divergent part of the velocity. Having computed the vertical 

motion, we can use relaxation techniques to compute the divergent 

streampotential X from the equation of continuity in the form 

V2x. = ~ From the definition of x the additional radial and ap . 

tangential components of velocity due to the divergent part of the 

motion are obtained. Averaged over a wavelength the vr component does 

not vanish, leading to a mean meridional motion. 

To be consistent "lith the boundary conrlitions on w, we force 

x = 0 at the first gridpoint adjacent to the walls. This clearly 

cannot be true in the meal1 since the boundary layers \'/ould be isolated 
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from the interior. However we have no information about the diverqent 

radial component v alonn the wall which would be required to snecify 
r 

a gradient boundary condition on x. 

Since the divergence is small, the additional components 

due to the ~iverqent part of the velocity are generally less than 

mille of the equatorial speed. Consequently the only important 

result is the mean meridional motion. 

Mean meridional motion. Since ~~ is evaluated over two 

vertical gridlengths, only the v between l.n through 6.8 cm could be 
r 

determined. Having the surface values of vr ' the intention was to 

vertically integrate the vr profile to determine the value .just 

above the base since the mass must be conserved. However the surface 

values profiles were sporadic and could not be matched with the mean 

vertical motion and the corresponding v value at 6.0 em. Just as in 
r 

the atmosphere the errors in measuring the velocities are of the order 

of the mean meridional comoonent. Therefore the requirement for a 

heat balance in the layer was used to determine the mean mass flow in 

the layer 6-7 cm, and thus also specify the flow between 0.1 and 1 

cm. This calculation is discussed in Appendix D. 

Figure 10 shows some examples of the Stokes streamfunction 

~ which is defined by the relations v r = ~~ and wr = ~~ in non-
r oZ or 

dimensional units. Of course the computation does not extend into tht? 

houndary layers, where the strong vertical motion is indicated by the 

double arrOl'ls. The three cell structure of the flow is then evident, 

with varying intensity of direct, as well as the indirect, cells. 
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The inflow all along the top and outflow all along the bottom 

at T = 9 is entirely due to the assumption of heat balance for the 

derivation of the mass flmoJ in these layers. Rut since it is only 

the gradients which enter, the circulation in the interior is not 

affected by the calculation in the top layer. Although these diagrams 

mus t be regarded as tentati ve unti 1 verifi ed by the attai nment of 

heat and energy balances, the nature of the mean meridional circulation 

with its three cell pattern in the interior is established. 



PART B. GENERAL CIRCULATION 

After examinino the various aspects of the structure of t~e 

waves in the annulus, we have noted basic similarities as well as 

important di fferences. In the introduction it was noted that the 

surface velocities in the jet were equivalent to those of a moderate 

atmospheric jet stream if both are scaled in terms of the eauatorial 

speeds. In subsequent sections we showed that when a complete and 

consistent set of scale parameters (Fultz, et al, 1959) was used, 

other features of the kinematic structure computed from the balance 

equation were also analogous. A significant difference was the 

strong easterly currents along the base near both walls. 

The strong thermal boundary layers near both walls, as 

w,~ll as the small temperature gradients in the central part of the 

fluid are significant deviations from the baroclinic structure of the 

atmosphere. The vertical motion in the vertical boundary layers of 

course has no counterpart in the atmosphere. However the magnitude 

of the vertical motion in the interior, and the resultant patterns of 

convergence and divergence are quite analogous. We now try to explain 

the mechanisms by which a system which is grossly similar to atmospheric 

w3.ves, can vary in periodic manner, and the influence of the dis-

similarities on these mechanisms. 



CHAPTER VI 

HEAT BALANCF. 

One of the requirements which the fluid motion must satisfy is 

the transfer of heat from the sources at the outer cylinner and at 

the base. Neither the spatial distribution nor the exact amount of 

heat supplied by each of these sources is known, and in part t~e 

fluid determines this heat flow by its very changes in structure. 

Indeed thi s feedback between the flo\1 structure and the heat sources 

is no doubt an important feature in explaining the cycle throu9h 

whi ch the flow vaci II ates. 

Nominal strength of the outer and base sources are 80 and 15 

watts, respectively. As was noted earlier, evaporation occurs in the 

top layer, a cooling of 4.7 watts was estimated from the net loss of 

water over the length of the experiment. Thermocouples in the cold 

source measure the difference between incoming and outgoing water 

and thus the total amount of heat transferred by the fluid motion is 

computable. 

Introducing the bar operator for the azimuthal average 

around the entire cylinder, and a prime for deviations from this zonal 

mean, we may write the heat balance equation as 

2nff~~ rdrdz + 2nJ 2 (vr-;+vr
l 
TI) rdz + 27fJ 2 (w -;+W"'?") rdr = 27fJJQrdrd2: 

(4) 

using non-dimensional quantities T for temperature and Q for the rate 

of heat addition. Here the subscript 2 on the second and third terms 

indicates two vertical and horizontal surfaces are implied in this 

i ntegrati on. It can be shown that away from the thermal boundary 

layers, the molecular conduction terms are neglible. In this 
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formulation the roles played by the mean meridional circulation anrl 

the quasi-geostrophic eddies are distinct. In the latter there is no 

net mass flow across the surface, but heat is transferred by virtue 

of inflowing and outflowing masses having different temperatures. 

In principle all the terms on the left in the above equation 

can be computed, at least down to volume sizes bounded by the grid­

points in the meridional plane. Away from the boundaries of the fluid 

there is no heat source (a considerable simplification from atmospheric 

flows where radiational and latent heat sources are oresent internally), 

and the balance on the left should be achieved. In the volumes 

adjacent to the boundaries, the heat addition/extraction will be a 

residual. However we shall see that it was not possible to carry 

out the latter computation since the terms on the left are not 

sLfficiently well-known as to give more than a qualitative estimate 

of heat sources. 

Cycle mean heat balance. To illustrate the unbalance of the 

computed terms on the 1 eft-hand side of the heat balance equati on, 

we also average each of the terms over the cycle so that the time 

change term goes out. Fi gure 11 shows the cycl e mean heat balance. 

Eddy terms are represented by the ri ght (lower) arrows on the hori zonta 1 

(vertical) surfaces. Since mass balance is enforced, we only list the 

mE~an heat transport above a base value represented by the mean mass 

flow through the side times 273.16. That is we use mean zonal 

temperatures in Celsius units rather than Kelvin. 

Looking first at the boxes (actually annular rings) in the 

interior of the fluid, we see that the unbalance represented by 

numbers enclosed by the smaller boxes is consistently positive near 
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the cold source and negative near the heat source. The meridional 

circulation is arranged in such a way as to lead to convergence of 

heat at outer radii where the eddies lead to divergence, and vice 

VE:rsa in the inner regions. However the unf)alance is, in nearly all 

boxes, such that the mean motion contribution is insufficient to 

offset the eddy term. P .. s the eddy term is likely to be quite reliable, 

t~is pattern is a clear indication that the strength of the meridional 

cE,ll sis strongly underes ti mated. Si nce the hori zonta 1 and verti ca 1 

mE'an flows are coupled by mass balance, the heat balance computed in 

the top layer in Appendix 0 must also be in error since it utilizes 

mE'an vertical mass and heat flows based on the computed ~ at 6.0 cm. 

In the interior the mean radial flow was computed from the 

vE'rtical motions (w equation) using a divergent streampotential. 

First, the main source of error was likely to be the boundary condition 

on this streampotential which allowed no flow through r = 0.425 and 

r = 0.975. These are the radii with the largest radial mass flows 

since the direct cells must transfer the heat away from the heat 

source and to the col d source as the eddy term tends toward zero. 

Secondly the equation was simplified by omitting the effects of Ekman 

boundary layers at tl1e top and bottom, and especially over tl1e base 

hE:ating ring. These effects acting over relatively thin layers induce 

vertical motions which should have been included. 

Although the vertical motion calculation failed to satisfy 

the interior balance requirement, we do wish to examine the role played 

by eddies and mean motion in accomplishing tl1e heat transfer. \~e 

adopt two approaches: in the fi rs t we ass ume that the cal cul ated 

vr values are partially correct, and increase the strength of the 
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three cells to account for the vertically irtegrated unhalance bet1!'le~n 

constant ra0ii. All of the unbalance is then olaced in an additional 

r'lean !'1eridioY)al motion. In the second Ille assume that the heat sources 

at the outer wall and the base ar~ constants given by their nominal 

values and compute the heat transfer at the inner wall. 

Additional mean meridional motion. We take the inner 

position of the direct cell near the outer rim heat source as being 

correctly given by the computed ~r reversal in sign. Then setting 

the correction to the vertically integrated heat transfer to be zero 

at that position and accumulatively adding the unbalances in both 

directions, we assure heat balance. A second requirement to be met 

is that the cycle mean heat transfer at the inner wall be 90.8 ""atts. 

This amounts to a constant offset of the additional mean term and 

does not affect its time variation. It should also be noted that the 

first assumption does not require specification of the base heat 

source but lumps its value into the additional mean term. 

Figure 12 shows the resulting radial distribution of the 

heat transfers. While the corrections are somewhat artibrary, the 

imoortant point in these diagrams is that the eddy heat transf~r is 

large in t~e interior regions and at T = 13 is nearly twice the tctal 

heat transfer. Independent of the particular assumotions above, this 

(~XCE(:'::; heat transfo.r must be balanced by an indirect cell. 1\.1 so 

YH:dtef the iJ/alls the eddies become less efficient anrl there Must hI" a 

direct cell in these re0ions to maintain halance. It is clear that 

Vie cormuted mean term is defi ci ent both in t'1e di rect ann i nrli rpct 

reqions. The arlrlitional mean terM 111akec; WI the deficienc'J to ins!Jrl'l 

t~at the heat transf~r b~lances. 
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As mentioned above the additional mean, and thus the total 

heat transfer, curves in Figure 12 have included in them the base 

heat source. Even so the total heat transfer curve is not a constant 

since the evaporation and time change in heat storaqe have not been 

i ncl uded. Genera 11y there are nearly offsetti ng regi ons of ''1armer 

and cooler water which explains the curvature in the total heat transfer 

curve. 

Riehl and Fultz (1958) also computed an excess of eddy hf'at 

transfer over the constant source to sink requirement. This occurred 

in a smaller region near mid-radius and was balanced by a weaker 

indirect cell. That the eddy heat transfers are so efficient was 

already suggested by the near vanishing of the zonal temperature 

gradient in the middle of the annulus. With the smaller lapse rate 

(1 Clem) in this case, a stronger indirect cell is required to transfer 

the same amount of heat outward needed to balance the excess eddy 

heat transfer. 

To relate the heat transfer to the vacillation cycle we look 

at the computed inflow and outflow of heat from the fluid. Figure 

l3a sholtIS the vertically integrated total heat transport at r = 0.95 

and r = 0.45. These are the computed values without the additional 

mean and without inclusion of the base heat source. The dominant 

part of the mean comes from the top and bottom layers whose ~ r 
values are listed in Appendix D. Two corr~sponding peaks in the 

outflow of heat at 0.Ll5 are also predicted. Even ''lith the inclusion 

of a base heat source of 15 watts, the evaporation and the time 

changes, heat balance is not achieved betl'leen the 0.45-0.95 radii. 
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Inclusion of the additional mean heat transfer as in Figure 

13b will satisfy heat balance. Since this technique appears to put 

in an the heat at 0.95, the difference between the two curves gi ves 

the net heat transfer. This difference is made up of a constant 

evaporation and the time change integrateo over the volume between 

0.45-0.95. The hatched region indicates the times when the mean 

temperature is increasing since there is less heat being transferred 

out of the volume than is being put in. Conversely in the developing 

vortex stage (T = to 5) the heat transfer at r = 0.45 exceeds what 

is coming in at r = 0.95. This agrees with our conception that at 

least one function of the vortex stage is to increase the heat 

transfer. 

Variations of heat input of the magnitude predicted in 

Figure l3b are unlikely since they represent deviations of up to 35 

per cent of the nominal total heat input of 95 watts. As we indicated 

earlier these variations, if they exist, could have been computed if 

the vr would have been correct. However with vr unknown, it is not 

possible to test these variations. One further indication that this 

large of an input variation is not likely is that the temperature-­

time trace near the heat source has a much smaller amplitude than 

that near the cold source. This would indicate that heat storage 

near the heated wall is not sufficient to explain variations of the 

heat inflow comparable to the outflow. 

Constant heat sources. If we integrate over the volume of 

the fluid, the integrated time change of heat content must be equal to 

the net external heating and cooling. Since we specify input and 

evaporation, the knoi"lerlge of the time changes leads directly to the 
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outflow at r = 0.45. This is shOl'ln in Fi9ure 13c by the solirl line. 

As before there is more outflow than inflow in the vortex stage, 

which is being replenished over the remainder of the cycle. 

For comparison we have entered an estimate of the amplitude 

and phase variations from the observed temperature changes in the cold 

source. Because of the mass of water in the cold source, the amolitude 

and time variations actually existing at the cold wall are strongly 

damped. Although the cycle mean heat transfer is well known, its 

time variations are subject to interoretation. Various tests were 

made of the time for an impulsive change at the inner wall to be 

noted at the thermocouples in the cold source. Then a graphical method 

of lagging the observed curve with a time constant of 0.4 of a cycle 

gives the curve in Figure 13c. tr.lhile the amplitudes are comparable, 

there is a phase difference. 

Summary of the heat balance. The eddy heat transfer is 

e>tremely efficient in the middle of the fluid, transferring more 

heat than is required. A compensating indirect cell must be set up 

to balance this excess heat transfer. Since the mean meridional 

motion computed from the divergent part of the motion is not intense 

erough to balance the eddy transfer, an additional mean transfer is 

ccmputed. A stronger mean transfer is required in both of the direct 

cells and the indirect cell. 

A time variation of the heat sources is suggested by the 

computed mean plus eddy transport. However a computation specifying 

constant heat sources and evaporation leads to an estimate of the 

he:at outflow whose ampl itude and phase are nearer to the observed 

variation with time. This does not exclude time variation in the 
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heat sources, but indicates the aMplitude must be smaller than that 

suggested by the computed mean plus eddy transport. 

As an inteoral requirement of the fluid to transfer the heat, 

the variation with time is specified by the time changes of heat 

content. The heat content is decreasing during the vortex stage and 

increasing during the remainder of the cycle (see Figure l3c). The 

net change in heat content is the sum of increases in one region being 

either stronger or weaker than the decreases in the remainder of the 

fl ui d. It liIi ght also be noted that the heat trans fers occur nearly 

uniformly with height at any radius, thus keeping the stability or 

lapse rate nearly the same. 



CHAPTER VII 

ANGULAR MOMENTUM 

A balance of angular momentum sho\</ing the internal redis­

tribution of momentum by eddy and mean motions was not successful. 

In part this was due to the bias in the mean meridional motion, but 

was also caused by inaccuracies in evaluation of the time change of 

momentum. Compared to time changes of temperature or heat content, the 

changes in angular momentum are rapid and are not resolved by taking 

centered differences over large intervals, in this case four rotations. 

Thus we concentrate on estimates of the source/sink at each surface. 

At the top and bottom surfaces (S) the torque due to 

fIi"ictional stress Tez acting at radius r may be expressed as 

!pCoveVrdS. At the top we previously used Co = 0.01 based on two 

estimates from V~is~nen's (1961) data, and at the bottom a value of 

0.05 was estimated from data on channel flow over a flat surface. 

B,=cause the velocity data di d not extend into the via 11 regi ons , 

a''lother approach was taken there. If the time changes of momentum 

are small within the boundary layers, the source/sink must be equal to 

the momentum transferred away from/to the wall by the eddy or mean 

motion. And if the eddy term is small close to the wall, we can use 

the mean meridional circulation required for heat transfer to compute 

the momentum transport. The mean zonal velocity values necessary to 

calculate the momentum transport can be interpolated more accurately 

than the product veV. In fact we assume a linear decrease from the 

first gridpoint at which the velocities are known. 

Averaged over the whole cycle the sources and sinks should 

balance, but we see in the sketch at the top of Fi9ure l4a that there 
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is an unbalance of nine units. This is not bad considering the crudeness 

of the computation, and we assign the unbalance to the sink at the 

top by increasing Co from 0.01 to 0.0175. Then in the lower half of 

Figure 14a we compare at each time the unbalance of source and sink 

with a smoothed time change computed from the total momentum integrated 

over the volume. The source-sink unbalance varies more regularly than 

do the computed changes which, as we noted above, are the differences 

between large numbers. 

Even though momentum balance in the interior was not 

achieved, the vertical sum of the eddy momentum flux v IV I versus r e 
time is shown in Figure 14b. This dramatically illustrates the 

reversal of the flux, changing from the large outward flux at T = 1, 3 

and 5 to the smaller inward flux at the remaining times. 1~liin-Nielsen 

et a1 (1964) show that north of about 50-550 lat. the eddy flux is 

southward, but the magnitude is smaller than the maximum northward 

flux at 350
. Because of the relative magnitude of the jet velocity 

and the tendency for outward momentum transfer, this experiment would 

seem to be more nearly analogous to upper middle latitude flows. 

In the next section we use the eddy momentum flux to compute 

the transformation between zonal mean and eddy kinetic energy. The 

reversal of vrlve l then implies a reversal in the direction of the 

transformation of energy. 



CHAPTER VI II 

ENERGY CYCLE 

A convenient method of summarizing the energy cycle integrated 

over the whole volume is the splitting of the energy quantities into 

their zonal and eddy components. Lorenz (1955) derived expressions 

for these components and the conversions between available potential 

energy and kinetic energy. These expressions, adapted for the 

particular model, serve to describe the development of numerical 

simulations of the general circulation. A number of studies of the 

energetics of the atmosphere have been carried out to compare with 

models. We will present here the results of computations of the 

energetics for the annulus using expressions (derived in Appendix E) 

analogous to those of Lorenz (1955). 

We define the zonal and eddy kinetic energies by the relations 

<K> = 21T lB fri 1/2 i- rdrdp 
9 Ps ro 

<K'> = ~ JPs Jri 1/2 VTL rdrdp 
g Ps ro 

where r i and ro are the radii of inner and outer walls, the integration 

< > being over the whole mass of fluid. Also we use Ps and PB as the 

pressures at the top surface and the bottom. The zonal kinetic 

energy can then be expressed (see Appendix E) 

~~ = C ( K I ,K) + C (p , K) + 0 (i<) 

where C(K',K) = <v IV I 2Ya + IV I ~ > r 8 ar W e aD 

C(P,K) = -<w a> and o (K) = <v F + v F > e 8 r r 
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are respectively the conversions between eddy and zonal kinetic energy 

and bet\1Jeen zonal potential energy and zonal kinetic enerqy, and the 

dissipation since F is the frictional force per unit mass. Subtracting 

this equation from the total kinetic energy integrated over the mass 

generates the eddy kinetic energy equation 

~~I= -C(K',K) + C(P',K') + D(K ' ) where 

Therefore the conversion of eddy to zonal kinetic energy appears in 

each equation but with an opposite sign. In the total kinetic energy 

equation, i.e. the sum of these two equations, this term disappears 

since the advection terms disappear upon integration over all the 

mass. 

The expression for zonal available potential energy is 

deri ved as ~~ = -C (P,K) + C{p I ,P) + G{P) (6) 

Here we have defined 
* 

<P> = <L ~2> 
20' 

* a B (p) = -
T 

<pi> 

a(p) = l!.. ap 

C(P I ,P) = <~ {V; 2.::.. + ;r;r h } > 
o r a r aD 

G(P} = 
*=- -SOT 

< r. > 
01p 

While the zonal available potential energy P depends on the tilt of 

the isotherms in the meridional plane, the eddy term pi depends on 

Ue tilt of the isotherms in east-west l)lane, that is, on the 

alternating war~ and cold oools of water. The conv~rsion from eddy 

to zonal available notentia1 energy contains the nroduct of the heat 
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transfers and the respective zonal temperature gradients in the 

horizontal and vertical. It should be noted that the horizontal heat 

trans fer includes both mean and eddy terms, wh il e only the eddy 

vertical heat transport appears. Generation of P depends on the 

product of the zonal temperature and zonal heatinq rate and will be 

positive if the heat is added at higher temperature than it is 

taken out. 

Again subtracting the zonal equation from the total 

equation yields the eddy available potential energy equation 

"pI IT- = - C{PI ,KI) - C{PI ,P) + G{P I) 

*"Q'T where G{P I) = <8 T > depends on the correlation of the deviations 
crCp 

of the heating rate and temperature from their zonal averages. 

Evaluation of the energy cycle quantities. Of the eight 

conversion, generation and dissipation terms, only the four conversions 

can be directly evaluated. For the other terms, the exact distributions 

of heating and friction necessary for evaluation are lacking. But 

the four unknowns can be determined from the four equations since we 

can determine the remaining terms. From the integrated energy 

quantities versus cycle time we can evaluate the terms on the left 

of each equation and we compute the conversion terms. 

Integration over the entire mass was necessary in the 

derivation of the equations to eliminate advection of energy into the 

volume. Such quantities are difficult to evaluate, but vie are now 

.required to determine the conversions within the boundary layers. Th's 

is particularly important for C(P,K) since the intense vertical motions 

in the boundary layers prove to be the dominant influence. Of course 
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the indirect cell in the interior works against the direct cells at the 

walls. To obtain a consistent estimate of ; throughout the fluid, a 

simple heat balance model based on linear profiles of vr and ;with 

height was used. This is equivalent to Riehl and Fultz ' (1958) 

calculation of ; in the interior knowing the eddy heat transfer and 

assuming minimum energy in the vr profile. 

Because of the inconsistencies in the vertical motion 

calculations, the magnitude of C(PI ,K') is questionable. Another such 

term is that dependent on the vertical heat transfer in C(PI ,P). In 

the atmosphere this term is generally taken to be small, but it is 

relevant in the annulus because of the coupling of the vertical heat 

transfer with the vertical temperature gradient. The horizontal and 

vertical heat transports act in the opposite sense, acting down the 

temperature gradient in the horizontal and up the gradient in the 

vertical. Integrated over the mass the vertical term is about the 

same magnitude as the part of the horizontal heat transfer term which 

is due to the mean motion. 

Since we take 6*=6* (p) only, we evaluate this coefficient 

in the equation of state for the standard profiles of T and a, with 

( -4) * (-4) * the result 1.8 10 <6 <2.4 10 . Although B is nearly constant, 

the lapse rate 0 varies greatly, including passing through zero in the 

evaporating surface layer. To prevent this singularity, a profile of 

6*/0 is extrapolated to the upper surface for use when data at 7.0 cm is 

included. The main effect of this factor is to increase the importance 

of the layer 6 to 7 cm in the weighting before vertical integration, 

perhaps distorting the actual magnitudes. However our interest here 

is to determine the trends rather than attempt exact correspondence. 
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Energy quantities versus cycle time. The variation which I've 

are trying to explain is shown in Figure 15. Of the four energy 

quantities the most regularly varying is the zonal potential energy, 

which decreases rapidly with the initiation of the vortex stage and 

then steadily grows to its maximum near T = 15. Exhibiting the 

identical phase variation (not 1800 out of phase) is the zonal kinetic 

energy. 

The eddy kinetic energy has a maximum in the early vortex 

stage and then decreases strongly before reaching a secondary maximum 

at T = 9. We also note the ratio of nearly three between eddy kinetic 

and zonal kinetic energy. In the atmosphere there is typically equal 

energy in eddy and zonal mean components. 

Almost no variation is shown in the eddy potential energy, 

indicating that the east-west tilt of the isotherms remains nearly 

constant throughout the growth and decay of the vortex. It can be 

shown that the contributions to the time variation of the other 

three quantities from the various layers are in phase. For the eddy 

potential energy the layers are partially out of phase. Table 2 shows 

the time deviations of the eddy temperature variance for the upper and 

lower layers compared to that in the interior of the fluid. While 

the vertical displacement of the maximum and minimum are not a proof 

of vertical propagation, which would require computation of the 

advection of energy, the trend is suggestive and indicates that 

different levels may participate in the conversion from pi to KI at 

different times to maintain pi approximately constant. 

The sum of the four energy quantities, that is, the total 

energy of the fluid is not a constant but is determined by the external 
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Fi q. 15 Kinetic and available 
potential enerqy versus 
cycle time. 
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Table 2 

Time deviations of eddy temperature variance 0r2 (10- 5 ) 

T /l a,Yer 7 + 6 cm 5 to 1 cm 0.1 em 

1 -869 -28 3272 
3 -2317 1048 3062 
5 -1820 649 2153 
7 499 2630 -70 
9 1881 2627 -1642 
11 1782 34 -2971 
13 754 -3145 -3642 
15 91 -3817 -166 

forcing. Visual inspection shows that the minimum total energy is 

reached between T = 15 and 7 when each of the four quantities is 

near its minimum. The maximum is reached near T = 15 when the zonal 

components at their maxima dominate over the eddy terms at their minima. 

This variation is the result of unbalance between generation and 

dissipation of energy which may be estimated from the energy cycle 

equations. 

Energ,Y c,Yc1e ~~ complete vacillation. Over the complete 

vacillation the time change quantities go to zero. Thus Figure 16 

indicates the magnitudes of the energy transformations necessary to 

have a steady state with the cycle mean energies. Also included is the 

maximum and minimum values of each transformation. The overall mean 

of the generation and dissipation must be equal, but the dissipation 

range is slightly larger than the range in generation. 

It is logical to begin the discussion with G{P) since, as 

in the atmosphere, the heating of the fluid at warmer temperatures and 

cooling at colder temperatures is the basic driving force of the 

circulation. Again following the normal atmospheric cycle, the 

conversion C(PI ,P) is such as to develop thermal gradients in the 



68 

east-west direction at the expense of zonal thermal gradients. An 

important difference between annulus and atmosphere is the extent to 

which the eddy potential energy pi is used to maintain the flow. In 

the atmosphere this energy is predominantly converted to eddy kinetic 

energy, although some pi is lost, mainly because of radiational cooling. 

A compensating heat source which acts to increase pi is the release 

of latent heat in the warm sectors of cyclones. In the annulus the 

base heating ring, although adding energy to the fluid, does so in an 

inefficient manner since it acts to destroy pl. By restricting the 

buildup of east-west temperature gradients it retards the development 

of strong vertical shear, although at the same time tending to 

decrease the vertical stability (which increases the possibility of 

vertical overturning). In this way the fluid maintains nearly the 

same local Richardsonls number. 

Only a small amount of potential energy is converted to KI. 

and the dissipation D(K I
) can be larger than this amount only if the 

zonal motion drives the eddies. This occurs at all times except one, 

indicated by the -.23 value, when the eddies drive the zonal motion. 

Examination of only the surface photographs would suggest that the 

direction of angular momentum flux was equally divided between 

inward and outward flows. However the troughline tilt in the lower 

levels clearly indicates that the flux is outward through most of 

the cycle. The upper layer vacillates to enhance or offset the lower 

flux to convert the correct amount of energy to maintain KI against 

dissipation. 

A more fundamental dif~p.rence between the annulus and the 

atmosphere is the effect of the input/output of heat in thin boundary 
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layers. These intense direct cells convert into R" a larqe ai110unt of P 

qenerated in those 1 ayers. Thi sis to SOlne extent offset by the 

indirect co ll in the interior \·,hich tends to convert I( to f) Given 

the accuracy of estimatinq th~ vertical motion from t~e heat haldnce 

model, the direct cells dominate. However this energy is not 

necessarily available to the interior fluid since a large oroportion 

mus t i'E~ used up in the same boundary 1 ayers \I/here it is oenerated 

and converted to maintain the flOl'i against dissipation. The remainrler 

is advected into fluid and is used to maintain K' and the indirect 

cell. 

Time dependent enerqy cycle. Having gained a feeling for the 

importance of various terms in the mean energy cycle, we examine the 

time variation of each energy component equation. A pictorial 

representation (Figure 17a and b) will be used in which the time 

change term is the sum of two conversion terms plus the generation/ 

dissipation term. 

Summarizing the energy cycle with time we note that tne K 

and P' balances are distinguished by near equilibrium between two larqe 

opposing terms. In the third balance P has a small percentage varia­

tion since the two conversion terms are offset by the qeneration. 

An obvious correlation with the vacillation is shown by the K' balance. 

The time change as a function of the unbalance between the conversicn 

C(K' ,K) and dissipation D(K') may be seen in the top surface photo­

graphs (Figure 1). As we indicated earlier, the variation of the 

total enerqv is balanced by the SI'01 of the Generation and riiss;nati( 

terms. The riissipation terms exceerl the Ileneration in the vortex 
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stage, and vice versa from T = 7 to T = 15. Although the individual 

terms are complex, the total energy variation is in phase with the 

heating curve. 

Pfeffer et al (1967) have suggested that vacillation is the 

result of an available potential energy cycle varying between 

maximum and minimum radial temperature profiles. For a given total 

zonal energy (held constant) which exceeds a critical value dependent 

on the bounrlary conditions, they are able to compute the maximum and 

minimum profiles. Figure 18a illustrates a typical distribution. 

For comparison we plot in Figure 18b the temperature 

distribution near mid-depth at the time corresponding to maximum 

(T = 15) and minimum (T = 7) P. \~e expect a sharp decrease in P upon 

the release of baroclinic instability. Pfeffer'S theory predicts that 

the fluid over a wide range of radius (latitude) participates in the 

redistribution of mass, so that inner and outer regions are nearly 

symmetric about the midpoint, except the inner region has a larger 

variation (Figure l8a). This picture is not confirmed in the present 

case. As expected the radial temperature gradient at inner radii is 

much larger at T = 15 before the vortex stage than at T = 7. However 

the situation is just reversed at outer radii ~ith the larger radial 

temperature gradient at T = 7. This indicates that the temperature 

profile associated with minimum P is continuing throughout the cycle 

lnd the growth of the vortex does not make maximum usage of the 

available potential energy. 

TI'IO features of the theory are clearly at variance with the 

observations. First the endpoints of the temperature profiles are 

not cons tant throughout the cycl e. Second if the total zonal energy 
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were cons tant P and K changes waul d be out of ohase. t~e noted in Fi gure 

15 that P and K are in phase. Vacillation cannot be described as a 

simple oscillation between P and K forms of energy. 

Comparison with atmosphere. The most complete investigation 

of the atmospheric energy quantities during a cycle which approximates 

this experiment was that of Winston and Krueger (1961). Temperatures 

at 700 mb only and 500 mb geostrophic winds were utilized. The main 

feature of the cycle was the strong buildup of zonal available potenti~l 

energy, followed by a sharp decline and associated increases in eddy 

available and eddy kinetic energy. Only small changes in the zonal 

kinetic energy occurred. Some of the differences between these 

observations and the results from the annulus can be ascribed to the 

presence of five identical waves in the annulus. Integration over the 

Northern Hemisphere northward of 300 lat. includes waves in various 

stages of development. In fact when the authors examined the quantities 

on a regional basis, the events were almost completely dominated by 

developments over North America and vicinity. 

Qualitative comparison of the two cases shows as good 

agreement as can be expected. Of course the intent of the laboratory 

experiments is to isolate the phenomena, but our computations have 

indicated that the energy cycle is not simole. In hopes of clarifyinq 

these trans formati ons we wi 11 descri be some cal cul ati ons using the jet 

ax-is as a reference frame. 

Relea~ of potential energy_.:!1!. jet coordinates. Riehl and 

Fultz (1957, 1958) emphasized the difference in interoretation one 

gains from examining the vertical motion and the energy transformations 

in coordinates aligned alonq the jet axis. For the steadY wave these 
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coordinates are well-defined, but in the time-dependent problem the 

in:reased complexity of the equations is a hindrance. Furthermore with 

the jet impinging on both walls over considerable lengths, the difference 

in number of data points on either side can seriously distort the com­

putations. Therefore we perform our computations on a grid placed on 

the inward and outward flowing branches of the surface jet with the 

requirement that three gridpoints spaced at 0.05 units are present on 

either side of the jet axis. Because of curvature these gridpoints 

do not always represent equal areas, but by staying away from the 

walls this deficiency is minimized. 

Since the vertical motion profiles in the interior generally 

have maxima near mid-depth, correlation of wand temperature T at 

z = 4 cm should represent the sign and trend in the release of 

potential energy. For this simple calculation we average the values 

at equal distances from the jet axis to obtain profiles of mean 

vertical motion and temperature at seven gridpoints normal to the jet 

axis for both inward and outward branches. Generally eight gridpoints 

along the jet were included in the mean quantities [w] and [T]. 

Figure 19a shows the profiles where we have subtracted out 

the mean quantities [w] and [~]. Here we introduce the symbol -

for the average normal to the jet axis. The outward branch is in a 

net sinking region, whereas the inward jet is in a net ascending region. 

The completely different character of the two branches is shown in the 

figure. Although the temperature'gradient normal to the jet axis must 

be approximately the same, the position of relative sinking and rising 

motion is such as to produce an indirect cell in the outward branch 

ard a direct cell in the inward branch. Maximum ascent relative to the 
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outward jet is to the left in the cold 'A/ater, with maximum descent near 

the jet axi s where the temperature devi ati on is small and of varyi ng 

sign. By contrast in the inward branch the ascent is predominately 

to the right of the jet in the warmer water. To obtain a more 

quantitative indication of the release of potential energy in tI-Jis 

coordinate system we compute the sum of the products of these deviations. 

Figure 19b shows the correlation of [w] and [d where the 

units are arbitrary. Positive values indicate ascent of warmer water 

or release of potential energy. The inward jet releases potential 

energy at all times reaching a primary maximum at T = 5 and a secondary 

maximum at T = 9. This variation depends primarily on the intensity 

of vertical motion rather than shifts in position. More variation 

is shown in the outward jet, changing from mainly building up potential 

energy to a release at T = 15 and T = 1. The minimum value at T = 5 

occurs because of the secondary jet which has wrapped around the 

vortex and appears within the grid of the main outward jet. 

For the jet system to maintain itself the release in the 

inward branch must exceed tt-e energy consumption in the outward 

branch. This is shown to be true by the total curve, except at T = 7 

where the correlation quantities balance. The two jets are of course 

coupled. From the point of view of the anticyclones, some of the 

energy generated on the westerly flank of inward moving air is expenderl 

on the easterly flank as the flow banks toward higher pressure. The 

rl~mainder of the released potential energy is used to maintain the 

kinetic energy aqainst friction. From the point of view of the 

cyclone, the effect of the indirect cell of the QutvJard branch is to 
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maintain and increase the cold dome in the interior. Thus the temper­

ature gradient across the inward jet can be maintained. 

Atmospheric jet streams generally have a similar circulation 

with respect to the jet coordinates. The opposing tendencies in the 

equatorward (outward) and poleward (inward) branches serve to maintain 

and export the ki neti c energy of the jet stream. '4hether the equator-­

ward branch possesses a direct circulation prior to amplification of 

the jet stream is not presently known. But the calculations for the 

annulus suggest that the quasi-balance between the direct and indirec-s 

circulations may be important in explaining the energy cycle of the 

vacillation. We now seek a criterion to determine the factors which 

affect the quasi-balance between the opposing circulations. 



CHAPTER IX 

POTENTIAL VORTICITY CONSIDERATIONS 

Riehl and Fultz (1957) in their study of the three-wave case 

examined the vorticity changes following geostrophic relative stream­

lines on isothermal surfaces. Taking the vorticity variations at 

upper and lower surfaces together, the water moves tOltoJard higher 

vorticity east nf the cyclone at low levels and toward lower vorticity 

at high levels. Qualitatively the theorem of conservation of potential 

vorticity is applicab"le. A quantitative check was not possible be­

cause of the uncertainties in experimental measurements. 

In this section we begin with the assumption that conservation 

of potential vorticity is the guiding dynamical principle of the 

interior flow away from boundaries and diabatic layers. Then we shall 

make use of a theory based on this principle to examine the mechanism 

anj cause of the vacillation. 

We separate the problem into two questions: 1. Given the 

heating and rotation for which vacillation is observed to be the 

ch:Jsen mode of convection, how does this flow maintain its periodic 

nature? 2. Why does vacillation occur when a slightly different 

rotation with the same heating gives a steady flow regime? In the 

neKt section we attempt to show that the observed characteristics of 

thr= vacillation are consistent with linear instability theory for 

miKed barotropic-baroclinic zonal flows. 1'le then suggest on this basis 

hry", only small changes in rotation and heating can invoke either steady 

or vacillating flows. 
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Growth and decay of the jet. In previ ous secti ons we have 

descri bed the energy cycle integrated over the enti re fl ui d. Regardl E~SS 

of which coordinate system one uses, the available potential energy 

changes with time are a characteristic of the vacillation. It is of 

interest however that the eddy potential energy, or azimuthal east-

west tilt of the isotherms, does not change much over the cycle. The 

larger and strongly periodic variation in zonal potential energy, or 

radial tilt, may be related to the heating or enE!rgy input. We have 

already noted that the sudden decrease in P is associated with 

development of the vortex flow. We now relate these developments to ,:in 

instability of the flow. That is we examine the growth or decay of 

jet velocity as the jet satisfies sufficient conditions for stability 

or necessary conditions for instability. 

Since the jet in the annulus possesses both horizontal and 

vertical shears, a mixed barotropic-baroclinic tl~eatment is required. 

Several investigators (e.g. Charney and Stern, 1962, Pedlosky, 1963, 

1964a, 1964b, Mahlman, 1966) have studied the stability of a zonal fl'Jw 

with both horizontal and vertical wind shear. Although the generally 

singular, nonseparable partial differential equation cannot be solved, 

the necessary conditions for stability can be obtained by integral 

methods. With some qualifications for the vertical boundary conditions, 

the non-vanishing of the potential vorticity gradient in isentropic 

surfaces is a sufficient condition for stability and its vanishinq a 

necessary condition for instability. 

In Apoendix F we outline the develop~ent of the above theor~m. 

The important modifications for the annulus are settinq the variation 

of the Coriolis parameter B equal to zero and reolacing the potential 
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temperature by the temperature. Pecause B does not enter in the 

annulus case we reorient the coordinate axis along the jet and apply 

the above criterion, i.e. we look for a change in sign of the potential 

vorticity gradient across the jet which is a necessary con~ition for 

decay of the jet. If the potential vorticity gradient does not change 

sign, the sufficient condition for stability is satisfied and the jet 

should intensify. For simplicity we compute the potential vorticities 

at the midradius in a vertical cross-section through one wavelength. 

Figures 20a, 21a, and 22a show the total velocity at mid­

radius in the layers 21-22, 20-21, and 19-200 C. At each time T = 1 to 

15 the gridpoint 11 is on the troughline at the top surface so this 

approximately separates the outward flowing jet on the left from the 

im'/ard flowing jet. When the upper layer (21-220C) extends into the di­

abatie layer (above 6.0 em), the isothermal surfaces become vertical 

and the computation of potential vorticity is terminated. 

While our intent is to examine the relation between the 

increase and decrease in jet speed as a function of the instability 

of the jet, the shift in the jet axis, or the sharpness of the trough 

which characterizes the vacillation is quite evident in the velocity 

profiles. We later will discuss this shift as a manifestation of the 

tendency to conserve potenti al vorti ci ty, and the 1I0vershooti nqll 

which leads to the periodic shift in amplitude and tilt that is defined 

to be vacillation. 

Fiqures 20h, 2lh, and 22h show the cnrresponrlinq potential 

vorticity profiles in thE~ lavers. Herr Wf~ define tl-Je non-dimensional 

potential vorticity r.n + 2~.1. 
ac, q C -rf-' where the qeostrophic relative 

vorticity r'f! qv:'h taken from the heifJht II fiehh is user! sincr the 
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Ro~,sby number is small, 2n is the Coriolis parameter, and D is the 

di~;tance between the isothermal surfaces. D is made non-dimensional 

by division by one since the normal lapse rate is lOC/cm. Then since 

2n = 2.0 at all points, the q values may be referenced to a normal 

value of 2.0. The gridpoints at which tg changes sign are indicated 

by the vertical arrows and thus are ~ the locations of the jet axis. 

Looking at the outward jet (on left side of the diagrams) 

f1l"st, one notes that the q profi les do change in gradient across the 

jet axis for a large number of the times. In some cases the small 

departures from a gradient of uniform sign may be ascribed to errors 

in the fields, or the grid scale being large with respect to the 

smaller scale features near the jet core. Also the matching of the two 

jets across the shear or troughline (near point 11 on the abscissa) 

1 ei}ds to i rregul ar q values, but to apply the 1 i near theory for a 

"zonal" jet in that region would not be justifiable. 

At best only the sufficiency part of the criterion may be 

strictly checked. Consequently we note that in the top (2l-22oC) 

layer q is essentially increasing from left (anticyclonic) to right 

(cyclonic) across the outward jet for T = 1, 9, 11, and 13. From 

Figure 20a we note that the jet is indeed intensifying at these times. 

HOI/ever for the other two layers the jet speed changes (see Figures 

2la, 22a) as in the upper layer but the corresponding q profiles may 

not be classified as stable in each case. 

The weakness in the theoretical treatment is then evident, 

since only the necessary condition for instability (decay) of the jet 

is given. But the strong changes in slope of the q profiles which 
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occur when the jet is observed to decay (e.g. T = 3 for the outward 

jet) suggest that the concept of potential vorticity may be useful in 

extending the necessary condition. 

One particularly interesting example where jet intensification 

is observed, although the necessary condition for instability is 

consistently satisfied, is shown in Figure 21 from T = 9 through T = 1. 

The q profile maintains nearly the same shape throughout with a 

maximum of positive potential vorticity on the anticyclonic side of 

the jet. This would imply the anticyclonic vorticity is too small 

(negative), and/or the corresponding thickness between isothermal 

surfaces 0 too small. The indirect circulation about the outward jet 

continues through most of this time period. An indirect cell by 

definition increases the potential energy at the expense of kinetic 

energy, and in addition the q profile clearly satisfies the necessary 

condition for decay of the jet speed. Nevertheless the jet continues 

to intensify, illustrating again the need for a sufficient condition 

for instability. The profile with a positive maximum of q well to 

the anticyclonic side of the jet axis is evidently stable, at least 

compared with T = 3 when the axis shifts outward and the jet decays. 

It appears that the degree of freedom in the horizontal allows for 

stable readjustment of the profile until the jet is constrained by 

the presence of the inward jet across the troughline. We will return 

to this hypothesis of stable shifting of the jet axis in the next 

section. 

l>lithout a sufficiency condition for instability, discussion 

of the inward jet can be quite limited. We note that large variations 

in q occur across the jet with the maximum q located on the cyclonic 
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side of the jet axi s on nearly every profi 1 e. Consequently the 

nE'cessary condition fOl" instability is satisfied for nearly all levels 

ard times. 

One aspect of the vacillation which is readily apparent in 

the heat balance and energy cycle calculations is the re-appearance of 

the inward jet at T = 9. This is not identifiable in the surface 

isotachs (Figure 2) and thus was an unexpected feature. But it 

appears that it is important in the continuity of the vacillation 

cycle. Close examination of the inward jet q profiles suggests some 

time continuity between the levels of maxima q on the cyclonic side 

of the axis. This maximum is displaced upward from T = 7 (Figure 22b) 

to T = 13 (Fi gure 20b)" associ ated wi th a subsequent decay of the jet 

profile at each level. In an earlier section (Table 2) we noted 

indications of upward displacement of eddy temperature variance which 

pY'eceeds the intensification of the jet. Again the evidence is not 

conclusive for vertical propagation of energy (and maximum in­

stability), but these indications suggest how the continuity of the 

vacillation cycle is mctintained. The mechanism for vertical propa­

gation of the baroclinic energy is not suggested, but we note that 

there is very small vertical shear at T = 7 (Figures 20a, 2la, 22a) 

and considerations similar to those for the atmospheric case during 

the equinoxes may be rE~levant (Charney and Drazin, 1961). 

In summary the theorem appl i es to the extent that increases 

in jet speed are observed when stable conditions are observed. 

However the more general case is the fulfillment of the necessary 

conditions for instability with either intensification or decay of 

the jet speeds being observed. In the outward jet a seemingly 
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unstable configuration of potential vorticity remains stable evidently 

by shifting of the jet axis. In the inward jet, which nearly always 

fulfills the necessary condition for instability" some evidence for 

vertical propagation of the instability is suggested to help explain 

the continuity of the vacillation. 

Vacillation vers~ steady state. Separate consideration of 

the inward and outward jets illustrates the rather different character 

of the potential vorticity profiles. They are not disjoint, but 

between the two cross-sections the jet interacts with the outer wall 

and very extensively with the inner wall. One feature of joint 

variation of the jets is the consistent sharpening of the troughline 

from T = 5 through T = 15. The outward jet is intensifying throughout 

this period while the inward jet reaches a maximum at T = 11 and then 

decays. And the region of anticyclonic relative vorticity continues 

to expand until it covers a large part of the fluid, but with the 

vortex development the area covered by cycl oni c l~e 1 ati ve vorti ci ty 

dominates. 

Because the Cori 01 is parameter' does not vary in the 

annulus, there are only two degrees of freedom associated with con­

servation of potential vorticity, either relative vorticity changes 

or variations in the thickness 0 between isothermal layers. Thus we 

regard conservation of potential vorticity as a balance between vortic­

ity and thermal fields. For steady waves these fields are in balance, 

but for vacillation our hypothesis is that the fields are sliqhtly 

out of balance. This takes the form of overshooting as the jet 

shifts position to brinC! the thermal (0) and vorticity (d fields intJ 

a stable configuration. Eventually the troughline becomes very sharp 
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and the configuration is unstable with respect to the theorem of the 

previous section. The kinetic energy of the zonal motion is then 

being fed into eddy motion as the vortex develops. 

1.1 • t th 1 t . t . . t V 3 V. t 1 ~e may wrl e e re a lve vor lCl y ~ = ~ - an ln na ura 

coordi nates ali gned along the vel oci ty vector with magnitude V, where 

the radius of curvature Rs is defined negative for anticyclonic 

curvature and n is the normal coordinate positive to the left. Consider 

the tendency for conseY'vati on of potenti a 1 vorti city on the anti-

cyclonic side of the jet. In the outward branch the jet is stable and 

thus V is increasing. Suppose the 0 field with respect to the axis 

varies very little as V increases, then to conserve q the relative 

vorticity ~ must remain constant. Since ~~ is positive and increasing, 

there mus t be a decrease in the curvature vorti ci ty. requi ri ng an 

increase in Rs' This would tend to force the jet to expand into 

celder water, i.e. toward larger values of 0 on the cyclonic side of 

the axis. For the jet to be in equilibrium this tendency to expand 

should be in balance with an increase of 0 in the colder water. That 

is the thermal and velocity fields must be in adjustment, for the 

jE,t cannot ex; s t wi thout the concentrated hori zontal temperature 

field. Now as the anticyclonic jet expands and sharpens the troughline 

fY~m T = 5 to 15 the temperature field tries to maintain its quasi­

equilibrium with the VE!locity. ~Ihile continuing to transfer heat 

inward by virtue of the kinematic and thermal structure, the amount 

of transfer can and does vary. Because the horizontal and vertical 

temperature gradients are proportional in the annulus. the adjustment 

for increasing horizontal heat transfer shifts the laose rate. 

Consequently 0 can come into balance. The general requirement for 
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conservation of potential vorticity reflects the balance between 

vorti ci ty (or momentum) and heat transport requi rements. Tn the 

case of vacillation the variation in the area of anticyclonic or1,"~ 

cyclonic vorticity is interpretated as an overshooting as the pa~'::~,.><; 

tend to, but do not achieve, conservation of potE~ntial vorticity. 

Eventually the shifting of the jet axis creates Ct very sharp trol'qh1ine 

and instability occurs. 

To relate the potential vorticity to the question of 

vacillation versus steady waves we return to a more precise expressiol 

for the isentropic coordinates. Using the temperature T rather than 

the potenti a 1 temperature for atmospheri c case, vie write 

q = sT + f - constant 
~ 
aT 

where ap is the pressure increment between isothermal surfaces. Now 

using Fultz' (1959) notation for the non-dimensional (starred) 

variables, we obtain 

q = S1 Q s*T + f* 
= cxQ!\.t::T q* (7) r 2n 2 

~ 2n 
o 0 3T 

ro '0 

cxo!:'rT 

where 6rT is the impressed radial temperature gradient due to the 

heat; ng. The coeffi ci ent requi red to make the potent; a 1 vc'V"ti city 

non-dimensional involves both the heating and th(~ rotation and is 

ewal to a constant times stoRoT where RoT is the thermal Rossby 

nu~~er defined in the introduction. We emphasize that the potentidl 

vor'..;i city is exp1 i city rel ated to the parameters whi ch determi ne ~/:i" 

f'iow regime which exists in the annulus. And in a different way '~}C 

see that conservati on of potenti a 1 vorti ci ty is a balance between heat 



90 

an1 momentum requirements. !4e suggested above that vacillation may be 

characterized as a quasi-stable oscillation about equilibrium potential 

vorticity states. The heating and rotation which results in such an 

equilibrium state is then a steady wave regime. Since Eady's baro­

clinic stability criterion may be shown (Hide, 1966) to be applicable 

to the annulus, the wave number of maximum instability can he predicted. 

Ea1y ' s parameter mainly depends on the product of the lapse rate and 

the rotation (not at all on the vertical shear), so that a given 

value of q corresponds to a particular dOMinant wave number. Discrete 

changes in heating (changing the lapse rate) and rotation lead to 

discrete changes in wave number as represented by the plot of RoT 

versus Qo (Fultz, et al, 1959, Fultz, 1964). 

Suppose we start from conditions which typify a steady regime, 

anj change the rotation slightly, but not enough to require a 

different wave number. A number of authors (e.g. Kuo, 1956) have 

shown that the effects of rotation and stable stratification work in 

different directions to inhibit the motion. The motion must decrease 

its horizontal scale and increase its vertical scale at higher rates 

of rotation if the static stability is to remain the same. If the 

number of waves around the annulus is not t(l change, and the waves 

extend from wall to wall as they do in the vacillation case, then an 

in,:rease in rotation will require a decrease in static stability or 

laJse rate, which means an increase in D. 

For almost the same heating rate a maximum velocity in the 

jet of 1 cm/sec was observed for the symmetric, three-wave and the 

prl:!sent case. Taking this as the limiting velocity Vmax for this 

heating rate \<le may presume that if the maximum shears are limited 
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by molecular process the maximum relative vorticity will be propor­

tional to Vmax where L is the wavelength. Again the vorticity is 
-L-

proportional to no since L is inversely proportional to n. Because 

the numerator of the potential vorticity depends on no while the 

denominator depends on n 2, there exists the possibility that only o 
small changes in n with the same heating rate will result in over­o 

shooting as the flow tends to conserve its potential vorticity. As 

no continues to increase larger wave numbers will develop and con­

sequently larger relative vorticities. Even so the adjustments in 0 

will eventually dominate and an irregular wave regime will be the only 

possible flow. 



CHAPTER X 

CONCLUSION: ANNULUS --ATMOSPHERE ANALOGUE 

Structure of _the flow. It is surprising how nearly similar 

the annulus flow is to atmospheric cyclone waves considering that 

dynamic similitude is violated in many respects. Previous models, 

including numerical modtels, have shown that relatively crude assumptions 

st"ill produce flows analogous to those in the atmosphere. Evidently 

th(~ requirement that a rotating, stratified fluid transfer a given 

amount of heat is best accomplished by quasi-horizontal convection 

of the type observed in the atmosphere. While momentum must be con­

sel"'ved, this constraint evidently is subservient to the heat transfer 

requi rement. 

Among the flo\~ features which we have checked for similarity 

with atmospheric waves are the temperature, streamfunction and vertical 

motion. In the meridional cross-section, we noted that the fluid was 

nearly barotropic over the base heating ring, with concentration of 

the horizontal temperature gradients near the walls, rather than in 

th(~ IImiddle latitudes ll as in the atmosphere. Smaller horizontal 

temperature gradi ents are observed in the upper 1 evel s of the annul us 

compared wi th those below the atmospheri c jet stream. However the 

vel~tical structure of the temperature field is analogous since the 

ax-is of cold water tilts forward with height. Because hydrostatic 

balance holds, the vertical tilt of the streamfunction field will be 

as in the atmospheric case. Consequently the low-level cyclone is 

located under the inflection point of the upper level jet. Theoretical 

analyses, such as Eady (1949), have shown that this variation of 

temperature and streamfunction is necessary to transfer heat northward, 
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the main requirement of the flow. To provide the energy to maintain 

the flow against friction the vertical motion must be such as to lift 

warmer water relative to sinking colder water. The comruted vertical 

motions in the annulus accomplish this with patterns analogous to those 

"iii the atmosphere, other than the maximum of sinking motion as the 

Wcl.ter comes away from the col d source. Patterns of convergence­

aivergence relative to the wave are as in the atmosphere. We were 

thl:S encouraged to examine the mechanism by which the annulus flow 

repeats in periodic manner, to obtain clues for similar atmospheric 

behavior. 

Effects of annulus geometry on the flo~ mechanisms. One 

aspect of the annulus flow which has been emphasized is the coupling 

of the boundary layers with the interior flow. Since the energy and 

momentum sources are separated from the interior by boundary layers, 

what is made available to the interior is related to the time changes 

occurring in the boundary layers. For a diagnostic study such as 

this one, we require sufficient data at points near and in the boundary 

layers to define the large gradients of the variables, particularly 

the double structure. This data cannot be taken simultaneously 

because the physical presence of the present measuring devices disrupts 

the flow. 

Since it is only the internal flow structure which is 

analogous to the atmospheric disturbances, we are mainly interested 

in the manner in which the fluid adjusts itself to accomplish the 

vdrious transports required of it. To that end we have att~mpted to 

iso-late the coupling with the boundary layers, tacitly assuminCj t~!jt 

SJJrces and sinks passively provide or accept the requirerl energy. 
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HO'A'ever the i nabil i ty of the fl ui d to trans fer the heat between the 

walls with a stable momemtum configuration for this rotation rate, 

precludes complete decoupling. A very intense production of zonal 

kinetic energy in the ve~rtical boundary layers is mainly offset by 
/ 

thE~ dissipation in the same layers. Some of this zonal kinetic 

energy is necessary to maintain the interior flow, since there exists 

a conversion of zonal to eddy kinetic energy, which is in contrast 

to the atmosphere. By changi ng the temperature 1 apse rate and the 

zonal wind profile near the walls, the momentum source or sink as 

well as the available potential energy generated by the heating and 

cooling are affected. 

In addition to the existence of the thermal boundary layers 

at the vertical walls, the requirement that all the heat be transported 

from wall to wall is a more s tri ngent requi rement than for atmos pheri c 

waves. This is partiall'y modified by the base heating ring since that 

portion of the heat comes in closer to the cold source. Nevertheless 

an important feature of the vacillation is the extreme efficiency of 

thE~ eddy motions in transferring heat. A strong indirect cell is 

requi red to compensate for the "excess II heat trans fer by the eddi es . 

It is mainly the requirement of nearly constant radial heat 

trctnsport which requires wall-to-wall amplitude of the waves and affects 

thedr dynamic character. In the radial direction the horizontal 

scale is forced, and only the wavelength is adjustable for differing 

rotation and heating rates. This may not be entirely true in the 

ste~ady three-wave case, where the surface jet does not closely approach 

the outer wall. Furthermore the excess of eddy heat transfer over the 

required heat transfer -is much sTTJaller in the three-wave case. This 
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suggests that at the lower rotation rates the direct cell at the outer 

wall is effective in transferring the heat over a greater radial distance. 

The eddies are not required to transport an excessive amount of heat 

over a very large fraction of the radial interva~! gap, and thus the 

amplitude of the surface jet is not wall-to-wall. 

An interesting feature of the three-wave case, which may be 

related to the smaller amplitude of the surface jet, is the observati~n 

that the outer wall did not strongly participate in the momentum 

balance. In the present case the impinging of the jets on the outer 

wall suggests that some angular momentum ;s lost to the wall. A 

different arrangement of source and sink at the walls must be related 

to the other surfaces, particularly the base. 

It has already been pointed out that the base heating ring 

has several important effects on the thermal structure. First it 

decreases the east-west temperature gradients and thereby destroys 

eddy available potential energy. Secondly it decreases the vertical 

stability. It also serves to concentrate the horizontal temperature 

gradient near the walls. The largest vertical shear is then located 

near the walls, correspondinq to the strong easterlies near the 

bottom. However over the base ring the zonal motion is still westerly. 

This momentum source/sink arrar.gement broadly corresponds to that in 

the atmosphere although the magnitudes are somewhat different. 

Because the easterlies near the outer wall are stronger and at a 

larger torque arm, this should be the major angular momentum source 

region. Then since the predominant sink appears to be the inner wall, 

one would have expected net inward momentum flux, an arrangement 

similar to the atmosphere. But we have shown that at the lOI'ler layers 
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the troughline tilts northwest-southeast over the entire cycle, thus 

net outward eddy momentum flux occurs. The mean meridional circulation 

accomplishes very little net transport since there is almost no 

vertical shear over the base heat source. As a result of this and 

inaccuracies in the time change term, the momentum balance was not 

successfully resolved. 

An effect which has not been treated qualitatively is the 

presence of the evaporating layer at the top surface. Of what im­

portance this unstable layer is compared to the stable stratosphere 

above the tropopause is not known. 

The variation of the Coriolis parameter, or the S effect, 

is one of the most important of the atmospheric effects which is missing 

in the annulus. Since Rossby (1939) showed that neutral barotropic 

waves on the S plane have wavelengths comparable to those of the long 

waves in the atmosphere, much importance has been attached to this 

effect. We have already noted that the stability of the zonal jet is 

dependent on the northward gradient of potential vorticity on an 

isentropic surface, and thus includes 8. In the present case we have 

shown that application of this criterion to the branches of the jet 

agreed fairly well with subsequent growth. When the jet was stable 

the vorticity and thermal fields were in balance. For the atmosphere 

the S effect is an additional stabilizing factor, at least for zonal 

jets, indicating the atmospheric flows may become more out of 

balance than the annulus jet before becoming unstable. Thus in the 

atmosphere much s trongeY' cycloni c and anti cycl oni c shears occur near 

the jet axis. It is important to emphasize that this is only a 

necessary condition for instability. However when the sufficient 
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condition for instability is reached, at least the possibility for 

stronger readjustment exists in the atmosphere than in the annulus. 

This may be another factor in preventing the occurrence of periodic 

cyclone development in the atmosphere. 

A secondary effect of B is the tendency for northward propa­

gation of cyclones in the atmosphere. Even if such an effect were 

included in the annulus (Fultz and Kaylor, 1959) the presence of the 

inner wall still constrains the motion more than in the atmosphere. 

This also assures that the same disturbance is available in the 

annulus for subsequent intensification in the next cycle of the 

vacillation. 

Arguing from the analogy with the annulus, one would look 

for conditions in the atmosphere which have somewhat the same 

character. Flow in the upper middle latitudes is indicated by the 

momentum flux characteristics. The smaller heat transport requirements 

and the larger vertical component of the earth's rotation at higher 

latitudes are in agreement with general experimental conditions. 

Certainly the analogy with traveling cyclones and anticyclones and 

the associated polar front jet would be better than for conditions 

dominated by a strong quasi-stationary subtropical jet. 

Carrying the analogy further one would look for more baro­

tropic intensification of the jet similar to the model of Kuo (1951). 

In that model the energy for intensification was added from a baro­

clinic layer below during dormant periods, and the subsequent redistri­

bution of energy in the form of an index cycle was predicted from 

barotropic instability. In the experiment the energy is added almost 

constantly and the redistribution is determined by a mixed baroclinic-
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barotropic instability. The annulus geometry acts in various ways to 

constrain the model to make it periodic. An investigation of an 

atmospheric index cycle occurring in the regions mentioned above is 

necessary to indicate whether the mechanisms which allow periodic 

motion in the annulus are operating in the atmosphere. At lower heat 

transfer requirements the development due to baroclinic instability 

with its vorticity transport requirements could lead to overshooting 

which is still stable. Consideration of the potential vorticity on 

isentropic surfaces and the further investigation of sufficient 

conditions for instability in the atmospheric case are required to 

complete the annulus-atmosphere analogue. 
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APPENDIX A 

PROCESSING OF TEMPERATURE DATA 

Longitude-cycle time measurements. A thermocouole placed at 

a particular radius and height will trace out the temperature profile 

as the waves move eastward relative to the annulus. Each rotation 

the temperature is read and a photograph taken so that the thermocouple 

can be located relative to wave-zero longitude (WZL). The sequence of 

photographs through the vacillation cycle also defines the cycle time 

at each rotation and temperature measurement. In the sketch let this 

temperature be at point A on the longitude (A)- a D 
...----r"-~---, 

cycle time (t). Since the wave moves to the 
t 

x 

east, the next temperature measurement at 
A 

~ x t. ~ __ *';t_ .R __ _ 
1 X x 
1 point B will be nearer to the wave zero 

longitude (A=O) at the new cycle time. As -0.5 a 
x C 
0.5 

the thermocouple passes into the next wave at point C, the series of 

points continues from the right side of the diagram. As one vacillation 

cycle is completed, the cycle time repeats at point D. Over a complete 

modulation the data points will return to a point near A and eventually 

will cover the A-t field. Then for the particular radius r and height 

z of the thermocouple, the temperature field is completely specified. 

For the majority of (A, t) diagrams three thermocouples spaced 

a wavelength apart were all located at the same radius and height. For 

each thermocouple the temperature, A, and t values were individually 

determined, and then the average value \'Ias used. Generally two complete 

modulations were used to more completely fill the data plane. Table 3 

shows the points in the meridional cross-section foY' which \-t diagrams 

were constructed. Then the data at time t. correspondinq to a surface 
1 ' 
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photograph was picked off and plotted as a horizontal map using all A-t 

diagrams at a given height. The crosses in the table indicate the 

number of radii at that height for which data were available for 

analysis. The intermediate points were read from the analyzer' isolines 

of temperature deviations from the zonal mean value, so that the fiEld 

was homogeneous. It should be noted that since about one hour experi­

mental time is required just to obtain data for two A-t diagrams anc 

then many additional hours in data rectuction, the additional expense in 

occupying each point in Table 3 would be a considerable sum. 

In addition to the hand-smoothing inherent in hand analysis, 

some machine smoothing was used to eliminate small scale irregularities 

due to reading the data. It was convenient to use the relaxation 

technique, first taking the Laplacian of the field, weighting it by the 

surrounding values, and then relaxing the interior field holding the 

boundary values constant. Generally less than 5-10 per cent of the 

points were corrected more than the +5 units to which the data were 

originally read. These larger corrections were in the areas of larg= 

gradients where reading errors were more likely. 

TABLE 3 

Locations of A. - t diagrams 
Radius (cm) 

s N CJ) r-- s N 0 r-- Lf) 0 (Y) 

r-- r-- cD cD cD cD cD Lf) Lf) CJ) (Y) 

co co co CJ) 0 ...... N (Y) S Lf) cD r-- co co CJ) 

...... .-< ..... ...... ...... ...... ,...., .-< ...... ...... 

6.9x x x X X X X X X X X X X 

6.5 x X X X X X X 

6.0 x x x X X X X X X 

5.0 x x X X X X X X X X 

'E4.0x x 
"::'3.5 x 

X X X X X 

X X X X X 

-iJ 3.0x x X X X X X 

~2.0x x X X X X X X 

";;:; 1.0 x x 
:I:O.5x x 

X X X X X X 

X X X X X X X X X 

O.lx x x X X X X X X X X X X 
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h · h . (1) f h h 0 - a(vrr) + ~ W 1C 1S equation 0 t e text, were h - rar rae and 

v2 :: Ve
2 + v/. Note also that the expression for ve when solved for 

~~ becomes the boundary condition for the relaxation solution of v2h. 



APPENDIX C 

QUASI-GEOSTROPHIC w EQUATION 

We derive the w equation in analogy with the atmospheric form 

by combining the adiabatic (thermodynamic), hydrostatic, vorticity 

and state equations. Since our data are in a coordinate system moving 

with the wave, we expand the total derivative ~ = ~ + (v-c)· v + ~ Dt 6t - - ap 
o a ) a or Dt = at + J(1);c' + wap where 1);c is the relative streamfunction 

and we neglect the advection by the divergent part of the motion. 

Writing: (a) The equation of state a = 13* T where a,T are 

the deviations from standard values of specific volume and temperature 

* and 13 = E~rT, the volume expansion coefficient times the reference 

temperature difference across the annulus 

(b) Adiabatic equation ~~ = -J(1);c' ) aT 
T - urap 

(c) 

(d) 

Hydrostatic equation a = - * where ¢ is the geopotenti3l 

Vorticity equation 6~ v21); = -J(1);c' V21);) + 2n ~~ 

and (e) Balance equation V21); = 2~ V2¢ 

By expressing (b) in terms of a by using (a), and then using 

(c) we obtain one equation in %t Another equation is obtained by 

combining (d) and (e). Then eliminating %t and defining the static 

stability 0 = ~~ we obtain 

v2(wo) -(2n)2 ~~2 = V2{-J(1);c,a)} -2Qa~ {J(1jJc' V21);)} 

In the derivation we have assumed that 13* was a constant. 

Since we had previously derived 1); from a more complete balance equaticn, 

this was used although the corresponding terms have been omitted in 

the w equati on. 



APPENDIX D 

HEAT AND MASS BALANCE IN TOP LAYER 

From the solution of the w equation we know the mean vertical 

motion at 6.0 em between only r = 0.45 to 0.95. To convert this to mean 

mf~ri di ona 1 moti on we requi re a Vr value at some radi us from whi eh we 

could integrate the continuity equation. Since the surface values of 

VI" were irregular the required vr value could not be determined from 

the streak measurements. 

One alternative is to combine statements of both heat and mass 

balances in the boxes to solve for the vr through the radial surface. 

A~; we require only one vr value if we accept the mass flow through z = 6 

ern from the vertical motion solution~ we write the heat and mass bal-

allces between r = 0.45 and r = 0.95. For the evaporation loss we take 

a value of 1.0 cc/hour (4.2 watts cooling for 0.45 ~r~ 0.95). 

As shown in the sketch, the heat 
r=.~45~ ____ ~~ ____ ~~ 

Evap 
.95 

M1Tl 
~tT 

M2T2 

v 'T' r 2 

balance of the upper layer contains the 

pl'oducts of the mass (M) and its tem- v 'T' 
r 1 

pE~rature T. Here ~t Tis the time change 6 cm 
of the mean zonal temperature within the 

wIT' M3T3 

box and we use mass flows M = C (27Tr~s) where c ; S vr with ~s = ~z n n 

and w with ~s = ~r. Writing mass continuity as 0 = M, + M2 + M3 where 

we define outward flows as positive. Then we write the heat balance as 

~tT + M2T2 + M1Tl + M3T3 + (vr 'T')2 + (vr'T')l + WTf' + E = 0 

where the eddy heat flows and time changes have the proper area 

wE~ighting values, and the heat fluxes on the lower surface M3T3 and 
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wlT I are actually the sum of fluxes computed over radial increments of 

0.05 units. The evaporation is converted to a cooling of the entire 

1 ayer by the proper dirnens ions and heat cons tanto As M3 is known therE~ 

are two unkno\'ms, Ml and M2, simple algebraic manipulation allows us to 

solve for either. Table 4 shows the result of these calculations as 

rVr x 10- 5 with minus signs indicating flows into the upper layer. 

Since r at radius 2 is 0.95 these values are nearly equal to vr and a 

TABLE 4 

Time 

3 

5 

7 

-130 

-84 

-30 

-119 

Mass flow through the 7-6 cm layer 

Time 

9 

1 i 

13 

15 

(rv r)2 

-170 

-128 

-133 

-145 

86 

43 

32 

55 

value of 100 represents a velocity of one mille of the equatorial 

speed. Even the largest value at T = 9 represents an atmospheric 

value of less than 1.0 m /sec. Since these are part of the direct 

cell bringing the warmer water away from the heat source, the values 

occur near the cold source, indicating a tendency toward an indirect 

cell there. Figure 10 shows the Stokes streamfunction of the mean 

meridional motion over the entire fluid and indicates how the values 

in Table 4 match the interior values derived from the w equation. 



APPENDIX E 

ENERGY CYCLE EOUATIONS 

We develop equations analogous to those of Lorenz (1955) to 

examine the energy cycle integrated over the entire fluid. The kinetic' 

energy equation formed by vector multiplying the horizontal equation 

of motion by the velocity is split into zonal and eddy components. 

Even when integrated over the entire mass, the convective acceleration 

term does not go to zero, but gives rise to a term which may be inter-

preted as the conversion from eddy to zonal kinetic energy. We then 

derive a potential energy equation which contains the conversion 

between potential and kinetic energy which appeared in the kinetic 

energy equation. In the process we define the available zonal (and 

eddy) potential energy, that part of the potential energy which is 

a~ailable for conversion to kinetic energy by frictionless, adiabatic 

redistribution of mass. 

We define the eddy component as the deviation from the zonal 

average given by the relation ) = _1 f27T ( 
27T 0 

)de 

ML ltip1ying the zonally averaged ve and vr equations by ve and vr 

respectively, summing, reducing the equation by use of the averaged 

continuity equation, and integrating over the mass, we obtain 
a -
-- <K> at 

= < V 'v i ~ + w' V ' lli + V iV' ~ + 'v' a Vr> 
8 r ar e ap r r ar wrap 

<~ [y--r7 + V"'7]> 
r r 8 

g <h (-~»+ <v F + V F > ap e 8 r r 

The followi ng definitions have been used 

< > integration over the mass 

K 
_ 2 _ 2 

= 1/2 (ve + vr ) 

K' = 1/2 (y--rT + y--rT) e r 
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r r zona77y-averaaed components of the frictiona7 force. 
e' r J 

Because of the integration over the entire mass, the advection of K 

by the mean motion tends to zero as do terms involvinq derivatives with 

respect to 8. The terms within the first bracket on the right come 

from the advection term, ItJhile the curvature terms appear in the second 

bracket. Because Vr is very small compared to ve and vanishes upon 

vertical integration, only the first two terms involving gradients of 

ve are important. He interpret these terms as the tendency for eddy 

fluxes of angular momentum to convert eddy kinetic energy into zonal 

kinetic energy C(K',I). Using the hydrostatic equation in the third 

term in brackets reduces it to the conversion of zonal potential 

energy to I, C(p,I) = - <~ a>. Then defining the last term to be the 

dissipation of I, D(I), we write the equation as 

~ ~ = C ( K I ,K) + C (P , I) + D (I) 

The eddy kinetic energy is derived by subtracting the K equation from 

the total kinetic energy integrated over the mass with the result 

~ ~ I = _ C ( K I ,I) + C ( pi, K I) + D ( K I ) 

where C(PI ,KI) = - <WIO I> and D(K I) = <v IF I + v IF I> e err 

To derive the corresponding potential energy equations we 

begin from the thermodynamic equation in the flux form 

II + a(rvrT) + a(v@T) + aWT = ~ 
at rar rae 3p C 

P 
The temperature deviation T from a standard value is related to a 

srecific volume deviation 0 by the equation of state 0 = 5*T. Taking 

.. *( ) . B"B P we multlply the zonally averaged thermodynamic equation by 

*-S 1 = a and take the zonal average, obtaininq 
S * a;2 * T a -- *- a -;:;n B * - -
-2 -;:;-t - + B - - rv T + B T - = - 0 T 

a r ar r ap C . 
P 
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where E = f~:62 ~ = -HD , y - ~ = 0 aln8s H = ~ and 0 and - C
v 

K az t gp s 

L are the characteristic vertical and horizontal scales. These are the 

quasi-geostrophic equations where we have dropped the terms involving 

variation of the Coriolis parameter. A single partial differential 

equation is derived by eliminating the pressure between e) and f), 

utilizing the continuity equation to express the divergence in terms 

of Wo which is eliminated with the aid of the adiabatic equation h). 

Using the identity °i) the equation is written {Pedlosky, 1964a} 

a a a 1 {at + 1j!x ay - 1j!y ax} {I/;xx + 1j!yy + p;- {EP s1j!z)z} = 0 where 1j! = Po' 

which can be shown (Charney and Stern, 1962) to be the conservation 

of potential vorticity. Detailed consideration of the proper formula­

tion of the boundary condition for Wo at the top and bottom is given 

~n both of the above references. For an incompressible fluid the 

potential temperature is replaced by the specific volume or by the 

temperature if the equation of state is linear. 

After insertion of the perturbation 1j! = ~ + ~ and elimination 

of second order terms, solutions of the form ~ = Re ¢eia{x-ct) are 

substituted in the linearized equation for the perturbation field ~. 

The resulting frequency equation is 

(u-c) (¢xx + ¢yy + (EPS¢Z)Z -a2¢) + ¢~ = 0 

where the northward gradient of the geostrophic potential vorticity is 

~. = -Uyy - ~s (EPSUZ)Z here u is the mean zonal velocity. The flow 

will be unstable if a solution exists with an associated eigenvalue 

c = c + ic. whose imaginary part is positive. Only if all solutions r 1 

have ci = 0 will the undisturbed flow be stable. The criterion is 

derived from the perturbation energy equation integrated over the 
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volume. Charney and Stern (1962) state the general theorem: "lonal 

flow in a stratified rotating atmosphere which (a) is bounded by rigid 

horizontal boundaries, or (b) extends to infinity, is stable with 

respect to axially asymmetric disturbances if the gradient of potential 

vorticity in isentropic surfaces does not vanish and (a) the potentia"1 

temperature is constant at the rigid boundaries, or (b) perturbation 

energy is refl ected at i nfi ni ty ... 

The non-vanishing of the potential vorticity gradient is 

thus a sufficient condition for stability and its vanishing a np.cessal~y 

condition for instability. 
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