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ABSTRACT 

 

 

 

STUDIES OF OCEANIC, ATMOSPHERIC, CRYOSPHERIC, AND FLUVIAL PROCESSES 

THROUGH SPECTRAL ANALYSIS OF SEISMIC NOISE  

 

During the past decade, there has been rapidly growing interest in using the naturally occurring 

seismic noise field to study oceanic, atmospheric, and surface processes. As many seismic noise 

sources, are non-impulsive and vary over a broad range of time scales (e.g., minutes to decades), 

they are commonly analyzed using spectral analysis or other hybrid time-frequency domain 

methods. The PQLX community data analysis program, and the recently released Noise Tool Kit 

that I co-developed with Incorporated Research Institutions for Seismology’s Data Management 

Center are used here to characterize seismic noise for a variety of environmental targets across a 

broad range of frequencies. 

 

The first two chapters of the dissertation place a strong emphasis on analysis of environmental 

microseism signals, which occur between 1-25 s period and are dominated by seismic surface 

waves excited by multiple ocean-solid Earth energy transfer processes. I move away from 

microseisms in Chapter 3 to investigate the generally higher frequency seismic signals (> 0.33 

Hz) generated by fluvial systems.  

 

In Chapter 1, I analyze recently collected, broadband data from temporary and permanent 

Antarctic stations to quantitatively assess background seismic noise levels across the continent 

between 2007-2012, including substantial previously unsampled sections of the Antarctic 
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continental interior. I characterize three-component noise levels between 0.15-150 s using 

moving window probability density function-derived metrics and analyze seismic noise levels in 

multiple frequency bands to examine different noise sources. These metrics reveal and quantify 

patterns of significant seasonal and geographic noise variations across the continent, including 

the strong effects of seasonal sea ice variation on the microseism, at a new level of resolution. 

Thorough analysis of the seismic noise environment and its relation to instrumentation and siting 

techniques in the Polar Regions facilitates new science opportunities and the optimization of 

deployment strategies for future seismological research in the Polar Regions, and in mountain 

glacier systems. 

 

Chapter 2 details the analysis of 23 years of microseism observations on the Antarctic Peninsula 

to investigate wave-sea ice interactions and assess the influence of the Southern Annular Mode 

(SAM) on storm activity and wave state in the Drake Passage. The lack of landmasses, 

climatological low pressure, and strong circumpolar westerly winds between latitudes of 50°S to 

65°S produce exceptional Southern Ocean storm-driven wave conditions.  This combination 

makes the Antarctic Peninsula one of Earth's most notable regions of high amplitude wave 

activity and one of the planet’s strongest sources of ocean-swell driven microseism noise in both 

the primary (direct wave-coastal region interactions) and secondary (direct ocean floor forcing 

due to interacting wave trains) period bands. Microseism observations are examined from 1993-

2015 from long running seismographs located at Palmer Station (PMSA), on the west coast of 

the Antarctic Peninsula, and from the sub-Antarctic East Falkland Island (EFI).  These records 

provide a spatially integrative measure of Southern Ocean amplitudes and of the degree of 

coupling between ocean waves and the solid earth with and without the presence of sea ice 
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(which can reduce wave coupling with the continental shelf). A spatiotemporal correlation-based 

approach illuminates how the distribution of sea ice influences seasonal primary and secondary 

microseism power. I characterize primary and secondary microseism power due to variations in 

sea ice, and find that primary microseism energy is both more sensitive to sea ice and more 

capable of propagating across ocean basins than secondary microseism energy. During positive 

phases of the SAM, sea ice is reduced in the Bellingshausen Sea and overall storm activity in the 

Drake Passage increases, resulting in strongly increased microseism power levels. 

 

The field of fluvial seismology has emerged during the past decade, with seismic recordings near 

fluvial systems showing potential for a continuous, inexpensive, and non-invasive method of 

measuring flow and, in some cases, bed-load transport, in streams and rivers. In Chapter 3, I 

extend this research to the South Fork of the Cache la Poudre River in Northern Colorado where 

I deployed a small seismoaccoustic array while simultaneous measurements of discharge, 

suspended sediment concentrations, and precipitation were obtained.  By placing seismometers 

within unprecedented proximity to the channel (~ 1 m, and during some time periods 

submerged), I found a broad range of frequencies excited by discharge, including novel, low-

frequency (< 1 Hz) signals. After calibrating horizontal seismic power with flow rates over the 

course of a rainstorm event for individual sensors, I show that horizontal seismogram power in 

the 0.33-2 Hz band can be used to accurately invert for fluvial discharge with simple regressions, 

once a site is properly calibrated to a traditional hydrograph. These signals likely arise from local 

sensor tilt as the seismometer is directly forced by channel flow and show promise for 

augmenting seismic monitoring of fluvial systems by introducing a technique to estimate 

discharge rates from outside the channel with easily deployed noninvasive instrumentation.  
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General Introduction to Seismic Noise 

 

The unpredictable nature of earthquakes occurring on faults across the planet necessitates 

continuous observations from seismic instrumentation. Traditionally, the goals of earthquake 

monitoring have been to either characterize the earthquake event (e.g., location, size, fault 

rupture characteristics) or use the seismic waves radiated from the earthquake to study earth 

structure (e.g., crustal thickness, mantle structure). However, in the absence of earthquakes 

seismometers record a wide range of signals generated from both natural and anthropogenic 

sources as well as from the instrument itself. As these signals have the capability of interfering 

with the ability to record earthquakes, they have been lumped together and given the term 

“seismic noise.” 

 

The broad spectrum of seismic noise can be divided into three general period bands: short period 

(< 1 s), intermediate period (1-20 s), and long period (>20 s) (e.g., Figure 1.2). Noise sources in 

the short period band are often dominated by anthropogenic noise contamination and seismic 

coupling due to wind, making it frequently difficult to isolate small seismic signals (e.g., Li et 

al., 1984; Galperin et al., 1986; Peterson, 1993; Withers et al., 1996; Wilson et al., 2002). 

Diurnal changes in anthropogenic noise have been shown to drastically change detection level 

thresholds and accuracy of phase picks for local and regional seismic events (e.g., Zeiler and 

Velasco, 2009; McMahon et al., 2016; Demuth et al., 2016). For instance, elevated daytime noise 

levels at stations near cities raised earthquake detection thresholds by ML 0.75, and differences in 

background high frequency noise levels between individual stations caused detections thresholds 

to be raised by ML 2.0 at noisy versus quiet sites (Demuth et al., 2016). Thus, characterization of 
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seismic noise sources can have important implications for the design and placement of 

instruments in seismic networks.  This type of analysis was a prime-motivating factor in my first 

study “The Seismic Noise Environment of Antarctica” (Chapter 1), as year-round data had just 

begun to be recovered from remote sectors of the Antarctic interior by the NSF-funded 

POLENET, AGAP, and other large seismograph deployments, and little was known about how 

seismometer emplacement styles in the Antarctic environment influenced the quality of seismic 

records. As I worked through these projects, and deployed instruments in the field, I became 

interested in using seismic noise in Antarctica as a means to not only measure station signal-to-

noise for traditional earthquake detection and research, but as a way to assess Southern Ocean 

wave state and sea ice concentration around Antarctica.   

 

Noise generated by ocean waves, known as microseisms, is a ubiquitous feature of the 

intermediate seismic period band on seismometers across the globe. Microseisms have long been 

subdivided into processes associated with the direct coupling of waves crashing against the 

continental shelf (primary microseism, approximately 13-20 s period; e.g., Hasselmann, 1963) 

and with wave-wave interactions as opposing wave trains interfere with each other and set up 

standing pressure oscillations on the seafloor (secondary microseism, approximately 5-10 s 

period; e.g., Longuet-Higgins, 1950). However, as the strength of microseism signals can be 

directly related to ocean wave state, several recent studies have begun using microseism 

observations as a direct proxy for near-coastal wave height (e.g., Zhang et al., 2009; Ardhuin et 

al., 2012; Ferretti et al., 2016) and to assess changes in regional or global wave activity over the 

past several decades (e.g., Aster et al., 2008, 2010; Stutzmann et al., 2009). During the last 

decade, the field of “environmental seismology” has been born as a field in which seismic 
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observation are utilized to study and track changing conditions within Earth’s atmosphere, 

hydrosphere, and cryosphere (e.g., Larose et al., 2015).  

  

For instance, because the formation of sea ice around the coastlines of Polar Regions can inhibit 

ocean waves from transferring energy to the solid earth, microseism observations from seismic 

stations in Antarctica and the Arctic have been suggested as a proxy for tracking near-coastal sea 

ice strength (Tsai and McNamara, 2011).  In the past few years, researchers have become 

increasingly interested in ocean wave-sea ice-coastal interactions as the Arctic has experienced 

rapid reductions in summer sea ice concentrations. These reductions in sea ice create larger 

expanses of open ocean, which enables the generation of larger wind-driven oceanic waves that 

likely have the capability to further breakup sea ice and erode shorelines. Thus, the potential for 

a positive feedback loop between ocean wave activity and sea ice loss exists (Asplin et al., 2012; 

Thompson and Rogers, 2014) and has sparked strong interest in observational studies of wave-

sea ice interactions (e.g., Kohout et al., 2014; Mahoney et al., 2016). However, such in situ 

measurements and observations are rare, particularly for the Southern Ocean. In Chapter 2 of the 

dissertation, “Links Between Atmosphere, Ocean, and Cryosphere from two Decades of 

Microseism Observations on the Antarctic Peninsula,” I explore the use of historical microseism 

records across more than two decades as a proxy for measuring wave-sea ice interactions and for 

determining regional microseism source locations. I also illustrate how modes of atmospheric 

variability can have a drastic impact on storm and wave activity as well as sea ice concentrations. 

These observations contribute to advance understanding of coupled climate systems and should 

aid future use of microseism observations to compliment and extend satellite observations of 

changes in wave state, storm activity, and sea ice.  
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More locally and on shorter time scales, seismic observations have also begun to be investigated 

for use in monitoring and quantifying geomorphological processes such as coastal erosion (e.g., 

Adams et al., 2005; Norman et al., 2013; Poppeliers and Mallinson; 2015); glacial calving, slip 

events, and icestream dynamics (e.g., O’Neel et al., 2007; Wiens et al., 2008; Winberry et al., 

2009); and fluvial discharge and sediment transport (e.g., Burtin et al., 2008, 2011; Hsu et al., 

2011; Schmandt et al., 2013; Roth et al., 2016). In contrast to microseism observations, the new 

field of “fluvial seismology” commonly uses short period (< 1 s) signals recorded by 

seismometers located in close proximity to rivers (<50 m) to infer changes in bedload transport 

and discharge. Previous work has been limited to predominantly larger (>100 m
3
/s) fluvial 

systems (Hsu et al., 2011; Schmandt et al., 2013) and/or where discharge rates are poorly 

resolved (Burtin et al., 2008; Bartholomaus et al., 2015). In Chapter 3 of the dissertation, 

“Seismic Monitoring of Snowmelt Runoff in the Northern Colorado Rocky Mountains,” these 

earlier studies are extended to a small (1-16 m
3
/s) and largely snowmelt-fed stream with co-

located measurements of discharge, precipitation, and suspended sediment levels. By placing the 

sensors in exceptionally close proximity to the stream ( ~1 m), a novel source of longer-period 

(0.5-3.3 s) seismic noise that correlates remarkably well with discharge is revealed, so that a 

synthetic seismic hydrograph can be readily produced. Additionally, it is shown that suspended 

sediment loads of this system (which are small and very fine grained) are not identified in the 

seismic record. These findings should be beneficial to the design of future networks that 

incorporate seismic observations to continuously monitor fluvial systems.  

 

Although the range of systems examined in the dissertation ranges from continent-wide studies 

of sea ice around Antarctica to monitoring discharge and sediment transport along ~50 m on the 
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Colorado River, the studies are all tied together by the common theme of using spectral analysis 

to characterize continuous seismic signals that arises through environmental processes. As many 

seismic noise sources are non-impulsive and often persist for long-durations, they are 

traditionally analyzed in the frequency domain (rather than analyzing waveform/time series data) 

usually in the form of moving-window power spectral density (PSD) spectrograms. Identifying 

meaningful sources of noise requires performing specialized spectral analysis techniques 

designed to return relatively smooth spectra with a tractable number of Fourier coefficients while 

mitigating spectral leakage (e.g., Oppenheim and Schafer, 1975; McNamara and Buland, 2004). 

Additionally, to track seasonal-to-decadal variations in noise levels; it becomes necessary to 

process large amounts of seismological data to resolve and interpret small changes in the seismic 

noise field. 

 

The United States Geological Survey, the Incorporated Research Institutions for Seismology 

(IRIS), and academic researchers widely employ a version of the community software package 

PQLX (e.g., McNamara and Boaz, 2011) to evaluate the spectral amplitudes of noise recorded 

on seismometers over long time periods. However, PQLX has limitations in characterizing 

seismic noise recorded on long-running networks such as 1) requiring local archival of all time 

series data (~4 GB per year per station of 3-component 40 sample per second data), 2) inability 

to specify window lengths and smoothing parameters used in PSD estimation, 3) limited user 

support, and 4) a sometimes fragile MySQL database/framework.  To overcome these problems, 

I worked directly with the IRIS Data Management Center (DMC) to develop an open Python-

based community noise processing toolkit (NTK) that enables customization of spectral 

amplitude estimates as well as direct data processing from the DMC servers (Bahavair et al., 
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2013). The NTK is used to perform spectral analysis in Chapters 2-3 of the dissertation and 

mimics the output format of PQLX. The availability of a user-friendly platform for spectral 

analysis, with the capability of performing near-real spectral estimates has many applications to 

environmental seismology. As different environmental targets excite different frequencies of 

interest, which vary on a wide range of time scales, the NTK was designed to enable selection of 

a wide range of PSD window lengths and smoothing options. The tradeoff that inherently occurs 

between spectral resolution and confidence in spectral estimates and how spectral estimates used 

in this dissertation are calculated to ensure reproducibility is discussed in Appendix 1. I discuss 

some applications of performing spectral analysis through the NTK such as monitoring global 

wave state and local sea ice conditions in the “Epilogue and Future Directions”  (Chapter 4) of 

the dissertation.  
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Chapter 1: The Seismic Noise Environment of Antarctica
1
 

 

Introduction 

Seismographic coverage of Antarctica prior to 2007 consisted overwhelmingly of a handful of 

long running and sporadically-deployed transient stations, many of which were principally co-

located with scientific research stations. Despite very cold temperatures, sunless winters, limited 

logistics, and extreme storms, recent developments in polar instrumentation driven by new 

scientific objectives have opened up the entirety of Antarctica to year-round and continuous 

seismological observation (e.g., Nyblade et al., 2012). 

 

Motivations for these recent studies include improved understanding of seismogenic, volcanic, 

tectonic and glaciological processes, heat flow, dynamic glaciological/ocean interactions, and 

mantle viscosity.  Such studies contribute generally to improvements in understanding the 

geophysical, geological, and glaciological history of the continent and how these processes 

interact with the past and present state of the glaciological and climate system (e.g., Winberry et 

al., 2009; West et al., 2010; Hansen et al., 2010; Winberry et al., 2011; Chaput et al., 2013; 

Heeszel et al., 2013; Lough et al., 2013, Accardo et al., 2014), including processes relevant to 

glacial isostatic adjustment and sea level rise (IPCC Report, 2007). Additionally, microseisms 

arising from ocean wave activity contain useful climate proxy information on the state and 

variability of the relatively poorly sensed southern oceans (Aster et al., 2008; Stutzmann et al., 

                                                        
1 Published as: Anthony, R., Aster, R.C., Wiens, D., Nyblade, A., Anandakrishnan, S., Huerta, A., Winberry, J., 

Wilson, T., Rowe, C (2015), The seismic noise environment of Antarctica, Seism. Res. Lett., 86. 
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2009; Aster et al., 2010) and such observations are sensitive to sea ice concentration and areal 

coverage in the polar regions (Grob et al., 2011; Tsai and McNamara, 2011; Koch et al., 2013). 

This characterization of the seismic noise environment of Antarctica, documentation of 

instrument performance, and comparisons of installation conditions (e.g., ice vaults vs. rock 

sites) is intended to facilitate optimization of future seismological deployments in such 

environments. We analyze data from a range of recent experiments to provide a broad 

geographical characterization of Antarctica’s seismic noise environment, which can now include 

more substantial observations from regions that are free from anthropogenic noise 

contamination. 

 

Methods 

i. Data Collection and Analysis  

The Polar Earth Observing Network (POLENET ANET) and Gamburtsev Antarctic Mountains 

Seismic Experiment (GAMSEIS/AGAP) (e.g., Heeszel et al., 2013; Lloyd et al., 2013; Wiens et 

al., 2013; Chaput et al., 2014) deployments of year-round temporary seismic stations have 

strongly contributed to improving the broadband seismic coverage of Antarctica (Figure 1.1). 

Stations in POLENET ANET and GAMSEIS/AGAP were first deployed in December 2007 and 

have continued through the present. Although most stations were deployed in snow vaults, some 

sensors, particularly in the Transantarctic Mountains (TAM) were installed directly on isolated 

rock outcrops, permitting some data quality comparisons to be performed between the two siting 

environments. All rock- and ice-sited temporary stations analyzed here were equipped with 

either Nanometrics Trillium 240 or Guralp cold-modified CMG-3T broadband sensors. 
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To characterize and analyze the seismic background of Antarctica, we examined all available 40 

and 20 Hz sampling rate seismic data from 77 stations (9 permanent sites, 38 POLENET, 30 

AGAP) between 2007 and 2012 using data retrieved from IRIS Data Services.  The seismic time 

series were then used to generate acceleration power spectral densities (PSDs; in dB relative to 1 

m
2
/s

4
/Hz) and PSD probability density functions (PDFs) using the methodology of McNamara 

and Buland (2004) through the software package PQLX (McNamara and Boaz, 2011; Figure 

1.2). The PSD estimation procedure deconvolves the instrument response from archived 

continuous time series. 1-hr, 50% overlapping time segments are windowed into 13 sub-

segments with 75% overlap.  Each sub-segment is demeaned, detrended, and a 10% cosine taper 

is applied to reduce spectral leakage. Welch’s section averaging method is utilized to estimate 

the PSD (e.g., Oppenheim and Schafer, 1975) for each 1-hr segment using the 13 sub-segments. 

Empirical PDFs are constructed by binning periods in 1/8-octave intervals and power in 1 dB 

intervals, and normalizing by the total number of PSDs. PSD PDFs and other statistics are 

referenced to the Peterson (1993) global new high- and low-noise models (NHNM, NLNM) for 

broader global comparison. 

 

PSD PDFs are insightful and compact data representations for examining instrumentation and 

data quality as well as seismic signals and noise levels.  To identify background noise conditions 

the PSD population was culled of obvious instrumentation artifacts associated with downtime 

and malfunctions.  This was achieved, when necessary, by automatically identifying 

characteristically anomalous PSDs which contained power levels within the robust secondary 

microseism band that exceeded the 98
th

 percentile statistics in every period bin or that fell below 

median NLNM power in at least 50% or the period bins. Such PSDs were attributed to common  
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Figure 1.2. (a) Probability density function (PDF) of power spectral density (PSD) for the 

vertical-component of South Pole station QSPA (146 m borehole) for December 2007–

December 2012 plotted on a logarithmic color scale to show transient high-amplitude signals 

(e.g., teleseismic earthquakes) and other probabilistically secondary features. The median 

PSD is plotted (solid black line) as well as 5
th

 and 95
th

 percentile statistics (dashed lines) and 

are compared to the global high- and low-noise models (NHNM, NLNM) of Peterson (1993). 

Additionally, the six period bands referred to in the text are labeled. Temporal evolutions in 

power in the short-period (b) and primary microseism band (c) are shown to illustrate the 

influence of seasonal anthropogenic noise at nearby (7.8 km) Amundsen-Scott South Pole 

Station and the unique seasonality (phase shifted ~90° from the rest of the southern 

hemisphere; Aster et al., 2008) of the Antarctic microseism signal due to the annual growth 

and decay of sea ice. 



  12 

instrumentation artifacts such as mass re-centers, calibrations (e.g., McNamara and Buland, 

2004), and to intermittent data dropouts due to power or other issues. The number of resulting  

PSDs relative to the station installation time was then used to assess each station’s uptime. 

Stations exhibiting less than 50% percent uptime and/or failing to record at least one cycle of a 

seasonally representative one-month or longer time segment were excluded from our noise maps, 

but were included in the analyses of instrumentation performance. PSDs that were strongly 

affected by earthquake signals do not require special consideration because they are sufficiently 

intermittent that they do not significantly affect the median or other central PSD PDF metrics 

calculated here (e.g., Aster et al., 2008; 2010).  For the instrumentation used in this study, the 

nominal digitizer/seismometer electromechanical noise level is generally substantially below the 

seismic noise field (e.g., Peterson, 1993; Wilson et al, 2002; Ringler and Hutt, 2010) and thus 

usually do not affect these metrics (the exception being at extremely quiet sites such as ice 

boreholes at short period (< 0. 1 s)). 

 

ii. Noise Band Characterization 

To evaluate the spatial distribution of the seismic noise state at these stations, we separated the 

median PSD of each station component into six period bands (Figure 1.2) of interest to source 

and imaging seismology and examined the median power in each. 

 

The short-period band, 0.15-1.0 s, captures common sources of anthropogenic noise, seismic 

coupling due to wind (e.g., Withers et al., 1996; Young et al., 1996, Peterson, 1993; Galperin et 

al., 1986; Li et al., 1984), as well as signals ranging from local glaciological movements to 

teleseismic earthquakes.  
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The 1.0-5.0 s teleseismic body wave band is shared by intermittently excited local, regional, and 

teleseismic earthquake-generated body waves, which are key to structural and source-related 

studies. Additionally, several recent studies have attributed noise in this band at near-coastal and 

near-lake stations to local or regional swell activity (Bromirski et al., 2005; Tsai and McNamara, 

2011; Aleqabi et al., 2013), which constitutes the shorter-period portion of the double frequency 

(secondary) microseism. 

 

The 5.0-10.0 s and 10.0-20.0 s secondary and primary microseism bands, respectively, are 

dominated, in the absence of earthquake or other transient source excitation, by ocean-generated 

Rayleigh waves. The primary microseism originates when deep-ocean waves break or shoal on a 

shallow seafloor and are primarily converted into Rayleigh waves (e.g., Hasselmann, 1963). The 

typically much more powerful secondary microseism is usually generated by standing-wave 

components of the oceanic wavefield (e.g., coastal reflections, storm-storm, or intra-storm wave 

interactions; Ardhuin et al., 2011) that generate sea-floor forcing at half the period of the 

constituent traveling ocean waves (e.g., Longuet-Higgins, 1950; Tanimoto, 2007). Variations in 

microseism power at specific stations in Antarctica are known to be strongly sensitive to both 

near-coastal storms and to wave-state (e.g., MacAyeal et al., 2006) and are amplitude modulated 

by the annual formation and breakup of sea ice (Aster et al., 2008, 2010; Grob et al., 2011). 

 

The 20-50 s intermediate period band contains power from the longest period microseisms and is 

strongly excited by intermediate-period surface waves from global earthquakes. 
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The 50-150 s long period band is controlled by low-amplitude (e.g., ~300 time smaller in power 

than double frequency microseism excitation) oceanic excitation of long-period waves generated 

through infragravity wave excitation and difference-frequency interaction of opposing ocean 

wave trains (Rhie and Romanowicz, 2004; Traer et al., 2012).  A common source of 

instrumentally generated noise in this band is diurnal or other seismometer tilting that strongly 

couples into the horizontal components (e.g., Sorrels, 1971; Peterson, 1993; Wilson et al., 2002).  

This period band is also intermittently excited by long-period teleseismic surface waves from 

large earthquakes. 

 

Results and Discussion  

i. Polar Instrumentation Performance for Different Siting Methodologies 

To evaluate the absolute and relative performance of year-round seismographs in Antarctica 

under different siting conditions, we cull the PSD dataset of obvious instrumentation artifacts as 

described previously, and inter-compare median PSD metrics (Figure 1.3). Post-artifact uptimes 

for different emplacement types were highly variable, with permanent stations (9) recording 

acceptable quality data 89% ± 3% of the time, POLENET ANET sites (38) at 83% ± 5%, and 

GAMSEIS/AGAP sites (30) at 66% ± 4%. The lower data retrieval rate of the AGAP sites 

reflects the extremely cold temperatures and consequent service and technical issues of working 

on the high elevation East Antarctic Plateau (annual average ambient temperatures of -50 to -60° 

C and much colder temperatures during the winter).  Subdividing the POLENET ANET sites 

into emplacement type shows an uptime advantage of ice sheet (91% ± 4%) and shallow snow 

(84 ± 8%) siting scenarios compared to rock outcrops (72% ± 14%). 
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Figure 1.3. (a) Median vertical-component PSDs for different siting types, as defined in the 

text, between 2008-2012 with the estimated Global Seismic Network low-noise models (light 

gray dashed line; Peterson, 1993). Borehole sensors are indicated by dashed lines, and the 

numbers in the legend represent the number of stations included in the median estimate or 

borehole depth. Due to intermittent instrumentation issues, we only used data from February 

2011 – December 2012 for characterizing the 146 m QSPA borehole and omitted 2012 data 

for the 254 m borehole. For comparison to a high quality North American site, we also show 

ANMO, which is a long-running GSN rock borehole located near Albuquerque, NM (USA).  

(b) Removing the mean value of the PSD estimates in (a) displays relative noise level 

differences. (c) Subtracting the median horizontal power (attained from averaging the BHE 

and BHN PSDs) from vertical power for the different emplacement types shows substantial 

amplification of horizontal power at several sites, which are primarily attributable to tilt-

coupled horizontal noise. 
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Median vertical-component PSDs for the limited number of available long-term stations and 

installation types reveal several intriguing differences (Figure 1.3a,b).  Unsurprisingly, the two 

borehole emplacements (VNDA, QSPA) are up to 20 dB quieter at high frequencies compared to 

surface sites, reflecting the effective mitigation of wind noise (e.g., Withers et al., 2006). Rock 

and shallow snow POLENET ANET sites comprise the noisiest temporary seismic installations 

in the short-period band, being 5-7 dB noisier than comparable ice sheet sites. This is likely 

explained as 1) many of these stations are located in the Transantarctic Mountains, which is one 

of the windiest places on the continent (e.g., Mayewski et al., 2009) and 2) these sites are located 

on/near rock outcrop topography that facilitates the coupling of wind energy into seismic noise. 

Additionally, stations placed directly on rock outcrops show enhanced horizontal noise, which 

we interpret as tilt, at periods of 0.5-3 s, as evidenced by a 5 dB difference between horizontal 

and vertical-component noise (Figure 1.3c). We hypothesize that this is also a result of wind 

forcing on the exposed outcrop and instrumentation enclosure.  It should be noted that even these 

noisy POLENET ANET sites in the Transantarctic Mountains are characteristically 10-15 dB 

quieter in the short-period band than permanent base-sited coastal stations at CASY, PMSA, 

DRV, which are affected by persistent circumpolar westerly winds and probably also all have 

some significant level of anthropogenic noise for part of the year (Figures 1.3, 1.5). Between 0.3-

2 s, these coastal, permanent pier and vault stations are the noisiest population by 3-15 dB and 

have a distinct peak in noise at ~0.5 s relative to other stations, suggestive of the buildings or 

other structures around the station being excited by the wind in this period band (Figure A2.1, 

available in Appendix 2 of the dissertation). 
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The teleseismic body wave band reveals that the noise levels observed between rock and ice sites 

diverges between 1.25-7 s period, with ice site median levels being ~9 dB noisier at 3 s (Figure 

1.3b). The noise in this band is comprised mainly of Rayleigh waves generated by near-coastal 

primary and secondary microseism sources. Using experimentally determined seismic velocities 

in ice sheets beneath the fern-ice transition (Vp = 3.8 km/s; e.g., Albert, 1997; Kohnen, 1974) 

compared to a fast (6.2 km/s) upper crust for a bedrock site yields a local amplification of  ~2.5 

dB. Thus, this phenomenon cannot be entirely attributed to the simple elastic seismic wave 

amplitude effects of the ice sheet and could be the result of an exceptionally strong contribution 

from the shallower snow, including that above the firn-ice transition (Vp = ~0.5-3 km/s; Albert, 

1997) and/or to trapped energy in the ice-sheet-atop-bedrock waveguide near these periods. We 

additionally note a ~4.5 dB increase in the difference between horizontal and vertical-component 

noise  (Figure 1.3c) throughout this amplified secondary microseism band at ice sites relative to 

rock sites, which may reflect the influence of a smaller Poisson’s ratio (i.e., σ ~ 0.2) in the upper 

ice sheet relative to rock sites. 

 

Noise levels are relatively consistent in the primary and secondary microseism bands for all 

installation types with the exception of the near coastal site CASY. The intermediate period band 

between 20 and 50 s has ~5dB of elevated noise on the AGAP stations. Closer examination of 

these stations revealed a newly recognized source of instrument noise that was ultimately linked 

to the formation of convection cells within the sensor due to sensor heat dissipation under 

extremely cold ambient temperature conditions (Anthony et al., 2011; T. Parker (IRIS 

PASSCAL), pers. comm.). This phenomenon produces noise at periods of ~30-70 s and only 
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affects the vertical-components of a few sensors, mostly those located on the East Antarctic 

Plateau (Figure A2.2), and is generally absent during the warmer summer months.  

 

ii. A Case Study of QSPA (South Pole): Implications for Icecap Borehole Sensors 

Borehole installations at tens to hundreds of meters substantially reduce wind noise as well as 

some types of anthropogenic noise (e.g., Young et al., 1996; McNamara and Buland, 2004). 

QSPA is a unique installation that incorporates borehole sensors installed within the nearly 3000 

m-thick south polar icecap. It is the only such station in the Global Seismographic Network, 

which includes a large number of conventional bedrock borehole sites (Butler, 2004). The QSPA 

site is a component of the South Pole Remote Earth Science and Seismological Observatory 

(SPRESO), sited 7.9 km from the Pole and the Amundsen-Scott (US) South Pole Station within a 

designated vibrational Quiet Sector for South Pole science operations. The transition from snow 

to compact ice as a result of pressure with increasing depth results in a laterally uniform seismic 

velocity gradient within the upper 200 m of the ice sheet (Gow, 1963,1975; Patterson 1994). 

Modeling of short-period anthropogenic noise within this velocity model indicates that surface-

generated noise is trapped in the near-surface firn layer (Albert, 1997). Two of the three QSPA 

borehole sensors were installed below 200 m to be located beneath this waveguide. 

 

The multiple seismic instruments collocated at QSPA provide an opportunity to compare the 

noise levels of surface vault seismometers with borehole instruments in a continental interior ice 

sheet environment. Recording at QSPA began in January of 2003, where three borehole 

instruments (at 275, 254, and 146 m) were supplemented with additional sensors located in 

vaults 4 m below the surface. The station received numerous sensor replacements and updates 
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during its development and testing between 2009-2011 (K. Anderson and T. Storm, pers. 

Comm.).  Here, we analyze data from longer contiguous periods of the archive collected at the 

surface vault and with borehole Guralp CMG3-T sensors at 146 m after February 2011 and at 

254 m between 2007-2011. 

 

Overall, baseline (winter), high frequency (5-10 Hz) noise power is lower by 15-25 dB in the 

borehole installations on all components. This advantage diminishes with increasing period until 

~1 s, beyond which noise levels for the surface and borehole sites are nearly identical (Figure 

1.4a). The 254 m deep borehole is several dB quieter than the sensor at a depth of 146 m at 

frequencies greater than 1 Hz, with the greatest improvement of ~5 dB observed between 

frequencies of 3-5 Hz. Noise levels during the weekend and during the weekday are similar 

during austral winter months of highly reduced human activity (February-October), suggesting 

that the natural background noise state, free from anthropogenic contamination, is approached at 

the SPRESO site during this part of the year. The vertical-component noise is nearly uniform 

between the surface and borehole sites at long periods, but the horizontal components of the 

borehole sensors are 35-40 dB quieter than the surface at 100 s, due to the strongly reduced 

tilting of these clamped sensor packages relative to shallow ice vaults (Figure 1.3c). This 

reduction in long-period, horizontal-component noise is 10 dB greater than that noted between 

rock boreholes and nearby surface vaults in the southwestern United States (Wilson et al., 2002).  

 

During the austral summer (November-January), there is a large difference between the weekday 

noise and the weekend noise levels (up to 26 dB), in the high-frequency band (< 1 s) showing 

that anthropogenic noise from the South Pole station is readily detected at all depths 
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Figure 1.4. Deviations of weekday (solid lines) and weekend (dashed lines) median vertical-

component PSDs for the three sensor depths at the SPRESO site, incorporated into station 

QSPA, between 2007-2012 during (a) the winter (May-July) and (b) the field season 

(November-January). (c) Weekday/weekend differences for the boxed region in (b) shows the 

influence of anthropogenic noise from nearby (7.8 km) Amundsen-Scott South Pole station 

during the field season. The 146 m borehole is the least effective at mitigating this cultural 

noise likely because it is located within the near-surface (~200 m) firn waveguide that traps 

high frequency energy (Albert, 1997). 
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(Figure 1.4b). Subtracting weekend from weekday power levels (Figure 1.4c) we observe that 

station activities at the South Pole during the busiest season at the base results in a 15-25 dB 

increase in high frequency (0.1-0.2 s) noise that decays approximately exponentially with 

increasing period.  A likely significant source of this noise is the frequent grooming of the snow 

runways by heavy equipment (Anderson et al., 2008). The 254 m deep borehole sensor, located 

well below the firn-ice transition (van den Broeke, 2008), is seen to be most effective at 

mitigating anthropogenic noise by up to ~5 dB compared to the surface vault and by up to ~10 

dB compared to the 146 m borehole which lies within the  (upper ~200 m). These results thus 

support the Albert (1997) model prediction that high-frequency seismic energy from surface 

sources is substantially trapped in the shallow Antarctic icecap. 

 

iii. The Continent-Scale Seismic Noise Environment of Antarctica  

To produce estimates of median vertical-component noise level variations across the continent 

(recognizing that the spatial sampling is of course still very sparse), power levels in the above-

defined period bands at each station were geographically interpolated on an equal-area, UTM-

style, mesh grid (Figure 1.5; horizontal component noise level maps show similar trends see 

Figures A2.3-A2.4). A striking feature on these maps are the anomalously high and broadband 

(0.15–20 s), (5-20 dB) noise levels of the Antarctic Peninsula relative to the rest of the continent, 

with the discrepancy becoming stronger at shorter periods. This is likely primarily due to the 

high winds associated with the circumpolar westerlies and the resulting effects of tempestuous 

seas in the Drake Passage and Bellingshausen Sea, accentuated by the narrowness of the 

peninsula and station proximities to the coast.  
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Figure 1.5. Interpolated noise-map of Antarctica for each of six separate period bands 

(Figure 2) using median vertical-component power in each for 59 seismic stations (QSPA 

surface station used) located across the continent (triangles). Note that color scale changes 

with each period range to illustrate contrast and represents acceleration power in dB. MILR is 

the red dot in the Transantarctic Mountains in the short-period map and reflects the 

exceptional wind coupling at this unstable rock site.  Long period sensor tilt at MILR is 

severe and the station has been omitted from the intermediate and long period maps. Stations 

afflicted with the long-period convection noise (HOWD, several GAMSEIS/AGAP sites) 

were also omitted from these two frequency bands. Note that the large red feature in East 

Antarctica is controlled by one very noisy coastal station (CASY; Figure 1.3). 
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Noise in the short-period band is also relatively high (~10 dB above the majority of the 

continental interior) at non-Peninsular coastal and central Transantarctic Mountain sites. This is 

consistent with estimates of higher wind speeds in these areas from long-term (e.g., 40-year) 

weather reanalysis, for the central TAM and East Antarctic Coast (Mayewski et al., 2009). Away 

from the Antarctic Peninsula and its exceptionally strong and broadband oceanic microseism 

noise, PSD median levels in the teleseismic body wave band (1-5 s) become much more uniform, 

varying by just ~7 dB, with the highest levels recorded at near-coastal stations and for sensors 

sited atop thick ice sheets (e.g., GAMSEIS/AGAP; POLENET ANET Transect Stations; WAIS).  

 

 Generally, power in the primary and secondary microseism bands are highest at near-coastal 

stations and decay into the continental interior by up to 6 dB and 12 dB, respectively. The 

gradient of decay is period-correlated and is most readily observable around the Antarctic 

Peninsula. Compared to most of the planet, noise levels in the entire microseism band (1 – 20 s) 

in Antarctic are strongly affected by the annual growth and decay of sea ice around the continent 

(Figure 1.6; primary microseism shown for reference). In both microseism bands, seasonal 

power varies by at least 10 dB, with annual maxima occurring across most of the continent 

during the sea ice minimum, which occurs approximately three months prior to peak oceanic 

storm activity in the southern hemisphere (Aster et al., 2008). Minimum noise in the microseism 

bands occurs during the summer across the continent, with the notable exception of primary 

microseism power at DRV. We suspect that high levels of local sea-ice loss early in the melt 

season may drive this phenomenon by exposing the Wilkes Land regional coastline and shelf to 

Southern Ocean waves earlier in the year. Previous analysis of microseism noise at DRV has 
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Figure 1.6. Interpolated map of seasonal median differences from year-round medians in the 

primary microseism band (10-20 s) overlain on representative sea ice concentration maps 

from the middle month of each season during 2009 (Fetterer et al., 2002). Red indicates 

station-interpolated regions that are noisier for a particular season than the median, and blue 

indicates regions that are quieter. Seasonal power variations in this band are strongly 

influenced by the annual build-up and decay of sea ice, with the entire continent experiencing 

highest noise levels during the fall sea ice minimum. Nearly all of West Antarctica 

experiences above-average noise levels during the winter, likely in response to Southern 

Ocean swell interacting with the ice-free northern Antarctic Peninsula (Koch et al., 2013). 

The Wilkes Land coastal region near Dumont d'Urville (DRV) is one of the earliest sections 

of Antarctic coastline to be directly exposed to Southern Ocean swell during early summer, 

and consequently is the only area of the continent in this study to show above average 

primary microseism power during this season. 



  25 

 shown that the primary microseism source backazimuth shifts seasonally towards the closest 

ice-free ocean (Stutzmann et al., 2009). 

 

Comparing the noise environment of the Antarctic continent to long-running sites in interior 

North America allows for a simple comparison between these Antarctic noise levels and typical 

data recorded in the northern hemisphere (e.g, by EarthScope USArray).  We compared the 

median PSD metrics calculated in this study (Figure 1.3) to a 145 m rock borehole sensor at GSN 

station ANMO (Albuquerque, New Mexico, USA). In general, Antarctic stations are ~5 dB 

quieter at short-periods (< 1 s) than ANMO, likely because of limited anthropogenic noise 

contributions, greatly reduced wind profiles, and potentially poorly characterized short-period 

response at the 145 m ANMO borehole (Adam Ringler (USGS Albuquerque Seismic 

Laboratory), pers. Comm.). However, even without considering the ice-sheet amplification effect 

widely observed between ~1.25-7 s, West Antarctica is typically 2-5 dB noisier than ANMO in 

the microseism bands (1-20 s) despite being seasonally surrounded by a sea ice buffer. This 

likely reflects the more extreme wave states and storm activity present in the Southern Ocean 

relative to the Northern Pacific Ocean, which dominates the microseism band at ANMO (e.g., 

Aster et al., 2008).  

 

Conclusions  

Broadband seismic background noise for Antarctica is characterized using recently collected 

year-round data that have greatly expanded coverage across the continent. We analyzed noise 

levels within six discrete bands that encompass diverse sources of natural, anthropogenic, and 

instrument (e.g., tilt-coupled) noise, and have broadly characterized the large-scale geographic 
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distribution of power in each band across the continent and nominal noise level expectations for 

future Antarctic stations. We conclude the following regarding the various types of installations 

presently available for analysis: 

 

Ice Borehole Stations. Despite detectable short-period-dominated anthropogenic noise during 

the busiest part of the year from the 7.8 km-distant Amundsen-Scott South Pole Station, the 

borehole seismometers at QSPA are the quietest sensors in Antarctica at high frequencies (> ~2 

Hz), occasionally dropping below the Peterson (1993) Low Noise Model, and are thus 

candidates for the quietest stations on earth in this frequency range.  Our observations confirm 

that placing the sensor below the near-surface waveguide modeled by Albert (1997) (> ~200 m) 

results in an ~5 dB reduction in baseline natural high-frequency noise and a 10 dB reduction in 

anthropogenic noise compared to a sensor located within the waveguide.  Additionally, the 

QSPA borehole instruments are the only ice-sited sensors in Antarctica to exhibit extremely low 

tilt-coupled horizontal component noise at long periods (i.e. > 50 s) and attendant low general 

long-period noise levels. QSPA does experience an up to ~9 dB amplification in background 

noise at 2-5 s similar to that observed on all thick ice sites, and that we conclude is a combination 

lowered seismic impedance and ice-atop-bedrock waveguide effect. 

 

Rock Borehole Stations. The 100 m rock borehole VNDA, located in the dry valleys, does not 

exhibit the amplified 2-5 s noise levels of QSPA and other ice sheet sites, and is also ~5  dB 

quieter than the QSPA boreholes and POLENET ANET ice vaults at 50-100 s, making it the 

quietest long-period instrument in Antarctica. The instrument does appear to exhibit some tilt-

coupled noise at >30 s period, as is visible in vertical/horizontal power ratios, but this 
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discrepancy between components is smaller than for any other sensor on the continent except the 

QSPA ice borehole sensors. Short-period (< 1 s) noise levels at VNDA are better than any other 

Antarctic station, except for the QSPA boreholes, despite its location in the windy Dry Valleys 

and at the foot of the Transantarctic Mountains. This station is generally ~10 dB quieter than 

comparable POLENET ANET rock sites; however, 8-30 s microseism power levels are 1-2 dB 

higher than typical stations in Antarctica, which we attribute to relative proximity to coastal 

microseism sources.  

Together, the two borehole stations are the quietest sites in Antarctica between 0.15-100 s and 

are exceptionally impervious to wind and tilt-coupled horizontal noise. Because of their low 

long-period noise, establishing additional boreholes sites in Antarctica would significantly 

improve the ability to detect and study long period signal generated by the cryospheric and 

tectonic processes in Antarctica. For instance, these two sites were the only stations capable of 

clearly detecting the 25-83 s slip signal generated by slow cryospheric events from the Whillans 

Ice Stream in West Antarctica by Wiens et al. (2008). 

 

Ice Sheet Stations. In general, POLENET ANET vaults, where sensors were typically deployed 

1 – 2 m below the surface and atop thick ice sheets, were 5-7 dB quieter in the short-period band 

than comparable rock and near-rock/shallow snow vaults. These lower noise levels are partially 

attributable to the stations being deployed in less windy areas with flatter topography and 

accordingly lower levels of seismic wind coupling.  In addition, many of these sites become 

covered drift, resulting in very low wind profiles. These sites are also 5-7 dB quieter at 30-100 s 

than rock/shallow snow vaults, reaching vertical noise levels that can approach the 254 m QSPA 

borehole in this band. GAMSEIS/AGAP ice vaults deployed on the East Antarctic Plateau 
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experienced greater difficulty operating continuously in the exceptionally harsh East Antarctic 

environment. Some of these stations experienced strong, ~30-70 s, internal convection noise on 

the vertical-components, a newly recognized process of internal seismometer noise generation 

that is now understood and being ameliorated (T. Parker, pers. Comm.). 

 

Rock and Shallow Snow Stations. Rock and shallow snow stations are here classified as those 

sited on top of and adjacent to isolated Nunataks and/or in close vicinity to Transantarctic 

Mountain outcrops. In these locations, we found that emplacement in even shallow snow/ice was 

broadly superior to direct rock installation, particularly in improving long-period (> 10 s) sensor 

horizontal noise attributed to tilt, and in the near-elimination of shorter-period tilt, which we 

suspect arises from direct wind forcing on the outcrop and station. At an especially noisy rock 

vault from POLENET ANET (MILR, Figure 1.5), these wind-driven effects were so severe that 

the microseism peaks were sometimes obscured on PSD PDFs of the horizontal components and 

the station was rendered unusable for shear wave splitting studies (Accardo et al., 2014). 

Additionally, we note that station uptimes for rock vaults (72%) are not as good as shallow-snow 

or ice vaults (84%, vs. 91%), primarily because these sites are more susceptible to damage from 

extreme storm events.  In the future we recommend installing stations that are near outcrops on 

adjacent snow rather than rock when possible. 

 

Long-term Stations with Bedrock Piers/Vaults. The longest-operational seismographic 

stations in Antarctica, aside from the heterogeneous installations over the years at South Pole, are 

collocated with coastal research stations and are consequently subject to anthropogenic, wind, 

and microseism noise. Between 0.3-2 s, these stations as a group are the noisiest in Antarctica. 
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Compared to remote, temporary shallow snow vaults, the main seismic noise advantage of these 

installations, which incorporate larger-scale permanent piers, is convenience and reduced sensor 

tilt (i.e., an ~10 dB smaller discrepancy in H/V ratios at 100s).  

 

Using the long running GSN borehole station ANMO as an example of a long-running high 

quality station for reference, we find that many interior stations in Antarctica are quieter than 

ANMO at short-periods (< 1 s), but that they also show more energy in the microseism bands (1-

20 s) due to the content being surrounded by the Southern Ocean, and despite lower noise levels 

arising from annual sea ice growth. Aside from the aforementioned ice-sheet-associated 

amplification between ~1.25-7 s, noise levels in Antarctica in the microseism-spanning bands are 

controlled by proximity to strong microseism source generation regions (especially the Antarctic 

Peninsula), and to seasonal and longer-term changes in southern ocean wave state and sea ice 

extent. Geographic variations in microseism power become less pronounced, but are still 

resolvable, at longer periods. Maximum power in these period bands generally occurs across the 

continent during the Austral fall, when annual ocean wave activity is increasing and sea ice 

coverage is at a minimum. The formation of the sea ice buffer during the winter slightly reduces 

yearly variations of microseism power in Antarctica (~10-15 dB) compared to non-polar stations 

(e.g., 12-18 dB at ANMO).  

 

Recent year-round seismic deployments in the remote interior of Antarctica have dramatically 

increased the quality and quantity of broadband data from large hitherto unsampled areas of the 

continent.  These data are helping to drive significant new understanding about solid Earth, and 

glacial structures and processes (e.g., Chaput et al., 2014; Lough et al., 2014; Accardo et al., 
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2014; Peng et al., 2014).  Uptimes of temporary ice-sheet vaults utilized in the POLENET 

ANET deployment rival those of many long-term stations collocated with research bases, yet 

show substantially reduced noise levels in the period bands of local and teleseismic earthquakes 

and ice quakes. These results indicate that the seismological community is now capable of both 

interrogating additional sections of polar and other cold regions and able to move towards the 

establishment of more geographically extensive and long-term Antarctic and Arctic 

seismographic networks. 
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Chapter 2: Links Between Atmosphere, Ocean, and Cryosphere from two 

Decades of Microseism Observations on the Antarctic Peninsula
2
  

 

Introduction 

The Antarctic Peninsula (AP) has undergone profound environmental change during the second 

half of the twentieth century, including local trends of atmospheric warming exceeding 0.5° C 

per decade (Vaughan et al., 2003; Turner et al., 2005), a marked decrease in sea ice extent in the 

Amundsen-Bellingshausen sector (-6.63% per decade; Turner et al., 2009), and the 

disintegration of four ice shelves and significant retreat of others, yielding a loss of over 28,000 

km
2
 of floating ice (Cook and Vaughn, 2010). The loss of this floating ice has led to significant 

and decadal-scale dynamical thinning and acceleration of glaciers that previously fed these 

shelves (Scambos et al., 2004; Pritchard et al., 2009). Similarly, more than 80% of the nearly 

400 steep mountain glaciers flowing west off the spine of the peninsula have accelerated and 

retreated substantially, likely driven by changes at the tidewater terminus (Pritchard and 

Vaughn, 2007). The spatiotemporal complexity of both the observed changes (i.e., greatest 

atmospheric warming during winter on the western AP and in summer/autumn on the eastern 

AP; Turner et al., 2013), along with atmospheric and oceanic circulation around the AP, 

precludes singular attribution of a forcing mechanism. 

 

Modified circulation patterns, largely driven by increases in latitudinal pressure gradients, such 

as measured by the Southern Annular Mode (SAM) index, likely played an important role 

including raising surface temperatures on the AP (e.g., Thompson and Solomon, 2002), 
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strengthening surface winds (e.g., Hande et al., 2012), reducing sea ice concentration around the 

AP (Lefebvre et al., 2004), and increasing wave activity in the Drake Passage (Izaguirre et al., 

2011). The shifting of the SAM to a more positive phase, especially in the Austral summer, has 

also been linked to ozone loss over Antarctica (e.g., Thompson and Solomon, 2002; Yang et al., 

2007). Compounding these surface changes associated with more positive phases of SAM, it has 

been recently suggested that larger wave events may be capable of mechanically damaging sea 

ice and creating a positive feedback loop for sea ice weakening as progressively greater fetches 

are capable of generating more intense wave activity (e.g., Asplin et al., 2012; Thomson and 

Rogers, 2014). However, few direct observations of wave attenuation in sea ice exist and 

properties such as the mechanical strength of sea ice are difficult to assess, especially over large 

areas. Furthermore, in situ measurements of historical wave activity and storm events in the 

Southern Ocean are sparse, making it difficult to characterize current and future impacts of 

extreme weather events and climate change. The intensity of seismic signals generated from 

ocean wave activity and recorded by long-running continuously recording seismographs at high 

latitude sites may be appropriate as a spatially integrated proxy for wave state, storm activity, 

and sea ice concentrations in the Southern Hemisphere and could usefully compliment satellite, 

hindcast, and buoy observations. 

 

In the absence of earthquakes or other large transient sources of energy, Earth’s seismic 

wavefield is dominated between ~5-25 s period by microseisms that arise when oceanic swell 

energy is converted to ground displacement within the solid Earth (e.g., Haubrich and McCamy, 

1969). At land-based seismic stations, microseism energy appears to be predominantly generated 

in nearshore locations when swell from storm systems interacts with the continental shelf (e.g., 
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Bromirski and Duennebier, 2002; Bromirski et al., 2013; Ying et al., 2014). A power peak 

centered near 16 s, called the primary microseism, originates when deep-ocean waves break or 

shoal on a shallow seafloor and are converted into Rayleigh waves (Hasselmann, 1963). A 

second, stronger source of predominantly Rayleigh waves, the secondary microseism, is 

commonly generated by oceanic waves reflecting off the coastline and interacting with incoming 

waves to form standing pressure fluctuations in the water column that oscillate and couple with 

the seafloor at half the period of the oceanic waves (e.g., Longuet-Higgins, 1950; Tanimoto, 

2007). However, this signal can be generated whenever ocean swell of similar frequencies have 

opposing components of motion, such as when waves generated by distinct storm systems 

interact (e.g., Ardhuin et al., 2011). Finally, recent work has begun to define a short-period 

microseism band below 5 s period that has been attributed to local sea state and wave activity 

generated by regional winds (e.g., Stephen et al., 2003; Bromirski et al., 2005; Chen et al., 2011). 

 

Peak power in the microseism bands at mid-to-high latitude seismic stations typically coincides 

with enhanced synoptic scale extratropical storm activity during the winter (Aster et al., 2008; 

Stutzmann et al., 2009), resulting in strong annular periodicity. However, due to the winter 

growth of sea ice around Antarctica, oceanic waves are impeded from efficiently exciting 

seismic energy, and the annual microseism peak occurs during minimum sea ice extent in the 

Austral fall, a few months prior to the midwinter storm peak for the Southern Ocean (Grob et al., 

2011; Anthony et al., 2015). Records of microseism activity on the AP are thus sensitive to 

concentration and extent of AP sea ice in addition to wave state and storm activity within the 

Drake Passage. 
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Recent studies have utilized microseism analysis as proxies for climate indicators such as ocean 

wave state and changes in intensity and distribution of storm activity (e.g., Bromirski et al., 

1999; Aster et al., 2008, 2010; Stutzmann et al., 2009). Additionally, microseism records in the 

polar regions have been suggested for use in extending sea ice observations beyond the satellite 

era (Grob et al., 2011) and for estimating the mechanical strength of near shore sea ice (Tsai and 

McNamara., 2011). However, little has been done to characterize how the spatial distribution of 

sea ice impacts different microseism bands in detail, or to assess the impacts that quasi-periodic 

modes of atmospheric variability (e.g., El Niño-Southern Oscillation, North Atlantic Oscillation, 

SAM) have on the microseism record or storm activity in the Southern Ocean. Here, we utilize 

over two-decades of microseism, sea ice, and SAM observations around the AP to develop a 

correlation-based approach to estimate the seasonal locations of sea ice impacting observed 

microseism power, infer microseism source generation regions, and investigate the influence of 

the SAM on extremal storm activity in the Drake Passage.  

 

Methods 

i. Data 

The seismograph at the U.S. Antarctic Program Palmer Station, (PMSA; Figure 2.1) has been 

operated by the Global Seismographic Network (GSN; Butler et al., 2004) since early March 

1993, making it one of the longest continuously operating seismic stations in Antarctica. PMSA 

also has few instrumentation or data gap issues across its lifetime (98.6% uptime), with the 

longest data gap being approximately 2 weeks. We use vertical component, 1 Hz sampling rate 

data (LHZ) from the Streckeisen STS-1 sensor located on a bedrock pier sited within a local 

corrugated steel building (IRIS FDSN Station Book, 1994). This study thus analyzes seismic  
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Figure 2.1. The Drake Passage is noted for strong wave activity as the circumpolar westerly 

winds direct storms between the Antarctic Peninsula (AP) and South America. Sea ice 

seasonally builds out from the AP, with a maximum extent (mean 1993-2014 values with a 

threshold of 15% plotted) usually occurring in September (Blue) and minimum extent 

occurring in February (Red). We analyze over 20 years of seismic data from Palmer Station 

(PMSA) on the western coast of the AP and East Falkland Island (EFI). 
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noise at periods longer than  ~3 s; local wind-generated seismic noise, which has been noted as 

being particularly strong at PMSA, is well above the Nyquist frequency of this channel and thus 

does not affect microseism metrics used in this study (e.g., Withers et al., 1998; Anthony et al., 

2015). 

 

PMSA’s location within a hundred meters of the western coastline of the tempestuous Southern 

Ocean, home to the largest spatial averaged waves on Earth (Young, 1999), and comparatively 

low year-round concentrations of sea ice in the Bellingshausen Sea (Figure 2.1) contribute to 

near-station generation of the strongest microseism signals in Antarctica, with power levels at 

PMSA commonly 4-15 times greater than for stations within the continental interior (Anthony et 

al., 2015). During the Austral winter, primary microseism power generated on ice-free portions 

of the AP coastline dominate the 10-25 s period band for the entire continent (Koch et al., 2011; 

Anthony et al., 2015). The combination of exceptionally intense microseism signals recorded at 

PMSA and highly variable sea ice conditions in the Bellingshausen Sea foster investigations of 

wave-sea ice interactions and sea state in the Drake Passage region (e.g., Parkinson and 

Cavalieri, 2012; Figure 2.1,2.2).  

 

To complement microseism metrics from PMSA, we identically analyzed data from the GSN 

station on East Falkland Island (EFI).  These data were useful to constrain regional wave activity 

variations in the Drake Passage without the complicating influence of local sea ice (Figure 1). 

We processed LHZ data from the Geotech KS-54000 80-meter deep borehole seismometer, 

which has been recording since February 1996. As the vertical-component microseism signals  
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Figure 2.2. Spectrogram of 10-day median, vertical-component acceleration power at PMSA 

from 1993-2015 with approximate period ranges for the primary, secondary, and short-period 

microseism bands indicated. Top panels show sea ice anomalies for illustrative months 

expressed in percent deviation (maximum on colorbar is 50%) from mean monthly sea ice 

concentration. Primary microseism power is observed to drop strongly during winter months 

when sea ice concentrations on the west side of the Antarctic Peninsula become anomalously 

high (blue). The particularly strong primary microseism events highlighted occur during May 

2006 and October 2010, and coincide with unusually low concentrations of sea ice. 
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we focus on in this study are within the intermediate period band (3-20 s), where power level is 

generally unaffected by sensor depth (e.g., Wilson et al., 2002; Anthony et al., 2015), the  

different seismic installation types at PMSA and EFI should have no significant impact on the 

recorded amplitudes of these signals.  

 

All seismic data was retrieved from the open archives of Incorporated Research Institutions for 

Seismology (IRIS) Data Services. The continuous time series data were directly converted to 3-

hour window acceleration power spectral density (PSD; in dB relative to 1 m
2
/s

4
/Hz) estimates 

with 50% temporal overlap using the IRIS Noise ToolKit (NTK), resulting in a total of 16 PSD 

estimates per day. Similar to the widely applied PQLX algorithm (e.g., Mcnamara and Buland, 

2004; Mcnamara and Boaz, 2011), NTK returns power estimates in 1/8-octave period bins and 1 

dB power intervals (Bahavar et al., 2013). For plotting and correlation purposes, we apply 

various averaging techniques to the large (>100,000 PSDs at both PMSA and EFI) database of 3-

hour PSD estimates (e.g., 10-day median PSD; Figure 2.2). 

 

Daily sea ice concentration data for the Southern Hemisphere from 1993—2014 were retrieved 

from the National Snow and Ice Data Center (NSIDC) as estimated from satellite microwave 

back-scatter data (Cavalieri et al., 1996; Fetterer et al., 2002). Concentration values are averages 

for 25 km
2
 grid cells and have concentration values ranging from 0-1, with 1 indicating that the 

entire grid cell is covered in sea ice. Monthly means of the Antarctic Oscillation (i.e. SAM) 

Index were obtained from National Weather Service Climate Prediction Center and are obtained 

by projecting the 700 hPa anomalies south of 20°S onto the mean loading pattern of the AAO 
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from 1979-2000 

(http://www.cpc.ncep.noaa.gov/products/precip/cwlink/daily_ao_index/aao/aao_index.html). 

 

ii. Microseism Intensity   

We subdivided the broad microseism spectrum into distinct primary (13-20 s), secondary (5-10 

s), and short-period (2.5-5 s) bands (Figure 2).  The microseism intensity (Aster et al., 2008) was 

then estimated from the integration of respective PSD bands as calculated using the IRIS NTK 

and fit using a 6-term Fourier reconstruction (Figure 2.3,2.4).  

 

iii. Spatio-temporal Correlation Analysis of Microseism Intensity and Sea Ice   

To investigate the spatiotemporal influence of sea ice concentration on microseism power for a 

single seismic station, we utilized the remarkably long and complete time series of both 

microseism power and sea ice around the AP to perform correlation analysis. First, we converted 

each 3-hour PSD estimate into normalized (by the maximum) primary and secondary microseism 

power by integrating across relevant period bins (e.g., Figure 2.3,2.4). We then calculated 

median microseism power for every month and constructed vectors of median microseism power 

for each of the 12 calendar months over the entire 1993-2014 time-series. 

 

Similarly, for the daily sea ice grids, we calculated a monthly, mean sea ice concentration for 

each 25 km
2
 grid point for each of the 12 calendar months. This returned 12 grids of vectors, 

with each grid representing yearly mean sea ice concentrations for one of the calendar months 

(e.g., 23 years of Junes). We then correlated these yearly mean sea ice concentrations at each 

grid point against yearly median microseism power for a given month to generate a correlation 
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grid between sea ice concentration and microseism power for each calendar month (Figures 

2.5,2.6). A nearly identical procedure was then performed to develop the correlations between 

sea ice concentration and SAM phase.  

 

iv. Extremal Storm Analysis 

We applied the index hour methodology of Aster et al. (2010) to identify extreme wave events in 

the Drake Passage. The methodology searched for times in the primary and secondary 

microseism record where the 95
th

 percentile statistic for integrated microseism power was 

exceeded for three or more consecutive 1.5-hour PSD estimates (6 hours total). We then divided 

total storm hours for both PMSA and EFI into normalized, 30-day months to attain the statistical 

distribution of large storm systems in the Drake Passage (Figure 2.7a).  

 

Results 

i. Microseism Intensity     

Of the three microseism period bands, the short-period is the most annually periodic as well as 

having the highest dynamic range, with power levels plunging 20-30 dB every winter when sea 

ice in the Bellingshausen Sea builds out across the entire western AP coastline (Figure 2.2). 

Previous work using multiple stations with a sampling frequency of at least 20 Hz on the AP has 

shown that power in this band is exceptionally sensitive to local (< 200 km range) sea ice 

concentration and strong wind events (Anthony et al., 2014). Here, we focus on characterizing 

synoptic scale storm activity in the Drake Passage and do not analyze short-period microseism 

power trends further. 
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Figure 2.3. Maximum-normalized 50% overlapping deci-year (36.525-day) median, vertical 

component ground acceleration primary and secondary microseism power (obtained by 

integrating PSDs) at PMSA through the end of 2015 (blue curves). Red curves show a six-

term Fourier fit to the data. The presence of two peaks per year indicate influence of sea ice 

on the microseism record. 
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Figure 2.4. Same as Figure 2.3, but using microseism records recorded at EFI. Note that the 

Fourier reconstruction for the primary, but not the secondary shows a bi-annual peak. 
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The secondary microseism at PMSA shows the least degree of annual periodicity, in that only 

70% of the signal power can be fit with six-term Fourier series.  Peak power levels occur 

biannually, in early May and mid-October (Figure 2.3). In contrast, EFI, which is well beyond 

the maximal extent of AP sea ice, is far more periodic (84% of its power can be fit with six  

Fourier terms) and shows a single annual power peak in early September (Figure 2.4). The 

secondary microseism at PMSA typically varies by ~10 dB and is often observed even during 

anomalously high sea ice concentrations around the AP (Figure 2.2).   

 

Similar to the secondary microseism, primary microseism power at PMSA also peaks in both 

early May and mid-October, shows ~10 dB of annual variation, and is not strongly periodic 

(76% of signal fit by 6-term Fourier analysis, Figure 2.3). However, unlike the secondary 

microseism, anomalously high levels of sea ice in the Bellinghausen Sea during the winter 

reduce primary microseism power for several months (Figure 2.2). Interestingly, primary 

microseism power recorded at EFI also shows an annual bi-modal distribution with peaks 

occurring in both early May and early September (Figure 2.4).     

 

ii. Spatiotemporal Correlation Analysis of Microseism Intensity and Sea Ice    

PMSA microseism intensity-sea ice correlation maps (Figure 2.5) show that both primary and 

secondary microseism power are anticorrelated with sea ice concentration in the Bellingshausen 

Sea. In general, we expect sea ice to impede the generation of both the primary and secondary 

microseism due to its attenuation and coastal/continental shelf shielding of swell from 

Antarctica. The expected anticorrelation between sea ice and microseism power recorded at 

PMSA is seen to peak during August, during which the correlation coefficient for the primary  
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Figure 2.5. Correlations of monthly mean sea ice concentration with integrated primary and 

secondary microseism power recorded at PMSA (Red Star) and Southern Annular Mode 

(SAM) Index from 1993-2014. Blue regions indicate anticorrelation between sea ice and 

microseism/SAM metrics. 
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microseism reaches -0.90 ~150 km southwest of Palmer Station and the secondary microseism is 

-0.71 ~200 km due west. The secondary microseism is generally less anticorrelated with sea ice 

concentration than the primary and is influenced by a smaller areal extent of ice. Given that we 

are using 22 years of data to perform our correlations, correlation coefficients with an absolute 

value greater than 0.42 are considered statistically significant at the 95% confidence interval 

using a two-tailed t test (details and correlation maps for the entire continent available in 

Appendix 3). 

 

iii. Seasonal Distribution of Extremal Microseism Events    

Both EFI and PMSA share a bimodal distribution of peak storm months, with a comparable 

number (~15) of index hours per month during both May and September (Figure 2.7a). In 

contrast, secondary microseism index hours for EFI show a single sharp peak of 55 index hours 

per month in the late winter (late August-September) and absolutely no index hours in the middle 

of the summer. Meanwhile, PMSA has a large plateau of ~30 index hours per month from April-

November. As we illustrate in the next section, these observations are likely due to peak storm 

activity in the Drake Passage occurring in the late winter coupled with annual variations in sea 

ice around the AP. 

 

Discussion 

i. Influence of Sea Ice on Microseism Intensity 

Our results provide direct evidence for the role of sea ice in impeding the generation of both 

primary and secondary microseisms due to its direct attenuation of wave energy by shielding the 

coast/continental shelf of the AP from swell. Since major low-pressure systems move clockwise 
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around the continent in the Circumpolar Westerlies and arrive on the western coast of the AP, the 

strongest anticorrelations between microseism power and sea ice occur in the northern 

Bellingshausen Sea (Figure 2.5). In contrast to the Bellingshausen Sea, the Weddell Sea is 

shielded from the circumpolar westerlies by the AP and retains sea ice through most of the year 

(Figure 2.1). The accumulation of thicker and mechanically stronger multi-year ice (e.g., Kovacs, 

1996; Maslanik et al., 2007), combined with predominantly westward migrating storm systems 

inhibits microseism generation along much of the Eastern coast of the AP. Accordingly, primary 

and secondary microseism anti-correlations with sea ice are often much weaker in the Weddell 

Sea, particularly poleward of the marginal ice zone. 

 

Secondary microseism power observed at PMSA is much less influenced by near coastal sea ice 

than primary microseism power, with significant anticorrelation not developing until ~100 km 

away from the coastlines. This is likely indicative of differences in the source locations between 

the primary and secondary microseism with the primary microseism arising from direct oceanic 

wave forcing on the continental shelf and the secondary forming from waves reflecting off the 

AP and subsequently interfering with incoming waves. An exception to this occurs in the Austral 

fall (May, June) when secondary microseism power becomes anticorrelated with near coastal ice 

likely in response to completely ice free sections of the coast generating substantially stronger 

reflections during periods of anomalously low sea ice.  

 

Correlations between SAM index and sea ice show reduced sea ice concentrations in the 

Bellingshausen Sea and northwest Weddell Sea during positive phases of the SAM. This effect is 

the most pronounced during the winter (June-August) and late spring/early summer (November-
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January) and shows general agreement with a previous correlation and climate modeling study 

between sea ice around the AP and phase of the SAM (Lefebvre et al., 2004). Specifically, 

climate modeling and reanalysis results (e.g., Liu et al., 2004; Lefebvre et al., 2004) indicate that 

a low-pressure anomaly forms to the west of the Bellinghausen Sea during positive phases of the 

SAM. This pressure anomaly increases the transport of warm air masses from more northerly 

latitudes into the Bellingshausen and Weddell seas, contributing to a reduction in sea ice 

concentration in this region (Lefebvre et al., 2004). 

 

We also correlated microseism power at station EFI with sea ice concentrations to investigate 

whether Antarctic microseism processes affect the seismic spectrum observed at the Falkland 

Islands, located ~1200 km north of maximum sea ice extent (Figure 2.6). As sea ice begins to 

build out around the west coast of the AP in May-June, primary microseism power at EFI is 

found to be anticorrelated with near-coastal sea ice, but secondary microseism power is not. 

Primary microseism anticorrelations generally weaken and move ~200 km from near-coastal 

regions of the AP into the northern Bellingshausen Sea as sea ice builds out during the Austral 

winter and early spring. When maximum sea ice extent is achieved in September, the spatial 

extent of microseism anticorrelations is limited to the northern tip of the AP. These correlations 

suggestion that longer-period microseism Rayleigh waves generated in Antarctica are indeed 

detectable at EFI. 

 

ii. Microseism Propagation Across the Drake Passage     

Estimating microseism source regions, particularly for the secondary microseism, can be difficult 

due to sources being non-impulsive, geographically diffuse, and spatiotemporally variable (e.g., 
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Bromirski et al., 2013). Additionally, microseisms may be detected simultaneously at a given 

seismic station from multiple source regions. Array processing and/or back-projection techniques 

can be useful where data permit to constrain source azimuths and regions (e.g., Cessaro, 1994; 

Gerstoft and Tanimoto, 2007) and/or to correlate microseism observations with other wave state 

metrics from satellite, buoy, or other observations (e.g., Bromirski et al., 1999; Bromirski and 

Duennebier, 2002; Aster et al., 2008). However, suitable Antarctic array data and in situ 

Southern Ocean observations are sparse. Currently, studies of microseism source regions around 

Antarctica have been limited to backazimuth observations from a two-month broadband seismic 

array on the Whillans Ice Stream (Pratt et al., Submitted), 20-40 s long-period primary 

microseism observations over 1 year from continent-scale Antarctic arrays (Koch et al., 2011), 

and general correlations with sea ice concentration (Grob et al., 2011; Anthony et al., 2015).  

 

It has long been established that primary microseism generation commonly occurs in shallow 

water in near-coastal environments (Hasselmann, 1963), however there is debate over whether of 

secondary microseisms can be generated in deep water (> ~250 m) (e.g., Cessaro, 1994; 

Obrebski et al., 2013; Bromirski et al., 2013). Cessaro (1994) used triangulation from three 

seismic arrays to locate coastal primary, as well as coastal and deep-water secondary microseism 

sources in the north Pacific and Atlantic oceans. Of particular interest to that study was a primary 

microseism source location along the Newfoundland coast that was detected with the Norwegian 

NORSAR array, indicating that the primary microseism signal can propagate across the Atlantic 

Ocean. However, Bromirski et al. (2013) noted that secondary microseism energy generated in 

the deep ocean propagates largely within the water column and is strongly reflected as it crosses 

the threshold between oceanic and continental crust. Therefore, secondary microseism energy 
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should not be capable of efficiently propagating through ocean basins into other continents. A 

relevant question in this regard is if primary microseism energy generated along South American 

and New Zealand coasts can be observed in Antarctica during periods of time when Antarctica 

sources are sufficiently quiet (i.e.,during maximal sea ice extent) (Koch et al., 2011).  

 

The bimodal distribution in both Fourier reconstruction of annual peak primary microseism 

power (Figure 2.3) and annual microseism index hours (Figure 2.7a) observed at PMSA is likely 

due to the annual growth and recession of sea ice around Antarctica. Ocean wave activity and 

peak microseism power in the Southern Ocean peaks in the midst of the Austral winter (e.g., 

Aster et al., 2008), however this coincides with high concentrations of sea ice around the AP. 

Thus, peaks in microseism power and index hours occur both as sea ice in the Bellingshausen 

Sea begins to build out and wave activity is increasing (in May) and again as sea ice recedes and 

wave state is diminishing (in mid-October).  

 

Despite being located well beyond maximal sea ice extent, primary microseism power and storm 

index hours at EFI exhibit bimodal distributions that have seasonal peaks similar to PMSA. 

Additionally, correlation analysis between primary microseism power at EFI and sea extent 

reveals similar trends to PMSA with prevalent anticorrelations in the Bellingshausen Sea during 

the fall and summer (Figure 2.6). By early spring, increases in sea ice extent and strength in the 

Bellingshausen Sea have become sufficiently large enough to attenuate microseism generation 

such that is likely no longer a primary contributor to microseisms observed at EFI. Thus, in 

contrast to PMSA, the stronger bimodal peak attained from Fourier reconstruction occurs in early 

September, when storm activity is peaking in the Drake Passage (as identified below from  
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Figure 2.6. Same as Figure 2.5, but for EFI microseism power between 1996-2014. 
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secondary microseism analysis at EFI). We therefore conclude that during low sea ice conditions 

on the AP, primary microseism power generated on the western side of the AP is capable of 

crossing the Drake Passage and being observed at EFI. This finding corroborates the Cessaro 

(1994) observations of primary microseisms crossing the Atlantic Ocean as well as recent 

findings of coherent 10-25 s noise across ocean basins, including the Drake Passage (Lin et al., 

2006).  

 

In contrast to the primary microseism, secondary microseisms at EFI exhibit both a single peak 

in Fourier reconstruction and extremal index hours. Both peaks occur in late August/early 

September suggesting that wave state and storm activity in the Drake Passage reaches a 

maximum during this time. Additionally, correlation analysis between secondary microseism 

power at EFI and sea ice in the Bellingshausen Sea show few robust anticorrelations, again 

suggesting that higher frequency secondary microseism energy does not efficiently propagate 

across the Drake Passage.   

 

iii. Southern Annular Mode Influence on Drake Passage Storminess and Microseism     

Intensity     

To characterize the influence the SAM has on storm activity in the Drake Passage, we construct 

monthly ratios of primary and secondary index hours during negative (below 35
th

 percentile) and 

positive (above 65
th

 percentile) SAM phases with mean monthly index hours across all years 

(Figure 2.7b,c). These thresholds were chosen such that each calendar month for both positive 

and negative phases of the SAM were represented by a minimum of four months. The ratio is 

used to succinctly express how microseism index hours recorded during months of positive and 
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Figure 2.7. (a) Mean monthly distribution of primary (blue) and secondary (red) microseism 

storm index hours for PMSA and EFI for all months (minimum 65% seismic data 

completeness). (b,c) Ratios of microseism index hours for months falling in the bottom (b) 

and top (c) 35
th

-percentile SAM index compared to a mean month. Numbers next to bar plots 

indicate the total number of years that satisfy the requirements of data completeness and have 

a negative (b) or positive (c) SAM index for each calendar month.  All monthly index hour 

calculations have been normalized to a 30-day month. 
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 negative phases of the SAM compare to monthly means across all years. Values greater than 1 

indicate that more extremal microseism events are occurring during the given phase of the SAM. 

As the secondary microseism recorded at EFI is likely not influenced by Antarctic sea ice, we 

use it as the most robust proxy for characterizing changing wave and storm conditions in the 

Drake Passage.  

 

Our observations indicate that positive phase of the SAM is associated with greater wave and 

storm activity within the Drake Passage. As no secondary microseism index hour events are ever 

recorded in January and February at EFI, the remaining 10 calendar months were used observe 

the impact phase of the SAM has on storm activity. A higher number of extremal microseism 

events occur during positive phase of the SAM during 8 of these months, with 6 months showing 

an increase in index hours of at least 50% compared to monthly means (Figure 2.7c). 

Additionally, every month except June shows an increase in primary microseism index hours, 

though the effects of sea ice reduction in the Bellingshausen Sea during positive phases of the 

SAM likely contribute to this statistic. We infer from these results that increased storm activity is 

prevalent during the positive phase of the SAM, particularly in the Austral fall through spring. 

This is consistent with satellite altimeter data also observing larger extreme wave heights in the 

Southern Ocean during positive phase of the SAM (Izaguirre et al., 2011). 

 

Extremal primary microseism events recorded at PMSA increase drastically during positive 

phase of the SAM during the months of June and October-January with anomalous activity 

peaking in November when the number of index hours increases by over 300%. We attribute this 

remarkably high sensitivity of the June and October-November index hours to high inter-annual 
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variability of near-coastal sea ice during these months coupled with near-coastal sea ice 

concentrations being highly modulated by phase of the SAM (Figure 2.5). During positive 

phases of the SAM, larger extents of west AP coastline are exposed to direct ocean forcing, 

which results in stronger primary microseism signals. Note that the secondary microseism, which 

is not as highly correlated with sea ice concentrations around the AP during the Austral spring, 

does not show October and November increases in index hour hours during the positive phase of 

the SAM, which further underscores the heightened sensitivity of the primary microseism to near 

coastal sea ice relative to the secondary. 

 

During December and January, both primary and secondary microseism index hours observed at 

PMSA increases by at least 50% during positive phase of the SAM and decrease by over 50% 

during the negative phase of the SAM (Figure 2.7b,c). In fact, no primary or secondary index 

hours occur during any of the six Decembers with a low SAM index. As the coast of the AP is 

relatively ice free during these months, changes in Drake Passage wave activity are likely 

responsible. This conclusion is supported by the seasonal signature of the SAM which becomes 

the most coupled with the troposphere during December and January and drives strengthened 

westerly winds centered near 60°S during positive phases (Thompson and Solomon, 2002; 

Thompson et al., 2011). In contrast, winds near 40°S are reduced, which may explain the lack of 

strong coupling between phase of the SAM and index hours recorded at EFI (latitude 51°S) 

during the summer months.  
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Conclusions 

The AP is an especially valuable locale for studying the microseism effects of large wave and 

weather systems interacting with annual and secular sea ice variability.  We use microseism 

observations from Palmer Station and East Falkland Island to develop a correlation-based 

methodology to characterize the seasonal variability and spatial extent of sea ice which impact 

primary and secondary microseism power recorded at these stations. We find that primary 

microseism intensity is overall more sensitive to sea ice concentration than the secondary 

microseism, particularly near-coastal (< ~100 km) sea ice. These observations have implications 

for future use in using microseism intensities recorded at high latitude stations to augment sparse 

field observations of sea ice strength and swell attenuation (e.g., Kohout et al., 2014; Mahoney et 

al., 2016), which are becoming increasingly important to characterize following the rapid decline 

of Arctic sea ice (e.g., Asplin et al., 2012; Thomson and Rogers, 2014).  

 

Biannual primary microseism power peaks at Palmer Station and East Falkland Island and their 

similar sensitivities to sea ice concentration suggested by correlation analysis indicate that longer 

period Rayleigh waves signals generated near the AP are capable of crossing this sector of the 

Southern Ocean. These observations corroborate earlier studies on primary microseism source 

regions and propagation paths which suggest that longer period microseism signals are capable 

of crossing oceanic basins (Cessaro, 1994; Lin et al., 2006). The strong dissimilarities in 

secondary microseism records on either side of the Drake Passage indicates that the shorter 

period components of microseismic Rayleigh waves are incapable of efficiently propagating 

from ocean basins to the continental shelf, as supported by the conclusions of Bromirski et al. 

(2013). Continued refinement of both microseism source regions and seismic wave propagation 
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will be important to further assess the factors affecting short and long-term microseism intensity 

across the Earth, and for the general use of seismic records to constrain integrated ocean wave 

state and storminess, both episodically and over long time periods (Aster et al., 2008, 2010; 

Stutzmann et al., 2009).  

 

Finally, we demonstrate that extremal storm activity in the Drake Passage increases during 

positive phases of the SAM and that storm tracks appear to shift poleward during the Austral 

summer. As the positive phase of the SAM also introduces higher temperatures and reduced sea 

ice concentrations around the AP, such increases in storm activity in reduced ice situations will 

augment microseism generation as well as increase the exposure of tidewater glacial systems, 

including ice shelves, to ocean wave perturbation. The potential role of this process to 21
st
 

century ice shelf collapse events on the AP remains an open question.  
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Chapter 3: Seismic Monitoring of Snowmelt Runoff in the Northern Colorado 

Rocky Mountains 

 

Introduction 

Flow and sediment transport in fluvial systems plays a critical role in shaping river morphology 

and aquatic ecosystems as well in the design of societal river infrastructure such as dams, bridges 

and water treatment facilities. Due to spatial-temporal variability of flow, sediment flux and the 

hazards associated with in-channel measurements, in situ measurements of flow and sediment 

transport may be unable to provide a comprehensive record, especially in flood conditions or 

where such measurements may alter the river system (Bunte and Abt, 2005). Quantitative 

understanding of the relationships between river discharge, sediment transport, and excitation of 

the seismic wavefield, has the potential to usefully augment sampling methods of fluvial systems 

with a non-invasive methodology. 

 

Multiple environmental processes at Earth’s surface contribute significantly to the local and, in 

some cases, global seismic wave field (e.g., Aster et al., 2008, 2010; Larose et al., 2015). Recent 

studies have begun laying the observational (e.g., Burtin et al., 2008, 2011,2016; Hsu et al., 

2011; Schmandt et al., 2013; Bartholomaus et al., 2015,; Roth et al., 2016) and modeling (Tsai et 

al., 2012; Gimbert et al., 2014) framework necessary to interpret riverside seismic observations 

for fluvial discharge and bed load transport characteristics.  In general, these studies have shown 

that bed-load transport tends to excite higher-frequency (> 15 Hz) signals (Schmandt et al., 2013; 

Roth et al., 2016), while turbulent flow and discharge modulates seismic power between ~1-10 

Hz (Burtin et al., 2011; Gimbert et al., 2014; Bartholomaus et al., 2015). Through calibration of 
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seismic signals in the Swiss Prealps with measured bed load, Roth et al. (2016) were able begin 

to accurately invert for bed load transport rates using only calibrated seismic data, precipitation 

rates, and discharge measurements. However, discharge measurements typically rely on in-

channel measurements of stage height (e.g., pressure transducers), which may be destroyed 

during flood events (e.g., Burtin et al., 2011; S. Ryan (USFS), pers. Comm.). As a majority of 

sediment transport is anticipated to happen at high levels of discharge, interpretations from the 

seismoaccoustic wavefield collected outside the channel have the potential to usefully augment 

the monitoring and advance general understanding of fluvial systems.    

 

The fluvial excitation of infrasound (< 20 Hz) signals has been relatively unexplored outside of a 

study of waterfall noise (Johnson et al., 2006) and a study of the 2012 Controlled Flood Event in 

the Grand Canyon (Schmandt et al., 2013).  In the Grand Canyon study, both the rising and 

falling limb of the controlled flood, 6-7 Hz acoustic and 2-12 Hz seismic signals were generated 

that were interpreted to be the result of fluid-air interactions, such as breaking of waves at the 

river surface. However, the 2-12 Hz seismic signal has subsequently been modeled and attributed 

to turbulent flow while the exact source of the 6-7 HZ acoustic signals remains unknown 

(Gimbert et al., 2014). 

 

Here, we investigate signals recorded on a seismoaccoustic array co-located with discharge, 

suspended sediment, and precipitation measurements between May and September of 2015 from 

the South Fork of the Cache la Poudre River, a highly seasonal snow melt- and rain-fed 

mountain river in the Front Range of the Colorado Rocky Mountains. In contrast to previous 

studies, which generally record seismic observations ~15-50 m from the river and analyze short-
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period (< 1 Hz), vertical component noise, we deploy instruments within 1 m of the river and 

attain both short-period (12-22 Hz) and intermediate-period (0.5-3.3 s) horizontal component 

signals that are highly sensitive to discharge. We propose that the intermediate-period signals 

arise from instrument tilt as the sensor directly interacts with channel flow within the hyporheic 

zone and or responds to nearby forces at the edge of the river system. We suggest these results 

offer the potential for a new method of estimating discharge rates and, potentially, tracking 

hyporheic exchange.  

 

Field Site and Data  

The South Fork of the Cache la Poudre River is a small mountain stream that originates in the 

Mummy Range of Rocky Mountain National Park, Colorado and has a drainage area of 231 km
2 

(Ryan, 2007). The study site (Figure 3.1a) features a straight, north-south section of the river 

with a ~1% grade, a riffle channel morphology, and a 14 m bankfull channel width. The site was 

selected by the US Forest Service (USFS) to monitor changes in suspended sediment load 

following the 2012 High Park fire, which burned over 35,000 ha including a portion of the South 

Fork Cache la Poudre watershed.  To facilitate these monitoring efforts, the USFS installed a 

pressure transducer, calibrated turbidity sensors, and a rain gauge to enable continuous (10 

minute sampling interval) collection of discharge, suspended sediment, and precipitation data 

from 2013-2015 (Figure 3.1b). Stage height, as measured by the pressure transducer, is 

converted to discharge through a series of rating curves attained by measuring both channel 

geometry and flow velocity multiple times over the course of the rising and falling limb of spring 

snowmelt runoff. Here, we focus on data collected between 17 May and 1 September 2015,  
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Figure 3.1. (a) Field site along the South Fork of the Cache la Poudre River, Northern 

Colorado. Seismic stations SF01-SF03 are shown along with infrasound sensors locations 

(blue circles, sensor 1 co-located with seismic stations).  (b) Locations of rain gauge, pressure 

transducer, and turbidity meter. (c) Three-component Sercel L28 (4.5 Hz lower corner 

frequency) geophones were placed ~1 m from the channel and at water table depth during 

low flow conditions in mid-May.  This reach of the river runs nearly north-to-south, so that 

the N component of the seismometer is very nearly parallel, and the E component very nearly 

perpendicular to flow, which is to the right (south) in (a) and (b). 
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during which fluvial measurements were augmented by the installation of a seismoaccoustic 

array.  

 

From mid-May to early September we installed three 3-component L28 geophones (corner 

frequency 4.5 Hz) 1 m from the river at distances of 12 m, 23 m, and 35 m downstream of the 

pressure transducer (Figure 3.1a). Each sensor was emplaced ~ 0.3 m deep in close proximity to 

the water table during moderate (~3.2 m
3
/s) flow conditions (Figure 3.1c). Until early August, 

stations SF02 and SF03 were each supplemented with a 15 m aperture array of three ground-

mounted infrasound sensors with a corner frequency of 0.05 Hz (Marcillo et al., 2012). Station 

SF01 recorded at 250 Hz, while stations SF02 and SF03 recorded at 125 Hz. All stations 

experienced a small (4-5 days) data gap in mid-June when the flash cards on each data logger 

became full and the station stopped recording.  

 

During the study period, discharge varied between 1-16 m
3
/s including strong modulation from 

the rising and falling limbs of spring snow melt in June, an intense rainstorm in early July, and 

an upstream dam release on 26 July that more than doubled discharge over the course of an hour 

(Figure 3.2a). The dam release lasted for nearly three weeks and maintained elevated levels (5-6 

m
3
/s) of discharge during this time period before closure of the dam dropped flow rates to ~1 

m
3
/s in late August.  

 

Suspended sediment loads were generally < 10 mg/L, but increased drastically (up to ~100 

mg/L) following rain events and increases in discharge (Figure 3.2b). The spring snowmelt cycle 

shows general clockwise hysteresis between suspended sediment and discharge with higher  
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Figure 3.2. (a) Hydrograph over the study period as determined by pressure transducer 

measurements of stage height and multiple rating curves. The hydrograph is color coded by 

time and has significant events leading to changes in discharge labeled. (b) Suspended 

sediment concentrations versus discharge (sampled every 10 minutes) color coded by time 

using the same color scale as in 3.2a. Clockwise hysteresis loops are observed both on the 

rising limb of snowmelt runoff and during the July Rainstorm event. Marker size corresponds 

to co-located precipitation measurements.  
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levels of suspended sediment observed on the rising limb. Clockwise hysteresis loops are typical 

and arise from available sediment next to the channel being removed, transported, and quickly 

depleted (e.g., Seeger et al., 2004). We additionally observe clockwise hysteresis loops 

accompanying each diurnal pulse of increased discharge on the rising limb and during the early 

July rainstorm event.  

 

Spectral Analysis  

To observe how variations in discharge and suspended sediment concentrations impact the 

seismoaccoustic wavefield, we perform our analysis in the frequency domain for moving time 

windows. After deconvolving the instrument responses, each channel of seismic and infrasound 

data was converted to 10-minute window acceleration power spectral density (PSD; in dB 

relative to 1 m
2
/s

4
/Hz for seismic and 1 Pa for infrasound data) estimates with 50% temporal 

overlap using the Incorporated Research Institutions for Seismology (IRIS) Noise Took Kit 

(NTK) (Bahavar et al., 2013). Similar to PQLX (McNamara and Buland, 2004; McNamara and 

Boaz, 2011), the NTK employs Welch’s section averaging method (e.g., Oppenheim and 

Schafer, 1975) to break each 10-minute window into 13 sub-segments of 75% overlap and 

returns PSD estimates for each 10-minute window in 1/8-octave period bins and 1 dB power 

increments. However, in contrast to the default 1-octave smoothing window used in PQLX, the 

user can specify the degree of PSD smoothing within the NTK. We specify a smaller, ¼-octave 

smoothing window to minimize smearing of power across period bins and attain higher 

resolution PSD estimates. All PSD estimate start times are converted to Mountain Daylight Time 

and resulting spectrograms are co-registered with the midpoint of each 10-minute fluvial 

measurements.  
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Results   

i. Infrasound Spectral Analysis 

Infrasound measurements were dominated by quasi-diurnal, 0.1-3 Hz spikes, that were often 

180° out of phase with diurnal discharge variations (Figure 3.3).  These signals show a generally 

red spectrum, vary in duration from 10-16 hours, and typically began in mid-late morning and 

subsided late in the evening. The spectral characteristics and timing of these events are  

consistent with wind-generated noise, a well-known and common issue when using infrasound 

sensors that are not equipped with wind filters (e.g., Hedlin and Alcoverro, 2005). We were 

unable to reliably identify acoustic signals originating from fluvial processes occurring on the 

South Fork of the Cache la Poudre River and conclude that infrasound sensors without wind 

filters, even when deployed at ground level, are likely unsuitable for monitoring acoustic signals 

originating from smaller fluvial systems.  

 

ii. Broad Seismic Response to Changes in Discharge    

Spectral analysis of ground motion reveals a fairly broadband (~0.1-45 Hz) seismic response to 

changes in fluvial discharge (Figure 3.4). These variations become even more pronounced after 

subtracting in dB space (normalizing) the signals by the median PSD recorded during times of 

minimal discharge (1.0-2.0 m
3
/s) in late August following the dam release (Figures 3.5-3.7). We 

use the residual acceleration power spectrograms along with correlation analysis between 

seismic power and discharge (Figure 3.8) to identify three distinct bands (0.33-2 Hz, 12-22 Hz, 

30-45 Hz) are excited by flow and show strong features associated with discharge variations.  
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Figure 3.3. Representative infrasound spectrogram (dB rel. 1 (Pa/s)/Hz) recorded on 

microphone 2 of station SF03 with discharge overlain (black curve). The quasi-diurnal spikes 

in power between 0.1-3 Hz are likely caused by diurnal winds, which commonly peak in the 

afternoon. 
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Figure 3.4. Ground acceleration spectrograms for all components of SF01 (dB rel. 1 

m
2
/s

4
/Hz) with discharge overlain (black curve).   
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Figure 3.5. Residual ground acceleration spectrograms for all components of SF01 after 

subtracting the median power spectral density once discharge drops below 2 m
3
/s in late 

August. Horizontal, white dashed lines indicate frequency bands identified through 

correlation analysis (Figure 3.8) to be sensitive to discharge.   
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Figure 3.6. Same as Figure 3.5 but for station SF02. The quasi-diurnal higher frequency 

spikes in power are attributed to wind generated as described in the text. 
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Figure 3.7. Same as Figure 3.5 and 3.6 but for station SF03.  
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Figure 3.8. Correlation coefficients between discharge and ground acceleration power as a 

function of frequency at each component of all three stations. The black dashed vertical lines 

indicate frequencies of 0.33, 2, 12, 22, 30, and 45 Hz and delineate the three frequency bands 

excited by changing discharge and used in Figures 3.10-3.15. 
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The lowest frequency band excited by discharge occurs predominantly on the horizontal 

seismometer components, is readily observed at all three stations, and shows the strongest 

correlations with discharge between ~0.33-2 Hz. During times of maximal discharge (runoff 

peak, rainstorm event), the signal extends out to longer periods (up to 10 s, despite the 4.5 Hz 

lower corner frequency of the seismometers) on both horizontal components and shows power 

increases of >35 dB (over 3,100 times more power) compared to minimum discharge levels.  

During the rising and falling limb of snowmelt runoff, diurnal changes in power excited within 

this band occur exactly in phase with daily variations in discharge. The quasi-diurnal, 0.1-10 Hz 

spikes, that appear on station SF02 are correlated with strong wind events identified in the 

infrasound record and are suggested to arise through direct coupling of the geophone with nearby 

tree roots.  

 

The 12-22 Hz band is, overall, the best correlated with discharge, with a correlation coefficient 

of at least 0.6 observed on each component of every sensor except the vertical component of 

SF03 (Figure 3.8). Increases in power in this band are clearly seen accompanying rising 

discharge on residual power spectrograms, though the band appears to extend down to ~5 Hz on 

the horizontal channels of SF03. Additionally, the east and vertical components of SF02 appear 

to show a second, lower frequency band excited by increases in discharge between 5-10 Hz.  

 

The highest frequency 30-45 Hz band is often transiently excited in unique ways at each station. 

For instance, signals in this band are never observed on the horizontal components of SF01, but 

power in this frequency range appears to rise by ~5 dB on the vertical component during the 

rainstorm event. At SF02, 30-45 Hz power levels rise by >20 dB during snow melt runoff, but 
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record a weaker (~15 dB peak) and higher frequency (40-50 Hz) response to the rainstorm and 

dam release events.  

 

iii. Seismic Response to the Snowmelt Runoff and Rainstorm Events 

To infer further about the nature of each of the three frequency bands excited by changing flow 

conditions, we track power in each band at each station during both June snowmelt runoff and 

the week long rainstorm event in early July (Figure 3.9).  Specifically, we examine each band for 

characteristic hysteresis patterns between seismic power and discharge that are typically 

suggestive of bedload transport (e.g., Burtin et al. 2008; Hsu et al., 2011; Schmandt et al., 2013) 

or mirror our observations of suspended sediment concentrations. To be consistent with previous 

studies, we integrate our acceleration PSDs and report our findings here in terms of variations in 

velocity power. 

 

The 0.33-2Hz band generally shows smooth, approximately exponential increases in seismic 

power with discharge, especially on the horizontal components, where increases of up to 20 dB 

are observed during the rising limb of snowmelt runoff (Figure 3.10, 3.11).  Additionally, overall 

power levels are generally 20-30 dB higher on the horizontal components compared to the 

vertical components. Moderate counter-clockwise (CCW) hysteresis occurs on all components of 

SF01 and weak clockwise (CW) hysteresis is experienced by the vertical components of SF02 

and SF03 during snow melt runoff but not during the July rainstorm. We again note that SF02 

experiences transient increases in power on all components in this band, which we attribute to 

wind coupling with the seismic sensor through vegetation.  
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Figure 3.9. Suspended sediment concentration versus discharge for (a) the rising and falling 

limbs of snowmelt runoff and (b) the July rainstorm event taken at 10-min intervals. Markers 

are color coded by date and scaled by co-located precipitation measurements.  
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Figure 3.10. Ground velocity (dB rel. 1 (m/s
2
)/Hz) from 0.33 to 2 Hz versus discharge for the 

rising and falling limbs of snowmelt runoff on all three components of each station. Plots are 

color coded by date. 
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Figure 3.11. Same as Figure 3.10 except showing ground velocity versus discharge for the 

July rainstorm. 
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Figure 3.12. Ground velocity (dB rel. 1 (m/s
2
)/Hz) from 12 to 22 Hz versus discharge for the 

rising and falling limbs of snowmelt runoff on all three components of each station. Plots are 

color coded by date. 
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Figure 3.13. Same as Figure 3.12 except showing ground velocity versus discharge for the 

July rainstorm. 
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Figure 3.14. Ground velocity (dB rel. 1 (m/s
2
)/Hz) from 30 to 45 Hz versus discharge for the 

rising and falling limbs of snowmelt runoff on all three components of each station. Plots are 

color coded by date. 
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Figure 3.15. Same as Figure 3.14 except showing ground velocity versus discharge for the 

July rainstorm. 
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Seismic velocity power in the 12-22 Hz band generally increases with discharge, but does so in 

unique ways at each station (Figure 3.12, 3.13). At SF01, power levels on all components rise 

exponentially with discharge until flow reaches a given level (~10 m
3
/s snowmelt runoff, ~8 m

3
/s 

rainstorm) after which seismic power levels remain relatively constant even as discharge 

continues to increase. Weak CCW hysteresis occurs during snowmelt runoff and weak CW 

hysteresis occurs during the rainstorm event. Hysteresis is even more pronounced on SF02 and  

shows the same hysteresis reversal between the snowmelt runoff and rainstorm events as SF01. 

A reversal in hysteresis loop direction between these events is also recorded by SF03, however 

the sense of hysteresis for each event being opposite to that recorded on SF01 and SF02. 

Interestingly, horizontal component power for both components recorded at each station is 

consistently ~15 dB higher than the vertical component. 

 

In the 30-45 Hz band, a 10 dB CCW hysteresis loop occurs on all components of SF02 during 

snowmelt runoff and contrasts with CW hysteresis seen on the vertical components of SF01 and 

SF03 (Figure 3.14, 3.15). Hysteresis is mild or absent in the 30-45 Hz band on all components 

during the rainstorm event with the exception of the north component of SF02 which exhibits 

general CW hysteresis and several abrupt changes in power. Unlike lower frequency 0.33-2 Hz 

and 12-22 Hz bands, relatively uniform levels of power are recorded on all components.  

 

Discussion  

i. Fluvial Sources of Seismic Energy 

Two of the three frequency bands that appear to be excited by discharge show characteristically 

higher levels of seismic power on the horizontal components than the vertical. Such preferential 
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excitation on the horizontal components can arise from 1) source characteristics, such as 

predominant generation of horizontally polarized Love waves, 2) local resonance caused by 

siting conditions, (e.g., Nakamura, 1989; Bodin and Horton, 1999; Bodin et al., 2001), and 3) 

instrument tilt (e.g., Sorrels, 1971; Peterson, 1993; Wilson et al., 2002).  Thus, understanding the 

enhanced horizontal power in the 0.33-2 Hz and 12-22 Hz bands may be able to provide insight 

into the fluvial process responsible for these signals. 

Both the 0.33-2 Hz and 12-22 Hz signals are identifiable as peaks in horizontal-to-vertical ratio 

(H/V) spectrograms, but behave much differently under changing discharge (Figure 3.16). Peak 

H/V ratios in the 0.33-2 Hz band shift to lower frequencies as discharge increases and grow by 

over a factor of 100 as discharge rises from 2 to 15 m
3
/s. We suggest that these signals result 

from tilt oscillations of the geophone about its vertical axis and may be generated by direct 

interaction with channel water in the hyporheic zone.  

 

The hyporheic zone is defined as the space below streambeds and adjacent to stream banks 

where channel water and ground water mix (White, 1993). The transfer of water and nutrients 

that occurs within the hyporheic zone has been shown to be of fundamental importance to river 

ecology, but quantifying exchange rates has been challenging  (e.g., Boulton et al., 1998). During 

snowmelt runoff, strong precipitation events, and upstream dam releases, water moves from the 

stream to be taken up by the stream banks (e.g., Winter, 1998). By placing the geophone in 

exceptionally close proximity to the channel (~1 m) and at water table depth, it is likely directly 

forced by incoming bank storage water during high discharge events. If we assume that all 

acceleration recorded on the horizontal components is due to instrument tilt and apply first 

principles of the acceleration of a mass in a gravity field, then the instrument is tilting on the  
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Figure 3.16. (a) Horizontal-to-vertical (H/V) ground acceleration power spectrogram at SF01 

showing peaks in H/V ratios between 12-22 Hz and 0.1-2 Hz. Discharge is shown as a black 

curve and white horizontal dashed lines delineate the three period bands excited by discharge 

as described earlier in the text. (b) Velocity H/V ratios for the 12-22 Hz and 0.1-2 Hz bands 

plotted on a logarithmic scale versus discharge. Both bands are color coded by date and 

marker size indicates concentration of suspended sediment. H/V ratios in the 0.1-2 Hz band 

increase by over two orders of magnitude with discharge while 12-22 Hz H/V ratios remain 

relatively constant. 

 



  83 

order of a few (~10 at SF03) microradians (e.g., Wielandt and Forbriger, 1999). Such excitation 

by fluid flow has some similarities to the 0.33-2 Hz tilt signal observed at exposed rock sites in 

the Transantarctic Mountains and interpreted to be caused by direct wind forcing on the sensor 

enclosure and surrounding rock (Anthony et al., 2015).  

 

In contrast to the 0.33-2 Hz H/V peak, the 12-22 Hz peak remains relatively constant over a wide 

range of discharge conditions and persists even during minimal flow at the end of August (Figure 

16). Thus, we propose that the 12-22 Hz H/V peak is not related to fluvial process and instead 

represents the fundamental resonance frequency of low velocity alluvium overlying higher 

impedance bedrock once a minimum level of fluvial excitation (e.g., above ~4 m
3
/s) is present.  

 

In a simple two-layer system, where a higher seismic impedance substrate is overlain by low 

impedance sediments, the fundamental seismic resonance frequency, fr , is related to the sediment 

layer thickness, Z, by: 

fs = Vs/4Z, 

 where Vs is the average-shear wave velocity in the sediment layer (e.g., Ibs-von Seht and 

Wohlenberg, 1999). The fundamental frequency can be determined from peaks in the H/V ratio 

of ambient seismic noise (Nakamura, 1989). Assuming a near-surface alluvium shear wave 

velocity of 300 m/s (consistent with Holocene fine-grained sediment; e.g., Williams et al., 1998), 

the 12-22 Hz H/V peak corresponds to a reasonable sediment thicknesses of ~3.0-6.2 m in our 

study area.  
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Although the 12-22 Hz H/V amplitude peak remains relatively constant over time, power in the 

band varies strongly with discharge and shows complex patterns of hysteresis during snowmelt 

runoff and during the rainstorm. The two fluvial processes thought to generate seismic nose in 

previous studies (e.g., Burtin et al., 2008, 2011, 2016; Hsu et al., 2011; Schmandt et al., 2013; 

Bartholomaus et al.,2015) are turbulent flow and bed-load transport. Recent modeling has 

suggested that seismic power induced by turbulent flow scales with discharge, Q, as Q
7/5

  

(Gimbert et al., 2016). Even though this relation is based on seismographs recording at distances 

from the river much greater than the river width (Gimbert et al., 2014) it decently fits our 

observations of changing 12-22 Hz power with discharge, predicting variations in horizontal 

power levels by ~4.1 dB and vertical power by 6.5 dB with 95% confidence (Figure 3.17).  

However, strong discrepancies exist on the vertical component, which, combined with hysteresis 

following both snowmelt runoff and rainstorm events initially suggests that signal generated by 

bed-load transport could be contributing to power recorded in the 12-22 Hz band.  

 

Distinguishing turbulent flow from bed-load transport through spectral analysis generally 

requires multiple measurements at different distances from the river (Gimbert et al., 2014). As 

the seismic instruments are placed further away from the channel, higher frequencies signals 

become more attenuated and turbulent flow dominates lower frequency bands. As our sensors 

were placed in exceptionally close proximity to the channel, attenuation is minimal and both 

turbulent flow and bed-load transport signals likely contribute to the 12-22 Hz band. However, 

neither the 12-22 Hz or 30-45 Hz band at any sensor show hysteresis patterns similar to those 

observed for suspended sediment concentrations, particularly the diurnal hysteresis loops seen on 
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Figure 3.17. 12-22 Hz velocity power for the three components of each station versus 

discharge. Both velocity and discharge measurements have been scaled by values attained 

during late August when discharge was minimal (~ 1 m
3
/s). The green curve shows the data 

fit with the Gimbert et al. (2016) relation in which seismic velocity power generated by 

turbulent flow (no bed-load transport) scales with discharge, Q, as Q
7/5

. 
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 the rising limb of snowmelt runoff. Thus, it is unlikely that seismic monitoring of fluvial 

systems will be able to characterize variations in fine-grained suspended sediment. 

 

The opposite sense of 12-22 Hz and 30-45 Hz hysteresis recorded during the same discharge 

events on geophones separated by only several meters indicates asymmetric rising/falling limb 

influences and conditions.  These must represent near-sensor site changes between the rising and 

falling limb of the event that could include localized changes in stream shape, bottom  

topography or roughness, hyporheic flow, or vegetative seismic coupling.  Our observations 

validate the importance of making multiple measurements at different distances from the channel 

to avoid reaching possibly unwarranted interpretations. We recommend, given the wider 

availability of large numbers of high frequency seismographs (e.g., Schmandt and Clayton, 

2013), that future research in this area incorporate high frequency seismic arrays, which would 

allow for much better quantification and interpretation of local high-frequency effects, and 

calibration of seismic measurements with stream properties and variable siting conditions. 

 

ii. Synthetic Hydrograph from Seismic Observations 

As velocity power in the 0.33-2 Hz band recorded on horizontal components follows smooth, 

nearly exponential relations with flow rates, we investigate the potential of mapping seismic 

power in this band to hydraulic discharge to create a synthetic hydrograph. Since this signal is 

suspected to arise through instrument tilt caused by direct forcing with channel or hyporehic 

flow, the response to discharge varies appreciably between individual sensor sites (Figure 3.10, 

3.11), and may be sensitive to local effects such as streamside vegetation (including root 

structures), soil permeability, and channel geometry. SF03 in particular was located within dense 
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rooted (willow) vegetation which may have coupled with stream flow uniquely at this site, and 

thus may explain heightened sensitivity to discharge in this band as well as its differing 

hysteresis characteristics (e.g., Figures 3.1 and 3.7). We thus calibrate 0.33-2 Hz power recorded 

on each channel of stations SF01 and SF03 to discharge during a 2-week period surrounding the 

rainstorm event and apply these relations to generate a synthetic hydrograph spanning the entire 

seismic record. We do not use station SF02 in this analysis as power in the 0.33-2 Hz band at this 

station is strongly influenced by wind gusts as described previously.  

 

Seismic velocity power in the 0.33-2 Hz band scales roughly exponentially with discharge and 

becomes a linear relationship when seismic power is expressed in dB. This enables us to use 

standard least-squares linear regression techniques to fit a bilinear relationship between 0.33-2 

Hz seismic power (expressed in dB) and discharge during the calibration period (Figure 3.18).  A 

bilinear regression was determined to be the best approach, as both stations observe a drastic  

reduction in sensitivity to discharge once a critical threshold is reached (~9 m
3
/s at SF01 and ~6 

m
3
/s at SF03). At lower discharge rates, sensitivity between the four horizontal channels varied 

from 3.88-4.65 dB/m
3
/s and dropped to 0.84-1.26 dB/m

3
/s when flow exceeded the threshold. 

The exact mechanism for the change in sensitivity is not understood, but it may represent when 

the water table completely covers the geophone and additional rises in stage height do not 

increase the cross-sectional area of the sensor experiencing forcing from channel or hyporheic 

flow.  

 

With the bilinear transfer functions determined, we generate synthetic hydrographs over the full 

seismic record for each horizontal channel. To minimize the effect of transient, non-fluvial noise  
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Figure 3.18. An example of the bilinear least squares regression used to calibrate integrated 

0.33-2 Hz horizontal component ground velocity power to discharge over a 2-week interval 

surrounding the July rainstorm event. The plot is color coded by date and shows data recorded 

on the north component of SF03. The dashed (solid) black line is a linear regression fit to 

velocity power when discharge is less (more) than 6 m
3
/s. 
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sources, discharge estimates were smoothed using a 1-hour (6 sample) moving median filter. 

Visual inspection of the synthetic hydrographs shows that nearly all variations in discharge, 

including diurnal cycles, can be determined from 0.33-2 Hz horizontal component seismic data 

(Figure 3.19). Correlations coefficients for the four channels between synthetic discharge and 

discharge determined from pressure transducer readings range from 0.96-0.99 and agree to 

within ~1 m
3
/s at the 95% confidence interval. We note that pressure transducer and rating curve 

hydrographic estimates also contain substantial uncertainty for streams of this size that can 

easily, between background and flood stage flows, exceed the discrepancy between our 

seismically determined estimate and the available gauge estimate (e.g., Benson and Dalrymple, 

1967). The largest misfits generally occur during late August when discharge levels become low 

enough that fluvial signals no longer exceed background noise levels. We suggest that during 

these times, the water table has become low enough that the geophone is no longer directly 

interacting with water flow. Despite this difficulty in retrieving discharge during low flow 

conditions, our results indicate that not only is the 0.33-2 Hz signal generated from fluid flow, 

but that it can be used to determine discharge rates with a reasonably high degree of accuracy in 

moderate flow conditions.  

 

Conclusions  

We have demonstrated that, by placing seismic instruments within close proximity to a small 

fluvial system, a wide frequency range of seismic signals including, < 1 Hz signals, interpreted 

as seismometer tilt, are recorded. Increases in >10 Hz seismic power, which correlated with 

changes in discharge, occurred in two distinct bands and exhibited complex (both CW and 

CCW) hysteresis patterns that can vary between instruments that only 10s of meters apert. No  
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Figure 3.19. Synthetic hydrographs (red curves) calculated from 0.33-2 Hz horizontal 

component ground velocity power show excellent agreement with discharge estimates 

attained through traditional methods (i.e., pressure transducer and rating curves). The dashed 

black horizontal lines indicate the 2-week period around the rainstorm event where seismic 

data was calibrated against discharge as illustrated in Figure 3.18. 
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hysteresis or seismic spectral observations were found that consistently correlated with 

simultaneously recorded (fine) suspended sediment measurements.  

 

 However, these near-channel seismic instruments uniquely record power below 1 Hz that is 

exponentially sensitive to discharge. As variations in these low-frequency signals are much 

stronger on the horizontal components, we propose that they arise through tilting of the sensor as 

it is forced by channel and possibly correlated hyporheic flow. After calibrating horizontal 

seismic power with flow rates over the course of a rainstorm event for individual sensors, we 

show that 0.33-2 Hz signals can be used to accurately invert for fluvial discharge. Thus, the 

installation of near-channel seismometers has the ability to usefully augment seismic networks 

aimed at monitoring fluvial processes by providing novel signals not observed at greater 

distances. Estimates of discharge attained outside the channel may be especially useful over the 

course of high flow events when pressure transducers and other equipment placed within the 

channel may be destroyed.   
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Chapter 4: Epilogue and Future Directions 

 

The results presented in this dissertation have demonstrated several applications of spectral 

analysis on continuous seismic records to assess instrumentation performance and data quality, 

infer near-surface structure, and characterize environmental sources of seismic signals across a 

broad range of frequencies. The emerging field of environmental seismology has opened up new 

avenues for interdisciplinary collaboration between seismologists and a broad range of earth 

scientists including geomorphologists, glaciologists, hydrologists, oceanographers, 

volcanologists, geotechnical engineers, and atmospheric scientists to investigate oceanic, 

atmospheric, and surface processes.  Several key findings from the dissertation should usefully 

contribute to future environmental seismology studies, particularly 1) the insights into ocean 

wave-sea ice interactions and their effect on microseism signals (Chapters 1 and 2), 2) 

confirmation of the ability of primary microseisms, but not secondary microseisms to cross 

ocean basins (Chapter 2), 3) characterization of the influence the Southern Annular Mode has on 

Drake Passage storm activity (Chapter 2), and 4) the discovery of low-frequency signals on near-

channel seismic stations  that can be used to accurately invert for discharge rates in fluvial 

systems (Chapter 3). Additionally, limitations in current spectral analysis software (PQLX) 

found during the course of dissertation work drove the development of the Incorporated 

Research Institutions for Seismology (IRIS) Noise Toolkit (NTK). The NTK software package 

provides a user-friendly interface for the computation of power spectral density (PSD) estimates 

directly from the IRIS Data Management Center (DMC) archives. Here, I briefly highlight some 

further applications of utilizing spectral analysis of seismic noise to study environmental 

processes and improve seismic network design. 
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Changes in Global Wave State and Extremal Storm Activity  

Recent studies of both in situ and reanalysis wind data (e.g., Tokinaga and Xie, 2011; Young et 

al., 2011) have suggested that global wind speeds have increased over the past 50-60 years by 

0.06-0.20 m/s per decade. Since oceanic waves are generated through ocean-wind interactions, 

this trend has the potential to influence wave state across the globe and could have drastic 

societal (e.g., shipping routes, coastal erosion and flooding) and climate (evaporation rates, 

cryospheric stability) implications. As microseism observations are predominantly sensitive to 

near-shore wave state (e.g., Bromirski and Duennebier, 2002), the use of historical microseism 

records has been suggested for use in monitoring decadal-scale changes in coastal wave activity 

(Aster et al., 2008; 2010; Stutzmann et al., 2009).  

 

The Aster et al. (2010) study developed the index-hour methodology (See methods section of 

Chapter 2) of identifying extreme storm events during winter months from the microseism record 

at long-running Global Seismic Network (GSN) stations. The study found generally increasing 

trends of strong storm events in the northern hemisphere and decreasing trends in the southern 

hemisphere, although reliable southern hemisphere seismic records were extremely limited. 

Additionally, it was found that northern hemisphere storm events appear to drastically increase 

during El Niño years. Subsequent spectral analysis performed using PQLX on an expanded set of 

global stations found increasing trends in both overall primary microseism power and extremal 

storm events in the northeast Atlantic and southwest Pacific oceans between 1994-2012 (Figure  

E.1; Anthony et al., 2013). These results are generally consistent with satellite observations of 

changes in significant wave height between 1985-2008 (Young et al., 2011).  
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Figure E.1. Primary and microseism trends in power (top) and index hours (bottom) expressed 

in percent per year for global seismographic stations (1994-2012). Red circles indicate 

statistically significant increasing trends, blue circles represent decreasing trends, and black 

dots are stations that show no statistically significant trends (i.e., the uncertainty in the slope 

measurement is greater than the absolute value of the slope). The radii of the red and blue 

circles represent the amplitude of the trends after subtracting out uncertainty. After Anthony et 

al., 2013. 
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Perhaps the fundamental driver behind development of the NTK was that PSD estimates 

produced in PQLX tended to be over-smoothed with the consequence that secondary microseism 

energy was undesirably smeared into the primary microseism band. As the primary microseism 

is thought to be the most robust indicator of identifying changes in wave-state (e.g., Aster et al., 

2010; Anthony et al., 2013), the need arose for a software package that would allow for reduced 

smoothing of spectral estimates. Work is currently underway to utilize the higher resolution 

PSDs generated by the IRIS NTK to update global microseism metrics though 2016, which will 

include analysis of the major 2014-2016 El Niño event. Additional processing will be applied to 

southern hemisphere microseism records to search for evidence of the recently identified 

Baroclinic Annular Mode (BAM), which has been shown to modulate southern hemisphere 

storm activity over 20-30 day periods (Thompson and Woodworth, 2014). 

 

Possible Role of Oceanic Wave Forcing in Antarctic Peninsula Ice Shelf Collapse Events 

The prevalent theory for the mechanism behind recent ice shelf collapse events on the Antarctica 

Peninsula has been crevasse propagation following the ponding of surface meltwater (e.g., 

Scambos et al., 2000). Anomalously high surface temperatures on the eastern half of the 

Antarctic Peninsula driven by positive phases of the Southern Annular Mode (SAM) likely 

enabled melt pond formation and are correlated with both Larsen A (January 1995) and Larsen B 

(March 2002) ice shelf collapse events (Marshall et al., 2006).  Positive phases of the SAM 

during the austral summer are also associated with reduced sea ice around the Antarctic 

Peninsula as a low-pressure anomaly forms to the west of the Bellingshausen Sea and allows the 

transport of warm air masses poleward (Lefebvre et al., 2004; Liu et al., 2004). After showing 

that strong storm events in the Drake Passage tended to occur during positive phases of the SAM 
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and that sea ice appears to dampen ocean waves, I concluded Chapter 2 by posing the question 

“could ocean wave forcing contribute to ice shelf collapse events on the Antarctic Peninsula?” 

 

From 23 October 1994 to 25 January 1995, satellite observations show that the Larsen A ice 

shelf retreated 3 km, followed by a rapid 2 km retreat between 25-28 January (Rott et al.,1996). 

Between satellite passes on 28 January and 30 January, ~600 km
2
 of the ice shelf collapsed, 

followed by an additional ~750 km
2
 by 22 March. Rott et al. (1996) infer that forcing from 

unusually high surface winds during 23-26 January on the ice shelf initiated the collapse. I use 

the seismic record at PMSA to show that two large pulses of locally-generated ocean swell 

struck the region between 25 and 29 January (Figure E.2). These wave events show exceptional 

temporal correlation with the timing of ice shelf retreat and breakup. I plan to further investigate 

the hypothesis that these swell packets, aided by high surface temperatures and reduced sea ice 

conditions, played a substantial role in triggering the rapid disintegration of the Larsen A ice 

shelf after melt ponding had already taken place. Future work will include similar analysis of 

microseism records surrounding the Larsen B and Wilkins Ice Shelf collapse events.  

 

Short-Period Microseism Generation in Lakes and Polynyas 

Many seismic stations across the globe have fairly stable noise levels between the secondary 

microseism noise peak and short period (< 1 s) noise contamination (e.g., Figure 1.2). Perhaps 

not coincidently, many earthquake studies utilize this “noise hole” between approximately 0.5-5 

s period to perform teleseismic body wave analysis, including preliminary detections of 

epicenters (PDEs) and magnitudes using P-waves (e.g., Engdahl and Gunst, 1966; Molnar et  
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Figure E.2. (top) Sea Ice concentration around the Larsen A Ice Shelf (green dot) in the 

Weddell Sea in the days prior to collapse. (bottom) Vertical ground acceleration differential 

spectrogram for the month of January 1995 recorded at Palmer Station, Antarctica (red star in 

sea ice concentration maps). The differential spectrogram is created by subtracting the median 

Power Spectral Density estimate (PSD) for the full month from every 3-hour, 50% overlap 

PSD (dB rel. 1 m
2
/s

4
/Hz). Rises in 5-10 s power (secondary microseism) of >20 dB and 10-20 

s power (primary microseism) of >10 dB occur on the 25
th

 and 28
th

 of January and are 

interpreted to indicate strong wave activity during the passage of two large storm systems. 

Lack of dispersion in the spectrogram suggests that the storms are of local origin, which agrees 

with Antarctic Peninsula wind speed records. These storm events coincide with phases of rapid 

retreat and collapse of the Larsen A ice shelf as identified through satellite imagery (Rott et al., 

1996) and suggest that oceanic wave forcing may have contributed to the collapse of the ice 

shelf. 
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al.,1973). However, I have identified several stations where high noise levels enter this band, 

likely due to the generation of short-period microseism noise generated in large bodies of water 

during high winds (e.g., lakes, bays, oceans; Figure E.3). Noise levels at these stations may mask 

and interfere with earthquake detection and analysis.  

 

During the summer of 2016, I installed two broadband seismometers on the shorelines of Lake 

Pontchartrain, Louisiana, a suspected source of short-period microseism noise (Figure E.3). 

Spectral analysis of seismic noise from these stations combined with mid-lake wind speed data 

and 1-hour interval imagery of the lake surface should facilitate new insights into short-period 

microseism generation.  Quantifying the contributions of this noise source and its attenuation 

properties has direct implications for the design of seismic networks aimed at monitoring local 

and regional seismicity.  

 

In an extreme example of short-period microseism noise, I use seismic stations located on the 

Ross Ice Shelf of Antarctica to track the opening of a large polynya and local wind speeds in 

front of the ice shelf (figure E.4). When the polynya opens up during the summer months 

(December-March), ground acceleration noise between 0.3-3 s period jumps 20-30 dB (rel. 1 

m
2
/s

4
/Hz), dropping the mean signal-to-noise ratio of large (>MW 5.5) earthquakes to 0 dB 

(Baker et al., 2016).  Although this signal is a hindrance to seismic imaging studies using 

teleseismic body-waves, it shows promise for tracking near-coastal sea ice conditions. 
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Figure E.3. (top) Vertical acceleration spectrogram for station 535B, Louisiana for the month 

of October, 2015. Station 535B is located ~10 km west of Lake Pontchartrain (~40 km 

diameter) and has an unusual diurnal signals between 1-2 s period that appears to be correlated 

with wind speed (bottom panel).  This signal may to be generated by wind-driven waves 

within the shallow (~20 ft deep) lake. Hurricane Patricia passes into the Gulf of Mexico on 

October 26
th
, and the waves formed in the Gulf raise power between 3-5 s period by >20 dB. 

Large earthquakes are also shown here and appear in the spectrogram as vertical spikes 

between ~5-100 s period. 
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Figure E.4. Acceleration vertical component spectrogram of DR01 (Ross Ice Shelf, Antartica; 

red star) for late November and December of 2014. Acceleration power between ~1-3 s period 

increases drastically following the December 3rd opening of an annually occurring polynya in 

front of the ice shelf. Noise in this period band is likely excited due to the generation of wind 

waves in the open water with particularly strong events correlating to known strong wind 

events. 
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Seismometer Emplacement Techniques to Mitigate Noise 

In the conclusion of Chapter 1, I recommended that Antarctic seismic stations emplaced directly 

on rock be moved to shallow snow in order to mitigate noise induced by sensor tilt. I pointed to 

station MILR as an example of a rock site that had exceptionally high levels of noise, 

particularly on the horizontal components. Upon my recommendation, MILR was moved into 

shallow snow in early 2014.  After retrieval of data during the 2015 field season, this enabled a 

direct comparison of noise levels at a windy rock site and a nearby (< 20 m) shallow snow vault.  

 

Reducing the station wind profile by moving it off the rock outcrop reduced short-period noise 

levels by up to 15 dB on the vertical components and by 20 dB on the horizontal components 

(Figure E.5). A reduction in noise of at least 10 dB at all periods between 0.1-100 s is observed 

on the horizontal components and suggests that reducing wind profiles and moving station away 

from strong wind-coupled sources can drastically reduce wind noise as well as sensor tilt. 

Utilizing spectral analysis to quantify reductions in noise levels attained through a variety of 

sensor emplacement techniques should facilitate improvements in the design of both temporary 

and permanent seismic networks and will be the main component of my recently funded United 

States Geological Survey Mendenhall Research Fellowship.   
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Figure E.5. Median acceleration PSDs for vertical (solid lines) and horizontal components 

(dashed lines) at MILR station, Antarctica for when the station was emplaced directly on rock 

(2008-2013 data analyzed) and after it was moved to a shallow snow vault (2014-2015). 
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Appendix 1: Spectral Resolution and Significance   

 

Tradeoff in Spectral Estimates Between Uncertainty and Resolution 

When estimating the power spectrum of a timeseries, an inherent tradeoff exists between the 

uncertainty in the power estimate attained at each frequency and the spectral resolution.  

Ultimately, maximal spectral resolution is pre-determined by the length, T, of the times series 

analyzed, with bandwidth given by 1/T. It is important to note that the spectral bandwidth is 

independent of the sampling frequency, fs, which determines the highest resolvable frequencies 

(i.e. the Nyquist frequency; ½ fs) of the sampled (assumed unaliased) timeseries. In the 

discussion that follows, we will assume that the timeseries is uniformly sampled, which is the 

case for seismological data analyzed within the dissertation.  

 

 A timeseries of length T sampled at frequency fs will have N = fsT data points. For a real-valued 

timeseries the spectrum is Hermitian. Thus, the discrete Fourier transform (DFT) of the 

timeseries will have N/2 distinct spectral estimates at frequencies from zero to ½ fs in intervals of 

1/T. For example, the DFT of a 100 s timeseries sampled at 0.5 Hz will have 25 spectral 

estimates between zero to 0.24 Hz with a uniform spacing of 0.01 Hz. However, although we 

have a relatively high degree of spectral resolution, the uncertainty of each of these DFT spectral 

estimates is high and may exceed the variance of the spectrum itself (Oppenheim and Schafer, 

1975).  In addition, the resolution of a spectrum is controlled by the time domain windowing 

function applied to the data, so that the expected value of the estimate will be the true spectrum 

convolved with the Fourier transform of the windowing function. 
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Why are these spectral estimates so low quality? It is due to the low number of individual pieces 

of information, called degrees of freedom, which determine each spectral estimate. As the 

spectral estimate of a given frequency is constructed from one sine wave and one cosine, only 

two degrees of freedom (corresponding to the real and imaginary parts of the discrete Fourier 

spectrum) are associated with each frequency.  Thus, the simple (periodogram) estimate of a 

power spectral density from unit variance uncorrelated Gaussian white noise is the sum of 

squares of two normally distributed (real and imaginary) DFT estimates, which is distributed as 

the chi-square distribution with two degrees of freedom (Figure A1.1)  To obtain statistically 

significant results that are reproducible, spectra must be computed where each Fourier frequency 

has an increased number of degrees of freedom.   

 

Techniques to Improve Statistical Significance of Spectral Estimates 

One methodology to do this is to average n adjacent frequency bands together. This procedure, 

called band averaging, increases the degrees of freedom of each spectral estimate by up to 

approximately (depending on window and band overlap details) a factor of n with the tradeoff 

that spectral resolution has been diminished to n/T. For instance, say we take our earlier example 

of a DFT of a 100 s timeseries sampled at 0.5 Hz and average each spectral estimate across five 

Fourier Coefficients. The new spectrum would contain only five spectral estimates each with 10 

degrees of freedom, but a bandwidth of only 0.05 Hz. Thus, in order to attain a more statistically 

significant result, we have settled for decreased spectral resolution.  

 

Another technique is to break the full timeseries into m equal-length windows, calculate a 

separate spectrum for each window, and then average these individual spectral estimates 



  117 

together. This methodology, called ensemble averaging, increases the degrees of freedom of each 

spectral estimate by a factor of m, but again with the tradeoff that spectral resolution is decreased 

by m/T. Furthermore, as each spectrogram is taken from a shorter time window, the lowest 

resolvable frequency estimate drops to m/T as well. Taking our 100-s record sampled at 0.5 Hz 

example again, we could break the timeseries into five windows of 20 s each and take the 

spectrum of each window. We would now have five separate spectra each with five spectral 

estimates that range from 0 Hz to 0.20 Hz in steps of 0.05 Hz. Although each spectral estimate 

now has 10 degrees of freedom, our bandwidth has decreased to 0.05 Hz again. 

 

Statistical Significance of Microseism Peaks Presented in the Dissertation  

Both PQLX and the IRIS NTK methodologies of estimating seismic spectra used in the 

dissertation utilize both band averaging (smoothing) and ensemble averaging to dramatically 

increase the degrees of freedom in spectral estimates. Welch’s method (Welch, 1967) is used for 

spectral estimation, with each timeseries window divided into 13 overlapping (75%) sub-

segments, with each segment demeaned, detrended, and tapered. For the 3-hour window PSD 

estimates used in Chapter 2, this means that each sub-segment is 45 minutes long and our 

degrees of freedom for each spectral estimate has increased by a factor of approximately four 

(180/45 minutes) relative to a single window estimate.  

 

After applying Welch’s method, PSD estimates are furthermore band-averaged  (smoothed) in 

1/8-octave intervals, further increasing the degrees of freedom for the spectral estimate. It is 

important to note that this method of smoothing is not a simple n-point averaging in that the 

number of adjacent spectral estimates averaged together varies as a function of frequency. A 
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rough estimate of the number of degrees of freedom associated with each spectral estimate can 

be determined by dividing the number of data points in each PSD window by the number of 

spectral estimates (or frequency bins) in the resulting PSD. For the 3-hour window PSD 

estimates attained in Chapter 2 using 1 Hz data, 108 individual spectral estimates are returned for 

each PSD estimate. Thus, each spectral estimate has ~100 degrees of freedom and should thus be 

very stable in terms of having a low uncertainty and high reproducibility (the tradeoff again 

being decreased spectral resolution, which is not a significant issue for the broad peaks generated 

by microseism and many other environmental seismic noise processes). For instance, in Figure 

1.2, we constructed a probability density function from over 85,000 1-hour PSD estimates and 

the secondary microseism peak is observed in every estimate (this is similar to the Monte Carlo 

test of statistical significance). This peak is expected a priori based on the fundamental 

generation mechanism of secondary microseism signals and observations of the period of ocean 

waves. Thus, the significance of the microseism peaks are well established both from physical 

first principles and through thousands of PSD estimates in which each frequency band has ~100 

degrees of freedom.  In the dissertation, we are primarily concerned with how power varies over 

these broad microseism bands (each band contains 5-7 frequency bins, so the entire primary and 

secondary microseism bands have ~500-700 degrees of freedom). 

 

Determining the Statistical Significance of a Spectral Peak 

However, there are situations when we don’t have the luxury of examining thousands of 

individual PSD estimates to convince ourselves that a peak is significant. For instance, when 

searching for evidence of the Baroclinic Annular Mode (BAM) in microseism records, we will 
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have to rely on other methodologies to determine the statistical significance of any peaks 

(including the 20-30 day BAM peak).  

 

To begin with, we can proceed by formulating a null-hypothesis by fitting background red noise 

to the spectrogram, with the specific red noise spectrum calculated from the Fourier transform of 

the timeseries autocorrelation.  Red noise commonly appears as a null hypothesis because 

climatological timeseries data are often correlated. We can then test the significance of a spectral 

peak at a given frequency by taking the ratio of power spectral density between the calculated 

spectrum and the red noise spectrum at that frequency. This spectral ratio will be chi-squared 

distributed with the degrees of freedom specified by the spectral estimation method, which can 

vary from two (for a simple single window periodogram; Figure A1.1) to large numbers.  

Generally, the calculation of the effective degrees of freedom in a Welch’s or other section 

averating method will depend on widow overlap and factors associated with the (spectral leakage 

optimizing) windowing functions used in the algorithm.  For large numbers of degrees of 

freedom, the chi-square distribution approaches a Gaussian distribution.  A peak of high 

statistical significance will thus have a high spectral ratio and occur along the tail of the 

appropriate chi-squared distribution.  Knowing the theoretical distribution of the spectral 

estimate for the null hypothesis allows us to assess straightforwardly the significance of any 

spectral peak that may be observed.  The probability of a peak of specified value, or larger, 

occurring anywhere in the spectrum by chance is then found by integrating the area under the 

appropriate chi-squared distribution from the observed spectral ratio to infinity.  
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Figure A1.1.  Periodogram (positive frequencies) simulation of a random unit variance 

uncorrelated Gaussian time series of length 2
15

 with unit sampling rate.  Top:  Periodogram 

power spectral density estimate, with mean value (~2) indicated.  Bottom:  Histogram of power 

spectral density values from the top plot (blue bars), compared with the χ2 
distribution for two 

degrees of freedom (red curve).  The significance of a PSD value being reached or exceeded 

under the null hypothesis will be the normalized integration of the χ2
 distribution from that 

particular value to infinity. 
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Appendix 2: Supplemental Figures for Chapter 1  
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Figure A2.1. (a) Median PSD differences (as in Figure 1.3b) for different emplacement types 

between 2008-2012. Borehole sensors are indicated by dashed lines and the numbers in the 

legend represent the number of stations included in the median PSD estimate. Due to 

instrumentation issues, we only used data from February 2011 – December 2012 for the 146 

m borehole and didn’t include 2012 data for the 254 m borehole. Additionally, due to data 

availability in the IRIS DMS, DRV data is only through 2010.  (b) Subtracting the median 

horizontal power from vertical power for the different emplacement types is a proxy for 

sensor tilt. 
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Figure A2.2. Interpolated noise-map of Antarctica for the intermediate period band (20-50 s) 

median vertical component power for all stations. HOWD and several AGAP instruments 

were omitted from our final noise-map in this band (Figures 1.5) because their anomalously 

high noise levels and unique seasonality are caused by the development of long-period 

convection cells forming within the sensors during the colder months. These air convection 

cells are caused by the dissipation of heat within the sensor and predominantly impact the 

vertical components (Anthony et al., 2011; T. Parker (IRIS PASSCAL) pers. comm.). The 2-

week moving average of HOWD, shows that this phenomena causes noise in this band to 

increase by over 10 dB. 
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Figure A2.3. Interpolated noise-map of Antarctica for the six period bands using median 

BHN component power in each for 59 seismic stations (QSPA Surface station used) located 

across the continent (triangles). 
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Figure A2.4. Interpolated noise-map of Antarctica for the six period bands using median 

BHE component power in each for 59 seismic stations (QSPA Surface station used) located 

across the continent (triangles). 
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Appendix 3: Significance of Correlation Maps Presented in Chapter 2 

 

In Chapter 2, we inferred the spatial extent to which sea ice can attenuate microseism 

observations by calculating Pearson’s correlation coefficient, r, between monthly microseism 

power and sea ice concentration at numerous grid points around the Antarctic Peninsula. We test 

the significance of these correlations by identifying sea ice grid points that exceed the 95
th

 

percentile statistic of significance for the entire Southern Ocean. We accomplish this using a 

two-tailed t-test.  

 

The t-test was developed to determine the significance of results derived from a small, randomly 

selected sample of a larger population. The t-distribution assumes that the independent variable 

being measured (in this case Pearson’s correlation coefficient) is continuous and normally 

(Gaussian) distributed.  The general shape of the t-distribution is dependent on the degrees of 

freedom associated with the measurement, with lower degrees of freedom having more spread 

(longer-tails). As the number of degrees of freedom approaches ~30, the t-distribution begins to 

strongly approximate a normal distribution.  

 

When using the t-test to determine the significance of a correlation coefficient, a null hypothesis 

is that the correlation coefficient is 0. We use the t-distribution and the length, n, of the vectors 

that we are correlating to determine which correlations would fall outside the 95
th

 percentile of 

the probability distribution. Since we are interested in testing the validity of both positive and 

negative correlations, we employ a two-tailed t-test, which will determine the absolute value of 

the correlation coefficient that is statistically significant. If we had instead used a one-tail 
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distribution, we would be rejecting the possibility that both positive and negative correlations 

occur in the data.  

 

The relation between Pearson’s correlation coefficient, r, and the t-distribution can be expressed 

as 

� = �
!!!

!!!!
. 

Here, the total degrees of freedom in the correlation are given by n-2. For example, since we are 

analyzing 22 years of data at PMSA in Chapter 2, we have 20 degrees of freedom and can easily 

rearrange the above equation to determine, under the assumption that the observables are 

independent and Gaussian distributed, that correlation values with an absolute value greater than 

0.42 are statistically significant at the 95% confidence interval (i.e., the t0.975 value found in a t-

distribution table). 

 

Figures A3.1-A3.6 show the correlations expressed in Figures 2.6 and 2.7 in the dissertation but 

applied to the entire Antarctic sea ice grid with only correlations exceeding the above 95% 

confidence interval plotted.  Significant anti-correlations between sea ice and PMSA microseism 

power exist in the Bellingshausen Sea during all months plotted and represent the only region 

with consistent correlation patterns. Spurious positive and negative correlations are seen 

occasionally over other regions. These may be indicative of a third variable (such as the Southern 

Annular Mode (SAM) or El Niño-Southern Oscillation) influencing storm and sea ice activity as 

well random chance correlations, which are expected to occur in ~5% of the SI grid cells. As 

adjacent 25 km
2
 sea ice grid cells are often highly correlated, with significant positive 

correlations from a single cell capable of extending over several thousand km
2 
 of regional sea 
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ice 
 
(Figure A3.7), it is unsurprising that occasionally significant correlations with microseism 

metrics cover large areas not associated with source regions.  In Chapter 2, we noted that primary 

microseism power at PMSA is well coorelated with with the SAM during the month of 

November (e.g., Figure 2.7). This is further supported by the striking similarity in the sea ice 

correlation maps between SAM index and primary microseism power observed at PMSA (Figure 

A3.4).  
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Figure A3.1. June correlations of monthly mean sea ice concentration with integrated 

primary and secondary microseism power recorded at PMSA (Red Star) and Southern 

Annular Mode (SAM) Index from 1993-2014. Blue regions indicate anticorrelation between 

sea ice and microseism/SAM metrics. Only correlations that exceed the 95
th

 confidence 

interval as determined by two-tail t-test are plotted. 
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Figure A3.2. Same as figure A3.1, but for the month of August. 
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Figure A3.3. Same as figure A3.1, but for the month of September. 
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Figure A3.4. Same as figure A3.1, but for the month of September. Note the similarities 

between the primary microseism and SAM Index maps, further suggesting that wave state in 

the Drake Passage is exceptionally coupled to phase of the SAM. 
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Figure A3.5. May and June correlations of monthly mean sea ice concentration with 

integrated primary and secondary microseism power recorded at EFI (White Star) from 1996-

2014. Blue regions indicate anticorrelation between sea ice and microseism/SAM metrics. 

Only correlations that exceed the 95
th

 confidence interval as determined by two-tail t-test are 

plotted. 
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Figure A3.6. Same as figure A3.5, but for the months of August and September.  
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Figure A3.7. November correlations of monthly mean sea ice concentration in the Southern 

Ocean with sea ice concentration at a single grid point (white box) for 1993-2014. Only 

correlations that exceed the 95
th

 confidence interval as determined by two-tail t-test are 

plotted.  

 

 

 


