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ABSTRACT OF THESIS 

LIFECYCLE CHARACTERISTICS AND ORGANIZATION OF TROPICAL ISLAND CONVECTION 

The Maritime Continent Thunderstorm Experiment (MCTEX) was conducted over the Tiwi Is-

lands just off the coast of northern Australia. Two MCTEX case studies are presented herein . The evolu-

tion of diurnally-forced convection over the Tiwi Islands is explored, starting with the initial stages of cu-

mulus development, to the mature thunderstorm stage, and finally to the dissipative stage. The convection 

is described from both a kinematic and electrical perspective. 

The leeward coast sea breeze front was the site of the first deep convection. Shallow precipitating 

cells originating from the island interior created evaporatively-cooled downdrafts that triggered the deep 

convection as they approached the front. Rapid development ensued as higher-order cloud mergers contin-

ued along the sea breeze front, leading to vigorous, electrically active storms. A deep, expanding co ld pool 

at the surface cut off the main storm from its supply of buoyant air. Convection continued along the down-

shear edge of the cold pool where the low-level shear tended to balance the horizontal vorticity generated 

by the cold pool. 

Polarimetric radar was used to estimate various precipitation quantities , and the relation between 

lightning and precipitation was investigated. Most of the results were consistent with the non- inductive 

charging (NIC) mechanism. No lightning was detected in predominately warm-rain cells. Only after sig-

nificant quantities of millimeter-sized ice particles were produced was lightning detected. Cloud-to-ground 

lll 



(CG) lightning was somewhat correlated with surface rainfall, but appeared to be m re closely tied to the 

graupel mass in the mixed-phase region. It is postulated that the cloud merger process produces a storm 

environment favorable for non-inductive charging. Stronger updrafts are. capable of suspending more rain-

drops above the freezing level , creating an ample graupel supply. The presence of supercooled cloud water 

and ice crystals from the previous cells led to rapid storm electrification . CG flash rates lagged graupel 

mass by a few minutes, which was consistent with the formation of a lower positive charge center below 

the main negative charge layer. This origin of this positive charge center could be explained by non-

inductive charging of graupel particles falling below the level of charge reversal. 
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CHAPTER I 

Introduction 

I.I Motivation for study 

Since World War II, atmospheric scientists have turned a more watchful eye to the area between 

30° N and 30° S, where approximately two thirds of the global precipitation occurs (Sellers, 1969). The 

convective cloud systems which frequent the equatorial trough and power the upward branch of the Hadley 

circulation not only directly impact the local population, but indirectly influence weather patterns and 

people over the entire globe. Newer and more robust computer models with domains spanning the entire 

globe require better understanding of the tropics , from the large scale radiational forcing caused by exten-

sive thunderstorm anvils to the small scale dynamics of trade wind cumulus. Satellites have revealed that 

much of the earth 's deep convection regularly occurs over regions of sparse observational coverage (Jan-

owiak et al., 1985), and space-borne sensors offer an excellent tool for obtaining estimates of large-scale 

precipitation OYer vast tropical oceans and continental interiors. Multinational projects such as the Tropical 

Rainfall Measuring Mission (TRMM: Simpson et al., 1988) require a synergy between such space-based 

observational platforms and surface-based validation studies since satellite techniques and measurements 

require ground-truth data to be thoroughly refined and properly calibrated. 

1.2 Tropical field campaigns 

In recent years, several field campaigns have addressed the lack of observational data in the trop-

ics. The Globe.I Atmosphere Program (GARP) Atlantic Tropical Experiment GA TE, the Tropical Ocean-



GI bal Atmosphere (TOGA) Coupled Ocean-Atmosphere Response Experiment (COARE) (Webster and 

Lucas, 1992), the Central Pacific Equatorial Experiment (CEPEX; 1993), and the Equatorial Mesoscale 

Experiment (EMEX; Webster and H use, 1991; Gamache et al. , 1987) went a long ways towards helping 

us understand tropical oceanic convection. The Venezuelan International Meteorological and Hydrological 

Experiment (VIHMEX; Miller and Betts, 1977), the Convection Profonde Tropicale (COPT8 l ) experiment 

(Sommeria and Testud, 1984), the Australian Monsoon Experiment (AMEX; Holland et al., 1986) and the 

Down Under Doppler and Electricity Experiment (DUNDEE; Rutledge et al., 1992) aided similar advances 

in the field of tropical continental convection. Observational gaps in the remaining tier of the triad of tropi-

cal convection -- island convection -- were partly fi lled by the Island Thunderstorm Experiment (ITEX; 

Keenan et al., 1989), winter monsoon experiment (winter MONEX; Houze et al., 1981), and the program 

on which this thesis is based, the Maritime Continent Thunderstorm Experiment (MCTEX) (Keenan et al., 

1994b; 1996b). 

Some of the deepest convection in the world occurs over the Indonesian archipelago, whose 

myriad islands serve as "hot plates" for the tropical atmosphere. Taken as a whole, this conglomeration of 

thu derstorm activity over the "maricime continent" (Ramage, 1968) approaches the spatial scale of the 

Rossby radius of deformation and provides primary forcing for the Hadley and Walker circulations (Krish-

namurti et al., 1973; Janowiak et al., 985; Rasmusson and Arkin, I 985) . The amount of convective activ-

ity in this region is closely related to the El Nino-Southern Oscillation phenomenon and has been shown to 

influence the behavior of the subtropical jet on a daily basis (Lau et al. , I 983) . Additional studies provided 

evidence that these vigorous thunderstorms are central to maintaining the global electrical circuit (Williams 

et al., 1990; Rutledge et al., 1992), in addition to being a key component of the global circulation. 

2 



Influenced strongly by diurnal and coastal effects, thunderstorms occur regularly over Indonesia 

and tropical Australia. Over the Tiwi Islands , north of Darwin, in Australia 's Northern Territory, intense 

convection is often spawned by a combination of land heating and sea breeze convergence. The MCTEX 

was designed to study this interaction on an intimate level in an effort to improve understanding of simi lar 

phenomena found over the hundreds of other islands dotted across the "maritime continent." As stated in 

the science plan (Keenan et al. , 1994b), the MCTEX basic science objective was: 

to improve knowledge of the dynamics and interaction of the physical processes involved 
ill the organization and lifecycle of tropical island convection over the Maritime Conti-
nent and the role of this convection ill the atmospheric energy and moisture balance. 

1.3 Sea breeze studies 

The sea breeze plays a major role in the development of thunderstorms over the Tiwi Islands. 

Land heats up and cools down quicker than water due to its lower heat capacity. In the presence of signifi-

cant solar heating and light-to-moderate environmental winds , a circulation develops that is transverse to 

the coastline which drives a shallow layer of oceanic air towards the island 's interior due to the density dif-

ference between the hot air above the land surface and the relatively cool air above the water. This sea 

breeze front acts like a miniature cold front, lifting the convectively active boundary layer ahead of it and 

foc using cloud and shower development along its leading edge. In tropical regimes , sea breezes are espe-

ciall y robust and are often the primary impetus for deep convection. 

For example, the Florida peninsula has been the site of numerous modeling and observational 

stud ies due to the reoccurring thunderstorms along its east and west sea breezes in the summertime (Simp-

son et al. , 1975; Nicholls et al., 1991 ). Skinner and Tapper (1993) summarized the diurnal sea breeze cir-

culation and surface radiation budget specific to the Tiwi Islands. 
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It is well established by various studies that the ambient wind direction modulates sea breeze in-

tensity by sharpening or weakening the thermodynamic transition across the front, depending on whether 

the flow is against or with the sea breeze (Wexler, 1946; Pielke, 1974; Helmis , 1987; Atkins et al. , 1995) . 

When the gradient flow is on-shore, the oceanic air progresses inland relatively quickly with a diffuse 

boundary and weaker low-level convergence than when the ambient wind opposes the sea breeze. Cloud 

and thunderstorm development is therefore hindered along the windward-coast of the Tiwi Islands and en-

hanced along the leeward-coast sea breeze front. This was exemplified by the modeling work of Crook 

(1997a) . In 3-D numerical simulations of 27 Nov. 1995 MCTEX convection, light northeasterly surface 

wind prompted initial development over the southwest coast sea breeze, consistent with observations. Ad-

ditional simulations of 20 Nov. 1995 using low-level southwesterly wind showed initial convective devel-

opment over the northeast quadrant of Melville Island, again, in agreement with observations (N. A. Crook, 

1998, personal communication). Accordingly , a reliable predictor of initial thunderstorm development lo-

cation during the MCTEX was the surface wind direction. The diurnal thunderstorms were usually trig-

gered over the leeward half of the Tiwi Islands along the sea breeze front experiencing the best low-level 

convergence. This pattern was repeatedly demonstrated during the MCTEX, including the two case study 

days chosen for this thesis. 

Wakimoto and Atkins (1994) and Atkins et al. (1995) found that horizontal convective rolls nearly 

parallel to the mean boundary layer wind direction modulated convection along the sea breeze front and led 

to periodic updraft enhancements where they intersected it. Sensitive radars have proven useful in identify-

ing such low-level convergence features . Several studies have shown the applicability of these observa-

tions to predicting thunderstorm initiation, organization and lifetime (Wilson and Megenhardt, 1997; Wil-

son and Schreiber, 1986). Similar observations of low-level reflectivity thin lines and Doppler velocity 
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gradients were made with the C-band (5.5-cm wavelength) polarimetric (C-pol) radar in the MCTEX. 

These clear-air radar features , along with surface mesonet data, were used to locate sea breeze fronts, cold 

pool boundaries, and other boundary layer structures. As found by other authors (Schreiber, 1986; Wilson 

and Schreiber, 1986; Keenan et al. , 1991), the meeting of a pre-existing cell with one or more of these 

boundaries often led to rapid cell intensification. 

1.4 Lightning studies 

Improved ground-based networks and new advanced satellites (Christian et al., 1989; Goodman, 

1995) are providing new information on global lightning flash rates . Many scientists have turned their at-

tention to this impressi ve source of data and found ways to incorporate it into rainfall measurements 

(Buechler et al., 1990; Williams et al., 1992; Shih, 1988; Petersen and Rutledge, 1998 ; Tapia et al., 1998), 

flash flood predictions (Holle and Bennett, 1997), and global weather prediction models (Puri, 1987). Pe-

tersen (1997) and Petersen and Rutledge (1998) demonstrated that under certain circumstances, the cloud-

to-ground (CG) flash density of a convective system can be quantitatively related to the amount of rainfall 

produced, and that lightning observations should reveal the gross characteristics of a storm's vertical profile 

of heating and drying on a convective scale. 

The MCTEX provided an opportunity to remotely sense the microphysical structure of tropical 

thunderstorms as they evolved from isolated warm-rain cells to multicellular deep convection, and finally 

to decaying stratiform precipitation. Each of these stages was captured with polarimetric radar, and infer-

ences about storm electrification, intensity (Zipser and Lutz, 1994), and vertical profiles of latent heating 

(Houze, 1989; Petersen, 1997) for these different stages could be made. 

Unlike most oceanic convection, contine ta! and island convection is often characterized by con-

siderable instability (Szoke et al., 1986; Keenan and Carbone, 1992) and is capable of generating strong 
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updrafts that loft large quantities of supercooled water into the mixed-phase region (0 to -40°C). In their 

stud y of Florida thunderstorms during CaPE, Bringi et al. (1997) found Z0 R columns (polarimetric signa-

tures produced by millimetric-sized raindrops above the freezing level) extending to 6 km AGL (-8°C) in 

strong updrafts . Additional polarimetric signal res above the columns indicated rapid development of 

mixed-phase conditions, initiated by freezing of lofted supercooled raindrops . Hubbert et al. (I 998) found 

similar multi parameter radar patterns in a severe Colorado hailstorm. 

It has been shown in laboratory studies that significant charge transfer can occur when millimeter-

sized rimed targets (i.e. graupel) collide with smaller ice crystals (diameters of -100 µm) in the presence of 

supercooled water droplets (Reynolds et al. , 1957; Takahashi, 1978 ; Jayaratne et al., 1983 ; Saunders et al., 

1991; Avila and Caranti, 1994; Baker and Dash , 1994). No ambient electric field is necessary. The sign 

and strength of this non-inductive charge (NIC) transfer is dependent on the temperature, ambient liquid 

wa er content, and relative velocity (size) of the particles. This process is proposed to be the dominant 

charging mechanism in lightning-producing cumulonimbus clouds by several authors (Illingworth and 

Latham , 1977; Takahashi , 1984; Ziegler et al. , 1986; Randell et al., 1994; Williams, 1995). Modeling re-

suits have suggested that updrafts within tropical oceanic cells must be strong enough to support the lofting 

of liquid or frozen drops of - l mm diameter above the -10°C level to produce lightning via non-inductive 

charging (Zipser, 1994; Petersen, 1997). Further, a sufficient concentration of millimetric-sized frozen par-

ticles is considered necessary (1 L-1) in order to generate significant cloud electrification (Takahashi, 

1984). With the lightning flash data provided by the Advanced Lightning Direction Finder (ALDF) net-

work and a flat plate antenna, CG lightning prod ction and total storm flash rate were monitored for tropi-

cal island storms during the MCTEX. The polarimetric radar simultaneously collected information regard-

ing the microphysical evolution of the storms, allowing a basic premise of NIC theory to be tested (i.e. that 
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millimetric-sized ice in the mixed-phase region is a prerequisite for thunderstorm electrification). For the 

MCTEX case study days described below, the lightning flash rates were compared to the radar estimates of 

ice and water mass in the mixed-phase region of the storms. Hence, additional observational support for 

the NIC theory was produced . 

If lightning flash rate could be linked to elevated ice production and stronger updrafts , then a 

storm's electrical activity could also shed light on its vertical distribution of latent heating, a crucial com-

ponent of cumulus parameterization in global climate models (Brown and Bretherton, 1997), and an impor-

tam factor in simulations of the Walker circulation (Hartmann et al., 1984) and the 30-60 day osci llation 

(Lau and Peng, 1987). 

1.5 Case study days 

Using satellite imagery from 1978-86, Keenan et al. (1990) found that during the 

No•1ember/December period, island thunderstorms formed over the Tiwi Islands on 65-90% of the days. 

Two island thunderstorm days during the MCTEX were selected for extensive study in this thesis. Both 

cases (23 and 27 Nov. 1995) were distinguished ' y strong diurnal convective storm complexes, typical for 

this transition time between the dry and wet seasons (Keenan et al, 1988), and provided ample opportunity 

to investigate lifecycle characteristics and organization of tropical island thunderstorms. 28 Nov. 1995 has 

already been investigated by Rutledge and Carey (1997) and Carey et al. ( 1997b) 

Descriptions of the MCTEX electrical and radar data sets are found in Chapter 2, along with an 

overview of the editing and analysis methods. Chapter 3 summarizes the synoptic conditions for both case 

study days and detail s the initiation, organization, and evolution of each storm system. Polarimetric radar 

estimates of rainfall and ice mass aloft are provided in Chapter 4 and compared to measurements of cloud-

to-ground (CG) lightning flash rate and total flash rate as detected by the ALDF network and flat plate 
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antenna. Finally, Chapter 5 summarizes and discusses the results and includes inferences concerning cell 

evolution, rainfall estimates and storm electrifica ion . 
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CHAPTER2 

Data and Methodology 

This chapter describes lightning detection instruments used in the MCTEX and states the methods 

by which data were extracted and analyzed. An overview of the basic characteristics of the BMRC C-band 

polarimetric radar is provided, and the process of editing the data is discussed. Also included are brief de-

scriptions of several polarimetric radar variables and their meteorological applications. Lastly, the actual 

algorithms used to obtain radar-derived quantities, such as rain mass flux and precipitation-sized ice mixing 

ratio are documented. 

2.1 Flat plate antenna 

A Colorado State University flat plate antenna was installed near the radar at Nguiu to detect all 

types of lightning flashes . This instr ment sensed the electrostatic field changes associated with both CG 

and IC lightning discharges, allowing the total lightning flash rate to be obtained. It consisted of a disk-

shaped conductor oriented with its long axis parallel to the ground. The disk was attached to a stand and 

inverted so that the housing for its electronics sheltered the metal disk from above. The electronics inte-

grated the current flowing to the antenna plate and provided an output voltage proportional to the charge on 

the plate due to the ambient electric fie ld (see Uman, 1987). The integrating capacitor C discharged 

through a relatively large resistor R so that the output voltage decayed toward zero with a time constant 

RC. In order to adequately capture the electrostatic fie ld changes associated with lightning flashes , a time 

constant of 30 ms was used. Different gain settings were available in order to avoid voltage saturation 
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from nearby flashes. However, for the majority of the experiment the flat plate antenna sampled with the 

high gain channel. Insensitive channels were rarely used. This resulted in a flash detection range of about 

40km. 

An Analog-to-Digital (AID) converter over-sampled the output voltage at l kHz in order to sup-

press sampling errors, and the signal strength in volts was stored on a personal computer (PC). The PC 

provided a time stamp from its internal clock and was periodically calibrated in order to correct a time drift 

of several seconds per day. Any error in this flat plate time stamp was insignificant when used in conjunc-

tion with radar data, which had a time resolution of 4-8 minutes . 

Similar to previous studies (Carey and Rutledge, 1996; 1998) the flat plate antenna data were post-

processed with an equally weighted, running mean filter specifically designed to eliminate a known noise 

source at 60 Hz. An absolute calibration of the antenna was not performed, so the voltage signal was not 

converted to electrostatic field strength . Instead, lightning flashes were identified by points where the 

signal-to-noise ratio of the voltage signal exceeded a predetermined threshold . The average "noise" level 

was obtained by sampling the antenna's voltage output during several fair weather days. Return strokes 

were handled by requiring 500 ms to pass before the next lightning signal could be considered a separate 

flash . 

The flat plate did not perform well when rain fell on the device and short circuited the plate. This 

saturated the voltage readings and caused the calculated flash rate to escalate. This problem persisted until 

the flat plate dried out, so the flash rate was suspect during precipitation events at the site and for some 

time after the rain ceased. Usually the instrument was shut down before this occurred and it was occasion-

ally manually dried so it would be operational again as quickly as possible. 
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2.2 Advanced Lightning Direction Finder (ALDF) network 

Four National Aeronautics and Space Administration Marshall Space Flight Center NASA/MSFC 

Advanced Lightning Direction Finder (ALDF) sensors were stationed across the MCTEX analysis region . 

These sensors, developed by Global Atmospherics Inc. (GAI), detected the field strength, magnetic bear-

ing , and arrival time of lightning-induced radio emissions, allowing the location and time of occurrence for 

lightning ground strikes to be retrieved. Similar to the devices described by Krider et al. (1976) and used in 

the National Oceanographic and Atmospheric Administration Forecasting System Laboratory 

(NOAA/FSL) network, these sensors consisted of a wideband system of two orthogonal magnetic loop an-

tennas and a flat plate electric antenna. The detection efficiency of the NOAA/FSL DF's was estimated at 

70-85 % for ranges less than 100 km, so it is probably very similar for the sensors used in the MCTEX. 

The accuracy of the derived stroke location depended on the stroke's proximity to the sensor base-

lines, the type of retrieval algorithm used, and the number of independent time of arrival/magnetic bearing 

measurements utilized by the retrieval algorithm. Koskak et al. (in review) demonstrated that more partici-

pating sensors and increased distance from baselines meant better stroke location accuracy. They tested 

various retrieval methods on sets of computer-generated lightning sources and found positioning errors 

ranging from l to 10 km over the Tiwi Islands. For this study , CG stroke locations and times of occurrence 

were supplied by the lightning group at MSFC. They provided several location solutions for each stroke 

based on different retrieval methods, but only the time and location derived by the most reliable method 

were chosen to represent the stroke. 

These individual strokes were then grouped into flashes assuming that strokes occurring within a 

certain time interval and distance of each other belonged to the same flash. If two strokes were detected 

within l second and 20 km of each other, then they were considered to be part of the same flash . The total 

11 



flash count was fairly insensitive to the chosen time interval, but slightly sensitive to the spatial require-

ments, due to the uncertainty of some flash locations derived from only two ALDF sensors. 

2.3 C-pol radar 

The Bureau of Meteorology Research Centre/National Center for Atmospheric Research 

(BMRC/NCAR) C-band (5.3-cm) polarimetric/Doppler radar system was used during the MCTEX (Keenan 

et al., 1998). This radar is capable of transmitting radiation of linear horizontal and vertical polarizations 

and receiving the co- and cross polarizations on a pulse-to-pulse basis . In addition to collecting the stan-

dard horizontal reflectivity (Zh), radial velocity (Yr) , and spectral width (crv) variables, C-pol also extracted 

differential reflectivity (Z0 R), 2-way total differential propagation phase shift Co/), and the coefficient of 

correlation at zero lag between the horizontally and vertically polarized backscattered echo ( J phy(0) I). 

These polarimetric variables were obtained using the algorithms of Zahrai and Zmic (1993). For a thor-

ough discussion of polarimetric data, see Doviak and Zrnic (1993). The radar pulse repetition frequency 

(PRF) was 1000 Hz, and 128 samples (64 horizontal, 64 vertical interleaved) were collected for each gate. 

2.3.1 Radar data quality control 

Data were provided on dual-high density Exabyte tapes in a format designed by Lassen Inc. The 

radar had recently been upgraded to dual-polarimetric operation at the time of the MCTEX, and the new 

sof1ware used to archive the data labelled the azimuths incorrectly. Therefore, all radar volumes required a 

two-beam shift. Data recorded early in the experiment required an additional half-beam correction. Then it 

was converted to standard Universal Format (UF; Barnes, 1980). The UF fields were viewed and manipu-

lated with radar editing software developed by NCAR (RDSS; Oye and Carbone, 1981). 

It is well established that polarimetric radar measurements can recover rain rates with greater ac-

curacy and consistency than with reflectivity alone. Sachidananda and Zrnic (1985) found that in order to 
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estimate rain rate (R) more accurately than is possible with an ordinary R(Zh) relation , the errors in dif-

ferential reflectivity ZoR must be less than 0.1 dB, and errors in the reflectivity factor must be below I 

dBZ. For the purposes of this study, it was necessary to identify sub-q uality polarimetric data and avoid 

including them in radar estimates of precipitation . 

The coefficient of correlation at zero lag between the horizontally and vertically polarized back-

scattered echo (hereafter referred to as I phy(0) I ) was used to determine which data points were suspect. 

I phy(0) I is a function of the shape, oscillation, wobbling, and canting angle distribution of hydrometeors 

in the radar volume (Sachidananda and Zrnic, I 985). Furthermore, I phy(0) I is dependent on the breadth of 

the drop axis-ratio distribution (Jameson, 1987; Jameson and Dave, 1988) and is lowered where there is a 

broad range of hydrometeor types [such as in the mixed-phase region at the base of the melting layer (Zrnic 

et al., 1993), or in regions of wet hail] . Sachidananda and Zrnic (1985) showed theoretically that in pure 

rain, shape effects only reduced I phy(0) I to 0.99, but canting angle variations and noise acted to reduce the 

correlation to about 0 .98 in actual observations of pure rain. They indicated a further drop in I phy(0) I in 

lower reflectivities , possibly due to sidelobes and receiver noise (as mentioned by Doviak and Zrnic, 1993). 

The variances of ZoR (Sachidananda and Zmic, 1985) and'¥ (Zrnic, 1977) are both inversely related to 

I Pb/0) I. Therefore, where I phy(0) I was very low (below 0.7), ZoR and'¥ were judged to be statistically 

unreliable and were not used in any radar analyses. This eliminated noisy polarimetric data associated with 

low SNR occurring in clear air or along the periphery of precipitation echoes. Noisy polarimetric data were 

also eliminated where fluctuations in differential phase shift upon backscattering (8) reduced I phy(0) I 

(Doviak and Zrnic, 1993). Large values of 8 were observed in some of the newly developed precipitation 

cores sampled during the MCTEX . These cores had very high ZoR val ues (>4 dB) , and likely contained 
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very large raindrops that violated Rayleigh scattering assumptions. Rayleigh assumptions require particle 

diameters to be less than A /16, where A is the radar wavelength. For C-band, the transition from Rayleigh 

scattering to Mie scattering occurs around 3.4 mm. C-band radar is therefore vulnerable to Mie scattering 

effects from large raindrops . This is especially true in the tropics, where large raindrops are not uncom-

mon. The I phy(0) I threshold helped to eliminate some noisy polarimetric data where Mie scattering likely 

occurred. 

The 2-way total differential propagation phase shift (\JI) at range r0 is composed of three terms: 

r O 

\J1= 2 f [k,z(r)-kv(r)] dr+8(r0)+<!>0 

0 

= 

(2 .1) 

where kh and kv are the increments (for horizontal and vertical polarizations) to the free space propagation 

constant due to the presence of hydrometeors, r the radar range, 8 the differential phase shift upon scatter-

ing (Doviak and Zrnic , 1993) , <l>o the system phase (known), and <!>op the propagation differential phase 

shift. Wind tunnel experiments have shown that raindrops larger than 1 mm diameter falling at terminal 

velocity deform into oblate spheroids with their major axis preferably aligned in the horizontal (Pruppacher 

and Beard, 1970). As radar electromagnetic waves having different polarizations propagate through a col-

lection of non-spherical hydrometeors, a phase difference develops between the waves . Oblate raindrops, 

or any similarly shaped anisotropic scatterer, have more dielectric area in the horizontal plane than in the 

ver-ical plane, so a horizontal linearly polarized wave propagating through a population of oblate raindrops 

experiences greater phase shift than a vertical linearly polarized wave propagating through the same collec-

tion of raindrops [i .e. kh(r)>ky(r)] . This means that the first term in eqn. 2.1 (i.e. <!>op) is positive whenever 
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the radar beam propagates through oblate raindrops . It is a range-cumulative term and is proportional to 

the mass-weighted mean oblateness of the precipitation particles between the radar and range r0. The sec-

ond term, the backscatter differential phase shift (8) , is zero for Rayleigh targets, but can be appreciable 

where Mie scattering occurs. This term contributes high frequency "noise" to the steady upward trend of 'I' 

with increasing range, but can be separated from 'I' with an appropriate filter. The system phase (<!>0) was 

The 2-way total differential propagation phase shift ('¥) was recorded in units of degrees such that 

-32°<'¥<+32°. The values were "folded" (aliased) if the actual 'I' extended beyond these boundaries (e.g. 

+33° was folded to -31 °) . Using RDSS , 'I' data were manually unfolded so that they could be used in vari-

ous radar algorithms. This field must be unfolded before calculating specific differential phase shift (K0 p), 

Heavy rain along several radar beam paths resulted in '¥>110° and required a triple unfolding of the raw 

data' Most noisy 'I' data around the edges of precipitation echoes were removed by the I phy(0) I thresh-

olding process , but some 'I' perturbations persisted in the interior of heavy rain shafts. This was probably 

where raindrops were so large that 8 became a significant contributor to'¥. 

Once 'I' was unfolded, ground clutter needed to be suppressed. Echoes close to the radar due to 

tall trees and ridges generated a reflectivity pattern at low elevation angles that could affect precipitation 

estimates. The severity of the ground clutter was highly sensitive to the radar beam elevation angle. A 

simple reflectivity-rain rate (Zh-R) estimator applied to the ground clutter reflectivity pattern revealed sig-

nificant contributions to the estimated rain mass flux from these non-precipitation echoes. Ground clutter 

was removed by delineating the region in RDSS , and eliminating Zh, ZoR• and 'I' at gates within the delin-

eated region where radial velocity equalled zero or ±13 .69 m s- 1 (the velocity folding, or Nyquist interval). 
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This method was effective and accurate if care was taken to avoid removing real precipitation echoes. 

(This could happen if actual precipitation exhibited a radial velocity of either O m s- 1 or ± I 3.63 m s-1 

within the delineated boundary.) For most radar scans, this was not a concern since the areal coverage of 

the ground clutter was small and precipitation rarely interfered. Second-trip echoes were removed in simi-

lar fashion . 

Horizontal reflectivity was corrected for gaseous attenuation in accordance with Battan (I 973, see 

Fig. 6.1 therein), where 

corrected Zh = observed Zh + ( 0 .008. 2-slant range) [dBZJ . (2.2) 

The correction was small , and only reached 2.4 dBZ at 150 km. For wavelengths longer than 3 cm, the ma-

jor attenuation of a radar signal is due to hydrometeors, with only minor effects from atmospheric gases 

(Hitschfeld and Bordan, 1954). 

· 2.3.2 Calculating specific differential phase shift (K0 p) 

A 13-point running-mean filter was applied to the 'P data to estimate the propagation differential 

phase shift (<!>0 p) along each ray. Most precipitation is either oblate or quasi-spherical , so <!>op almost in-

variably monotonically increases with range. However, what the radar actually measured was '¥ , the total 

2-way differential phase shift. As mentioned earlier, 'P is the sum of <!>op and the backscatter differential 

phase shift (8) after removal of the system phase offset. Due to resonance effects , 8 can be non-zero for 

large scatterers. This can create erratic excursions in 'P when interrogating extremely large raindrops . The 

13-point running mean filter smoothed '¥. minimizing the influence of noise and differential backscatter. 

This preserved the physically meaningful trend associated with <l>op and allowed specific differential phase 
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shift (K0 p) to be calculated by taking the range derivative of <!>op using a simple finite difference method. 

The backscatter differential phase shift (8) was backed out using the relation 

(2.3) 

'¥ is not reliable in light precipitation, so Kop was only calculated at gates where Zh>30 dBZ. 

Specific differential phase Kop is only affected by anisotropic hydrometeors and has been shown 

to be the product of the precipitation liquid water content and the mass-weighted mean axis rati o of the 

raindrops (Jameson, 1985). Isotropic (spherical) hydrometeors produce equal phase shifts for either polar-

ization, so the phase difference is due largely to the anisotropic constituents of the medium. For example, 

if statistically isotropic hail is mixed with rain, K p is mainly affected by the raindrops . Balakrishnan and 

Zrnic (1990) used this property to separate the portion of the reflectivity factor due to rain from the portion 

due to hail. They used an empirical K0 p-R relationsh ip to obtain R, and then with an appropriate Zh-R re-

lationship , estimated the reflectivity due solely to rain . Subtracting the rain reflectivity from the total re-

flectivity [mm6 m·3] yielded the isotropic hydrometeor contribution to reflectivity (produced mainly by 

hai l). 

Kop has also been used for robust and accurate estimates of heavy rainfall (>60 mm hr. 1) by 

Chandrasekar et al. (1990). Kop estimates hold several advantages over reflectivity-only estimates because 

1) K0 p is independent of receiver/transmitter calibration, 2) insensitive to partial beam filling, 3) indepen-

dent of attenuation, 4) relatively insensitive to drop size distribution (DSD), and 5) not biased by the pres-

ence of hail (Chandrasekar et al., 1990). 

2.3.3 Converting radar volumes from polar to Cartesian coordinates 

Before proceeding with radar analyses , C-pol data was interpolated to a Cartesian grid with the 

origin at the radar site. This was done with the National Center for Atmospheric Research REORDER 
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software package. The horizontal grid spacing was l km and the vertical spacing was 0.5 km. A Cressman 

weighting function (Cressman, 1959) was used with radii of influence proportional to range . This ac-

counted for the decreasing spatial resolution of radar data away from the grid origin. 

2.3.4 Precipitation attenuation correction 

One of the trade-offs to using a small wavelength radar is increased attenuation. The C-pol 5-cm 

radar is more portable and less expensive to operate compared to the NCAR 10-cm S-pol radar, and its 

smaller wavelength theoretically allows better resolution of propagation differential phase shift. However 

the C-band system is much more susceptible to attenuation. This must be accounted for when estimating 

rain rate with horizontal reflectivity or differential reflectivity . When a radar pulse intercepts precipitation, 

it loses power to absorption and scattering. The specific attenuation expressed in dBZ km- 1 is 

A1z = 4.34 x 103 f N(D) CJ /D) dD = A1z(absorption) +A1z(scatter) , 

0 

(2.4) 

where N(D) dD is the number of hydrometeors per unit volume having diameters in the interval between D 

anci. D+dD, and cr/D) is the extinction cross section (Doviak and Zrnic, 1993). At centimeter wavelengths, 

Ah(absorption) dominates for all rain rates (Fig. 8.12, Doviak and Zrnic, 1984). There is no easy solution 

to eqn . 2.4, so investigators have resorted to numerical methods using full electromagnetic scattering theory 

and specified DSD's to study Ah. 

Polarimetric measurands are also adversely affected by attenuation. Since raindrops are oblate, 

more attenuation occurs in a horizontally polarized signal than in a vertically polarized signal. The effects 

of differential attenuation (Ahv) on differential reflectivity (Z0 R) can be quite large at C-band, and left un-

corrected, will certainly bias estimations of rai rate (Aydin, 1992). Scarchilli et al. (1993) studied the 
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variability of Ah and Ahv as a function of rainfall rate at C-band frequencies. Their results showed that spe-

cif:c attenuation rates could be as high as 0.5 dB km- 1 and Ahv could reach 0.15 dB km- 1 in heavy rain. 

Hildebrand ( 1978) described an attenuation correction procedure for reflectivity (Z) based on an 

empirically derived Z-Ah relationship. The relationship was only appropriate for a specific temperature and 

DSD and required a properly calibrated radar. The observed reflectivity factor (Z0 b5) was converted to at-

tenuated rainfall rate and then to an attenuation estimate. The new estimate of reflectivity factor (Z') was 

then produced by adding the integrated attenuati n between the radar and the point of interest to the ob-

served attenuated reflectivity factor, Zobs· If the revised reflectivity factor estimate (Z') was used to derive 

revised attenuation estimates, then another set of reflectivity factor estimates could be obtained, Z" . This 

iterative procedure could be repeated until successive iterations did not produce a significant change in the 

estimated total attenuation along the radar beam. Hildebrand ( 1978) noted that in cases where the attenua-

tion correction produced an overestimate of attenuation, the attenuation estimates diverged after several 

iterations. In these cases the iteration process was restarted and halted after only a few iterations. Hilde-

brand (1978) also found that radar calibration errors had a larger effect on attenuation estimates than errors 

in the Z-Ah relationship, and he suggested that a dense rain gauge network used in conjunction with the 

radar was the most viable method of obtaining precipitation estimates from radar reflectivity factor alone. 

This iterative correction procedure did not perform well when radar calibration errors were larger than the 

attenuation corrections, or when dealing with storms having reflectivity maxima greater than 60 dBZ 

(Hildebrand, 1978). The absence of a unique relation also made the Z-Ah relation difficult to use in prac-

tice (Aydin et al. 1989). In a related study , Aydin et al. (1989) introduced an attenuation correction proce-

dure for dual-polarized radars parameterizing the ratio of specific attenuation and reflectivity factor (Ah/Z) 

in terms ofZoR· 
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An alternative attenuation correction method that uses differential phase <!>op was proposed by 

various investigators (Bringi et al., 1990; Jameson, 1992; Scarchilli et al., 1993) and is the method chosen 

for this study . This recent interest was fueled by the finding that specific attenuation (Ah) and specific dif-

ferential attenuation (Ahv) are approximately Ii early proportional to the specific differenti al phase shift 

(K0 p) at weather radar wavelengths (Bringi et al. , 1990): 

A1i =a· KDP 

A11v= b ·KDP · 

(2 .5a) 

(2.5b) 

Unlike the previous methods, this correction procedure does not depend on the actual rain rate profi le be-

tween the radar and the target. 

The change in Zh and ZoR due to attenuation can be expressed as integrations of the specific at-

tenuation and specific differential attenuation, respectively , over a propagation path: 

tiZ11 = - 2 f Ah dr 

/:iZDR= -2f Ahvdr, 

and the propagation differential phase shift as an integral of K0 p: 

<)>DP= 2 f KDP dr. 

(2.6a) 

(2.6b) 

(2.7) 

Substituting eqns. 2.5a and 2.5b into eqns. 2.6a and 2.6b reveals both the relationship between the incre-

mental reflectivity loss due to attenuation (D.Zh) and <!>op and the similar relationship between D.Z0 R and 

D.Zh = -a·q>DP 

D.ZDR = -b·q>DP 
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Now consider these definitions for the intrinsic reflectivity and intrinsic differential reflectivity 

(unmodified by propagation effects): 

,pbserved _ zintrin sic ,1, 
~1 - h -a -'t'DP 

,...Jbserved _ zintrinsic b ,1, 
LDR - DR - "'t'DP 

(2.9a) 

(2 .9b) 

If we differentiate eqns. 2.9a and 2.9b with respect to </>op, we see that a and b are each composed of two 

terms (using finite difference notation): 

t.Zintriasic 
h 

a=----
6.</>DP 

~intrinsi c 
DR 

b=----
6.</>DP 

t,.z?bserveti 
11 

(2 .1 Oa) 

(2.10b) 

Now if we ignore the intrinsic variation of Zh and Zo R with respect to </>op (i.e. assume the first terms on 

the right sides of eqns. 2 .10a and 2.10b are zero) then we can estimate a and b by analyzing actual radar 

ob~ervables. With </>op and our estimates of a and b, the corrected Zh and ZoR can be obtained from 

7 orrec1ed _ ,...Jbserved ,+, 
~ 1 - Lh + a -'t'DP 

,..,orrer:1ed _ ,-,observed+b ,1, 
LDR - LDR "'t'DP 

(2.lla) 

(2.llb) 

The polarimetric radar volumes for our MCTEX case study days were corrected for precipitation 

attenuation in this manner. To estimate a, a linear regression was perforrned on Zh and </>op for each polari-

metric radar volume. All eligible data points between 0.5 and 2 km AGL, inclusive, were used. Care was 

taken to avoid intrinsic variation of Zh and ZoR with respect to </>op· Similar to the strategy used by Ryzh-

kov and Zrnic (1995b), only points where l<Kop<2° 1cm-1 were used. But as Carey et al. (1997a) demon-

strated, further restrictions improved the quality of the linear regression data. In addition to falling within 
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the prescribed K0p boundaries, all points must have had I phy(0) I >0.95 , and I 8 I <5°. These extra tests 

better isolated rain and eliminated points with noisy data and/or Mie scattering. The radar volumes with 

the greatest coverage of moderate or heavy rain offered the most reliable linear regressions due to the high 

number of qualified samples. For radar volumes near the beginning or end of the storm 's convective life-

cycle, the number of samples was severely reduced and thi s sometimes resulted in unreliable or phys ically 

unrealistic estimates (less than zero) of a orb. If the estimate of a orb was negative, or if fewer than 100 

samples were used in the regression analysis , or if the coefficient of determination (R2) was too low , then 

that particular a or b value was not used to correct the radar volume. Instead, an average value of a or b 

was used in its place. The requirement for a was R2>0. 15. and for b R2>0.25. The average values of a and 

b for 23 Nov. and 27 Nov. are shown in Table 2. 1 along wi th values derived from theory and estimated by 

Carey et al. (1997a) for 28 Nov. 1995. 

a e -· T bl 'I C f ' omparison o a s an db' s 

a [dBZ per deg of phase shift) b [dB per deg of phase shift) 

23 Nov . 1995 0.056-0.174 (mean : 0.09) 0.013-0.030 (mean: 0.022) 

27 Nov. l995 0.077-0.2 14 (mean : 0.14) 0.015-0.032 (mean: 0.022) 

28 Nov . 1995 0.057-0.159 (median : 0.091 ) 0 .012-0.031 (median : 0.018) (Carey et al., 1997a) 

Theory (Keenan et al. , 1997) 0.047-0.075 0.006-0.016 

The variance of a and b depended on (a) DSD fluctuations, (b) variability in the estimate of <!>op 

due to normal radar measurement variance, and (c) nonzero values of 8 (Bringi et al., 1990). 

Figs. 2.1 and 2.2 show rain mass flux estimates versus time (UTC time is 9.5 hours behind local 

standard time) for 27 Nov. before and after correcting for precipitation attenuation. Fig. 2.1 suggests that 
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precipitation attenuation accounted for a ~50% drop in he estimated total rain mass flux when using Zh 

alone to estimate rain rates . On the other hand, Fig. 2.2 shows the rel ative insensitivity of an R(K0 p) esti-

mator to precipi tation attenuation. 

Rain mass flux estimates that relied heavily on the R(K0 p,ZoR) algorithm were similar to those 

that relied n R(K0 p) , After correcting for differential ttenuation , the estimated rain mass flux based on 

the R(K0 p.ZoR) algori thm dropped slightly and fell below values estimated with R(K0 p), Higher ZoR im-

plies a lower rain rate, assuming the other radar parameters remain unchanged. Over the entire storm, the 

change was not great, and the shape of the rain mass flux curve remained the same. This will be di scussed 

below in Chapter 4. 
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Fig. 2.1 Time series of total island rai n mass flux [kg s- 1) at l km AGL for 27 Nov. 1995. Rain mass flux 
was derived from the R(Zh) relationship (eqn . 2. 12d). Dashed gray line is before precipitation 
attenuation correction (as described in section 2.3.4) and black line is after precipitation attenua-
tion correction. For this figure and in all subsequent figures , times are in UTC, unless otherwise 
noted. 
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Fig. 2.2 As in Fig. 2.1 except for the R(K0 p) relationship . 

2.3.5 Quantitative estimates of liquid and frozen precipitation 

Electromagnetic scattering theory was applied to disdrometer data collected during the MCTEX to 

produce fo r different rain rate (R) relationsh ips with Zh, K0 p and Z 0 R: 

R(K Z ) - 25 0O(K )0·988(Z )-0585 
DP, DR - · DP DR (2.12a) 

R(Z Z ) = 0 00 l 77(Z )0·979(Z )- 1 ·279 
ii' DR · Ii DR (2. 12b) 

(2.12c) 

R(Z ) = 0 00596(Z )0·862 
h · h (2.12d) 

with R in mm k 1, K0 p in deg km-1, ZoR in dB and Zh in mm6 m-3. 

Natural raindrop size spectra N(D) have successfully been fitted to both exponential functions 

(e.g. Marshall and Palmer, 1948) 

(2 .13) 

and general gamma distributions (Ulbrich , 1983) 

(2 .14) 
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where D0 is the median-volume diameter and -3<µ<8. The multiple parameters contained in these func-

tions {N0, D0, andµ) are better replicated by utilizing more than one remotely sensed measurand. Theoreti -

cally, ass uming no radar calibration issues , eqns. 2. 12a and 2.12b can more faithfull y retrieve the actual 

rain drop-size distributi,) ns because they use more than one measurand. More accurate DSD estimates im-

prove rain rate estimates. Therefore, to construct rain rate fields , 2.12a was first used on all grid points 

where K0 p and ZoR both exceeded the noise level (i.e. K0 p>0.25 deg km-1, ZoR>0.5 dB , Zh>0 dBZ) and 

represented a realistic DSD (if K0 p was high , then ZoR must have been high). Then 2.12b was applied to 

the remaining points where ZoR was large enough (>0.5 dB ). But if neither of these equations applied, and 

K0 p was still above 0 .25 deg km-1, then 2. 12c was used. This left the remaining points with any reflectiv-

ity to be evaluated wit1 2.12d. About three fourths of the rain mass flux was estimated by 2. 12a, with 

2.12b and 2.12c responsible for the other fourth . 

The rain fields created via this method were compared to rain fields created via a "R(K0 p)" 

method . Only R(K0 p) and R(Zh) were used for the "R(K 0 p)" method. In this case , all points where 

K0 p>0.25 deg km-1 utilized R(K0 p). Otherwise R(Zh) was applied. 

Polarization diversity techniques for estimating rain rate have been explored by a number of inves-

tigators. Specific differential phase shift (K0 p) has been shown to be superior to using the reflectivity 

factor-rain rate R(Zh) relation alone (Zrnic and Ryzhkov, 1996; Ryzhkov et al. , 1997). The same can be 

said for differential reflectivity-based methods R(Zh,ZDR) (Aydin et al., 1987 ; Gorgucci et al. , 1994). At 

high rain rates, Chandnsekar et al. ( 1990) demonstrated that Kop was more accurate than the estimator that 

used Zh or ZoR· This was especially true in the presence of hail (Zrnic and Ryzhkov , 1996; Hubbert et al. , 

1998; Balakrishnan and Zrnic, 1990). 

25 



Rain and precipitation-sized ice reflectivities were partitioned at all vertical levels using difference 

reflectivity, Zor. Zop was first proposed by Golestani et al. (1989) to deal with mixed-phase precipitation. 

It is defined as 10 times the logarithm of the difference (in mm6 m-3) between the reflectivity fac tors at 

horizontal Zh and vertical polarization Zv: 

(2.15 ) 

where Zh>Zv. This discrimination method as.s umes that ice particles (e.g. graupel, hail, large aggregates , 

frozen raindrops) are quasi-spherical and thereby contribute equally to both Zh and Zv. Any contribution to 

Zop must be from oblate hydrometeors (i.e. rain). Even if the frozen hydrometeors were not perfectly 

spherical, these deviations are mitigated by the fact that the dielectric constant of ice is signi ficantly lower 

than that of water. Th is further diminishes the impact of ice on the difference reflectivity calcul ations. Go-

lestani et a . ( 1989) discovered a nearly linear relationship between Z 0 p and zh,rain for simulated gamma 

drop-s ize distributions: 

Z0 p = 1. 2(Z1z,,au,)- 15 .4 [dBZ] . (2 .16) 

If we appl y this relationship to a radar volume containing mixed-phase hydrometeors, the observed differ-

ence reflectivity determines the reflectivity due solely to rain (Zh.rain) . The reflectivity due to ice (Zh,ice) 

can be isolated by taking the difference between the observed Zh and zh.rain · 

To estimate the linear relationship between Z 0 p and rain reflecti vity zh,rain in this study, a least-

squares line was fit to Z 0 p and zh,rain data pairs using C-pol data from low levels of the storm . Since hail 

is rarely observed at the surface in the tropics, these regions were al most certainly free of ice. This yielded 

the following empirical relationship for the MCTEX: 
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ZDP = l. 30(Zh,rain) - 18.2 , (2.17) 

with Z0 p in dB and zh.rain dBZ. Similar calculations by Carey and Rutledge (1996) for an S-band radar in 

a multicellular storm in Colorado led to a slope of 1.10 and an intercept of -9.36. Conway and Zrnic (1993) 

derived 1.13 and -9 .1, respectively . · Note that the MCTEX relationship was different from the relationship 

deri ved by Golestani et al. (1989) and these other investigators. This could be due to different radar cali-

bration and/or drop-size distributions and/or radar wavelengths. 

In this study , the reflectivity due to ice hydrometeors and due to liquid hydrometeors was calcu-

lated at all points where ZoR>0.5 dB and Zh>35 dBZ. 

Once the ice reflectivity (Zh.ice) was determined It was used to estimate the precipitation-sized ice 

mixing ratio (Mice in g kg-1) using eqn. 2. 18: 

p . ( z . )
417 

M = 10007! _!__ N 311 5.28 x 10- 18 
i ce O 720 ' Pa 

(2.18) 

where Pi is ice density (917 kg m-3, the densi ty of solid ice was used since no in-situ ice density measure-

ments were available), Pa is air density [kg m-3), N0 is the intercept parameter of an assumed inverse expo-

nential particle size distribution [4xl06 m-4 taken from Petersen (1997) who simulated MCTEX island con-

vection with a 1-D microphysical model], and Zh ice is in mm6 m-3. The total reflectivity was used to de-

cide whether the ice was primarily large ice particles such as graupel, frozen drops and large aggregates, or 

primarily ice crystals and small aggregates . If Zh<35 dBZ the reflectivity was attributed to small ice par-

ticles, and if Zh>35 dBZ the reflectivity was assigned to graupel. Graupel particles tend to be larger than 

other ice crystal s and snow aggregates, so they are much more reflective. This partitioning stategy led to 

two distinct modes of ice. As will be shown in Chapter 4, the graupel mass was well correlated with 
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lightning flash rates. The small ice particle mass peaked at later times and was not as strongly related to 

electrical acti vity. This electrica l corroboration lends credence to the ice partitioning method. 

Standard residual errors in dual-polarization measurands can lead to unrealistic partitioning of ice 

and rain , especially near the surface (L. Carey 1998, personal communication). In the tropics it is very un-

common to have froze n precipitation reach the ground due to the height of the melting level. Therefore, if 

the radar suggested ice below the melting level. the numbers were checked to make sure the ice reflecti vity 

signal was above a certain threshold. This threshold was a product of mf and the standard residual error 

(-1.3 dBZ), where mf was directly proportional to the vertical distance from the melting level. The greater 

the separation between the melting level and the grid point, the greater the threshold . If the estimated ice 

reflectivity was less than this threshold , then 100% of the reflectivity was attributed to water. Similarly, 

when the radar depicted liquid water above the freezing level , the liquid water signature must have been 

above the threshold, or else all reflectivity was attributed to ice. Near the melting level, the threshold was a 

mere 1.3 dBZ since it is not all that unlikely to have transient penetrations of liquid water above the freez-

ing level or to have ice below it, especially in turbulent thunderstorms. The requirements for detecting pre-

cipitation of the unlikely phase (i .e. ice below the melting level or liquid above the melting level) became 

more stringent as one moved away fro m the 0°C level (at the surface, the threshold was 8.2 dBZ). 

Precipitation-sized liquid water content (Mwater in g kg-I ) was computed directly from K0 p: 

0.7 39 
Mwater = 0.8757(K0 p) . (2.19) 

This relationship was based on theoreti cal scatteri ng calculations deri ved from MCTEX disdrometer data. 

Another method based on zh,water was also tested, but led to no significant changes in total liquid water 

mass over the entrire storm. 
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CHAPTER3 

Convective Organization 

An overview of the convective evolution for the two MCTEX case study days fo llows. First, a 

brief description of the Tiwi Islands is provided along wi h a general climatology of the region . Important 

aspects of island convection are described , and several issues raised by previous investigators are brought 

forth . Next, we provide a synoptic overview of the 23 Nov. and 27 Nov. case study days , and detai l the 

convective development for each day. These observations are compared to past studies and the extent to 

which they support established theories and conceptual models is discussed. 

3.1 Description of study area 

3.1.1 Tiwi Islands 

The Tiwi Islands are located approximately 50 km north of Darwin, Australia, in the extreme 

southeastern tip of the "maritime continent" (Ramage, 1968). The Ti wi's are comprised of two islands 

separated by a narrow tidal channel which runs from northwest to southeast (see Fig. 3.1). Bathurst Is. is 

the smaller of the two and is situated to the west of Melville Is. Together, they stretch about 150 km from 

east o west and 65 km north to south . Vegetation consists primarily of open eucalypt forest with some 

mangroves around the estuaries along the northern coast. Also, some pine plantations can be o und in west 

central Melvi lle Is. (Keenan et al., 1996b). Close to the southern coast of Melville Is., a narrow ridge 50 -

l 00 m above sea level roughly parallels the coast, and t the north , the topography graduall y descends to 
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the sea. The land is part of a reserve controlled by the Tiwi Land Council and is mostl y unpopulated 

( Keenan et al., I 996b). 

- 10.S 

-l l.O 

- 11 .2 

0) - ll 4 l 
-0 
3 
c5 
<r. -1 l .6 0) 
0) 

... 
-0 120 

- l U , 

-12.0 

-12.2 ~ 
r 
L 
I 

130.0 130.5 131 .0 131 .5 
degrees longi tude 

Fi g. 3.1 Map of Tiwi Islands with range rings [km] centered on the C-pol radar location (asteri sk). Also 
included are locations (triangles) and names of automated weather stations (A WS). 

3.1.2 Climatology 

During the austral winter the lntertropical Convergence Zone (ITCZ) is situated to the north of the 

islands and southeasterly winds from the Australian continent advect dry air over the islands and suppress 

precipitation . Typically, by November or December, the equatorial trough migrates southward enough to 

influence northern Australia, and the moist unsettled weather assoc iated with the monsoon trough eventu-

ally dominates the region . Hence, the islands experience pronounced wet and dry seasons. Less than 10% 

of the annual rainfall occurs from May through October when the average 0900 LST wet-bu lb temperature 

is 22°C and the monthly rainfall is 15 mm over northwest Melville Island. At the same location, from 
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December through March, the average morning wet-bulb temperature increases to 26°C and the monthly 

rainfall jumps to 370 mm (Bureau of Meteorology, 1998). Monsoonal bursts of deep westerly flow to 400 

mb occur during this period. These westerly periods usually last less than a month and are commonly inter-

rupted by " reaks" in which the low to mid-level flow shifts to drier easterlies. These westerly events are 

associated with easterly propagation of periodic Madden-Julian oscillations (Madden and Julian, 1994). 

Widespread stratiform precipitation with embedded convection in the monsoonal periods gives way to a 

greater concentration of diurnal convective cloud complexes, including island thunderstorms. These 

"break" periods are cli matologically similar to the pre-monsoonal "transition" period that occurs towards 

the end of the dry season before the austral summer mons on establishes itself across northern Australia. It 

is during this "transition" period that the MCTEX was conducted. Increasing sun angle and a shift to east-

erly low- to middle-level flow of subtropical origin combine to produce island thunderstorms between 65-

90% of these days (Keenan et al., 1990). Simpson et al. (1993) analyzed vertical thermodynamic sound-

ings from Darwin and found that day-to-day variation in the profiles of temperature and humidity was re-

mark.ably small. They found that the most variation occurs in the dew point temperatures above 800 mb, 

and that these fluctuations were mostly the result of differences in ambient moisture between the drier, un-

disturbed monsoon-break conditions and the wetter, disturbed monsoon-approach environment. They also 

correlated he undisturbed monsoon-break conditions with a higher ratio of convecti ve versus strati form 

rainfall (Simpson et al., 1993). 

3.1.3 Convective initiation 

A typical morning sounding from the MCTEX is shown in Fig. 3.14. With such a high dew point, 

the air temperature cannot drop very far before it reaches saturation. This was manifested in the formation 

of light radiation fog observed over the islands some mornings (L. Carey, 1998, personal communication) . 
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By early afternoon, the island environmental sound ing typically showed a well-mi xed adiabatic layer ex-

tending from near the surface to 1-2 km AGL. The boundary layer depth over the islands is more represen-

tative of oceanic soundings than continental soundings (Riehl, 1979). Over continental regi ns. where a 

larger fraction of solar energy is converted to sensible heating, one often finds a much deeper mixed-layer. 

Superadiabatic conditions often exist near the surface, and large evapotranspiration rates lead to a ti ght 

downward-directed moisture gradient over the Tiwi Islands. Near 800 mb, evidence of a moist cloud layer 

capped by the trade inversion often is found. As mentioned by Keenan et al. (1994a), this str cture is typi-

cal of a planetary boundary layer affected by broken shallow inversion-capped cumulus. 

Before significant convection can occur, the mixed-layer must be deep enough and moist enough 

to provide an adequate supply of moist static energy to developing updrafts. These air parcels must over-

come entrai nment and break through the trade inversion to reach their level of free convection (LFC) and 

accelerate upward . Simpson et al. (1993) showed that a large portion of the surface energy flux must go 

into latent heating of the sub-cloud mi xed-layer. This moistening required much more time and energy 

than the required sensible heating of the mixed-layer, and Simpson et al. ( 1993) stressed the importance of 

evapotranspiration. The observed low cloud bases and estimated high precipitation efficiency of !TEX 

thunderstorms supported findings that the Bowen ratio (ratio of latent heat flux to sensible heat flux) was 

simi ar to that over open ocean (Simpson et al., 1993). 

Thunderstorm development early in the monsoon transition season is often suppressed due to 

weak evapotranspiration. A study by Simpson et al. ( 1993) suggested that venti lation of the sub-cloud 

layer by surface winds above 5-7 m s- 1 also suppressed development of deep convection. With high winds, 

the residence time of air over the island is too brief to create the deep mixed-layer necessary for precipitat-

ing cumulus. 
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The C-pol radar was sensitive enough to detect cloud patterns within the boundary layer even 

without the presence of significant precipitation (there were copious clear air targets over the Tiwi 's). The 

radar and visible satelli te images indicated that early convection was sometimes organized in parallel rows 

or cloud streets (e.g. 26 Nov. in fig 3.2) . During conditions of combined surface heating and strong winds, 

weak horizontal helical circulations can form in the boundary layer (LeMone, 1973). Theoretical and ob-

servational studies of these horizontal convective rolls (HCR 's) have shown that they are aligned nearly 
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Visible satellite image ofTiwi Islands at 0530 LTC on 26 Nov. 1995. Cloud streets parallel to the 
surface to 700-mb shear vector were evident. To the right is a vertical wind vector profile from 
the 0422 UTC Maxwell Point rawinsonde. Hei"ht [km] and pressure [mb] are indicated. 

parallel to the mean boundary layer wind direction and can develop when an inflection point occurs in the 

mean wind profile (Kuettner, 1971 ; Mason and Sykes, 1982; Rabin et al. , 1982). This inflection point can 

exist in tropical locations due to the jet-like vertical profile of the trade winds (e.g. Fig. 3.2). It is not very 

often that this type of organization was identifiable in the clear-air returns of C-pol reflectivity and velocity 

fields , possibly because of the low signal-to-noise ratio or the fact that low-level winds and the accompany-

ing shear was generally weak over the islands. Inhomogeneities of low-level convergence and surface 

fluxes due to the complex coastline shapes and varying ground cover conditions might have had a greater 

influence on boundary layer convective organization . However, several investigators have observed 
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coupling between HCR's and the sea breeze that enhanced convergence along the sea breeze front at points 

of intersection with each HCR (e.g. Mitsumoto et al. , I 983 ; Wakimoto and Atkins, 1994; Atkins et al., 

1995). This interaction probably occurred to some degree over the Tiwi Islands during the MCTEX when 

the low-level wind profile was appropriate for the formation of HCR's even when their structure was not 

clear on radar. 

The sea breeze flow is influenced by the horizontal temperature difference between the land and 

the sea, and its structure is modified by small-scale motions induced by the variation of the land surface 

temperature itself (Mitsumoto et al., 1983; Xu et al. , 1996; Chiba, 1997). Laird et al. (1995) examined 

Cape Canaveral, FL sea breezes and found that inland water bodies created their own lake/river breeze cir-

culati ns, which interacted with and enhanced the convection associated with the sea breeze front. When 

the sea breeze approached and di srupted the quasi-stationary convergence zone associated with the river 

breeze, thunderstorms were triggered (Laird et al., I 995) . During the MCTEX, it was shallow, isolated pre-

cipitating cells embedded in the gradient flow which were responsible for a simi lar inland convergence 

zone. These cells created evaporatively-cooled downdrafts that spread out at the surface. These divergent 

surface flows enhanced the low-level convergence ahead of each small cool pool. As they approached the 

leeward coast sea breeze front, rapid convective development ensued and strong thunderstorms were trig-

gered just a ead of and along the sea breeze front. This progression of events will be reiterated below for 

the two case study days . 

Similar to the Keenan et al. (1990) fi ndings, the thunderstorms during the MCTEX usually com-

menced between 0300 and 0600 UTC, although some days experienced much earlier initiation due to exter-

nal influences (e.g. 23 Nov. 1995). 
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3.1.4 Mergers 

A detailed description of cloud mergers over the Tiwi Islands is provided by Simpson et al. 

( 1993). They manually analyzed C-band radar data and categorized precipitating cells as either single 

cells, or first, or second-order merged complexes. Simpson et al. (1993) concluded that convec tion in the 

Maritime Continent was concentrated similarly to that found in Florida by Simpson et al. (1980). Simpson 

et al. (1993) also illustrated the multiplicative effects of merging on rainfall and echo area . They found that 

70% of the rain was produced by second-order mergers, which represented less than 5% of the total number 

of co vective systems. 

Radar coverage did not facilitate a similar construction of merger statistics for the MCTEX. Com-

plete island ::overage was often sacrificed in lieu of sector scans, so the widely-scattered single-cell popula-

tion was probably undersampled. Also, the radar was usually operated in 11on-polarimetric mode during the 

early afternoon . For those times. rain rate estimates would need to be based on Zh alone, so they would 

first require a complete ly different attenuation correction technique (such as Hildebrand, 1978). Therefore, 

non-polarimetric radar volumes were not used for rain rate estimation. Fortunately, the higher-order 

merged cells were routinely captured by polarimetric radar. This allowed inferences to be made about the 

effects of cloud merging on precipitation production and storm electrification. 

During the MCTEX, the most intense part of the island thunderstorm was usually preceded by a 

higher-order merger. As the gust front from a first-order merged cell spread radially along the surface, the 

strongest new convection was triggered along its intersection with the sea breeze front. The first-order 

merged cell usually originated along the sea breeze front, so the thrust of the new convection typically oc-

curred where its gust front was perpendicular to the sea breeze front. The combination of mechanical lift-

ing and enhanced moisture convergence along the sea breeze front provided the low-level support for deep 
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tropospheri:: overturning. The storms usually appeared most intense between 0400 UTC and 0500 UTC 

(1330 and 1430 LST). 

Without the dynamical support of upper-level wind shear, the heaviest precipitation eventually fell 

through the main updraft and stifled further growth. The rain-cooled air descended to the surface and 

spread out over a large portion of the islands. As new convection was triggered by the expanding gust front 

along its downshear edge (usually the western edge), the rientation of the thunderstorm complex shifted 

from a general east-west alignment to north -south . This usuall y occurred between 0430 and 0600 UTC. 

3.2 23 November 1995 case study 

3.2.1 Synoptic pattern 

On 23 Nov. 1995, just to the west of the Tiwi Islands, an anticyclone at the surface was respon-

sible for light southerly low-level winds. This fl ow converged with southeasterly winds east of Darwin, 

turned to the north , and merged with westerly equatorial flow west of New Guinea. At the 700-mb level 

(often considered the steering level for storms), the wind was south-southeast at about 10 m s·1• A broad 

mid-level anticyclone just to the west of New Guinea was situated to the north of a 500-mb band of 5-10 m 

s·1 westerlies centered about 2° south of the islands. A major upper-level trough over western Australia 

was pushin5 east, forgi ng brisk northwesterl y flow over the Tiwi islands above 400 mb. These winds were 

associated with the strong subtropical jet ahead of the trough which had an entrance region about 8° south 

of the islands (Keenan et al. , 1996a). 

The thermodynamic profile shown in Fig. 3.3 was provided by a rawinsonde launched at 0106 

UTC (1036 local standard time LST) from Maxwell Creek on Melville Island. This sounding indicated 

light westerly winds in the lowest l km with moderate southeasterly flow near 3 km AGL. Subsiding air in 

the mid-levels created a warm, dry layer between 4 and 6 km which inhibited deep convection early in the 
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day. Above this temperature inversion, the winds were northwesterl y, with speeds to 15-20 m s- 1 in as-

sociation with the entrance region of the jet stream over northern Australia . Except for the upper levels, the 

thermodynamic vertical profile was fairly typical for the tropics. Winds were light near the surface , wi th 

an easterl y component near 700 mb. Evidence of a trade wind inversion existed just above the easterly 

trade wind. 
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Fig. 3.3 Skew T-ln p diagram with dew point and temperature [0 C] on the abscissa and pressure [mb] on 
the ordinate. Rawinsonde launched from Maxwell Creek, Melville Island, at 0106 UTC on 23 
Nov. 1995 . Horizontal wind barbs [knots) displayed on right side of figure . Full and hal f flags 
represent IO kt and 5 kt, respecti vely . 

By early afternoon, the atmosphere over the island interior had destabilized. Another island raw-

insonde launched at 0304 UTC (skew-T not shown) indicated convecti ve available potential energy CAPE 
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(500-m mixed layer) of 1508 m2 s-2 and a lifted index of -2°C. The combination of moderate instability 

and minimal low-level shear led to a high bulk Richardson number R (0 .5-3 km mean density weighted 

shear) of 494. 

R is the ratio of atmospheric instabili ty to the low-level shear: 

B 
R=----

l /2 U 2 ' (3. 1) 

where B is the buoyant energy in the storm ' s :!nvironment (i.e. CAPE) and U is the difference between the 

density-weighted mean wind at 6 km and in the surface layer (taken as the 500-m mean wind). Keenan et 

al. (1 990) chose 3 km for the upper boundary in their calculations of U because the 0.5-3 km layer better 

captured the low-level shear inherent between the trade wind and the near surface. This layer is very im-

portant in determining the structure and dynamical characteristics of storms. Weisman and Klemp (1982; 

I 984) found that unsteady , multicellular growth occurred most readily when R>30 and that supercellular 

growth was limited to environments for IO::;;R.$40. According to their numerical modeling results and ob-

servations (Weisman and Klemp, 1982; 1984), an R of 494 favors unsteady, multicellular convective sys-

terns . The wind shear is not great enough to support long-lived convection since the main storm cell would 

tend to remain stationary while its gust front continued to spread at the surface. The cell would quickl y 

find itself in the cold, stable environment behind the gust front , and further updraft development would 

cease. (Weisman and Klemp, 1986). High thermodynamic instability can compensate for lack of vertical 

win shear and still promote short-lived strong convection with active downdrafts, cold pool generation, 

and unsteady redevelopment along gust fronts, as was the case for our case study days . Keenan et al. 
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(1990) found that the average November-December CAPE at Darwin, Australia (50 km to the south ) from 

1978-86 was 1420 m2 s·2 and R (0.5-3 km ) was 759. The 23 Nov. indices were near these average values . 

3.2.2 Early development over northeast Melville Is. 

Cells over northeast Melvilie Island quickly overcame their convective inh ibi tion and merged into 

an early afternoon thunderstorm complex. The early development of cells over extreme northeast Melville 

Island may have been modulated by large scale forcing beneath the left entrance region of the subtropical 

jet. Perhaps quasi-geostrophic lifting eroded the mid-level cap so that certain cells achieved their level of 

free convection much earlier than usual. After all, early convection was not limited to the island; it also 

occurred over the spine of Cape Van Diemen, a mainland peninsula 40 km to the east of Melville Is. 

Keenan and Brody (1988) found that 200-mb troughs and associated subtropical jet streaks could interact 

with and enhance convection in the Australian monsoon, leading to stronger convecti ve banding to the east 

of the upper-level tropospheric feature. To what extent these findings apply to the pre-monsoonal period 

observed d ring the MCTEX is not certain. C learly, these cells were in a most favored position over the 

Tiwi Islands due to the various small land protrusions and the off-shore flow of the gradient wind. Carbone 

et al. (1997) and Laird et al. (1995) also noted the importance of complex coastlines and narrow peninsulas 

( <20 km) in initiating early precipitating convection. 

By 0200 UTC, two precipitating cells had formed over these favored spots along the far eastern 

coast of Melville Is. (cells 1 and 2 in Fig. 3.4a). Their radar-indicated cloud tops were 7-10 km AGL and 

they exhibited 40-50 dBZ maximum reflectivity . After -30 minutes they deferred to new cell on their pe-

ripheries. One cell developed between the two original cells (cell 3), probably forced by the collision of 

downdraft outflows (Simpson, 1980). Another was triggered about 20 km to the southwest over another 

small peninsula (cell 4; Fig. 3.4a). By 0300 UTC (Fig . 3.4b), the cells grew to 12 km AGL, and they 
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exhibited radial low-level convergence and cloud top divergence. Loops of radar retlectivity indicated un-

steady cell development above the western edge of an emerging gust front. The entire system propagated 

inland with about 8-12 km spacing between successive precipitation cores (Fig 3.4c-e). Rapid intensifica-

tion followed, as the scorm reached 16 km AGL (with 40 dBZ at 6 km AGL) and produced cloud-to-ground 

(CG) lightning from 0316 to 0347 UTC. But after 0340 UTC, the leading edge of the gust front failed to 

force much new deep convection, and the storm soon collapsed. leaving behind a rain-cooled pool of air 

over northeast Melville Is. (Fig. 3.4f). As mentioned earlier, the sub-cloud boundary layer must be suf-

ficiently mixed and moistened before deep convection can be sustained. Perhaps the lack of an adequate 

mixed layer in the early afternoon was responsible for the storm's demise. The gust front continued on its 

course, but was not very convectively active until it reached north central Melville Is. an hour later. 
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Fig. 3.4 Horizontal cross sections of~ [dBZ] over northeast Melville Island on 23 Nov. 1995. Asterisk 
denotes radar location, and radar range is contoured every 20 km. 

3.2.3 Aircraft transects through boundary layer 

A twin-engine Cessna C340 aircraft was deployed to monitor the boundary layer and sample tern-

perature, humidity and winds during the MCTEX. Around 0330 UTC, with most of the island still free of 

deep convection, the aircraft traversed central Melville Island from north to south at an altitude of about 

340 m (see Fig. 3.5). The south coast sea breeze front could be responsible for the convergent winds re-

corded at 0345 UTC, but the transition zone is not as sharply defined as the north coast sea breeze front. 

Seen clearly in the plan view of flight-level winds is the wind shift associated with the north coast sea 

breeze front (0338 UTC). Moist oceanic air with a northerly wind component and temperature (mixing ra-

tio) of28°C (18 g kg-I) was converging with warmer (30°C) and drier (14 g kg-I) island boundary layer air 

flowing from the west-southwest. The abrupt thermodynamic transition is evident in the time series of tern-

perature and mixing ratio (Fig. 3.5). The horizontal distribution of temperature and moisture is also consis-

tent with the warming and deepening of the mixed layer as it resided over the heated island. As maritime 

air was advected over the southern coast by the background flow, it encountered the warmer land surface. 

(Note the area of large moisture fluctuations from 0348 to 0351 UTC associated with turbulent mixing in 
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the island boundary layer. ) The mixed layer gradually warmed and moistened due to surface moisture flux 

and the steady influx of sea breeze air. 
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Fig. 3.5 Time series of ambient temperature (0 C] and mixing rat io [g kg-1] measured by aircraft over 
Melville Is. on 23 Nov. 1995. Time indicated across top of fig ure. Also included is a plan view 
of the aircraft fli ght path with horizontal wi nd vectors and corresponding times shown (in lower-
left box). The alti tude of the aircraft was betwee 335 and 355 m AGL. 

A rough estimate of the horizontal convergence across th is sea breeze front (obtained fro m Dop-

pier radial velocity over a 4 km radial segment) was 0.7xl0-3 s- 1. This was significant, but not as strong as 

the convergence estimated to exist along the edge of the expanding cold pool over northeast Melvi ll e Is. At 

0326 UTC, radial velocities across thi s boundary spanned ±7 m s-1 over 5 km, resulting in 2.8x l0-3 s-1 
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radial convergence. Two hours later, the radial convergence near the north coast sea breeze reached a simi-

lar magnitude, partly due to the sea breeze and partly to the rapidly developing storms overhead. 

3.2.4 Isolated cells over western half of islands 

Unlike northeastern Melville, weather over the western half of the islands was relatively benign 

early in the afternoon. By 0317 UTC, a stationary cell formed over a small peninsula on the northwest 

coast of Melville Is. , but quickly dissipated. Its evaporatively-cooled downdraft air probably reinforced the 

maritime air behind the northern coast sea breeze front. A time height section of this cell ' s radar reflectiv-

ity is shown in Fig. 3.6. This evolution was fairly representative of the short-lived precipitating cells scat-

tered across the islands early in the day. The cells were fairly small but exhibited multicellular characteris-

tics for some time. Usually the height of the 30 dBZ reflectivity surface never exceeded the -10°C level for 

more than a few minutes and they were rarely electrified to the point of producing lightning discharges. 

These single cells preceded significant merging and upscale development later in the day. 
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Fig. 3.6 Time height section of Zh [dBZ] for a early afternoon cell that developed over a narrow peninsula 
of northwest Melville Is . (denoted Pl in Fig. 3.7) on 23 Nov. 1995 . Environmental temperature is 
contoured with horizontal dashed lines. 

Other precipitating cells developed just to the west of the radar in a region of enhanced low-level 

convergence between the west and south coas t sea breezes. They propagated to the northeast with the syn-

optic flow at -2 m s·1. These cells only precipitated for -30 minutes, but these shallow precipitating cells 

over Bathurst Is . appeared to generate cold pools of air which spread out radially along the surface. The 

edges of the cool pools were marked by a barely discernible enhancement in the reflectivity field that 

propagated outward from the precipitation echoes. The radar probably detected this feature due to elevated 

concentrations of airborne particulates and insects, and a sharper gradient of the radio refractive index 

along the boundary (Wilson and Schreiber, 1986). Carbone et al. (1997) observed that these shallow cool 

pools within the heated interior island boundary layer were 0.5-1 % negatively buoyant with respect to the 

undisturbed island boundary layer. The RANK automated weather station (A WS; see Fig. 3.1 for loca-

tions) detected a l-2°C temperature drop for a couple mi utes when the edge of the clear-air reflectivity 
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line was overhead (0541 UTC). The surface winds shifted from west to southwest and briefly gusted to 5 

m s- 1. The MAXW AWS was affected by the rain-cooled air (no rain was recorded at either site, however) 

fro 0420-0430 UTC. At this station, the temperature dropped by 3°C and the wind profiler detected a 

surge in southwest winds at 4 km elevation when the cells were directly above the site (0430 UTC) . 

Ignoring friction and Coriolis forces and using t e Boussinesq approximation, it can be shown that 

the speed of a steady-state density current (c) with height hand a density exceeding that of the environment 

by 6.p is 

* ~p 
( )

1/ 2 

c=k g7o , (3.2) 

where Po is the density of the environment and k* is 2°·5 (Houze, 1993). However, this theory is compli-

cated by friction , viscosity, and detrainment at the head of the density current. To account for these effects , 

k* is usuall y replaced by k, an empirical value calculated from observed c, h, ~p and p0. Observed values 

of k are usually close to 0.8 (Wakimoto, 1982). If the density difference across the edge of the cool pool 

was 0.5-1 %, and k was similar to that found in other studies (0.8-0.9; Simpson and Britter, 1980; 

Wakimoto , 1982), and the cool pool depth was 500 m, then the propagation speed of the current would be 

about 4 to 6 m s-1. However eqn. 3.2 assumes the ambient flow parallel to the direction of propagation (U) 

is zero. A non-zero U cannot simply be added to c because of surface drag . The surface drag would in-

crease when U is positive and decrease when U is negative. Based on the laboratory work of Simpson and 

Britter (1980), Seitter (1986) suggested that 0.62U be added to c, where U is the ambient wind speed para!-

lei to the gust-front motion (assuming k remains the same). Making this adjustment brings our estimate of 

cool pool front propagation speed to 7- IO m s-1. This is slightly faster than the 3-7 m s- 1 actually observed. 
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Perhaps the actual density current was shallower than 500 m, or maybe a smaller k should have been used. 

It is also rossible that the radar signatures were merely lines of cumulus embedded in the mean flow that 

had no real relation to the gust fronts . Regardless , the precipitating cells must have modified the sub-cloud 

environment with their evaporatively-cooled downdrafts and they appeared to trigger deep convection 

when they approached the north coast sea breeze front. 

3.2.5 First-order merger 

Between 0400 and 0500 UTC the north sea breeze front was distinguishable by a double bulge 

pattern in the clear-air fields of reflectivity and radial velocity with the apex of each bulge serving as a fa-

vored site for subsequent cell initiation (Fig . 3.7). Observers did note cloud street-like organization of the 

radar echoes over the center of the Tiwi islands with some evidence for horizontal convective rolls (HCR's) 

aligned northwest to southeast intersecting the northern sea breeze front (BMRC, Nov. 1998). The west-

northwest east-southeast alignment of these echoes was almost parallel to the subcloud-layer wind shear 

vector, and could be a sign that longitudinal rolls within the boundary layer modified the sea breeze. An 

observatior.al study by Atkins et al. (1995) described the 3-D kinematic structure of such sea breeze front 

interactions. Atkins et al. found that HCR's over land were tilted and lifted by the front , enhancing vertical 

motion and cloud development at certain points along the sea breeze. 
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Fig. 3.7 Horizontal cross section of~ [dBZ] at 1.5 km AGL over northern Tiwi Islands at 0429 UTC on 

23 Nov. 1995. The north coast sea breeze front is highlighted in red. The~ scale was shifted to 
lower reflectivities to accentuate the north coast sea breeze front echo. 20-km range rings cen-
tered on radar location (asterisk) and the coastlines of Bathurst and Melville Islands are delin-
eated. 

A time height section of horizontal reflectivity for the echo labelled "A" in Fig. 3.7 is provided in 

Fig. 3.8. As with the cell in Fig. 3.6, most of the precipitation initially developed below the freezing level, 

probably through warm-rain collision-coalescence processes. From 0405-0430 UTC, the updraft develop-

ment stalled, as the bulk of the rain descended to the surface. By 0450 UTC, the cell was approached by 

shallow precipitating cells from the south and southwest. As the remnants of the precipitating cells ap-

proached the double bulge, a rejuvenated updraft was triggered between them, with enhanced outbound ra-

dar velocities suggesting brisk low-level inflow to cells along the sea breeze front and to cells a few kilo-

meters to the south (0505 lITC). Over the next few minutes, the two updrafts merged as the southern cells, 

having unblocked access to island boundary air, grew and engulfed the sea breeze-cells (including echo A) 

to the north. The relative reflectivity minimum near 0520 UTC in Fig. 3.8 is due to a shift in focus to a cell 

at a slightly earlier developmental stage. 
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Fig. 3.8 Time height section of Zh [dBZ] for echo "A" until 0515 UTC (23 Nov. 1995). Beyond 0515 
UTC, second-order merged cells (echo "B") on the eastern flank of the downdraft from echo "A" 
are followed . Location of echo "A" is shown in Fig. 3.7 and "B" in Fig. 3.11. Environmental 
temperature is contoured with dashed horizontal lines . Thin white line is the total CG flashes de-
tected within a prescribed time and distance from the tracked echo (discussed in Chapter 4). 

The merger was coincident with a surge in radar cloud top height from 7 to 11 km altitude (0440-

0455 UTC in Fig. 3.8). Several investigators have explored the reasons behind such growth (Lopez, 1978; 

Simpson, 1980). Above the mixed layer, moisture content drops off rapidly , and emerging updrafts find 

themselves in an unfavorable environment. If an updraft is too narrow, it quickly loses its buoyancy due to 

constant entrainment of relatively dry environmental air along its perimeter. Merging cells can protect 

each o ther from the environment, and therefore suffer less from entrainment compared to what they would 

as individual cells. The volumetric fraction of cloud exposed to the dry air shrinks, allowing more undi-

luted air parcels to fully realize their surface-based buoyancy in moist adiabatic ascent. Examination of 

maritime tropical soundings by Simpson et al. (1993) showed that the vertical distribution of CAPE did not 

allow more than weak-to-moderate updrafts in the lower parts of storms, but speeds as high as 40-60 m s·1 
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could occur in the upper troposphere due to a deep, nearly dry-adiabatic layer between 400 mb and the 

tropopause (Webster and Houze, 1991; Golding, 1993; Simpson et al. , 1993) . If an air parcel broke through 

the trade inversion and withstood the drying effects of the environment near 600 mb (as shown in Fig. 3.3). 

it would accelerate rapidl y, drawing upon the instability of the upper troposphere. In fact, analysis by Sim-

pson et al. (1993) of 269 Darwin soundings (when island thunderstorms occurred) indicated that almost 

60% of the CAPE resided above 400 mb. 

Other studies strongly emphasized the importance of preexisting forcing on a horizontal scale of 

30-300 km to the occurrence and organization of vigorous cumulus convection, both in the tropics and in 

Florida (e.g. Ogura et al. , 1979; Simpson et al., 1980; Cooper et al. , 1982). Such forcing exi&ed along the 

north coast sea breeze front over the Tiwi Islands. A combination of downdraft outflow colli sions and dif-

feren ial motion of cloud masses enhanced the low-level convergence and supported rapid storm growth 

after 0500 UTC. 

3.2.6 Second-order merger 

By 0512 UTC, additional rain developed over eastern Melville Island as precipitatior. filled in be-

hind the gust front produced by the earlier northeastern Ylelville Is . storm. At the same time, heavy rain 

(Zh>45 dBZ) approached the surface from the merged cells over north-central Melville Is. 

Straddling the north coast sea breeze front , these merged cells produced a downdraft that forced 

new convective development on its east and west side. On the west side of the downdra "t, the storm 

merged with additional convection occurring along the sea breeze front and generated an intense convec-

tive complex reaching 18 km AGL. To the east, the gust front from the merged cell over north central 

Melville Is. collided with the outflow from the earlier storm over far northeast Melville Island that was de-

scribed in section 3.2.2. By 0539 UTC, the interaction of these two boundaries along the active sea breeze 
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front triggered an intense storm with a radar cloud top to 20 km AGL! The time height evolution of reflec-

ti vi ty for t' is merged cell is shown in the latter times of Fig. 3.8. 

When the aforementioned boundaries collided around 0540 UTC, the wedges of cool ai r generated 

a concentrated region of radial convergence near the surface . Radial velocity changed from 13 to -5 m s- 1 

over a 5-6 km radar ray segment, implying 3.6xl0-3 s- 1 radial convergence. As the storm matured, its 

downdraft surged to the southwest along the surface, while it ingested southwesterly low-level air just to 

the north of the gust front. The radially-aligned velocity couplet observed at 0540 UTC effectively rotated 

90° relative to the radar beam so that a vigorous , 12 km wide, clockwise (cyclonic) rotation could be in-

ferred at 0.5 km AGL by 0601 UTC (Fig. 3.9). This vertical (radial) vorticity persisted from the surface up 

to 5 km AGL. This rotation probably owed its intensity to vortex stretching above the interface of the op-

posing drafts. Its maximum strength, measured across 8 km, was 3.lxl0-3 s- 1. Keenan et al. (1994a) per-

formed a similar Doppler analysis of a 22 Nov. 1988 thunderstorm over Melville Is. during !TEX. They 

found a pair of counterrotating vortices with maximum intensity (2 .4x l0-3 s- 1) near 8 km elevation within a 

rapidly developing merged complex. Keenan et al. (1994a) ruled out the tilting of environmental horizontal 

vortic ity into the vertical as a primary cause (Rotunno, 1981 ; Klemp and Rotunno, 1983; Simpson et al., 

1986) since thi s explanation was inconsistent with the observed shear in the cloud layer. The radar-inferred 

mesocirculation observed by Keenan et al. (1994a) on 22 Nov . 1988 could merely have been convecti ve-

scale turbulence in the vicinity of a strong updraft (Keenan et al. , I 994a). This does not appear to be the 

case for 23 Nov. 1995 . Keenan et al. ( 1994b) noted that the structure of the planetary boundary layer is 

likely to be particularly complex where the interaction of storm induced outflows occurs. Investigators 

have shown that a growing updraft that moves over a pre-existing convergence line can concentrate the 
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surface-based vorticity through vortex stretching (Wakimoto and Wilson, 1989; Brady and Szoke, 1989). 

Considering the spatial structure of the circulation, this is a plausible explanation for the mesovortex ob-

served on 23 Nov. The width of the azimuthal shear couplet denoting the rotating air column was greatest 

near the surface and tapered with height, and the feature was also in the vicinity of what appeared to be a 

impressive updraft as evidenced by Fig 3.10b. 
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Fig. 3.9 Horizontal cross-section of Vr [m s-11 at 0.5 km AGL on 23 Nov. 1995 at 0601 UTC. Region of 

intense radial vorticity is circled. This is the interface between two colliding gust fronts. 
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Cool colors denote movement towards the radar (to the left of the figure) and warm colors denote 
movement away from the radar (to the right). 

Figure 3.11 shows a horizontal cross section of reflectivity at 2 km AGL depicting the two major 

convective systems over northern Melville Island at 0541 UTC. The eastern storm was explored with verti-

cal radar cross sections at constant azimuth (Figs. 3.l0a-b). Strong radial convergence was evident from 

the surface to 7 km. This, in addition to the divergent radial flow in the upper levels indicated a strong up-

draft. Above 11 km, the radially divergent outflow above the updraft was estimated at 3.6x10-3 s-1 over a 

horizontal span of 15 km. Note the reflectivities greater than 40 dBZ above the freezing level (~5 km). 

Near-zero values of ZoR in this region (not shown) were indicative of frozen hydrometeors, and the high Zit 

suggested that a large quantity of graupel particles were probably present. 
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Fig. 3.11 C-pol horizontal reflectivity [dBZ] at 2 km AGL for 0541 UTC 23 Nov. 1995. The straight line 

extending from the radar site denotes the azimuth of the vertical cross sections shown in Fig. 
3.l0a-b. Asterisk denotes the radar location and the coastlines of Bathurst and Melville Islands 
are delineated. 

3.2. 7 Dissipative stage 

After 0700 UTC, the main storms were separated from their buoyancy source by the ever-

expanding downdraft. Deprived of their fuel, they rapidly weakened and collapsed. At this time, observers 

noted significant amounts of ice falling from the anvil, possibly being entrained into the updrafts (BMRC, 

Nov. 1998). Weak convection was promoted along the north and western edge of the spreading island-

scale cold pool for two main reasons: this side of the cool pool continued to intercept unperturbed island 

boundary layer air, and it was also the side that benefited most from the environmental wind profile. The 

unperturbed boundary layer air was boosted to its level of free convection (1.5 km) by the wedge of cold 

air, but due to the strength of the cool pool and lack of upper-level wind support, the updrafts (Fig. 3.12) 

were severely tilted. The fact that convection was most prominent over the northwestern edge is consistent 

with the gust front theory offered by Ronmno et al. (1988; see Fig. 3.13). According to Rotunno et al. 
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(1988), the baroclinically-generated horizontal vorticity from the cold pool can cause buoyant updrafts 

along its edge to be tilted upshear and lean too far over the cold pool. For more vertically erect and stron-

ger updrafts, the ambient wind shear must counteract the vorticity generated by the horizontal buoyancy 

gradient across the cold pool. This is conceptually illustrated in Fig. 3.13 and can help explain the preva-

lence of westward propagating squall lines in the presence of easterly trade winds over the Tiwi Islands. 

Along the eastern edge of the cool pool, the environmental shear did not counteract the horizontal vorticity 

generated by the density current, so the surface air parcels were probably swept behind the co ld pool by a 

highly slanted updraft and entrained into its wake, never attaining their level of free convection. 

Fig. 3.12 Visible satellite image ofTiwi Islands at 0630 UTC 23 Nov. 1995 showing arc-shaped , convec-
tively active leading edge of gust front over the ocean and northeast Melville Island. Brisk north-
westerly upper-level flow sheared the anvil cloud top towards the southeast. 
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3 km AGL trade wind max -

Fig. 3.13 Schematic diagram adapted from Rotunno et al. (1988) illustrating how the low-level trade wind 
shear (depicted in vertical profile on the right) may have promoted updraft development on the 
western edge of the strong cold pool. 

3.3 27 November 199S case study 

3.3.1 Synoptic overview 

We now shift our focus to the second case study day, providing a similar overview of environmen-

tal conditions and the lifecycle of convection. The Regional BMRC Analyses of Atmospheric Circulation 

during the MCTEX (Keenan et al., 1996a) showed that the dominant circulation feature on 27 Nov. was a 

strong upper-level anticyclone centered 2° north of the Tiwi islands. Strong 200-mb divergence was evi-

dent with this feature and its closed circulation extended down to 500 mb. At 700 mb, almost the entire 

northern coast of Australia was covered by a wide band of 5-10 m s-1 easterlies, and the surface flow varied 

from calm to light easterlies to the east of the Tiwi Islands (Keenan et al., 1996a). 

The 2158 UTC Maxwell Creek rawinsonde (Fig. 3.14) detected northeasterly near-surface flow (5-

10 kt) situated beneath stronger easterly flow at trade wind level (20 kt). Above that, the wind direction 

backed to the west and dropped to 5-15 kt between the 300 and 150-mb levels. 
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Fig. 3.14 As in Fig. 3.3 except for 2158 UTC on 26 Nov. 1995. 

A nocturnal temperature inversion was sti ll present at the surface. but abundant low-level moisture 

ensured some deg:-ee of instability. Lifted index an CAPE (500-m mixed layer) values were -3 °C and 903 

m2 s-2, respectively. The bulk Richardson number (R; 0.5-3 km) was 108. Another sounding taken on 27 

Nov. close to the time and location of the initial deep convection (0258 UTC) indicated a warmer and 

slightly drier surface mixed layer than at 2158 UTC, with very similar stability indices (e.g. LI was -2°C, 

CAPE 703 m2 s-2, and R 112). This again suggested unsteady multicellular convection (Weisman and 

Klemp, 1982; 1984). As we will see later, thi s was indeed the preferred mode for the convection, and after 

cells merged along the southern coast sea breeze front , a squall line formed which rapidly propagated out to 

sea with the 850-700 mb steering flow . It is important to realize that pre-storm soundings are not wholly 
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representative of the actual conditions experienced by the squall line, so one must be careful when applying 

the bulk Richardson number calculated from the environmental profile outside of the storm's immediate 

environment to the storm. By the time the squall line forms, the low-level flow may be s ignificantl y modi-

fied and complicated by outflows an·d pressure perturbations induced by the merged convective complex, 

making the pre-storm R less applicable. 27 Nov . had a lower R than 23 Nov. and this may have been mani-

fes ted in the higher degree of storm organization (weak squall line) than observed on 23 Nov . (short-lived 

multicell) . Apparently the vertical wind profile on 27 Nov . was sheared enough to push the updrafts down-

shear and lengthen the period over which the cells maintained their low-level convergence and fed on the 

high ee air ahead of the gust front. The gust front did not surge too far ahead of the updrafts . 

Also apparent in the 2158 UTC sounding (Fig. 3.14) was the trade wind inversion near 3 km AGL, 

and another temperature inversion near 1.5 km AGL that may have been enhanced by the descending 

branch of the land breeze circulation. Surface winds . where they were strong enough to be detected by the 

A WS , were offshore and were consistent with such a circulation at the time of the sounding. 

3.3.2 Storm evolution 

Light northeasterly surface winds (<5 m s-1) encouraged initial convective development over 

Bathurst Island. Crook (1997b) used a 3-D mesoscale numerical model to simulate the island convection 

for thi5 particular MCTEX day and he successfully replicated the observed location and spatial structure of 

the initial storms over the southwest part of the islands. Addi tional simulations of this day were designed 

by Saito et al. (1997) . Low-level air appeared to ride up and over the sea breeze front, reach its lifted con-

densation level, precipitate into the cool oceanic air behind the front, and trail off to sea. Holland and 

McBride (1989) similarl y observed an evaporatively cooled downdraft from a cloud that had formed in ris-

mg continental air over a sea breeze front in northern Australia. It was entrained through the turbulent 
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wake region behind the front and dropped deep into the sea breeze head (Holland and McBride, 1989). 

This process was favored over the south west peninsula of Bathurst where the convex shape of the coast line 

and an accompanying inland bulge in the northwest Bathurst sea breeze maximized low- level convergence. 

Small cells embedded in the east-northeast fl ow developed sporadically across the northern part of the is-

lands, and propagated towards the south coast sea breeze front. 

A distinct reflectivity fi ne-line propagated out ahead of the precipitating cells. If the fine-line was 

associated with pools of cool air created by the evaporation of rain from the cells, then it s ould behave like 

a density current. Earlier, for 23 Nov. , we estimated the speed for such a current, accounting for friction, 

viscosity, detrainment and ambient wind. In thi s case, with a 2 m s-1 background flow, and similar assump-

tions of depth, Froude number and density difference, the theoretical speed would be 5-6 m s- 1. The ob-

served propagation speed was not too di sparate (3-6 m s-1), which lends credence to the hypothesis that the 

reflectivity signature is indeed the edge of an advancing shallow cool pool generated by the scattered pre-

cipitating cells approaching the southern coast. 

The action quickly accelerated once these small showers and their accompanying thin reflectivity 

fi ne line converged with the well-defined southern sea breeze front. The updrafts penetrated through the 

freezing level, resulting in storm tops exceeding 12 km AGL by 0350 UTC. 
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By 0415 UTC, a wet microburst (Figs. 3.15 and 3.16) impacted the surface and enhanced convec-

tion on its western edge. Figures 3.15 and 3.16 show heavy precipitation juxtaposed with a high radial ve-

locity differential (14 m s-1 per 3 km) 10 km north of the radar. The 0258 UTC sounding (not shown) indi-
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Fig. 3.15 Horizontal cross section of Zt. at 0 km AGL [dBZ] for 27 Nov. at 0420 UTC. Coastlines of 

Bathurst and Melville Islands shown, asterisk denotes radar location, and range ring spacing is 20 
km. 

cated a mixed layer from the surface to just above the 900-mb level. Nearly saturated conditions above this 

suggested a cloud layer to the 700-mb level. Assuming a continuous source of evaporating precipitation, 

the temperature of a downdraft originating from the cloud base should follow the wet-bulb temperature as it 

descends to the surface. By following a moist adiabat in the 0258 UTC sounding from cloud base to the 

surface, we estimated a temperature deficit of 6°C for air parcels within the microburst by the time they 

reached the ground. Compared with most microbursts studied to date, this event occurred in an environ-

ment with a relatively shallow and moist mixed-layer. Many studies of U. S. plains-type microbursts have 

shown the prevalence of a very dry, deep adibatic subcloud environment with dew-point depressions of 
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20°C (McCarthy and Wilson, 1984 ). Evaporative cooling within this dry layer is seen as crucial to main-

taining the negative buoyancy of the microburst (Srivastava, 1985; Wakimoto, 1985). Keenan and Carbone 

(1992) observed a microburst event in the vicinity of Darwin, and noted that given the moist (precipitable 

water twice that of U. S. plains-type microburst producing storms), stable and shallow PBL observed in the 

tropical sounding, the role of water loading may assume relatively greater importance. 
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Fig. 3.16 As in Fig. 3.15 except for radial velocity [m s-11. Negative (positive) values denote air move-

ment towards (away from) the radar. 

The east-west aligned complex of cells eventually organized into a squall line that propagated to 

the west. Northeasterly surface winds kept the eastern edge of the cold pool quasi-stationary, but they con-

tinued to advect the convectively unstable boundary layer air from eastern Melville Is. over the edge of the 

cool pool. This fostered intermittent strong storms about 30 km north-northeast of the radar through 0800 

UTC. 
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Fig. 3.17 Time height section of Zh [dBZ] that follows cells in the most vertically developed sections of 
the thunderstorm complex that formed over southern Bathurst and Melville Islands on 27 Nov. 
1995 . Also shown (thin white line) are the number of CG flashes detected within a certain range 
and time of the cells. 

A time height section of reflectivity from 0312-0800 UTC (Fig. 3.17) chronicles the vertical distr i-

bution of reflectivity in the stronger cells of the thunderstorm complex that bubbled westward along the sea 

breeze front over southern Bathurst Is. This was not a squall line in the classic sense with an uninterrupted 

north-south convective line. The convective elements were more disjointed, with separate cells forming 

a ove the westward moving gust front in discontinuous jumps. Usually the precipitation cores of succes-

sive cells were spaced by 8-14 km. Fig. 3. 18 illustrates the scattered distribution of the convection. Fig. 

3.19 explores one section of this developing thunderstorm complex with vertical cross-sections taken along 

the straight line in Fig. 3.18. These vertical cross sections of radial velocity and reflectivity were ap-

proximately parallel to the direction of storm propagation, and they exhibited some similarities to the 

Houze et al. (1989) conceptual model of a mesoscale convective system. Rear-to-front flow was evident in 

the radial velocity field from the surface to near the melting level (5 km AGL), extending from 10 to 40 km 
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range (Fig. 3.19b). This circulation feature resembled the descending rear inflow jet often found within the 

trailing stratiform precipitation of mesoscale convective systems. Horizontal potential temperature gradi-

ents generated by a combination of latent heat release in the convective region and evaporative cooling in 

the stratiform region cause a horizontal pressure gradient and generate horizontal, line-parallel vorticity 

(Lafore and Moncrieff, 1989; Rasmussen and Rutledge, 1993). The rear inflow is a consequence of these 

processes. The relevance of this rear-to-front flow to the propagation and maintenance of north Australian 

squall lines was described by Keenan et al. (1992). Turning back to Fig. 3. 19b, we see that the radial wind 

accelerated from 3 to 10 m s-1 before it encountered deep convective elements at a radar range of 35-40 

km . It :tlso appeared to reach the surface around 30-40 km range. The Rotunno and Klemp (1988) theory 

on the '.ongevity of gust front convection is complicated by the presence of such a rear inflow jet. This 

stream of air has the same sign of horizontal vortici ty as the advancing cold pool , so it can transfer mid-

level easterly momentum to the surface and generate horizontal vorticity along the advancing gust front , 

adding to that already baroclinically produced by the cold pool (Lafore and Moncrieff, 1989; Keenan and 

Carbone, 1992). This boosts the forward momentum of the cold pool and adds to the rearward tilt of the 

updraft~. One can see in Fig. 3.19 that the height of the radar echo increases rearward, suggesting such a 

slanted updraft. At 35-40 range, the inbound low-level air near the front of the storm met the rear inflow 

jet and was swept to the upper levels where it spread laterally above 10 km AGL. The marginal deep-

tropospheric wind shear precluded a forward overhanging anvil, a feature often observed in strong mid-

latitude squall lines . Forward progress of individual elements was briefly more rapid, but the average mo-

tion of the entire system was about 10 m s- 1 to the west. This reflected the environmental wi nd between 

850 and 700 mb, similar to the findings of Keenan and Carbone ( 1992). 
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Fig. 3.18 Horizontal cross section of Zh [dBZ] at 2 km AGL on 27 Nov. at 0509 UTC. Vertical cross sec-
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Melville Islands are delineated and an asterisk marks the radar location. 
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64 



CHAPTER4 

Precipitation and Electrical Trends 

While Chapter 3 primarily dealt with radar and kinematic s onn features on the scale of two or 

three convective elements spanning 5-20 km, this chapter takes a broader look at certain trends from an 

island-scale perspective. Radar estimates of rain mass flux and ice mass aloft were made in a bulk sense, 

often integrated over a large portion of the island domain . Rain mass flux estimates comprise the first part 

of the chapter. Then polarimetric data are used to infer microphysical characteristics of the precipitation. 

The teoporal and 5patial distribution of lightning (CG and total flashes) is then compared to the radar 

fields , and with merger processes in mind, inferences are drawn with regard to storm electrification theory. 

4.1 Total storm rain mass flux 

We already illustrated the deleterious effects of attenuation on horizontal reflectivity at C-band 

with our comparison of rain mass flux estimates before and after attenuation correction (section 2.3.4). An-

other potential problem that was likewise alleviated by dual-polarization measurands was beam blocking 

(Zrnic and Ryzhkov, 1996). Fig. 4 .1 shows rain mass flu x for the entire island domain as estimated by Zh 

for two low levels : 0.5 and l km AGL. The 0.5-km level was most likely affected by beam blocking and 

therefore, was biased towards low rain rate estimates. Obstacles which partially blocked the radar beam at 

low elevation angles lowered precipitation estimates based exclusively on echo signal strength (i.e. Zh) 

while having only a minor effect on estimates using ZoR• Z0 p or Kop· This is because the horizontall y po-

larized beam loses approximately the same power as the vertically polarized beam when it intercepts 
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ground targets . This phenomenon was borne out by precipitation estimates made at 0.5 and l km AGL 

wi th R(K0 p) as the primary algorithm (Fig. 4 .2). Co pared to Fig. 4.1, there was almost no difference be-

tween the rain flux estimates at the two vertical levels. If the rain rates actually did decrease significantly 

between l and 0.5 km elevation (possibly due to evaporation) then the same trend would be expected for 

estimates based on Kor· Beam blocking became an issue at greater ranges since the near-surface estimates 

of rain rate requirerl data from the lowest radar beam elevation angles . For example, within 40 km of the 

radar, the 0.5-km AGL rain rate was consistently higher for R(Zh) estimates than for R(K0 p) estimates 

(reasons for thi s are not clear). But beyond 40 km, t e opposite was true. with R(Zh) accumulated rainfall 

consistently falling short of R(K0 p) values. Again , thi s was probably the influence of beam blocking in the 

lowest radar elevation angle. 
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Fig. 4.1 Time series of total storm rain mass flu x [kg s· 1] through two near-surface elevations for 23 Nov . 

Rain flux was estimated with the rainfall rate-reflectivity R(Zh) algorithm . Solid black line cor-
responds to l km AGL and dashed gray line corresponds to 0.5 km AGL. 
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Fig. 4.2 As in Fig. 4.1 except solid black and dashed gray lines correspond to R(K0 p) estimates for 1 and 
0.5 km AGL, respectively. Dotted line corresponds to the R(K0 p,ZoR) 1-km estimates. 

The extreme peak in rain mass flux estimated by the R(Zh) algorithm early in the time series (Fig. 

4.1) is notable because it translated to onl y a subtle maximum in the R(K0 p) time series (fig 4.2). High 

propagation differential phase shifts were measured behind (in a range sense) some very heavy rain cores in 

these radar volumes. This increased the sensi ti vity of the rain rate estimates to the chosen attenuation cor-

rection coefficient. Indeed, for this time (0553 UTC), the correction coefficient for horizontal attenuation a 

was quite high (0.17 dBZ per degrees of phase shift) compared to the average a for 23 Nov. (0.09 dBZ per 

degrees of phase shift). The linear regression used to estimate this a had one of the higher coefficients of 

determination (R 2=0.44) and a large number of samples , so 0.17 dBZ per degrees of phase shift was not 

replaced by a default average value (0.09 dBZ per degrees of phase shift). Admi ttedly , R2 of 0.44 is still 

not indicative of a strong correlation, so the value of a is sti ll not on solid statistical ground. Human error 

in the '¥ dealiasing process or the influence of extremely large raindrops (Mie scatterers) could have cor-

rupted the calculated value of a. The actual value could be lower and bring the rain mass flux estimates 

using R(Zh) more in line with the R(K0 p) esti mates . Of course the same could be said for all of the data in 

Fig. 4 . , but Mie scattering and human error were more likely an issue in the early stages when the rain 

cores were the most intense and the differential phase shifts were greatest. The val ues shown in Fig 4.2 
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were less sensiti ve to these at tenuation issues since they relied heavily on attenuation-resistant K0 p for rain 

rate estimates. 

Specific differential phase (K0 p) rai n rate estimators hold several advantages over Zh-based esti-

mators, as summarized in section 2.3 .2. The use of R(K0 p,ZoR) algorithms is not as well documented, but 

holds considerable promise due to the ex ra in formation Z0 R provides (Jameson, 1991 ) Although K0 p is 

relatively immune to variations in DSD (compared to Zh), it is still a weak function of the median-vo lume 

drop size, D0 (Ryzhkov and Zrnic, 1995a). Ryzhkov and Zrnic (1995a) found that the prime contributor to 

DSD induced errors in R(K0 p) was the uncertainty of D0. By incorporating ZoR into the R estimates , we 

better compensate for D0 variation. As seen in Fig. 4.2, when the R(K0 p,ZoR) algorithm (eqn. 2.12a) was 

applied to our case study days, the rain mass flux trends were virtually identical to the trends derived from 

R(K0 p) (eqn . 2.12b). The flux magnitude was onl y slightl y less. Therefore, unless otherwise noted, future 

references to radar rain rate estimates in this paper will imply rain rate estimates derived primarily from the 

R(K0 p, Z0 R) relation in eqn. 2.12a. 

Using a simple R (Zh) relationshi , Simpson et al. (1993) estimated the mean dail y rainfall over the 

Tiwi Islands during the ITEX in 1988. Their 9-storm sample mean rainfall volume was 575x l05 m3, with a 

standard deviation of 246xl 05 m3. Unfortunately, a direct comparison with estimates for 23 Nov. 1995 

was not possible, since the early storm over northeast Melvi lle Is . (0200-0400 UTC) and the first-order 

merger over north central Melville Is. (0445-0500 UTC) were only sampled wi th conventional , non-

polarimetric radar scans (i.e . no'¥, ZoR• or I phy(O) I). The second-order merged cell s that developed after 

0500 UTC were measured dual-polarimetricall y, so we can compare their estimated cumulative rainfall to 

the mean cumulative rai nfall for second-order mergers estimated by Simpson et al. (1993). Simpson et al. 
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estimated 338xl05 m3 of rain was produced by second-order merged cells with a standard deviation of 

302xl05 m3. Usi ng all available polarimetric radar volumes (0522-0750 UTC), the accumulated rainfall 

for 23 Nov. was 489xl05 m3, well within the standard deviation of the Simpson et al. estimate . Two 

second-order merged cells contributed to this total and no attempt was made to remove contributions from 

isolated cells which formed after 0500 UTC. The estimated accumulated rainfall for our second case study 

day (27 Nov. ) using all polarimetric radar volumes (0318-0950 UTC) , was 529xl05 m3. If we lim ited the 

rain summation on 27 Nov . to times when a second-order merged cell existed (0537-0950 UTC) , the total 

was 337xl05 m3, ic good agreement with che estimates of Simpson et al. (1993). 
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Fig. 4.3 Time series of rain mass flux for entire stonn [kg s- 1] for 27 Nov . at l km AGL. Dashed line rep-
resents R,'.Zh) estimates and solid line represents R(K 0 p,ZoR) estimates. 

4.2 Cloud-to-ground (CG) lightning 

No CG lightning flashes were detected near the shallow, precipitating cells that developed over 

the islands in the early morning and afternoon hours of 23 and 27 Nov. 1995 . The CG-producing complex 

over far northeast :.\.1elville Island on 23 Nov. did occur relatively early , but it was not a shallow cell. The 

40 dBZ horizontal reflectivity contour extended above 8 km AGL for at least 5-10 minutes . The fact that 

these early cells w~re not electrified to the point of producing lightning is consistent with the 59-day com-

posite of ALDF-d~tected CG flash locmions over Melvi lle and Bathurst Islands compiled by Petersen 
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( I 997). Petersen ' s (I 997) composite of flash location- occurring between 0730 and I I 30 LST highlighted 

the regions of low- level forcing associated with the land breeze and the collision of early sea breeze fronts 

along narrow peninsulas. These shallow isolated convective cells were rather weakly electrified compared 

to their afternoon counterparts, even ·though they produced heavy rain showers (Petersen, I 997). A number 

of factors could have facilitated warm-rain precipitation production in this tropical convection such as en-

trainment, water loading, low concentrations of cloud condensation nuclei, increased depth of the cloud 

below the freezing level and weak updraft speed in the low to mid-levels of the atmosphere. Most of the 

larger raindrops probably settled out of the cloud before they reached the -10°C level. The updrafts were 

evidently not strong enough to transport more tha small graupel particles and ice crystals above this 

height. Hallett and Mossop (1974) and Koenig (1977) demonstrated that secondary ice processes such as 

rime-splintering may be important within weak or dissipating cloud circulations from -3 to -8°C. If small 

ice crystals proliferated above the freezing level in th is manner, they could effectively short-circuit the NIC 

mechanism by glaciating all supercooled cloud liquid water. This process could be occurring in the quies-

cent early morning cells observed during the MCTEX. 

Petersen ' s ( 1997) CG composite also illustrated the preponderance of CG' s over the interior of the 

islands during the afternoon hours (1330-1730 LST). By this time, significant cloud merging and upscale 

development had typically occurred along the active sea breeze front. This convection was much more 

vertically-developed compared to the early morning cells, and radar observations suggested robust mixed-

p ase regions with large ice particles and supercooled water drops suspended above the 0°C level. This 

would be a favorable environment for electrical charge separation through NIC and would explain the 

bountiful CG strokes observed over the islands. 
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4.2.1 CG lightning and rainfall 

Significant rainfall occurred after the peak CG activity, especially for 23 Nov. (see Fig. 4.4). For 

23 Nov., the rain mass flux peak lagged the CG flash rate by about 19 minutes. After risir.g in tandem with 

t e overall CG flash rate from 0522-0620 UTC, the rain mass flux continued to increase while the CG flash 

rate plummeted from 12 to 4 flashes min·1. Following the peak estimated rainfall product;on at 0640 UTC. 

the precipitation rate remained fairly high through the end of the observation period (0750 UTC). How-

ever, during th is period the CG rate decreased sharply. 

To quanti:'"y the correlation between CG lightning flash rate and rain mass flux (RMF) , the coef-

ficient of determination was calculated (R2). R2 lies in the interval 0::::R.2~1. with R2=0 indicating no Jin-

ear cor.elation between the two variables and R2=1 indicating a perfect linear relation . If R2 were close to 

one, then the excellent linear relation between the two variables would suggest that flash rate could be used 

as a predictor of RMF with great accuracy (and vice versa) . However, a high R2 would still not necessari ly 

denote a causative relationship. The use ofR2 implies a best-fit line for (flash rate, RMF) data pairs. A R2 

of 0.6 would imply that the sum of squares of deviations about the best fit line is 60% less than the sum of 

squares of deviations about y. A lower sum of squares of deviations implies a better correlation. 

This statis-tical method has its weaknesses because it does not account for possible non-linear rela-

tionshi?s between the two variables and it is not resi stant to outliers (Wilks, 1995). However, the R2 value 

will provide a benchmark for comparing various strengths of relationships. If two variables consistently 

increase and decrease with each other in time, then they will be positively correlated. Tney will exhibit a 

R2 tha~ is higher than the case of two variables that are intermittently positively and intermittently nega-

tively correl ated. R2 will also be sensitive to the extent that the largest val ues of one variable are coinci-

dent with the largest values of the other variable. 
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The coefficient of determination (R2) between CG lightning flash rate and RMF was 0.12 . R2 was 

maximized if a time lag of I 9 minutes was applied to the rain mass flux data. In thi s case, R 2 topped out at 

0.45 . 
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Time series of I km AGL total storm rain mass flux [kg s- 1) and CG flash rate within the radar 
domain for 23 Nov. 1995. Rain estimates are only plotted at times associated with dual-
polarimetric radar volumes (0522-0750 UTC). In this figure and in subsequent figures, the light-
ning flash rate is a 5-minute running average of I-min flash rates. 

On 27 Nov., the trends of CG flash rate and estimated rain mass flux were well correlated in time, 

with no significant time lag between the two time series (Fig. 4.5) . However, as with 23 Nov., rapid 

changes in the CG flash rate were not accompanied by rapid changes in rain mass flux . The relative 

smoothness of the rain mass flux time series was partly due to the 6- 10 minute temporal resolution of the 

radar data, but since the point-to-point variation (on a 6-10 minute time scale) was fairiy small, this sug-

gests a relatively steady production of rain in comparison to the CG flash rate. R2 was 0.39 in this case, 

and was maximized with no time lag. 
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Fig. 4.5 As in Fig. 4 .4 except for 27 Nov. 1995 case. 

The relation between rai n mass flux and electrical activity is not flushed out by cloud-to-ground 

flash measuremen:s alone since CG flashes are only part of the electrical picture. Low CG flash rates do 

not necessarily coincide with suppressed in-cloud (IC) lightning activity . In our case study days, however, 

microphysical evidence suggested that IC flashes were not exceptionally numerous duri ng episodes of low 

CG fl ash rates. In most instances, CG flash rates within the range of the flat plate antenna were correlated 

with the total flas:1 rate (IC and CG) detected by the antenna . This subject will be explored further in sec-

tion 4.3. 

4.2.2 Correlation of CG lightning with precipitation in mixed-phase region 

Unlike rain mass flux , the graupel mass in the mixed-phase region between 0 and -40°C (esti-

mated from polarimetric radar) closely fo llowed the CG flash rate. These findings are illustrated by the 

time height sections shown in Fig. 4.6 and 4.7 . R2 between total graupel mass in the mixed-phase region 

and the 5-min running average of CG flas h rates for 23 Nov. was 0.75 . R2 topped out at 0.80 with a CG 

flash rate lag of 5-8 min . (i.e. graupel mass peaked before CG flash rate by 5-8 min.). For 27 Nov., the 

maximum R 2 for the same two fields (Fig. 4. 7) occurred at zero time lag with an R 2 of 0.67. These R 2 val-

ues indicate that CG production was more closely linked to the amount of graupel in the mixed-phase re-

gion than to the low-level rain mass flux. This is cons istent with past studies that fo und a significant 
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correlation between CG activity and the thunderstorm precipitation ice phase (Carey and Rut ledge. 1996), 

and found only conditional success linking CG activity to surface rainfall (e.g. Williams et al., 1992; Pe-

tersen , I 997) . 
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Fig. 4.7 As in Fig. 4.6 except for 27 Nov. 1995 case. 

In addition to the graupel mass in the mixed-phase region , the precipitation-s ized liquid water 

mass in the mixed-phase region was also estimated for each polari etric radar volume. A time series was 

constructed for 23 Nov . and is shown in Fig. 4.8 . The time series indicated that the evolution of 
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supercooled precipitation-sized liquid water was very similar to that of graupel mass for the same day , and 

that the CG flash rate once again lagged this precipitation field (R2 was 0.60 at zero lag and 0.73 at -9 min . 

lag). 
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Fig. 4 .8 Time series of precipitation-sized liquid water mass [kg] above the freezing level in the entire ra-
dar domain for 23 Nov. 1995 (solid black). CG flash rate within the radar domain is in solid 
gray. 

A simi lar time series was constructed for 27 Nov. (shown in Fig. 4.9). The massive injection of 

supercooled raindrops above the freezing level around 0745 UTC was probably a real event, but the magni-

tude of the peak is questionable. By this radar volume time, the leading edge of the squall line to the west 

was already 100 km from the radar. With low-level radar scans spaced by about 1.6° in elevation, the verti-

cal resolution of radar data at 110 km range was greater than 3 km. The trend in the vertical distribution of 

liquid water mass after 0645 UTC (time-height section in Fig. 4.10) suggested that the precipitation esti-

mates suffered from poor vertical resolution at larger ranges . Due to the poor vertical resolution at great 

ranges, the high reflectivity and differential reflectivity associated with the heavy rain below the freezing 

level contaminated a large number of grid points above the melting level. There probably was much less 

precipitation-sized liquid water above the melting level than suggested. The computer program that con-

verted the radar data from polar to Cartesian coordinates used an elevation radius of influence of 2°. This 
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also "smeared" the radar data in the vertical, especially at distant ranges. The 23 Nov. data did not suffer 

noticeably from poor vertical resolution since the event was much closer to the radar. 
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(contoured) within the radar domain for 27 Nov. 1995. Environmental temperature contoured 
with horizontal dashed lines. CG flash rate indicated by solid line. Note the tendency for the liq-
uid water to rise in elevation towards the end of the day. As explained in the text, this may be a 
radar artifact. 

Since high concentrations of graupel were correlated to peaks in CG flash rate, this suggests a 

precipitation-based electrification . The precipitation-sized liquid water above the freezing level can be 

considered a tracer for graupel. Since precipitation liquid water co tent matched well with graupel mass in 

the mixed-phase region , it is proposed that graupel was formed by the lofting and freezing of supercooled 

water drops . 
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4.2.3 Positive CG 's 

Positive CG's were not very common during the MCTEX. The fraction of positive CG' s to all 

CG's was only 0.02. This low fraction was consistent with other observational studies m the tropics and 

supported the general tendency for the percentage of positive CG flashes to increase with latitude (Baral 

and Mackerras, 1993 ; Mackerras and Darveniza, 1994). The reason or the smaller fracti on of positive CG 

in the tropics is not clear, but it may be related to the increased separation of the positive charge region 

from the ground due to the higher tropopause, or to weak vertical wind shear in comparison to higher lati-

tudes . 

Ins ight into the charge structure of the tropical thunderstorm was provided by the ground flash lo-

cations of positive CG discharges on 23 Nov. On this day, the positive CG flashes were typicall y displaced 

to the southeast of the negative CG flash locations. Considering that strong upper-level winds from the 

northwest sheared the thunderstorm anvil towards the southeast, it may be possible that the positive CG's 

originated from the reservoir of positive charge typically fou nd in the upper-levels of the cloud. (Note the 

displacement of the anvil to the southeast in the visible satellite image in Fig. 3 .12). This supported the 

conceptual dipole model of the thunderstorm charge structure. In the presence of wind shear, the 

positively-charged ice crystals in the upper-levels would be displaced southeastward relative to the low lev-

els of the cloud and therefore would no longer be shielded from the ground by the lower negative charge. 

This would facilitate electrical breakdown between the anvil and the surface. This "tilted dipole" theory 

has been forwarded by several investigators as a explanation for positive CG flashes (e.g. Brook et al., 

1982; Engholm et al. , 1990; MacGorman and Nielsen , 1991; Carey and Rutledge, 1998). The following 

figures appear to support this explanation, assuming that the flash channels were more-or-less verticall y 

oriented, or only slightly tilted . Fig. 4.11 indicates 3 positive CG's displaced downwind from the main 
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storm, possibly discharging from the anvil. The same pattern is evident from 0601 to 0606 UTC in Fig. 

4.12. A similar pattern emerged between 0655 and 0710 UTC, when 5 positive CG's were detected down-

wind (southeast) of the north-central Melville cells (not shown). 
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Most of the remaining positive CG' s were located in the midst of heavy convective precipitation, 

coexisting with numerous negative flashes. Here, it was less plausible to attribute the positive CG's to the 

storm-relative horizontal displacement of positively charged ice crystals in the upper levels of the storm. 

Several alternative explanations for positive CG's have been proposed. Marshall and Winn (1982, 1985) 

and Jayaratne and Saunders (1984; 1985) described how graupel can charge positively in an environment 

warmer than the charge reversal temperature (near -10°C), and create a lower positive charge region 

through non-inductive charging. The laboratory work of Takahasi (1978) suggested that this "charge rever-

sal" would occur at any temperature if the liquid water content were high enough (i.e. >4 g m-3). Several 

investigators (e.g. Williams et al., 1991; MacGorman and Nielsen; 1991; MacGorman and Burgess, 1994) 

postulated that ice particles charged in ~uch a manner in the lower parts of the cloud could initiate positive 

ground flashes. However, this "inverted dipole" can form only if the ice crystals rebound from the larger 

79 



graupel particles after collision. If the graupel particles are experiencing wet growth, then the colliding ice 

crystals would probably stick to the graupel and NIC would cease (Saunders and Brooks, 1992). Carey and 

Rutledge (1998) showed that an "inverted dipole" (in which positive charge was carried by the large ice 

particles) was not a likely mechanism for the positive CG lightning observed in a severe NE Colorado hail-

storm. In the Carey and Rutledge case study, heavy precipitation and positive CG lightning were spatially 

and temporall y anti-correlated. 

Perhaps the numerous negative CG's facilitated the positive CG's observed within heavy precipi-

tation cores during the MCTEX. Negative CG's could neutralize much of the negative charge in the lower 

levels of the storm, thereby exposing the upper positive charge to the surface (Pierce, 1955). Another pos-

sible mechanism involves the enhanced precipitation current to the ground within heavy rainfall (Carey and 

Rutledge, 1998). Predominately negatively charged drops may transport a significant amount of negative 

charge to the surface, adding an extra sink for the lower negative charge. The positively-charged ice crys-

tals in the upper levels of the storm could then be "unshielded" from the ground following the rapid loss of 

negatively charged raindrops . This would increase the likelihood of positive ground flashes . In the MC-

TEX, heavy rain rates (i .e. >100 mm hr-1) were often collocated with positive CG flashes, making this a 

plausible explanation . However, without knowing the vertical extent of the positive CG flash channels, we 

can not definitively say which is the best explanation for the positive CG's detected in MCTEX thunder-

storms. 

Only 5 positive CG's were detected in the 27 Nov. storm, and each flash was situated near a heavy 

convective core. None were associated with the stratiform precipitation region trailing the weak squall line 

that formed over southern Bathurst Is. As during other MCTEX days, the electric field mill sensor indi-

cated net positive charge aloft during this period. Observational studies have shown that this is often a 
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preferred region for positive cloud-to-ground discharges . The appearance of the prereq ui site positive 

charge aloft could be due to the advection of positi vely charged ice crystals from the upper levels of the 

leading convective line and/or in-situ charging within the stratiform anvil (for di scussion on thi s topic , see 

Rutledge and MacGorman, 1988; Rutledge et al., 1993; Stolzenburg et al., 1994; Rutledge and Petersen, 

1994). During the MCTEX, there were few examples of positive CG fl ashes within the trailing stratiform 

precipi tation of squall lines . 

4.3 Total flash rate 

In-cloud (IC) lightning fl ashes typically occur more frequently than cloud-to-ground (CG) light-

ning flashes . Since the main negative charge layer in a thunderstorm is usually closer to the upper positive 

charge region than to the ground, the electric field (modulated by conductivity of the intervening air) is 

typically greater between the two charge centers and promotes IC over CG lightning. IC lightn ing usually 

begins before CG activity, so it can be the first indicator of significant electrical charge separation at work 

in a developing storm. For this reason the flat plate data set (in conjunction with multiparameter radar 

data) was a valuable resource for testing precipitation-based theories of cloud electrification . 

Some past studies related convecti ve cloud top height to fl ash rate (Williams, 1985 ; Price and 

Rind, 1992; 1994). More success has been found with correlati ng flash rate and the degree of convective 

vigor in the mixed-phase region, as inferred by high reflectivity at temperatures colder than 0°C (e.g. 

Michimoto, 1991; Zipser, 1994; Petersen et al., 1996). Carey and Rutledge (1996) and Goodman et al. 

(1988) used dual-polarimetric radar to make more quantitative measurements of ice-phase precipitation, 

comparing lightning flash rates to the estimated volume of large ice particles in the mixed-phase region of 

the storm . Some storms are very tall, but do not contain updrafts strong enough or wide enough to dri ve 

electrification mechanisms to the point of causing lightning. These cells cannot support a large number of 
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supercooled water drops and graupel particles above the freezing level and are often entirely glaciated. 

They do not have much radar-inferred i:::e and raindrop mass concentrated above the freezing level. This 

type of convection is characteristic of tropical oceanic convection (B lack et al., 1993; Zipser, 1994). This 

decoupling of electrical activity and cloud top height renders electrical parameterizations based on cloud 

top height useless (e.g. Price and Rind, 1992) on a case-by-case basis. For these reasons, we examined the 

trend in observed flash rates over the Tiwi Islands and compared it to radar estimates of large ice particles 

and precipitation-sized supercooled liquid water in the mixed-phase region of the storms . 

The flat plate antenna located at the C-pol radar site detected electrostatic fie! excursions associ-

ated with both CG flashes and in-cloud (IC) flashes, providing an estimate of the total lightning flash rate 

for storms within the detection radius of the antenna. The electrostatic field strength from an electric di-

pole varies roughly as the inverse cube of the distance from the dipole. This results in a fa irly sharp drop-

off in detection efficiency beyond 40 km range for the flat plate antenna. 

4.3.1 23 November total flash rate 

Figure 4.13 shows a time height section f graupel mass for 23 Nov., estimated by the C-pol radar. 

Superimposed on the graph is the total flash rate as detected by the flat-plate antenna. Consistent with the 

NIC theory, the appearance of large graupel mass above the freezing level was coincident with the first 

surge in flash rate from 0520 to 0530 UTC. Before this time, aside from the 13-km high storm over north-

east Melville, most of the precipitation was confined below 7 km, probably formed through warm-rain pro-

cesses . According to NIC theory, w!-.ich requires ice particle interactions in the presence of supercooled 

water to separate electrical charge, lightning should not occur under the absence of ice. The flat plate an-

tenna record is consistent with th is since flashes were not detected until the storms were significantly above 

the freezing level. The first surge in flash rate from 0520 to 0530 UTC was associated with the first and 
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secor,d-order eel. mergers that took place over north-central Melville Island about 40 km north of the radar 

(Fig. 4.13). The fl ash rate continued to rise after 0540 UTC while the mixed-phase graupel mass trailed 

off. This was not consistent with NIC theory , which would predict the lightning production rate to follow 

the total graupel mass--perhaps lagging total graupel mass by 10-15 minutes to account for the sedimenta-

tion time required to separate the oppositely-charged graupel particles and small ice crystals within the up-

drafL It is impo~tant to realize, however, that this second surge in flash rate began at the same time that the 

inter,se second-order merged cell developed about 60 km to the northeast of the radar. Perhaps the flat 

plate antenna detected a significant number of flashes from this more distant, but more powerful storm. To 

investigate this possibility, the graupel mass in the mixed-phase region was compared to the total flash rate 

without limiting the radar estimates of precipitation to regions within a certain range of the flat plate. The 

resul ts are shown in Fig. 4.14. As indicated by this figure, the correlation between estimated graupel mass 

and flash rate i~ much improved by increasing the radar range limit. This is because most of the deep con-

vection was located on the fringe of or beyond the estimated detection range of the flat-plate antenna. Fig. 

4.15 shows a map of cumulative rainfall for 23 Nov . (0522-0750 UTC). This map illustrates the problem at 

hand. Assuming the heaviest precipitation was associated with the deepest convection, one can see that 

these vigorous storms were beyond the unambiguous detection range of the flat-plate (i.e. 30-35 km). In-

eluding radar data within radar ranges spanning 40 to 60 km greatly impacts the magnitude of estimated 

gra·Jpel mass in the mixed-phase region. Therefore, even though the peak lightning flash rate was not cor-

related with the peak estimated graupel mass in the mixed-phase region in Fig. 4.13, this is not convincing 

evdence against NIC theory. Since most of the convective complex occurred ou tside of 40 km range, and 

the flash rates detected by the flat plate were still very high, this suggests that including radar data from 

beyond 40 km is warranted. Exactly how much beyond 40 km is debatable, but expanding the radius of 
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influence did bring the evolutions of the two fields virtually in phase with each other (Fig. 4 .14), which pre-

clude5 us from abandoning a precipitation-based explanation for the observed electrical behavior of the 

storm . 
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centered on radar location (asterisk) with coastlines of Bathurst and Melville Islands indicated. 

4.3.2 27 November total flash rate 

Figure 4.16 depicts the relation between total flash rate and total graupel mass in the mixed-phase 

region near the flat plate antenna (similar to Fig. 4.13) for 27 Nov. The total graupel mass distribution was 

somewhat sensitive to how far from the radar one chose to incorporate the radar data, but unlike 23 Nov., 

the temporal spacing of the graupel maxima was not too sensitive to the chosen range. Fig. 4.16 illustrates 

that from 0400-0500 the total lightning production, as measured by the flat plate antenna, was correlated 

with the estimated graupel mass in the mixed-phase region. For subsequent times, the relation was less 

clear. The total flash rate began an exceptional rise at 0615 UTC and remained above 20 flashes min·1 un-

til 0633 UTC. The absolute peak of 45 flashes mm·1 was by far the greatest of the day. There was virtu-

ally no increase in storm graupel mass, however. The total flash rate record appears to stand by itself dur-

ing this time, and is not consistent with most radar data. 
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Fig. 4.16 As in Fig. 4.13 except for 27 Nov. 1995 case. 

There was short-lived deep convection within the range of the fl at plate antenna during th is time, 

but the cell s were narrow, and did not appear capable of producing a large quanti ty of lightning, as the flat 

plate record would suggest. For this reason, the fl at plate record is suspect. It was not ignored however, 

because there was no hard evidence of rain-contamination (no rain was reported by observers or registered 

by the A WS) and there was a th understorm in the vicinity . The ALDF network did detect several CG's 

from these cells, but not an inordinate amount (as shown by the total CG flash rate trend in Fig. 4.7) . 

Therefore, if the total flash rate count was indeed real from 0615-0635 it was largely due to in-cloud 

flashes . What could cause such a large surge in the in-cloud flash rate? 

Some authors have attributed exceptionally high IC :CG flash rate ratios to an intense updraft (e.g. 

MacGorman et al. , 1989; MacGorman and Nielsen, 199 1 ). Instead of residing at their normal elevation, the 

negatively charged particles are lofted to higher levels, and cannot interact as easily with the ground 

through CG lightning. The closer proximity of the main negative layer to the upper-level positi ve charge 

and the smaller breakdown field at higher altitudes in the storm would encourage more rapid IC flash pro-

duction. It seems unlikely that the storms over western Melville Island were capable of producing such an 
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elevated electrical charge structure. No significant graupel mass was observed in the mixed-phase region 

of the -torm which suggests that there was no significant layer of negative charge in the mixed-phase re-

gion that could participate in vigorous IC flash production. 

Another possible explanation involves the t understorm anvil that was generated by the deep con-

vection to the wes of the radar. At that time, the anvil was spreading over the radar site and over the cells 

that could have been responsible for the in-cloud lightning detected by the flat plate. It has been suggested 

that over the lifetime of a thunderstorm, the tendency to shift from primarily IC production to more CG 

production is due to the formation of lower positive charge (Jayaratne and Saunders, 1984; Williams et al. , 

1989) and/or due to a tendency for the storm to gain net negative charge with time. The latter explanation 

applies when positive charge is lost from the upper levels of the storm (Solomon and Baker, 1994). This 

positive charge loss could be attributed to the divergent outflow near the top of the storm advecting positive 

charge away from the storm cells or to the tendency of negative ions to more readily attach to and neutral-

ize the positively-charged part of the cloud due to the increase of air conductivity with height (Krehbiel, 

1986). If the main positive charge reservoir dissipated as a result of these processes , then the electric field 

below the main egative charge region could become comparable to that above the charge region (espe-

ciall y if lower positive charge developed), thereby increasing the probability of ground fl ashes . Now con-

sider the advection of the anvil over the storm cells . Assuming that the ice crystals in the anvil were posi-

tively charged, as is usually the case, this could au""ment the electric field above the main negative charge 

region in the isolated cells and facilitate in-cloud flashes. Importing this positive charge aloft could stimu-

late more electrical discharges between the main negative charge and the upper levels of the storms. 

An actual electricity-based explanation for the estimated total flash rate peak seems inappropriate, 

however, mainly because the storms did not look like the most impressive convection of the day on radar. 
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The ground flash acti vity was not distinctive at this time, apart from its tendency to fo llow the surges in 

estimated graupel mass in the mixed-phase region. Possible non-lightning expl anations for such a dramatic 

flash rate increase include problems with the flash count algori thm and/or rai n contamination. Perhaps the 

antenna was affected by rain while the A WS did not intercept enough precipi tation to activate the tip 

bucket (0.2 mm per tip). If the flat plate antenna was indeed rained upon, the water could short circuit the 

metal plate and cause err tic voltage fl uctuations to be mistaken for lightning flashes by the post-

processing flash count algorithm. This phenomenon was observed on several other MCTEX days when 

rain fell on the flat plate antenna. 

4.4 Impact of mergers on electrical activity 

The first incidence of lightning in a storm cell was always preceded by signi fica nt cloud top 

growtr. and the fo rmation of some graupel aloft. The enhanced ver ical growth was usually a result of a 

firs t or second-order cloud merger. Not all the merged cells produced lightning, but if they produced 40 

dBZ precipitation above 10 km AGL, this virtuall y ensured at least one CG discharge. The fl at plate an-

tenna probably captured the initial electrical discharge on 27 Nov., but was not in a position to capture the 

total lightning trends associated with cloud mergers for the rest of 27 Nov . or for 23 Nov. 

The ALDF network covered the entire island, so at least CG flashes were consistentl y captured 

during the course of cloud mergers. The exponential increase in CG production associated with the first 

and second-order mergers is apparent in the time height sections of reflectivity shown in Figs . 3.8 and 

3.17. These figures followed the development of indi vidual cells as they merged and evolved over the Tiwi 

Islands, and they indicated the number of CG flashes detected within 6 km of the cell and within 5 minutes 

of the start of each radar volume. On 23 Nov., the CG flashes were initiated just after the cell underwent a 

second-order merger (-0530 UTC) . For 27 Nov. , the ground flashes started soon after the second-order 
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erger around 0420 UTC. Possible microphysical explanations for thi s will be di scussed in Chapter 5. Af-

ter the second-order mergers , the CG flash rates surged briefly, and then settled back to intermediate val-

ues. The convective intensity pulsed every 1/2 hour or so after that and produced similar pulses of CG ac-

tivity. 
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CHAPTERS 

Summary and Discussion 

The MCTEX provided a unique opportunity to explore the dynamical and electrical structure of 

tropical island thunderstorms during the transition season in the Maritime Continent. Convective initiation 

proces -es were ex~lored, and the interaction between cool pools and the sea breeze front was investigated. 

The convecti ve evolution of island thunderstorms was also documented in the context of cloud merging. 

Precip:tation and electrica l time series of the storms were produced and analyzed for two case study days. 

This y:elded addi tional evidence supporting the non-inductive graupel-ice charging theory, or NIC theory. 

A diurnally forced thunderstorm complex was observed every MCTEX day between 21 November 

and 3 December I 995. Even when monsoon conditions prevailed, with nocturnal oceanic convective sys-

terns propagating over the islands, the islands still were a si te for afternoon convection. These instances 

usuall y resulted ic late-developing and less vigorous complexes. The amount of low-level precipitable wa-

ter also strongly regulated the intensity of the afternoon thunderstorms. 

A dual-polarization C-band Doppler radar gathered kinematic and microphysical data over the 

Tiwi Islands and permitted a detailed study of diurnally-forced thunderstorms for two case study days dur-

ing the MCTEX. First, C-pol radar data was corrected for precipitation attenuation using a method that 

relied on propagation differential phase shift, simila to Ryzhkov and Zmic (1995b). In some cases, attenu-

ation accounted for an almost 50% drop in estimated rain mass flu x sing a Zh-based rain rate relationship. 

90 



Rain mass flux est imates that incorporated dual-polarization measurands (e.g. K0 p, Z0 R) were much less 

sensi ti ve to attenuation by precipitation. 

5.1 Convective organization 

Nocturnal radiational cooling of the islands produced a weak temperature inversion with nearly 

saturated conditions near the surface by morning. The boundary layer over the Tiwi ' s recovered rapid ly 

once solar heating began. By afternoon, a well-mixed adiabatic layer about 1-2 km deep developed with a 

shallow superadiabatic layer near the gro nd . 

C-pol radar and satellite pictures indicated boundary layer rganization in the form of horizontal 

convective rolls (HCR ' s) over the islands on some days . In accordance with dynamical theory, these longi-

tudinal cloud lines were aligned almost parallel to the low- level shear vector and were observed on days 

having a distinct jet-like vertical profile in the trade wind. Some evidence of interaction with the sea 

breeze front was apparent on 23 Nov. 

The isolated precipitating cell s of early morning and afternoon rarely had 30 dBZ reflectivity 

above the freezing level for more than a couple minutes , but they exhibited reflectivities as high as 50 dBZ 

in the warmer parts of the cloud . Entrainment, weak low-level updrafts, a high 0°C level, and a low con-

centration of cloud condensation nuclei characteris tic of maritime environments probably made them ef-

ficient warm-rain producers. When the cells originated over the leeward coast sea breeze front , they dis-

sipated quickly atop the cooler oceanic air and dropped their precipitation behind the front. The rain-

cooled downdraf s probably reinforced the maritime characteristics of the air mass behind the sea breeze 

front. When the shallow cells developed over the island interior, they sometimes produced reflectivity sig-

natures suggestive of weak cool pools situated beneath them. The edges of these features propagated ahead 

of the precipitating cells, but their spee was slightly slower than expected from density current theory . 
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Consistent with past studies, the mos t active convection was initiated over the sea breeze front for 

which the environmental flow was offshore. This is where the convergence due to the sea breeze circula-

tion was maximized. An aircraft transect of Melville Is. at 340 m altitude revealed a 3 K virtual tempera-

ture (l % density) discontinuity across the leeward coast sea breeze front. Over the island interior, the evo-

lution of the mixed layer was also illustrated. As the cool moist oceanic air mass fl owed inland over the 

windward coast, it mixed wi th the relatively dry isla d air. Continued residence time over the heated island 

resulted in steady warming of the boundary layer, with a gradual rebound of moisture as the air approached 

the leeward coast sea breeze front. This was probably due to strong evapotranspiration over the islands. 

The 23 Nov. 1995 case was characterized by light westerl y surface flow in the morning, with 

strong northwesterl y wi nds above 7 km AGL. A combination of moderate afternoon instability and low 

environmental wi nd shear resulted in a bulk Richardson number (R) of 494. According to the observational 

and modeling work of Weisman and Klemp (1982; 1984), this favored unsteady multicellular development 

of convection. 

Early development over far northeastern Melville Is. was probably aided in part by convergence of 

the sea breeze and the synoptic air flow, and partly by the dynamical forc ing associated with the upper-

level trough just to the southwest of the Tiwi Is. It is postulated that upward motion induced by quasi-

geostrophic forc ing over this region lowered the convective inhibi tion sufficiently to tri gger earlier-than-

usual deep convection. The inertial instability of the upper-level wmd field may have aided in the ventil a-

tion of the mature thunderstorm, but thi s could not be verified with the avai lable data. 

The upscale development of this early convection was based on the merging of isolated precipitat-

ing cells that formed over narrow peninsulas where opposing sea breezes collided. The spatial distribution 

of the new cells suggested that cloud bridging occurred above coll iding downdrafts fro m the isolated cell s 
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(Simpson, 1980). Once the cells merged , the focus of new development shifted to the leading edge of the 

developing gust front spreading to the west, above which new cells were triggered every 8-12 km . Deep 

convection ceased soon afterward, as the cold pool propagated into the island interior. The island boundary 

layer still was not well-moistened, and this may have caused the convective intensity to decrease tempo-

rari ly along the leading edge of the gust front. Once the gust front collided with another active gust front 

over nonh-central Melville Is., a second-order merged storm emerged with storm tops to 20 km. The low-

level forcing was also enhanced by the presence of the north coast sea breeze front. 

The low-level convergence along the sea breeze front did not appear to generate the necessary 

low-level convergence to generate deep convection on its own. Doppler velocity estimates of radial con-

vergence across the north coast sea breeze front indicated values on the order of 10-3 s-1. Similar estimates 

across the edge of the gust front in far northeastern Melville Is . suggested convergence values 3 times 

greater than that found along the north sea breeze front. This illustrated the potency of early afternoon cool 

pools . The leeward coast sea breeze front was almost always the site of the first deep convection of the 

day, but it was onl y after the approach of an early-afternoon cool pool from the island interior that the deep 

convection truly proliferated. 

Lacking high resolution measurements and radar coverage, some past observational studies sug-

gested the initiation of Tiwi Island thunderstorms followed the col ision of the north and south coast sea-

breezes (Keenan et al. , 1989; Keenan and Carbone, 1992). The modeling results of Golding (1993) even 

supported this. But upon closer inspection, it is c lear that most of the time the windward coast sea breeze 

front never actually reached the opposite sea breeze front in a recognizable state. The first deep convection 

was usually triggered between the leeward sea breeze front and the approaching pockets of downdraft air 

originating from shallow precipitating cells embedded within the low-level flow . The windward coast sea 
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breeze front may play a role in triggering these shallow cells by focusing low-level convergence, but its 

presen ::e was often masked by the cells. and the maritime air mass behind the front was heavily modified 

by the time it approached the opposite-coast sea breeze. 

On 23 Nov. , the strong updraft above the boundary of two converging downdrafts stretched the 

low-level vorticity created at the surface. The width of the vortex was 12 km at the surface and tapered 

with height, eventually losing its character above 5 km elevation. In his numerical simulation of the 22 

Nov. 1988 Tiwi island thunderstorm, Golding (1993) noted the presence of vortices on the order of 10-3 s-1, 

but they were transient in nature and smaller than those deduced by radar. This feature on 23 Nov. 1995 

was too coherent to be dismissed as convective-scale turbulence, as roposed by Keenan et al. (1994) who 

observed radial shear in the mid-levels of the 22 Nov . 1988 storm. The existence of such rotation in island 

thunderstorms has dynamical implications . Intense rotation induces vertical acceleratio towards the level 

where the circulation is strongest. This is due to the low-pressure perturbation created near the center of 

the vortex . On Nov . 23, the vortex was strongest near the surface which would imply a dow nward-directed 

contribution to the vertical acceleration above the vortex. The approximate magnitude of the pressure per-

turbation would be on the order of -1 mb. In the mid-latitudes , supercell mesocyclones dynamically lift the 

air beneath the strongest part of the mesocyclone through the same mechanism . 

Additional mesoscale dynamics could have modulated the storm behavior on 23 Nov. The strong 

vertical wind shear between 7 and l l km (4 .5 m s·1 per km) could have created a high pressure perturbation 

on the upshear side and low pressure perturbation on the downshear side of the cell , which could have 

forced vertical accelerations on the flanks of the storm and affected its propagation and evolution . 

Soon after the second-order merged storms over northern Melville l s. reached maximum strength , 

they became outflow-dominated. This was consistent with the high R value. Convection was restricted to 
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the north western half of the expanding cold pool due to its continued access to untapped island boundary 

layer ai r and the dynamical support of the low- level wind profile . Although the updrafts of the new con-

vection were highly sheared, they were not as sheared as the updrafts on the eastern edge of the island-scale 

cold-p:lol. The cell s on the northwestern half were aided by the horizontal vorti city of the environmental 

flow which opposed the baroclinic generation of vorticity by the density current-like cold-pool (Rotunno et 

al. , 1988). It was onl y here that the updrafts were not completely shunted back behind the advanci ng 

wedge of cold air and quickly detached from the high 0e surface air. 

The second case study day, 27 Nov. 1995, was characterized by weak deep tropospheric wind 

shear and light northeasterly surface flow . The surface flow focused convecti ve development over the 

south west sea breeze front. 

A strong, wet microburst occurred 10 km north of the radar. The rel atively moist and shallow 

mixed layer present over the islands suggested that water loading played a large role in comparison to the 

role it plays in typical upper Great Plains U. S. microbursts, where evaporative cooling accounts for most 

of the downdraft's negative buoyancy. The high reflectivity in the downdraft core was indicative of very 

heavy rain and supported this claim. 

Once the 27 Nov. storm cells merged along the southern coast sea breeze front, they produced a 

strong downdraft that organized the system into a disjointed north-south oriented squall line. The trailing 

strati forrn precipitation region and the li ne-perpendicular circulations were consistent with the conceptual 

model of a typical mesoscale convecti ve system. The squall line iscontinuously propagated to the west 

with an average velocity matching the 850-700 mb steering flow . Evident in the Doppler ve loc ity fie ld was 

a rear-to-front downdraft in the stratiform region and a highly sloped front-to-rear updraft in the convective 

regio:1. The downshear tilt of the updrafts was to be expected with the high R value (112), however, the 
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fact that R was lc-wer than 23 Nov. matched well with the higher degree of convective organization ob-

served on 27 Nov On 23 Nov., the cold-pool was too strong to allow any deep convection to thri ve along 

the edge of the main gust front. On 27 Nov., the instability was not as great and the cold pool was not as 

strong. Therefore, the updrafts began to organize into a mini-squall line as they propagated towards the 

ocean west of Bathurst Is . 

Once again , convection was favored on the downshear side of the expanding cold-pool. Even 

though the eastern edge of the cold-pool that covered Bathurst Is. was interacting with untapped island 

boundary-layer air to its east, there still was no enhancement of thunderstorm cells as they propagated 

westward over the dome of cold air. They appeared to intensify briefly as they intercepted the boundary, 

but then they dissipated readil y once they moved into the cooler air. This was consistent with the hypoth-

esis that the low-level shear was too large on the eastern edge of the expanding cold-pool to promote deep, 

upright convection (in the presence of an easterly trade wind maximum). 

5.2 Precipitation and electrical trends 

The effects of beam blocking were drastically reduced by using dual-polarization derived esti-

mates of rain rate. A significant bias was found in calculations of total storm rain mass flux when the rain 

rate estimates were based only on horizontal reflectivity, Zh. The rain estimates were especially low at 

greater ranges, where the lowest elevation angle radar sweeps were utilized for surface rain rate estimates. 

Dual-polarization estimates based heavily on R(K0p,ZoR) and/or R(K0p) algorithms were not affected 

nearly as much by beam blocking. 

On the whole, the various rain rate estimation techniques produced similar magnitudes of total 

storm rain mass flux . As mentioned earlier, the techniques that used dual-polarimetric meas urands were 

relatively insensitive to precipitation anenuation effects. On the other hand , the technique based solely on 
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R(Zh) was indeed affected by attenuation. When heavy precipitation occurred along significant portions of 

the rajar beam, large propagation differential phase shifts resulted. Accordingly, Zh and ZoR required 

large corrections for horizontal and differential attenuation. This made the total storm rain mass flux very 

sensit:ve to the chosen attenuation correction coefficients (a and b). During one of the more intense stages 

of the 23 Nov. storm, the R(Zh) method produced suspic iously high estimates of total rain mass flux . 

These exceptional departures of the R(Zh) estimates from the dual-polarimetric estimates of rain mass flux 

were attributed to the difficulty in attaining a proper horizontal reflectivity attenuation correction coef-

ficient (a) during the most intense stage of the storm. Although there were a couple exceptions, on aver-

age, the precipitation attenuation correction for Zh did bring the R(Zh) estimates closer to the estimates de-

rived from polarimetric methods . 

Carey e: al. (1999, manuscript to be submitted to J. Appl. Meteor.) found that large drop cores in 

MCTEX convection required extra attenuation correction . Carey et al. showed the coefficients a and b are 

nearly constant for small-to-moderate drops (e.g. , 0.5<ZoR<2 dB), but actually increase with ZoR for drop 

size distributions characterized by Z0 R>2 dB . Carey et al. therefore applied a ' large drop correction' to 

regions of large drops. This 'large drop correction' uti lized enhanced attenuation correction coefficients 

(a* and b*) derived from simulations of scattering from large drops. The correction improved the internal 

consistency among the polarimetric variables and reduced the bias and standard error of the cumulative ra-

dar rainfall estimator R(Zh) (Carey et al. , 1999, manuscript to be submitted to J. Appl. Meteor.). 

Daily accumulated rain mass for all convection and for second-order merged cells was estimated. 

The amounts compared favorably with previous estimates for Tiwi ls. thunderstorms by Simpson et al. 

(1993). 
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5.2.1 Relation to CG flash rates 

The physical basis for a relation between CG lightning and rainfall production rests on the ice 

phase. Graupel-ice crystal collisions are required to electrify the cloud to the point of producing lightning. 

Therefore, lightning is related to rainfall only to the extent that the rainfall was derived from ice-based pre-

cipitat:on, specifically, frozen graupel particles . Consider a precipitating cloud with no ignificant graupel 

mass. In this case, lightning and rainfall would be completely uncorrelated, due to the absence of lightning. 

If the fractional contribution of the ice phase to the total rainfall was high , then a better correlation between 

lightning and rainfall would be expected. 

The rain mass flux was somewhat correlated with CG flash production, but specific types of 

mixed-phase precipitation were better correlated with CG flash rate (see Table 5.1 ). When dual-

polarization radar measurements suggested elevated graupel mass in the mixed-phase region (i.e . between 0 

and -40°C) the CG lightning flash rates increased. CG flash rates peaked just after or very close to the time 

that graupel mass in the mixed-phase region peaked. This suggests that ice-phase interactions were crucial 

to CG lightning development. 

The 5-8 minute lag between graupel mass aloft and CG flash rates may signify that CG's were 

associated with the descent of graupel through the melting level. Carey and Rutledge (1996) found a simi-

Jar relation between graupel and CG' s in a multi-cell thunderstorm observed along the Front Range of 

Colorado. Carey and Rutledge postulated that the CG' s were induced by a lower positive charge center 

that developed as graupel particles fell below the level of charge reversal. A lower positive charge would 

increase the electric field below the main negative charge layer and could provide a downward bias to the 

stepi:ed leader, thus promoting cloud-to-ground flashes . The time lag of the precipitation fields on 23 Nov. 

in Table 5 .1 were consistent with this hypothesis . Carey and Rutledge estimated that NIC would reverse 
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the charge of a graupel particle about 4 minutes after it fe ll through the level of charge reversal. This is 

consistent with the 5 to 8 minute lag found between CG activity and peak mixed-phase graupe l mass . Vari -

ous laboratory studies have suggested that the level of charge reversal lies somewhere between -10 and -

22°C (Takahashi, 1978; Jayaratne et al. , 1983; Saunders et al., 1991) or 7-9 km AGL int e trop ics. Falli ng 

fro m .1 height of 7 km , a graupel particle would take about 20 minutes to reach the surface as a large rain-

drop. Therefore, the 14 to l 7 minute lag of rain mass flux (relati ve to graupel mass) in the 23 Nov. case is 

also consistent with the hypothesis that the CG's were associated with the fallout of graupel particles . The 

similar evolution of precipi tation-sized liquid water in the mixed-phase region suggests that a large percent-

age o: graupel was probably composed of frozen raindrops. 

Table 5.1 Coeffient of determination (R2) between CG flash rate and C-pol radar-derived 
. 't f ff prec1p1 a 100 quan 1 1es 

23 November 1995 27 November 1995 

zero lag R2, max. R2, lag time zero lag R2, max. R2, lag time 

precipitation-sized liquid water 0.60, 0.73 , -9 min. 0.24, 0.24, 0min. mass in mixed-phase region 

graupel mass in mixed-phase 
regjon 0.75, 0.80, -5 to -8 min. 0.67, 0.67, 0min. 

rain mass flux at l km AGL 0.12, 0.45 , 9 min . 0.39, 0.39. 0min. 

The excellent correlation between mixed-phase graupel mass and CG flash rate for the 27 Nov. 

case is illustrated in Fig. 4 .7. Each smal l peak in graupel mass was matched with elevated CG rates . As 

mentioned earlier, the radar estimates of precipitation-sized liquid water mass in the mixed-phase region 

were probably erroneously high after 0645 UTC due to poor vertical resolution at large ranges (see Fig. 

4.9) . By ignoring the suspect times, the maximum R2 value improved from 0.24 at 0 lag to 0.39 at 

minute lag. 

99 



Many of the posi ti ve CG fl ashes that were detected on 23 Nov. were di splaced downshear fro m 

the mai n cluster of negative CG flashes. This suggested that the thunderstorm charge dis tribution followed 

the conventional electric dipole model, with a layer of negatively charged graupel particles beneath an up-

per region of positively charged ice crystals . The northwesterly upper-level winds advected the anvil to-

wards the southeast, away from the lower negative charge, and exposed the positive charge to the surface. 

This in turn, encouraged more posi ti ve discharges from the anvil to the ground. 

Additional positive ground flashes were detected wi thin heavy precipitation with no bias towards 

ownshear displacement. Various explanations for these discharges were proposed including 1) the "in-

verted dipole" mechani sm (MacGorman and Nielsen, 1991; Williams et al., 1991 ), 2) the "unshielding" of 

upper-level positive charge from the gro nd through neutralization of the negative charge layer by negative 

CG flashes (Pierce, 1955) and 3) the destruction of the lower negative charge layer and "unshielding" of 

upper-level positive charge through an enhanced precipitation current associated with rain fa ll rates greater 

than 100 mm hr- 1 (Carey and Rutledge, 1998). 

During the MCTEX, positive CG flashes within the trailing stratiform portion of squall lines were 

uncommon. However, the surface field mill often indicated net positi ve charge aloft during thi s final stage 

of thunderstorm development. The polarity of the electric field gradually switched from foul-weather to 

fair-weather as the convecti ve region of the storm dissipated or propagated away from the field mill. This 

slow osci llation of the surface electric field was probably a segment of the end-of-storm-oscillation 

(EOSO) also noted by other investigators (e.g. Moore and Vonnegut, 1977 ; Marshall and Lin , 1992; Wil-

Iiams et al. , 1994). The magnitude oft e electric field was moderate (1-2 kV m-1) with few positive CG's 

observed within the stratiform region of the MCTEX storms. Maybe the squall li nes were too short-li ved 

and weak to create much positive charge in the anvi l through in-situ mechanisms involving a well-
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established mesoscale updraft. By the time most mesosca le convective systems matured, they already were 

on the verge of propagating off of the Tiwi Islands . After they left the influence of the islands they often 

decayed rapidl y over the cooler ocean waters . The positive charge region might also be too di stant from 

the surface due to the high melting level and tropopause height found in the tropics. 

5.2.2 Relation to total flash rate 

C-pol radar and a collocated flat plate antenna provided information on the relationship between 

mixed-phase precipitation and total lightning flash rate. In early stages of thunderstorm development, the 

total flash rates were well correlated with the radar data. Radar-inferred graupel and supercooled raindrop 

amounts rose and fell along with total flash rates . For both days, lightning was only detected in developing 

cells slightly after the appearance of large ice particles above the freezing level (as estimated by C-pol ra-

dar). This is consistent with NIC theory, which calls for relatively high graupel particle concentrations be-

fore significant charging can occur in a storm. 

On 23 Nov. , sensitivity tests revealed that the dual-polarization radar estimates of precipitation 

mass were highly sensitive to the chosen range Ii it. The strongest convection occurred just beyond the 

traditional outer limit of the flat plate detection radius, so it is difficult to decide how much of the precipita-

tion was associated with the lightning flashes detected by the flat plate. Since most of the convective com-

plex occurred outside of 40 km range, the high flash rates detected by the flat plate suggested that radar 

data from beyond 40 km should be included. For 23 Nov., depending on whether a 40 or 50 km range re-

striction was applied, the maximum correlation between total flash rates and mixed-phase graupel precipi-

tation improved from 0.43 at -20 min. lag to 0.64 at zero lag. Due to the location of the storm, inferences 

about the role of NIC are difficult to make. If the radar analysis is limited to 40 km range, the NIC mecha-

nism cannot explain the second major surge in total flash rate. However, expanding the range brings the 
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total flash rate and mixed-phase precipitation fields in phase with each other and provides support for the 

NIC theory. 

On 27 Nov. the upward spike in flash rate during the later stages of the afternoon is also inconsis-

tent with the estimated graupel mass near the radar. Several explanations were offered for this radical de-

parture from expected lightning behavior. High IC flash rates have been attributed to extreme updrafts in 

which the lower negative charge layer is elevated higher than usual , thus hindering CG discharges and pro-

moting IC discharges. Another possible explanation involves the anvil canopy that spread over the cells. 

The anvil originated from a squall line to the west. Perhaps additional positive charge on the ice crystals in 

the anvil enhanced the electric field between the lower negative charge layer and the upper levels , provid-

ing an impetus for increased IC flash rates . Another explanation which seems li kely, considering the mod-

est appearance c,f the candidate thunderstorm cells, is unrelated to thunderstorm electrification . The flat 

plate data may have been contaminated by rain that was not detected by the A WS . Rainwater on the instru-

ment could saturate its ci rcuitry and cause the estimated total lightning flash rate to escalate, as observed on 

other MCTEX days . 

5.2.3 Relation to mergers 

The multiplicative effect of cloud mergers on electrical activity (illustrated by Figs . 3.8, 3.17, 

4.14) could be attributed to several factors that in uence the rate of non-inductive charging. First, consider 

a single graupel particle with radius R falling through a populatio of ice crystals (Fig. 5.1). Suppose that 

on average, q coulombs of charge are separated per graupel-ice particle collision via NIC transfer. The 

charging rate (d Q/dt) for the graupel particle can be expressed as 

dQ ....2 
- =1tl:{VnqE dt ' 

(5 .1) 
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where Vis the graupel fall velocity relative to the ice crystals, and E the collision/separation efficiency. 

The charging rate for a single graupel partic le is directl y proportional to 11 , the number concentration of ice 

crystals. The total charging rate for multiple graupel particles would be proportional to the number concen-

tration of graupel particles (N) . 

. . . . . . . . . . . . . . . . ·_.r .. . .. .. . . . . . . . . . . . . . . . . 
·. ·. ·.·. · . ·.·.·. ·.·. ·. ·.·. ·. ·. ·.· .~ .- - ·.·.·.·. ·.· . ·. ·. ·. ·.·.·.·.·. ·.·.·. ·. ·.· . 

Fig. 5 .1 Schematic diagram of a riming graupel sphere falling through a population of ice crystals . In a 
unit time, the graupel particle sweeps out a volume equal to its cross-sectional area times its fall-
speed ~nR2V). The rate of graupel-ice crystal collision/separations is proportional to the number 
concentration of ice cystrals and nR 2VE, where E is the probability that an ice crystal in the path 
of the 5raupel particle will collide with and separate from the graupel particle. 

Therefore, cloud mergers could promote enhanced electrification through NIC in a number of 

way, . First of ~II , merged convective systems convert a larger fraction of surface-based CAPE to updraft 

kinetic energy because they are less prone to the effects of entrainment compared to isolated convective 

cells . The increased updraft speeds could increase the volume of the region above the freezing level in 

whi ::h the NIC mechanism operates . The latent heat of fusion released during the glaciation process could 

also augment the updraft speed. The enhanced updraft speeds also would lead to higher liquid water 

103 



contents which could in turn favor an increase of q (Takahashi , 1978). Second, the convection from the 

previous generation of cells cou ld provide copious amounts of ice crystals (higher n in eqn. 5.1) to the 

mixed-phase region of the storms, thus effectively "jump-stating" the charging mechanism . The 

precipitation-sized ice mass not attributed to graupel (ice crystal s and snow aggregates) did not increase as 

sharply as the graupel and supercooled water did following the first cloud mergers . It took a while longer 

to create a large mass of small ice particles. By the time of the second-order mergers , however. the con-

centr tion of small ice particles was greater, and th is would have allowed the graupel particles to charge 

more rapidly (assuming a continued influx of supercooled water) . Also, the larger updrafts within the 

merged cells could loft more supercooled water above the freezing level and easily produce higher amounts 

of graupel from frozen rain drops . This would increase N in eqn. 5 .1. Lightning production appeared to be 

especially sensitive to the amount of graupel in the mixed-phase region . As soon the bulk of the graupel 

fell out, the lightning rate dropped sharply. This drop in lightning rate occurred despite the continued rise 

in estimated small ice particle mass. 

5.3 Future work 

The MCTEX produced a wealth of information about tropical island thunderstorms and some data 

sti ll remains to be utilized. Additional case studies simi lar to those pursued in th is thesis could improve 

understanding of precipitation attenuation at C-band. Perhaps the correction method could be refined, or 

perhaps the correction coefficients themselves c uld reveal microphysical quali ties of the thunderstorms, 

such as the evolution of their drop size di stribution. The radar rain rate estimates could also be compared 

with "ground-truth " data from the surface rain gauge network. MCTEX days for which it rained heavily 

over the D-scale rain gauge network would be especially useful. The radar could then be calibrated and the 

various polarimetric radar algorithms compared and improved. 
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The MCTEX had onl y one flat plate antenna at a fixed location, so the abili ty to measure total 

lightning fl ash ra:es was sometimes hampered. Often, the major convection was located beyond the flat 

plate detection radius or on the boundary. Some MCTEX days offered less ambiguous flash rate data than 

the case study days chosen for this thesis, and this may allow the effect of cloud mergers on total flash rate 

to be investigated more rigorously. The IC to CG flash ratio could also be tracked more accurately with 

better flat plate coverage. The upcoming TRMM/Brazil field project in Amazonia (Jan .-Feb. 1999) will 

improve upon the MCTEX situation by using a network of flat plates. These instruments will be sensi ti ve 

to about 100 km rnnge and will be fitted with rigid canopies to combat rain-contaminati n. 

Flat plate antennas and CG direction finder networks cannot describe the vertical structure of the 

lightning flashes . Knowing the vertical structure of lightning woul provide clues about charge distribution 

and the ori gin of negative and positi ve CG ' s. Valuable information about the spatia l charge di stribution of 

tropical thunderstorms could be obtained with a network of field mills, similar to that used by Koshak anci 

Krider (1989), o~ with 3D mapping technologies such as LDAR (Maier et al. , 1995). 
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