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ABSTRACT

MULTISCALE STUDY OF THE PEARLITIC MICROSTRUCTURE IN CARBON STEELS:

ATOMISTIC INVESTIGATION AND CONTINUUM MODELING OF IRON AND

IRON-CARBIDE INTERFACES

While the behavior of carbon steel has been studied extensively for decades, there are still

many questions regarding its microstructures. As such, classical atomistics is utilized to obtain

further insight into the energetics, structure, and mechanical response of the various interfaces

between iron and iron-carbides. Simulations were constructed for the commonly reported orien-

tation relationships between ferrite and cementite within pearlite: the Bagaryatskii, the Isaichev,

and the Pitsch-Petch, as well as their associated near orientations. Dislocation arrays are found

to form for all orientation relationships, with their spacing and direction a function of lattice mis-

match. Within each orientation relationship, different interfacial chemistries are found to produce

identical dislocation spacings and line directions, but differing interfacial energies. This chemistry

component to the interfacial energy is characterized and it is determined that in addition to the

lattice mismatch, there are two structural factors within the cementite terminating plane that affect

the energetics: the presence of like site iron pairs and proximity of carbon atoms to the interface.

Additionally, an alternate method for determining the interfacial energy of systems in which there

are multiple chemical potentials for a single element is developed and implemented, an approach

which is likely valid for other similar systems. Atomistics finds the Isaichev orientation relation-

ship to be the most favorable, while the “near" orientation relationships are found to be at least

as energetically favorable as their parent orientation relationships. A continuum model based on

O-lattice theory and anisotropic continuum theory is also applied to the atomistic results, yield-

ing interfacial energy approximations that match well with those from atomistics and allowing for

the characterization of the Burgers vectors, which are found to lie in high symmetry directions
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of the ferrite on the interface plane. The continuum model also allowed for the analysis of the

system with changing lattice and elastic constants. This revealed that while most of the orienta-

tions had relatively small variation in their energetics with these changes, the Isaichev orientation

was in fact very sensitive to variations in the lattice constants. The use of temperature dependent

values for lattice and elastic constants suggested that while the Isaichev is most favorable at low

tempertaures, other orientations may become more favorable at high temperatures. This combined

atomistic/continuum approach was also applied to the austenite-cementite system and used to com-

pare the proposed habit planes of both the Pitsch and Thompson-Howell orientation relationships.

This analysis found the two orientation relationships to be unique, a point of previous contention,

with the Pitsch the more favorable.

Atomistic modeling was further used to investigate the mechanical response to compressive

and tensile straining of the pearlitic orientation relationships. A range of interlamellar spacings and

ferrite to cementite ratios are considered, and values for important mechanical properties including

elastic modulus, yield stress, flow stress, and ductility are determined. Mechanical properties

are shown to be largely dependent on only the volume ratios of the cementite and ferrite, with

the interlamellar spacing having an increasing role as it reaches smaller values. Slip systems and

Schmid factors are determined for a variety of loading states in both the transverse and longitudinal

directions and were used to fit to simple elasto-plastic models. Transverse loading is observed to

follow simple 1-D composite theory, while longitudinal loading requires the consideration of the

strain compatibility of the interface. Orientation, and specifically the alignment of slip planes in the

ferrite and cementite, was also determined to play a role in the mechanical response. Alignment

of favorable slip planes in the cementite, notably the {100}θ and {110}θ, with high symmetry

directions in the ferrite was found to greatly enhance the ductility of the system in longitudinal

loading, as well as allow for lower flow stresses in transverse loading.
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Chapter 1

Introduction

Steel is one of the most prevalent materials found in modern society, with over 1.6 billion met-

ric tons produced in 2017. In addition to its high strength and low cost [1], the common usage of

steel can be also be attributed to the wide range of physical properties that it exhibits, allowing its

use in a range of applications. With different processing routes and alloy content the microstruc-

ture and properties of steel can be dramatically altered, affecting mechanical properties such as

strength, ductility, and toughness [2]. Carbon steels for example, which may be the most preva-

lent by volume, have wildly different properties as the carbon content is changed, with low carbon

steels (wrought iron) being easily workable while ultra-high carbon steels (cast iron) are extremely

hard and very brittle. Additionally, there are a wide range of microstructures that form within car-

bon steels, including pearlite, banite, and martensite, that alter the mechanical properties [3]. Even

as alloying content is introduced into carbon steel, these microstructures are still found, making un-

derstanding them vital to understanding steel. However despite the enormous amount of research

conducted on carbon-based steels, there are still a great number of outstanding questions regarding

the microstructure of these steels and the associated mechanical properties. This includes pearlite,

which is perhaps the most studied of these carbon steel microstructures. This work seeks to an-

swer some of these questions with regards to the pearlitic microstructure through the use of both

atomistics and continuum models, with the major thrust of this dissertation focused on answering

the following:

1. Which of the commonly reported orientation relationships within pearlite is the most ener-

getically favorable?

2. What occurs structurally at the interface between ferrite and cementite within each of these

orientation relationships?
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3. What effect does the orientation relationship, and the corresponding interface structure, have

on the mechanical properties of the system?

4. How can this atomic scale information be applied to larger length scales?
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Chapter 2

Background

2.1 The Iron-Carbon System
This work focuses on two forms of iron, ferrite (α-Fe) and austenite (γ-Fe), which are metals,

and the interfaces they form with cementite (Fe3C), a ceramic. These crystals are all known to have

different structure, with ferrite being body centered cubic (BCC), austenite face centered cubic

(FCC), and cementite orthorhombic with a unit cell containing 16 atoms (12 Fe, 4 C) [4] (Fig. 2.1).

It is these phases within the iron-carbon system that in different combinations are among the main

components in carbon steels. One of the most fundamental questions to these systems is what is

the orientation relationship (OR), or relative alignment of the two crystals, between the layers of

iron and cementite. As the OR of any laminate system will affect both energetics and mechanical

response [5, 6], understanding how the OR influences the system is fundamental to understanding

the microstructure. However, there is no consensus as to what is the most favorable OR within

either the ferrite-cementite or austenite-cementite system. Therefore it is necessary to first look at

the various proposed ORs within each system before any deeper analysis is undertaken.

Figure 2.1: The iron and iron-carbides important to this work. a) Ferrite (BCC) b) Austenite (FCC) c)
Cementite (Orthorhombic). Blue atoms represent iron and black represent carbon.
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Figure 2.2: The Fe-C phase diagram. Reproduced from www.phase-trans.msm.cam.ac.uk.

2.1.1 Orientation Relationships

Ferrite-Cementite

Pearlite is derived from the eutectoid transformation of austenite (Fig. 2.2), and occurs at ap-

proximately 723 ◦C and 0.8% carbon content by weight. The transition from austenite to pearlite

is a fairly complex one, involving both the diffusion of carbon to nucleate cementite, as well as

the transformation of austenite into ferrite. The resultant ferrite and cementite regions arrange

themselves in a lamellar structure, with contiguous regions of these alternating lamella known as

pearlite colonies (Fig. 2.3). Within each colony, the lamella maintain the same orientation rela-

tionship [8], however this OR is not the same for all pearlite colonies. Several different ORs have

been experimentally observed, with three in particular being reported the most often. Following

the convention a ≤ b ≤ c for the unit cell of cementite, these are:

the Bagaryatskii OR [9]:

[100]θ||[11̄0]α

[010]θ||[111]α

(001)θ||(112̄)α

the Isaichev OR [10]:
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Figure 2.3: The iron-iron carbide microstructure. In pearlite, this consists of alternating layers of ferrite (α)
and cementite (carbide). Reproduced from [7].

[010]θ||[111]α

[101]θ||[01̄1]α

(1̄01)θ||(21̄1̄)α

and the Pitsch-Petch OR [11]:

[100]θ 2.6◦ from [1̄31̄]α

[010]θ 2.6◦ from [1̄13]α

(001)θ||(521)α

with θ denoting cementite and α for ferrite.

While the Bagaryatskii OR, the Isaichev OR, and the Pitsch-Petch OR are all commonly re-

ported, there is no consensus as to which of the three ORs is the most favorable or prevalent in

pearlite. The Isaichev OR was even thought to be an approximation of the Bagaryatskii OR, the

two vary by only 3.8◦, until Zhou and Shiflet [12] proved it to be its own OR. Some research has

shown the Bagaryatskii OR to be the most common [13], while others have suggested the Pitsch-

Petch OR [14, 15]. Other work found the Pitsch-Petch and Bagaryatskii ORs [16] to occur with

similar frequency, while a different study found the Pitsch-Petch and Isachev ORs [17] to be the

most prevalent and occur with approximately the same frequency. Early work used transmission

electron microscopy (TEM) to determine the ORs of pearlite, while more recent work has used
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electron backscatter diffraction (EBSD) to determine the ORs [11, 18]. The use of EBSD has val-

idated many of the ORs found through TEM investigations, including the three mentioned above,

but has done little to clarify which is the most favorable. It has been suggested that which OR

forms is determined by the manner in which it nucleates, as the Pitsch-Petch has been found to

nucleate from pure austenite [19], while the Bagaryatskii appears to form when nucleating from

pre-eucteoid ferrite [20] or cementite [21]. The Isaichev OR has been observed much more sel-

domly, and often times in alloyed steels, raising the possibility that it is this alloying content that

contributes to its formation. There have also been proposals that factors as wide ranging as heat

treatment [11] and the applied magnetic field [22] determine the OR that forms. Regardless of the

manner in which they nucleate, there are clear structural reasons for the favorability of these ORs,

as all three are seen to have relatively good atomic coherency between the ferrite and cementite at

the interface plane (Fig. 2.4). It has also been suggested by Zhang el al. [23] that the Bagaryatskii

and Pitsch-Petch ORs are actually incorrect, with the true ORs varying by a small angle rotation

of the habit plane. These “near” ORs are defined as follows:

Near Pitsch-Petch

[010]θ||[1̄31]α

(103)θ||(110)α

Near Bagaryatskii

[010]θ||[111]α

(103)θ||(110)α

As error in TEM can rise to as high as 5% [10], this is indeed possible, and convergent beam

Kikuchi line diffraction patterns (CBKLDP) found only the near Bagaryatskii, near Pitsch-Petch

OR, and Isaichev ORs. It is notable that all three of these ORs share a (103)θ||(110)α symmetry,

which are close packed planes in within their respective crystal structures. The favorability of near

ORs over their parents works under the assumption that the alignment of these planes (Fig. 2.5) will
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enhance atomic registry through the interface, and are therefore energetically favorable. The favor-

ability of the (103)θ||(110)α symmetry is further supported by Zhong et al. [24], who using edge

to edge matching principles found the alignment of these planes to be among the most favorable in

the ferrite-cementite system. However, while there appears to be a very compelling argument for

the non-existence of the Bagaryatskii and Pitsch-Petch ORs in pearlite, both are widely accepted

to be present in ferrite-cementite interfaces of both banite [15] and tempered martensite [25]. Ad-

ditionally, while aligning the (103)θ and (110)α planes will certainly help the ferrite better act as

a continuation of the cementite structure, it can also slightly decrease the atomic coherency of the

interface. These would have contradictory effects energetically, with former decreasing the energy

of the interface and the latter increasing it. As the exact magnitude of these effects are unknown, it

is still not clear if the near ORs are in fact more favorable than their parent ORs. As such, all five

of these potential ORs warrant further investigation.

Figure 2.4: Interface coherency of the a) Bagaryatskii, b) Isaichev and c) Pitsch-Petch ORs in pearlite. All
ORs are found to have good alignment between the two lattices. The interfaces shown consist of ferrite iron
(white) and cementite carbon (blue) and iron (red).

Austenite-Cementite

Since pro-eutectoid cementite nucleates out of austenite at higher temperatures (Fig. 2.2), form-

ing at the boundary between grains, the ORs for austenite and cementite have also been studied.

The most commonly reported is the Pitsch OR [19,26]. Similar to the near ORs in pearlite however,

there are questions as to whether the original formulation is correct. Much of the dispute centers

on the definition of orientation of the interface plane, also known as the habit plane, within the
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Figure 2.5: Alignment of the (103)θ and (110)α in the a) Near Bagaryatskii and b) Near Pitsch-Petch ORs.
The interfaces shown consist of ferrite iron (white) and cementite carbon (blue) and iron (red and yellow).

OR, a microscopic degree of freedom (DOF) which is oftentimes difficult to determine using TEM

and EBSD. The determination of the habit plane is further complicated by the stepped structure of

the austenite-cementite interface (Fig. 2.6) which raises questions as to whether the reported habit

planes are the true habit planes or simply the net plane formed by these various steps. As a result

of these ambiguities, there are three proposed habit planes for the Pitsch OR, :

Pitsch 1 [19, 27]:

[010]θ||[101̄]γ

(1̄03)θ||(1̄11̄)γ

Pitsch 2 [28]:

[010]θ||[101̄]γ

[1̄01]θ||[323]γ

(101)θ||(13̄1)γ

Pitsch 3 [29, 30]:

[010]θ||[101̄]γ

(405)θ||(14̄1)γ

with γ denoting austenite.

The differences between the various formulation of the Pitsch OR are similar to those between

the parent and near ORs within pearlite, and thus raises the similar question of is it energetically
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favorable to slightly reduce interface coherency in order to align a high symmetry directions (Pitsch

1), or is the coherency the overriding factor. The idea of aligning high symmetry directions is taken

further by the Pitsch 3, which arrises from work by Zhang et al. [29] in which the habit plane is

determined by minimizing the distance between high symmetry directions in reciprocal space. In

addition to the Pitsch OR, the Thompson-Howell (T-H) OR has also been observed at austenite-

cementite interfaces. There are the same difficulties in determining the proper habit plane within

this OR, and as such, there are also several formulations of the Thompson-Howell OR:

T-H 1 [27]:

[010]θ||[101̄]γ

(103)θ||(1̄11̄)γ

T-H 2 [28]:

[010]θ||[110]γ

[1̄01]θ||[323]γ

(101̄)θ||(13̄1)γ

T-H 3 [29, 30]:

[010]θ||[110]γ

(304̄)θ||(14̄1)γ

It can be observed that the formulations of the Thompson-Howell are vary similar to those of

the Pitsch. Additionally, as the (101)θ and (101̄)θ are mirrors of each other, the resultant atomic

coherency of the interface is the same as the Pitsch OR (Fig. 2.7). As a result, the only dif-

ference between the two ORs is the alignment of secondary symmetries, the [100]θ||[[55̄4]γ and

[001]θ||[2̄25]γ for the Pitsch and the [100]θ||[[181]γ and [001]θ||[4̄14̄]γ for the Thompson-Howell.

This has led several researchers to suggest that the Thompson-Howell is simply a variant of the

Pitsch OR [10,31], created through the formation of a (101)γ twin in the austenite. However, while

it appears this twinning operation does allow for the relation of the two ORs, it does not define what
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the habit planes would be and as such, the difference between the Pitsch and Thompson-Howell

ORs is still an open question.

Figure 2.6: TEM image produced by Spanos and Aaronson [28] showing the presence of surface steps at
the austenite-cementite interface. These steps create ambiguity in defining the true habit plane between the
two crystals. Reproduced from [28]

Figure 2.7: Interface coherency of the Pitsch and Thompson-Howell ORs for the (101)θ||(11̄3)γ habit
plane. The interfaces shown consist of austenite iron (white) and cementite carbon (blue) and iron (red).

2.2 Interface Thermodynamics
Classical nucleation and growth theory states that the interfacial energy between two crystals

is an important factor in determining orientation between materials. This interfacial energy, which

will vary with changes in orientation relationship and habit plane, is similar to the concept of the

free surface energy of a crystal. However, whereas free surface energy is generally with regards

to a vaccuum, interfacial energy is with regards to a second crystal or phase. The introduction
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of this non-coherent interface increases the energy of the system, and smaller this increase, the

easier it is for the particular interface is to form. In order to define the interfacial energy of a

system, thermodynamics is used, with the first consideration being the Gibbs free energy (G) of

the system. This is given by

G = U + PV − TS (2.1)

where P is pressure, V is volume, T is temperature, S is entropy, and U is the internal energy of the

system. If we consider a bicrystal which is growing by accretion from a reservoir of C different

component atoms, the change in energy of this system can be determined by combining the first

and second laws of thermodynamics, and is given by:

dU = TdS − PdV +
C∑
i=1

µidNi + γdA (2.2)

where µ is the chemical potential, N the number of atoms, A is the area of the interface, and γ is the

interfacial energy. By integrating Equation 2.2 and combining it with Equation 2.1, the interfacial

energy of the system can then be shown to be:

γ =
1

A

[
G−

C∑
i=1

µiNi

]
(2.3)

This then allows for the calculation of interfacial energy through consideration of the total energy

of the system along with the chemical potentials of the various atom types and the associated

number of atom of each type.

2.3 Atomistic Modeling
Atomistic modeling has been used extensively to investigate the structure, energetics and mo-

bility of metal interfaces. Grain boundaries have been studied in face-centered cubic (FCC) metals

including their structure [32, 33], energetics [34–36], mobility and migration [37–40], mechanical

response [41–44], and damage tolerance [45]. Similar work is ongoing in body-centered-cubic

11



(BCC) metals [46–51]. There has also been substantial work on modeling BCC-FCC interfaces,

including radiation damage tolerance [52], interfacial structure [53–55], and mechanical proper-

ties [56, 57] and phase transformations [58]. There have been fewer atomic level studies of inter-

faces of ceramics or metal-ceramic interfaces. However, work has been conducted on grain bound-

aries in oxides such as alumina [59,60], ZnO [61], MgO [62] as well as silicon [63], diamond [64],

and silicon carbide [65]. Atomistics has also been used to study the mechanical response of sys-

tems at the nanoscale. Much of this work was done on nanowires [66–68] and nanotubes [69, 70].

These simulations have been found to be fairly accurate, and include the successful prediction of

the strength of gold nanowires prior to experimental measurements [71]. While this is not an ex-

haustive list, it does point to the utility of using atomistic simulation methods to gain insight into

the energetics, structure, and mechanical behavior of interfaces.

2.3.1 Interatomic Potentials

Atomistic simulations however, are only as effective as the interatomic potentials they use and

ceramics are notoriously difficult to model. It therefore becomes necessary to consider multiple

interatomic potentials, and while there many different formulations, three different types were

considered during the scope of this work: Embedded Atom Method (EAM), Modified Embedded

Atom Method (MEAM), and Tersoff.

EAM

This formulation approximates the energy of each atom as the sum of a pair wise interaction

and an embedding term representing the energy cost of placing the atom in the electron cloud. It

is given by the expression:

Ei = Fα
(∑
i 6=j

ρβ(rij)
)

+
1

2

∑
i 6=j

φαβ(rij)

where rij is the distance between atoms i and j, φαβ is the pair potential between atom i of type α

and atom j of type β, ρβ is the charge contributed at distance rij by an atom of type β, and Fα the
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embedding function for an atom of type α in the electron cloud. The pair potential, charge density

function, and embedding function are fit to the material properties of the system.

MEAM

Similar in form to the EAM, this method’s charge density function takes into account the pres-

ence of multiple atoms in the local neighborhood with an angular dependent screening function

and then is normalized by the number of atoms in the local neighborhood (Zi):

Ei = Fα

(∑
i 6=j

ρ̄β(rij)

Zi

)
+

1

2

∑
i 6=j

φαβ(rij)

The pair potential, charge density function, and embedding function are again fit to the mate-

rial properties of the system however due to the angular dependent screening function, this type of

potential can model angular dependent bonds, such as covalent, better than the EAM. It is signifi-

cantly more expensive computationally however, as the charge density function for each atom must

account for the combined contribution of multiple atoms in the local neighborhood, as opposed to

the 2-body functional form that it takes for the EAM potential.

Tersoff

The Tersoff potential is similar to a pair potential in that there is an attractive term, representing

the bond energy, and a repulsive term to the energy of each atom. The strength of the bond is

modified by the bijk, which is a 3-body function.

Ei =
∑
j 6=i

(
φαβ(rij) +

∑
k 6=i,j

bijkφαβ,bond(rij)
)

where φαβ,bond is the bond energy function for atoms of type α and β. Again, these values are fit

to material properties to create the appropriate potential. Due to the 3-body bijk term this type of

potential is also able to account for directionality. Computationally it is less expensive than the

MEAM but more expensive than the EAM.
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2.3.2 Interfacial Energy

When considering interfacial energy within atomistic simulations, the most common approach,

referred to as the “slab" approach in this work, starts with the creation of two cuboidal region.

Using Equation 2.3, and considering a system at constant temperature and pressure, it becomes

possible to simply the expression for interfacial energy to several values easily determined using

atomistics. This includes the bulk energies of the two regions (E1, E2) and their free surface

energies (γ1, γ2). These values, along with the total energy of the system (Etot) and the interface

size (Lx, Ly), allow for the calculation of interfacial energy using the following equation:

Eint =
Etot − E1 − E2 − Eε

LxLy
− γ1 − γ2 (2.4)

The strain energy, Eε, is a result of two non-coherent lattices being strained to created a periodic

interface, and can be approximated by:

Eε = Eε,1 + Eε,2 =
2∑
j=1

2∑
i=1

1

2
(V1Cij,1ε

2
i,1 + V2Cij,2ε

2
i,2) (2.5)

where V is the volume of each region and Cij and εi represent the elastic constants and strain,

respectively, in the interface plane directions. If the simulation is made sufficiently large in order

to minimize ε however, this term becomes negligible.

The slab approach essentially treats the system as two independent crystals placed adjacent

to each other, and all atoms are assigned to the crystal in which they were originally created,

regardless of any changes that may occur during the simulation. However, in systems in which

both component crystals have common elements, such as those discussed in this work, this raises

the potential for ambiguity near the interface plane as to which crystal the element should be

associated with. This ambiguity is not unique to iron-iron carbide systems, as it has been discussed

in other multiphase interfaces [72] as well. Therefore it is necessary to consider alternate methods

for calculating interfacial energy, methods which will be discussed later in this work.
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2.3.3 Atomic Stress

In addition to energetics, atomistics can also be used to understand the mechanical response of

systems. The bulk stress state in all simulations performed in this work is determined using the

standard virial formulation, in which the stress tensor is defined as the functional derivative of the

free energy of the system with respect to the deformation tensor. This formulation has been shown

to converge to the Cauchy stress [73] for sufficiently large volumes. It is additionally possible to

to determine the stress state of regions of the system by summing the per-atom virial [74] of the

atoms within and dividing by the volume they occupy. The virial of a constituent region is given

by:

Sij =

Np∑
n=1

[m(n)(v
(n)
i − v̄i)(v

(n)
j − v̄j) +

1

2

N∑
p=1

r
(np)
i F

(np)
j ] (2.6)

where V is the volume of the region, n is an atom in the region being considered, p is any atom

in the simulation, v is atomic velocity, v̄ is the mean velocity of the deforming box, r(np) is the

displacement vector between atoms n and p and F (np) is the force between the two.

In order to determine the stress of a region, its volume must therefore be known. While this is

a simple endeavor when considering a whole simulation box, it becomes more complicated when

attempting to determine the volume of atoms in a system that is changing both shape and size. In

order to address this issue, Voronoi tessellation [75] is used. In this method, the volume of each

atom is determined by creating linear partitions equidistant between the atom and all its neighbors,

creating a volume in which the atom is the centroid. Using this approach, atomic volume can be

approximated at every timestep and when combined with Eq. 2.6 yields an expression for stress of

a group of atoms:

σij = −
N∑
Sij

N∑
Vvor

(2.7)
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where N is number of atoms in the region and Vvor the as calculated Voronoi volumes of each atom.

This ability to evaluate the stress state of specific regions within a simulation is very powerful when

applied to the lamellar structures being investigated here, as it allows for a deeper understanding

of what is occurring within each of the constituent phases.

2.4 O-Lattice Theory

Figure 2.8: Example of a transformation in O-lattice theory. One crystal can be transformed into the other
or both can be transformed into an intermediate configuration. Reproduced from www.tf.uni-kiel.de.

A common feature to lamellar systems with semi-coherent lattices, such as those being studied

here, is the presence of interfacial dislocations [76–78]. These types of interfacial dislocations

have previously been suggested for pearlite [79, 80], and later in this work will be shown to be

present for both the ferrite-cementite and austenite-cementite interfaces. It is therefore useful to

find tools that can describe qualities of these dislocations such as spacing, line direction, and

Burgers vectors, and resultantly help to validate atomistic results. One such method is O-Lattice

theory [81], a variant of the classic Frank-Bilby equation [82] for characterizing dislocations. In

this continuum method, the two semi-coherent lattices that form the interface are strained to create

a coherent, intermediate reference interface (Fig. 2.8) . Given the dislocation line directions and

spacing, it becomes possible to determine Burgers vectors (b) for the given intermediate lattice

using the Frank-Bilby equation:
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B =
2∑
i=1

(
n× ξi
di

· p)bi = (F−1
A − F

−1
B )p (2.8)

where n is the unit vector normal to the interface, ξ is the line direction, di is the dislocation

spacing, F−1
A and F−1

B are the transformation matrices from the natural states of the two crystals

to the intermediate reference lattice, and p is an arbitrary probe vector. O-lattice theory further

states that the dislocation line directions will be in the same directions as the O-points, or points

of high coherency between the two lattices. Figure 2.9 shows an example of the O-points in the

Bagaryatskii OR of pearlite created by overlaying the two component lattices. If the O-points

are known, it then becomes possible to predict the Burgers vector without knowing the the line

direction and spacing, as the Burgers vectors can be given by:

bi = (F−1
A − F

−1
B )poi (2.9)

where poi are the O-points. This creates a very robust methodology for characterizing these systems

independent of atomistics, as the O-points and transformation matrices are both functions of the

lattice structure of the crystals. Additionally, this aids in overcoming a shortcoming in atomistics,

as it is often difficult to determine the Burgers vector from simulations results. This arrises from

the fact that there is not a clear way to construct a Burgers circuit (Fig. 2.10) across a non-coherent

interface. However, while O-lattice theory is extremely useful in determining the character of the

dislocations, it is incapable of determining the exact magnitude of the Burgers vectors. Different

reference lattices will result in dislocations sharing the same character but with differing magni-

tudes. It is therefore necessary to use expansions of this formulation, which will be discussed in

detail in Section 3.3.

2.5 Interface Compatibility
For metal-ceramic systems such as those under investigation here, it is important to consider

interface compatibility as well. This is the constraint that the two lamella must remain ideally
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Figure 2.9: Example of O-points (highlighted by yellow circles) in the Bagaryatskii OR. These points were
visualized by overlaying the appropriately oriented lattices of ferrite and cementite.

Figure 2.10: Burgers circuit method for determining the Burgers vector. In incoherent interfaces this
is not possible as the atomic arrangement is different on each side of the interface. Reproduced from
www.onlinemetallurgy.com.

bonded, and thus have identical interface dimensions . During the elastic response of the system,

this is of limited importance, as the rate at which both the cementite and ferrite contract or expand,

is relatively similar. Once the ductile ferrite yields however, the cementite acts as a constraint,

thus increasing the stress state of the system. During longitudinal loading, the lamella are in an

iso-stress state, and thus:

σzz = σθzz + σαzz (2.10)

where z is the direction of loading. The strain in this direction in each layer is not the same, and is

the volume fraction of the total applied strain, while the strain in the transverse is constant for both

lamella

εzz =
Vθ
V
εθzz +

Vα
V
εαzz

εxx = εθxx = εαxx

εyy = εθyy = εαyy

(2.11)

18



Figure 2.11: Visualization of interface compatibility in longitudinal loading. The brittle cementite acts as a
constraint to the expansion or contraction of the ductile ferrite, thus increasing the stress state of the system.

The total stress in the transverse directions should be 0, and a volume fraction of the stresses in the

ferrite and cementite:

σxx = 0 =
Vθ
V
σθxx +

Vα
V
σαxx =

Vθ
V
Eθ
xxε

θ
xx +

Vα
V
Eα
xxε

α
xx

σyy = 0 =
Vθ
V
σθyy +

Vα
V
σαyy =

Vθ
V
Eθ
yyε

θ
yy +

Vα
V
Eα
yyε

α
yy

(2.12)

If it is assumed that the strain in the transverse direction of each lamella is related to the applied

strain in the longitudinal direction by some constant r, it then becomes possible to relate the stress

in the transverse directions with the applied strain.

0 =
Vθ
V
Eθ
xxrθ,xε

θ
zz +

Vα
V
Eα
xxrα,xε

α
zz

0 =
Vθ
V
Eθ
yyrθ,yε

θ
zz +

Vα
V
Eα
yyrα,yε

α
zz

(2.13)

This suggests that the actual strain load carried by each layer is not just the volume ratio, but

instead affected by a wide array of factors in the transverse directions:

εαzz
εθzz

= −Vθ
Vα

Eθ
xx

Eα
xx

rθ,x
rα,x

εαzz
εθzz

= −Vθ
Vα

Eθ
yy

Eα
yy

rθ,y
rα,y

(2.14)

This change in the strain load of the lamella can be expressed as a constraint stress and is of the

form Vθ
Vα
K, whereK is a material constant. This stress will change with volume ratio, and therefore

has implications for events such as yield stress, flow stress, and ductility. It is worth noting that his

phenomenon is sometimes mistaken in composites as an inverse Hall-Petch effect, as if care is not

taken to keep the volume ratio constant, smaller sizes will change the ratio, and thus the constraint
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stress. There are no size effects in the formulation presented however, and as will be shown later

in this work, during longitudinal loading, yield stress, flow stress, and ductility do in fact change

with volume ratio but not size.
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Chapter 3

Literature Review

3.1 Pearlite Formation
The theoretical modeling of the formation of pearlite has always proven difficult due to the

many competing mechanisms of the process, including the transformation of austenite into ferrite,

the diffusion of carbon, and the nucleation and growth of cementite colonies. The earliest work

on this topic by Zener [83] sought to explain the phenomenon through simply the carbon diffusion

mechanism (Fig. 3.1). This worked under the assumption that the movement of iron atom between

the austenitic and ferritic phases was relatively small when compared to the movement of carbon

between interstitial positions, and as such it would be this carbon diffusion that acted as a limiting

factor on the transformation. However, the transformation rates of austenite to pearlite predicted

by this model differed from experimentally observed values by an order of magnitude. Despite this

discrepancy, carbon diffusion is clearly an important part of the transformation, as the processes

generally used to define the transformation from an FCC lattice to a BCC lattice, such as the Bain

transformation path [84], require the movement of carbon due to the low solubility of carbon in

ferrite. Therefore the process has been attempted to be described thermodynamically as follows:

graphite precipitates out of the autenite, the austeinte transforms into ferrite, graphite combines

with ferrite in the proper proportions to form cementite [85]. While this is certainly a simplifi-

cation, and thermodynamically incorrect as cementite is metastable, the theoretical enthalpies of

this process compare well with experimentally observed values [86]. A similar process can also

be used to explain the formation of the austenite-cementite system, except in this case not all the

carbon precipitates from the austenite, only enough transform an appropriate amount ferrite for

formation of cementite. The specifics of these processes are complicated however, by effects of

temperature and composition [87].

21



Figure 3.1: Carbon concentration across interface between austenite and ferrite and austenite and cementite
as proposed by Zener [83]. Reproduced from [83].

These models also fail to account for the effect that the formation of interfaces between the fer-

rite, austenite, and cementite will have on the system, such as the introduction of lattice mismatch

and interfacial energy. More recent work on this subject has attempted to account for these factors

showing for instance, that this lattice strain can affect the rate of carbon diffusion [88, 89], bring-

ing predicted nucleation rates closer to those observed experimentally. It has also been suggested

by Zhang et al. [90], that a metastable intermediate structure (MIS) may be formed that acts as

a transition layer between the austenite and the nucleating pearlite (Fig. 3.2). This would reduce

the energetics of the system by removing the interface between the pearlite and the austenite. This

does not account however, for the the interfacial energy between the cementite and ferrite within

the pearlite which will also influence the nucleation rate, as well as the resultant microstructure.

3.2 Interfacial Energy
There have been attempts, both experimentally and computationally, to determine the interfa-

cial energy of the ferrite-cementite interface. A survey of these values can be found in Table 3.1.

While each is a valid approximation and provide an approximate range of expected values, there

are ambiguities or flaws in the various approaches that warrant the further investigation of this

topic that is undertaken in this work.
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Figure 3.2: Potential metastable intermediate structure proposed by Zhang et al. [90] for the Bagaryatskii
OR. This structure would act as a transition layer between the austenite and the nucleating pearlite, reducing
interfacial energy for the system. Reproduced from [90].

Table 3.1: Survey of reported interfacial energy values between cementite and ferrite. Reproduced form
[91].

Method and data fitting
Coarsening rate

measurement
enthalpy

Interfacial

Simulations
Atomistic

Theory
Functional

Density

Angle
Dihedral

(J/m2)
Energy

Interfacial

0.248-0.417 [93]
0.56 [92]

0.5±0.36 [95]
0.7±0.3 [94]

0.50-0.66 [97]
0.615 [96]

0.45 [98]
0.45 [90]

0.52±0.13 [99]

3.2.1 Experimental Results

The experimental calculation of interfacial energy is a complicated endeavor in even the sim-

plest of system, let alone one containing two different elements in three different phases. There

have been several values reported experimentally for the interfacial energy of pearlite however.

Early attempts sought to use calorimetry on the transformation from austenite to pearlite. Constant

heat-flow calorimeters were used to measure the change in enthalpy during the transformation of

pure austenite into pearlite. As the energy of formation for all components is known, the dif-

ference between measured and theoretical values must be the interfacial free energy. There are

several potential sources of error in this formulation however. As pearlite is a line compound, if

there an excess or deficiency of carbon the pearlite will form within a ferrite or cementite matrix,
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thus introducing another interface that will affect the energetics. Additionally there is the issue

of free surface energies, which are different for austenite and pearlite. Another method to deter-

mine the interfacial energy is to use growth kinetics to infer the energetics from the coarsening

rate of pearlite grains. The rate constant for diffusion controlled coarsening (K∗) is given by the

expression:

K∗ =
8γDeffCeV

2
m

9RT
(3.1)

where γ is the interfacial energy, Deff the effective diffusion coefficient, Ce the concentration of

solute atoms, Vm the molar volume of cementite, and T is temperature. By considering volume

and composition constraints, this can be related to ferrite and carbon values for diffusion (D),

concentration (C), and molar volume (V ) using:

Deff =
CFeV

2
Fe

CCV 2
C

DFe (3.2)

Combining these equations and assuming that Ce and CC are roughly equivalent gives:

K∗T =
8γCFeV

2
FeV

2
mD0

9RV 2
C

exp (−Q/RT ) (3.3)

where DFe = D0 exp (−Q/RT ). As γ and K∗ are the only temperature dependent quantities in

the expression, it then becomes possible to determine interfacial energy through the consideration

of coarsening rates at various temperatures. This approach has its limitations however, as this

expression is only valid for systems in which the volume fraction of secondary particles is near

zero, and as such if used on alloyed steels can yield incorrect results. Additionally, the OR of the

pearlite colonies in these studies is unknown. These results nonetheless do give an idea as to what

order these results should be, as energies have generally been found to be in the range of 0.25-0.5

J/m2 [92, 93].
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3.2.2 Computational Results

There have been several previous attempts to model the ferrite-cementite using computational

methods. One of the earliest was by Ruda et al. [96] in their development of an EAM potential for

the iron-carbon system. Their work found the interfacial energy of the Bagaryatskii OR to be 0.615

J/m2. However, EAM potentials do not take into account the directionality of bonds, something

that is extremely relevant to the covalent bonds formed with the carbon in the cementite. As a

result, while they can be useful for qualitative analysis, EAM potentials are not always the most

accurate for energetic analysis. Additionally, the simulation box in this study was approximately

20 Å× 20 Å and consisted of 4442 atoms. Smaller simulation domains have larger elastic strains,

and therefore generally higher interfacial energies. More importantly, the smaller simulation di-

mensions suppress the relaxation of the interface, and thus the correct interface structure is unlikely

to be observed, especially if interfacial dislocations form. Similarly, for reasons of computational

cost, Density Functional Theory (DFT) simulations generally consist of only a few unit cells and

several hundred atoms. Such is the case for the work performed by Zhang et al. [90] and Zhou et

al. [100]. These works studied the Bagaryatskii and Isaichev ORs, respectively, with both yielding

interfacial energy values of 0.45 J/m2. However, the identical values are likely an artifact of the

different psuedopotential and integration techniques used more so than equivalent interfacial ener-

gies for the two ORs. Research conducted simultaneously to this work by Kim et al. [101] used

a MEAM potential to study the ORs of pearlite. Table 3.2 shows the interfacial energy results of

these simulations. Despite their simulation cell size being on the order of 20 nm × 20 nm, in sev-

eral cases even this is too small to observe dislocation formation. One example is their simulations

for the Isaichev OR, in which only one dislocation set was observed. If the dislocation spacing for

lattice mismatch, a1a2
a1−a2 , is used with the lattice constants from the MEAM potential, a dislocation

spacing of approximately 80 nm is predicted, explaining why no dislocations were observed in

one dimension of the simulation. This highlights the importance of constructing simulations with

physical phenomena in mind.
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Table 3.2: Ferrite-cementite interfacial energy values predicted by Kim et al. [101]

Orientation Bagaryatskii Isaichev Pitsch-Petch Bagaryatskii
Near

Pitsch-Petch
Near

Energy (J/m2)
Interfacial

0.628 0.500 0.660 0.536 0.555

In addition to simulation size, another important factor to consider is interfacial chemistry.

While the ORs define the macroscopic degrees of freedom, it is also necessary to test the influence

of the microscopic degrees of freedom. This consists of both in-plane translation and normal to

plane translation relative to the interface, factors which will be discussed in depth later in this work.

While in DFT simulations the in-plane translation is important to consider due to simulation size,

it is less of a concern in atomistic simulations. The normal to plane translation is quite important

though, as it can change the chemistry at the interface. Interfacial chemistry has been shown to

play a substantial role in the interfacial energy of this system, initially in published work by the

author [102, 103], but also in the DFT work done by Zhou [98], further validating its relevance.

Table 3.3 shows the interfacial energies predicted by Zhou, and significant variation between the

various chemistries can be observed. Ruda, Zhang and Kim all neglected to consider this factor,

and in most cases it is ambiguous as to which chemistry is being considered, making it difficult to

use the results in context to each other. It can also be observed that the computationally determined

values lie near or above the upper limit of the experimentally reported values. This is somewhat

surprising as all simulations were performed with perfect crystals and completely planar interfaces,

and as such one would expect the predicted value to be lower than those found in experiments. This

suggests that there may be some error within either or both classes of results.

Table 3.3: Interfacial energies of the possible terminating planes of the Isaichev OR predicted by Zhou et
al. [100].

Model 1 2 3 4 5
Interfacial Energy (J/m2) 0.449 1.125 1.651 0.687 1.765
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3.3 Continuum Models
As previously noted, O-lattice theory is potentially a powerful tool in its ability to characterize

Burgers vectors for an interface. However, it has one major weakness, the ambiguity as to what

is the proper reference lattice. In recent years, there have been several approaches developed

to deal with this potential problem, the most prominent being the Atomically Informed Frank-

Bilby (AIFB) [104,105], and a methodology incorporating anisotropic elastic theory by Vattré and

Demkowicz [106].

The AIFB method attempts to determine the reference lattice, and associated Burgers vector

magnitudes, by minimizing the difference between the first and second halves of Equation 2.8,

representing the discrete and continuum formulations, respectively.

B =
2∑
i=1

(
n× ξi
di

· p)bi = (F−1
A − F

−1
B )p (2.8 revisited)

Atomistic values for line direction and spacing are used for the discrete portion of the equation,

and a list of translational vectors between atomic positions in each of the lattices is created to serve

as potential Burgers vectors. The transformation from one of the crystal lattices to the other is

determined and expressed as [101]:

FA→B = Q · T ·M (3.4)

where Q, T, and M are the rotation, shear, and dilation transformation matrices and are given by:

Q =

cos θ − sin θ

sin θ cos θ

 T =

1 γ

0 1

 M =

mx 0

0 mz


These matrices are then parameterized with values χθ, χγ , χx, and χz, and used to describe the

transformation from lattice A (xA) to an intermediate reference lattice xR.

xR = FAxA = FBxB (3.5)

27



where the rotation, shear and dilation matrices for FA are given by:

QA =

cosχθθ − sinχθθ

sinχθθ cosχθθ

 TA =

1 χγγ

0 1

 MA =

χxmx 0

0 χzmz


The χ values are then varied from 0 to 1, with the list of potential Burgers vectors also undergoing

the appropriate transformation, and a multivariable search applied to find the proper reference

lattice and associated Burgers vectors by minimizing the difference between the two halves of the

Frank-Bilby equation (Eq. 2.8). This approach is flawed though, as the discrete and continuum

formulations of this equation should always be equal, regardless of the reference lattice chosen.

It appears what is actually being minimized is the error in the atomistic simulations, likely in

measuring line direction, spacing, or atomic positions. This is not to say that the Burgers vectors

that are calculated are completely erroneous, their general character is correct. These AIFB results,

however, are associated with uncertainty in the atomistic calculations and thus the determined

reference lattice and Burgers vector magnitudes have no apparent physical meaning. An alternate

approach to this method uses disregistry analysis, the variation from the unrelaxed and relaxed

atomistic structures, and compares it to the determined reference lattice in order to find the Burger

vectors. This suffers from the same issues as the reference lattice will still be associated with

atomistic uncertainty. The AIFB approach is also limited by its reliance on atomistic values, as it

is therefore limited to use on states of a system on which simulations have been performed.

The continuum method developed by Vattré and Demkowicz took an alternate approach and

postulated that the proper reference state was that which results in a zero far-field strain state,

essentially balancing the strain that was applied to form the reference state with that from the dis-

locations (Fig. 3.3). This approach has been seen to be valid for multiple systems [107–109], and

has the additional benefit of accounting for the anisotropy in the two crystals. This approach has

a rather complex mathematical formulation which will be summarized here, but a full description

of the formulation can be found in [106]. It is worth noting that there are several typos within that

text that have been corrected in the equations below.
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The required inputs for this approach are simply the lattice structure of the two crystals, the

associated O-points (Fig. 2.9), and the elastic constants of crystals. With the lattice structure and

O-points known it possible to determine the Burgers vector for a given reference lattice (generally

made to be one of the two lattices) using Equation 2.9.

bi = (F−1
A − F

−1
B )poi (2.9 revisited)

Once the Burgers vector is known it is possible to determine theoretical line directions and

spacings using the Frank-Bilby equation (Eq. 2.8). These values are invariant with reference lattice,

and therefore can be compared to atomistic results to ensure the proper Burgers vector was chosen.

As mentioned during the discussion on AIFB, there is often slight variations between the atomistic

and theoretical values due to factors such as measurement errors and the enforced periodicity of

simulation, but atomistics nonetheless serve as good check. For any given reference lattice, the

far-field effects of the dislocations are then determined. This begins with by determining the set of

eigenvalues, p, and eigenvectors, a, in each crystal for the equations det(Π) = 0 and Π a = 0. Π is

given by:

Π1 = C1(1) + p1(C2(1) + CT
2(1)) + p2

1C3(1)

Π2 = C1(2) + p2(C2(2) + CT
2(2)) + p2

2C3(2)

(3.6)

where the C matrices are functions of the elastic constants, appropriately transformed to correspond

to the system, and given by:

C1(1) = Ci1j1 C2(1) = Ci1j2 C3(1) = C3(2) = Ci2j2

C1(2) = Ci1j1 cos2 φ+ Ci3j3 sin2 φ− 1
2
Ci1j3 sin 2φ C2(2) = −Ci1j2 cosφ+ Ci3j2 sinφ

where φ is the angle between the dislocation lines. Each set of eigenvectors, aα is then used to

determine the complex fitting parameters, λ̄ and ζ̄ , using the expression:

3∑
α=1

λ̄αAa
α
A − ζ̄αBaα∗B = −b (3.7)
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where A and B represent the two crystals, b the Burgers vectors, and * signifies the complex

conjugate. These fitting parameters can then be used to determine the far-field distortion of the

dislocations (D∞dis) with the following:

Gα
(1) = aαi(1)(δj1 + pα1 δj2)

Gα
(2) = aαi(2)(−δj1 cosφ+ pα2 δj2 + δj3 sinφ)

(3.8)

D∞dis =
2∑
i=1

d−1
i

3∑
α=1

[
λ̄αi G

α
i + ζ̄αi G

α
∗i
]

(3.9)

where δ is the Kronecker delta and d is the dislocation spacing. The far-field strains of the the

system can then be defined as the real, symmetric component of D∞dis. This dislocation strain can

be calculated for both crystals, and the values summed with the strain on the lattice to transform

it to the reference lattice. As was stated, the basis for this approach is that these strains should

be zero in the far-field, and thus using multivariable minimization, all reference lattices between

the two natural lattices are scanned and the zero value found. As the dislocations in the systems

considered in this work are found to occur only within the interface plane, it is only necessary to

consider the εxx, εzz, and εxz strains in this minimization, assuming the interface is in the x-z plane

as this formulation does.

With the proper reference state chosen, it is possible to unambiguously determine the Burgers

vectors for the system using the transformation from lattice state in which the Burgers vector was

originally calculated to the one determined by this continuum approach. This methodology can

also calculate the interface elastic strain energy of the system. Wave functions for the system are

made to be:

k · r = k1x1 + k3x3 =
(n cscφ

|po1|
− m cotφ

|po2|
)
x1 +

m

|po2|
x3 (3.10)

where n and m are integers, and combined with elastic constants to create the following tensors:

W1 =
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k21C11 + 2k1k3C15 + k23C55 k21C16 + k1k3(C14 + C56) + k23C45 k21C15 + k1k3(C13 + C55) + k23C35

k21C66 + 2k1k3C46 + k23C44 k21C56 + k1k3(C36 + C45) + k23C34

sym k21C55 + 2k1k3C35 + k23C33



W2 =


k1C16 + k3C56 k1C16 + k3C25 k1C14 + k3C45

k1C66 + k3C46 k1C26 + k3C24 k1C46 + k3C44

k1C56 + k3C36 k1C25 + k3C23 k1C45 + k3C34

 W3 =


C66 C26 C46

C22 C24

sym C44


Following the same form as Equation 3.6 (det(Π) = 0 and Π a = 0) and simply replacing the

C matrices with the W matrices, the eigenvalues, pα, and eigenvectors, aα, are calculated for the

state of the system at the interface as opposed to in the far-field. Tractions along the interface are

then determined with the following expression:

σ(x1, 0, x3)n =
∑
k 6=0

exp (i2πk · r)
3∑

α=1

(
λαhα + ζαhα∗

)
(3.11)

with λ and ζ are determined by an equation of similar form to Equation 3.7:

3∑
α=1

λαAa
α
A − ζαBaα∗B = ϑ (3.12)

where ϑ is 0 if mn 6= 0, -b1 if m = 0, and -b2 if n = 0. hα can be related to aα with:

hα = (W T
2 + pαW3)aα (3.13)

These traction values can be combined with the displacement discontinuity produced by the

dislocations:

∆udis(x1, x3) =
∞∑
n=1

− b1

nπ
sin
(
2nπ

cscφx1

|po1|
)

+
∞∑
m=1

− b2

mπ
sin
(
2mπ

x3 − cotφx1

|po2|
)

(3.14)

After summing the tractions and displacements over all wave function, it is then possible to

calculate the interface elastic strain energy with use of the divergence theorem:
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Figure 3.3: Methodology for the the Vattre and Demkowicz method. Reference state is the state in which
the strain from deforming the crystals to the reference state is made to balance with the strain fields from
the dislocations Reproduced from [106].

Ee =
1

2A

∫∫
A

∆udis(x1, x3) σ(x1, 0, x3)n dS (3.15)

where A is the area inside the dislocation array. However, as this formulation assumes Volterra

dislocations, there will be a singularity in the energy value at the dislocation itself. Integration

therefore begins at a distance of 1
2
b from the dislocation, a fairly standard approximation for this

type of model. This continuum approach is not without its limitations, as in addition to this cutoff

issue it cannot consider the affects of interfacial chemistry. It does serve as useful tool to validate

atomistic results though, and has the additional benefit of being able to calculated the energetics

with changes in lattice and elastic constants.

3.4 Mechanical Response
While there has been very little work done evaluating the mechanical properties of the in-

terfaces under consideration here computationally, the topic has been studied experimentally for

decades. The focus of the work has generally been on the macro-scale response of the system as

a whole, as opposed to the affect of the microstructure. These studies are still useful to the work

undertaken here however, as micro-structural behavior often influences the macro-scale response.

Much of the early work on this topic focused on determining the factors that affect the inter-

lamellar spacing (S) of the pearlite colony. The strength and hardness of pearlite has been shown

to follow a Hall-Petch type relation to this spacing [111–113] (Fig. 3.4):
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Figure 3.4: Effect of interlammelar spacing on the yield stress (YS) and Vicker’s hardness (Hv) of pearlite.
Both are shown to follow a Hall-Petch type relationship. Reproduced from [110].

σy = σ0 +
ky√
S

(3.16)

Hv = H0 +
kH√
S

(3.17)

These are empirical laws, and values of σ0 ≈ 200 MPa, ky ≈ 7.5 MPa·mm1/2, H0 ≈ 100 HV, and

kH ≈ 4 HV·mm1/2 have been determined experimentally [110]. It has also been suggested that

this spacing will affect other mechanical properties, such as flow stress (σf ) [114, 115]:

σf = σy + k′εn
′

pl (3.18)

where εpl is the true plastic strain, and k′ and n′ are material constants, estimated to be approx-

imately 2800 MPa and 0.65, respectively, in pearlite. Larger interlamellar spacing has also been

found to increase the likelihood of void formation [116], possibly reducing the barrier for delam-

ination at the interface. There are a multitude of factors that play a role in the determination of

the spacing within a pearlite colony, including carbon content [117] and austenitizing tempera-

ture [118]. The specifics of these formation mechanisms are outside the scope of this dissertation
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however. Ductility in pearlite colonies has also been studied at great length, and has been found

to be related not to interlamellar spacing, but the prior austenite grain size [119]. This appears to

arise from the size of pearlite colony that forms, with larger colonies allowing for localized flow

over larger distances. As larger austenite grains result in larger pearlite colonies, coarser grained

austenite will result in higher ductility within pearlite.

Pearlite’s high strength has often been attributed to the cementite interface acting as a bar-

rier to dislocation motion [120, 121], with dislocations in the ferrite lamella of pearlite being well

observed [114,122]. It has also been proposed that this interface acts as a nucleation site for dislo-

cations [115, 123], which has been observed computationally by the author [124]. There has been

very little discussion of dislocations in the cementite lamella of pearlite [125], however. This likely

arrises from the brittle nature of cementite, which suggest and dislocation formation will precede

failure of the system. When failure occurs in pearlitic systems though, it has been shown to occur

nearly perpendicular to the interface planes within the pearlite [126], suggesting it could in fact

be formation of these cementite dislocations. Cementite is known to be able to deform at tem-

perature as low as room temperature [127, 128], with multiple potential slip systems having been

characterized [129, 130]. The slip systems were long thought to lie only on the {100} and {110}

family of planes in the cementite, but more recent work has postulated a host of other slip planes

including the (102) and (103) [131]. There has also been work by Karkina et al. [131] proposing

potential slip transfer mechanism across the ferrite-cementite interface for both the Bagaryatskii

and Isaichev ORs. This suggests that this may be an important mechanism in the deformation of

pearlite and requires further analysis.

As was noted, much of the experimental work mentioned above examined the macro-scale

response of pearlite colonies, and as such generally considered interlamellar spacings outside the

realm of atomistics. As there is often localized behavior at smaller scales that is not observed at

larger scales, it is important to consider work at these length scales as well. Modi et al. [110]

found that below a critical interlammelar spacing (≈ 712 nm), the ultimate tensile strength and

ductility remain constant (Fig. 3.5). This is likely due to the residual stress of the ferrite-cementite
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Figure 3.5: Effect of interlammelar spacing on impact toughness and elongation of pearlite. Both are shown
to be invariant below a critical type interlamellar spacing (≈ 712 nm). Reproduced from [110].

interface, as the plastic zones emanating from adjacent interfaces begin to overlap. This causes

emitted dislocations to interact with each other, limiting their motion. In addition to pearlite,

there has also been work done considering localized effects in other ferrite/cementite systems.

Mohsenzadeh and Mazinani [132] examined the phenomenon for cementite regions within a ferrite

matrix and postulated that the magnitude of the stress drop after ferrite yield could be minimized

by increasing the ratio of cementite to ferrite. While pearlite that nucleates from austenite will

always have a volume ratio of roughly 7:1 between ferrite and cementite on account of its line

compound nature, there are recently developed techniques that allow for the amount of cementite

to be increased [133]. This suggests that the volume ratio may be another important variable to

consider when analyzing the mechanical response of pearlite.

There has also been analysis on the effects of interfaces in other metallic-ceramic systems.

This includes characterization of the interface as a site for crack growth [134] in copper-sapphire,

its effect on fracture toughness [135] in aluminum-alumina composites, and how cohesion at the

interface influences plasticity of the ductile layer [136] in the SiO2-TiN system. These studies all

highlight the importance of understanding interfacial behavior in order to understand mechanical
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response. Another study of note is that on the mechanical response within laminates consisting

of ductile austenitic steel and a brittle martensitic steel [137]. This work found that the brittle

layer was able to reach significantly higher strains when between two ductile layers than would

be possible in the bulk material, highlighting the importance of evaluating pearlite as a whole as

opposed to just inferring properties from its well studied component phases.

While there has been little work done computationally on pearlite, atomistics are an ideal

method for evaluating micro-laminate systems, as both creation and deformation of the structures is

a relatively straightforward endeavor. As such, atomistics have been used extensively to study the

mechanical response of interfaces [138]. For homophase interfaces, grain boundaries and lamella

thickness have been observed to influence the strength of the material in FCC [139], BCC [140],

and HCP [141] crystals. Interfaces have also been found to serve as dislocation sources [142, 143]

in metals. In studies exploring dynamic conditions, such as copper grain boundaries under shock,

it has been shown that coherent grain boundaries will nucleate voids while incoherent grain bound-

aries will not [144] and that the interface structure can influence the flow stress [145, 146]. There

has also been work done on the shear response of heterogeneous interfaces, including Cu-Nb, ex-

amining the anisotropy of the shear resistance [56], and Cu-Ta [147], relating the yield stress to

the interfacial energy. These studies all highlight the importance of considering the energetics

and interface structure when examining mechanical properties. As such, when considering the re-

sponse of an interface, orientation relationship and interfacial chemistry will almost certainly have

an effect on the observed results.

It is worth reiterating that almost all of work mentioned above focuses on the bulk response

of pearlite (and other laminates), with very little mention of how these structures response to spe-

cific loading states. Additionally, there is no mention of how the specific ORs will influence the

response. However there is a clear structure-property relationship in these materials that highlight

the importance of obtaining a deeper understanding of the underlying microstructure, particularly

at the interface, within pearlitic steels.
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Chapter 4

Interatomic Potential Testing

In atomistic simulations, the results will only be as accurate as the interatomic potential used.

As such, extensive testing is necessary in order to validate any potentials to be used. For this work,

six potentials were initially considered, two EAMs, one by Lau [148] and one by Hepburn [149],

two MEAMs, one by Lee [150] and one by Liyanage [151], and two Tersoffs, both by Henriks-

son [152, 153].

In analyzing the potentials, the first step was to investigate how these potentials model known

iron carbides. Table 4.1 shows values for lattice constants, formation energy, and elastic constants

for α-Fe, γ-Fe, Fe3C, Fe5C2, Fe7C3, graphite, diamond and Fe4C (both tetragonal and octahedral

interstitials). While for the most part these values compare well with each other as well as with

experimental and ab-initio observations, there are some variations. As ferrite, austenite, and ce-

mentite are the structures being analyzed in this work, it is particularly important that the values

from these potentials match with experimental results. This is the case for ferrite and austenite for

all the potentials, which is unsurprising as iron potentials are generally fit to these relatively simple

crystal structures. For cementite however, the EAMs are notable outliers. The Lau EAM potential

yields elastic constants that are both negative and several orders of magnitude too large. Since elas-

tic constants are known to influence both energetics and dislocation behavior, this potential was

eliminated from consideration. The Hepburn EAM potential on the other hand poorly predicts the

b lattice value for cementite. As lattice constants are the main factor in determining dislocations

spacing, this potential was also eliminated as a potential for in depth analysis. It is worth noting

that the Hepburn EAM potential’s prediction of elastic constants and relative atomic positions for

cementite are otherwise accurate, and since its computational cost is significantly lower than that

of the MEAM and Tersoff, it proves useful as a benchmark, so some results using this potential

have been included in this work.
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Table 4.1: Calculated lattice constants (Å), formation energies (eV), and elastic constants (GPa) of iron
carbides for the six interatomic potentials initially considered in this work.

EAM
(Hepburn)

EAM
(Lau)

MEAM
(Lee)

MEAM
(Liyange) Tersoff Tersoff/

ZBL
EAM

(Hepburn)
EAM
(Lau)

MEAM
(Lee)

MEAM
(Liyange) Tersoff Tersoff/

ZBL
FCC Fe Fe7C3

a 3.69 3.66 3.61 3.60 3.61 3.95 a 4.55 4.25 4.84 4.48 4.48 4.45
E/atom 4.23 3.89 4.24 4.17 4.25 4.14 b 6.88 7.11 6.66 6.80 6.55 6.62
C11 228 84.9 193 136 205 206 c 11.9 12.3 11.5 11.6 11.8 11.4
C12 121 49.6 161 169 144 141 E/atom 5.25 4.28 5.29 5.18 5.14 5.06
C44 107 21 81.6 85.8 101 101 C11 393 3.42e4 507 300 378 513

C22 481 -6490 571 328 408 432
BCC Fe C33 486 6.03e4 413 306 398 449

a 2.87 2.86 2.86 2.85 2.86 2.89 C12 242 -8150 234 153 151 141
E/atom 4.28 4.01 4.29 4.28 4.28 4.18 C23 271 -2.57e4 260 175 174 199
C11 243 244 243 213 225 219 C13 245 -7980 165 119 140 182
C12 138 146 138 143 142 142 C44 107 8390 114 -2.59e5 117 118
C44 122 116 122 119 128 130 C55 98 2110 78 77.5 89.3 84.6

C66 93 -218 154 -4.58e5 98.8 68.7
Fe3C

a 2.458 4.84 4.64 4.47 4.47 4.48 Fe5C2
b 5.16 4.41 5.18 5.09 5.07 4.96 a 10.4 9.82 10.0 10.0 10.2 9.82
c 6.66 6.50 6.32 6.67 6.45 6.47 b 4.58 4.77 4.83 4.53 4.47 4.49

C11 368 -1.65e6 353 336 373 422 c 5.1 4.52 4.86 4.95 4.85 4.85
C22 398 4.04e6 368 329 332 391 E/atom 5.23 4.48 5.19 5.13 5.13 5.05
C33 417 -6.30e6 345 236 356 370 C11 397 6.76e5 386 565 575 525
C12 213 3.10e6 263 175 174 184 C22 389 8.68e5 458 407 439 487
C23 220 3.87e6 184 142 183 192 C33 433 -2.45e5 424 304 400 455
C13 196 -1.25e6 136 123 133 151 C12 211 5.36e5 222 187 205 195
C44 94 -1.41e4 100 69.4 128 131 C23 254 2.77e5 295 211 229 247
C55 93 6980 34.9 17.9 68.8 50.3 C13 239 -5.92e4 326 218 246 247
C66 107 -4.71e5 103 106 118 136 C44 106 1.17e5 119 121 132 160

C55 91 -1.96e4 151 113 144 159
Graphite C66 87 1.61e5 36.3 86.5 109 89.2

a 3.03 2.85 2.45 2.53 2.51 2.52 C15 8.7 -1.42e5 -4.8 -12.2 1.39 14.5
c 8.38 8.38 8.38 8.46 8.38 8.38 C25 1.9 -3.54e5 -16.4 -7.11 1.41 4.32

E/atom 5.09 3.05 7.33 7.37 7.38 7.36 C35 -1.4 -4.4e5 -41 -33.5 -3.39 -5.48
C11 232 5310 848 748 678 679 C46 5.2 -7.54e4 9.12 -1.2 12.3 -2.2
C12 232 5190 26 42.2 68.9 284

C66 0 55.4 411 353 5.85 198 Fe4C
Tetragonal

a 3.87 3.82 3.99 3.85 3.74 3.77
FeC Rock

Salt E/atom 4.73 4.29 4.38 4.32 4.66 4.41

a 4.07 3.84 4.09 3.84 3.91 3.79 C11 180 804 6.56e6 142 175 181
E/atom 5.65 4.55 5.36 5.82 5.05 5.46 C12 112 -1.21e4 35.9 133 137 136
C11 1270 7.13e4 747 566 732 870 C44 2.07
C12 645 -386 256 213 74.2 107

C44 380 -408 37.4 145 55.8 72.6 Fe4C
Octahedral

a 3.86 3.78 3.85 3.69 3.71 3.71
E/atom 4.90 4.29 4.56 4.86 4.82 4.77
C11 338 822 427 346 365 398
C12 133 19.8 104 148 111 124
C44 71.8 -3.3 17.4 68.2 61.1 84.1

Having considered known iron-carbides, it was also important to check that these potentials do

not predict any low energy, stable iron-carbides that have not been experimentally observed. The

convex hull for the iron carbon system consists of only ferrite and graphite, with cementite being

one of the lower energy, but metastable, structures. In order to test this, an evolutionary algorithm,

USPEX [154], was used to search for potentially low energy structures. The known iron-carbon

structures were seeded into the program, along with 50 randomly generated structures and run for

45 generations. While the convex hulls in Figures 4.1a, b, and d exhibit the straight line that is to

be expected, the convex hull for Lee MEAM potential (Fig. 4.1c) predicts low energy structures

in the range of 40-50% carbon by composition. These are not experimentally observed structures,
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and thus this potential was also eliminated from consideration. (Note: EAM potentials lack di-

rectionality in their formulations and thus do a poor job of modeling covalent bonds. Thus they

poorly predict values for diamond and graphite and produce meaningless convex hulls.) Lastly,

while both of the Tersoff potentials are valid, their formulations are nearly identical. Therefore

only one was used in this work.

This analysis led to two potentials being chosen, the Tersoff by Henriksson [152] and the

MEAM by Liyanage [151], and as such all future references to the Tersoff and MEAM potentials

in this work will be referring to these. Tables 4.2-4.4 show the lattice constants and elastic constants

computed using these potentials for ferrite, austenite, and cementite, respectively, compared with

experimental values.

Table 4.2: The lattice constants and elastic constants of ferrite predicted by the interatomic potential used
in this work, as well as experimental values.

MEAM Tersoff Experimental [155]
a (Å) 2.85 2.86 2.87
C11 (GPa) 213 225 242
C12 (GPa) 143 142 147
C44 (GPa) 119 128 112

Table 4.3: The lattice constants and elastic constants of austenite predicted by the interatomic potential used
in this work, as well as experimental values.

MEAM Tersoff Experimental [156]
a (Å) 3.60 3.61 3.64
C11 (GPa) 169 205 160
C12 (GPa) 136 144 130
C44 (GPa) 85.8 101 101

39



Table 4.4: The lattice constants and elastic constants of cementite predicted by the interatomic potential
tested used in this work, as well as experimental values.. (NOTE: Experimental elastic constants determined
using density functional theory)

MEAM Tersoff Experimental [4, 157]
a (Å) 4.47 4.47 4.52
b (Å) 5.06 5.07 5.09
c (Å) 6.70 6.45 6.74
C11 (GPa) 326 373 322
C22 (GPa) 322 332 388
C33 (GPa) 232 356 345
C12 (GPa) 170 174 164
C23 (GPa) 137 183 156
C13 (GPa) 118 133 162
C44 (GPa) 64 128 134
C55 (GPa) 17 68.8 15
C66 (Gpa) 103 118 134
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Figure 4.1: Convex hulls for the a) Henriksson Tersoff b) Henriksson Tersoff/ZBL c) Lee MEAM and d) Liyange MEAM potentials.



Chapter 5

Interface Energy and Structure

5.1 Ferrite-Cementite
In order to maximize use of computational resources, a single orientation was chosen, the

Bagaryatskii OR, to initially develop and test scripts and methodology on. Once the approach was

deemed successful, simulations were then run on the other ORs. As such, their will be an in depth

discussion as to the approach used to obtain the results for the Bagaryatskii, with only the relevant

results and comparisons between the ORs discussed for the others.

5.1.1 The Bagaryatskii Orientation Relationship

The Bagaryatskii OR, due to its frequent reports in literature and the high symmetry directions

that compose the interface plane, was chosen to be the first OR for analysis. The Bagaryatskii OR

is defined as follows:

[100]θ||[11̄0]α

[010]θ||[111]α

(001)θ||(112̄)α

Figure 5.1: The ferrite and cementite structures in the Bagaryatskii OR showing the (a) (010)θ||(111)α
projection (b) (100)θ||(11̄0)α projection.
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The Bagaryatskii OR has been observed to have a high degree of registry between ferrite and

cementite at the interface. Figure 5.2 shows the positions of the atoms of cementite overlaid with

those of ferrite. The iron atoms for both lattices are very close in position, which should facil-

itate the formation of a low energy semi-coherent interface. The misfit strain can be approxi-

mated as: ε = 2
∣∣∣a1−a2a1+a2

∣∣∣, yielding strains of 10.7% in the [100]θ||[11̄0]α direction and 2.4% in the

[010]θ||[111]α direction, corroborating the hypothesis of a semi-coherent interface.

Figure 5.2: The relative positions of atoms of a 3 × 3 unit cell of cementite overlaid with the matching
ferrite layer; the (001)θ||(112̄)α projection. Blue atoms represent α− Fe, red represent Fe in Fe3C, brown
C in Fe3C.

While the orientation relationship fully describes the macroscopic degrees of freedom of the

interface, there are additional microscopic degrees of freedom that need to be accounted for in

any atomic level description of an interface. One is the relative in-plane positions of the crystals,

while another is the terminating planes within each unit cell that comprises the interface itself. The

former can be addressed by running multiple simulations as the two lattices are shifted relative

to each other within the interface plane and will be discussed in more detail later. As for the

latter, due to the high symmetry of the BCC lattice, the structure and chemistry of the terminating

planes of the BCC structure are the same, varying only by an in-plane shift. Within the cementite

crystal however, there are six distinct terminating planes that could form the interface with the
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ferrite. These planes can be classified by the atoms in the first two layers starting from the interface

(Fig. 5.3): Fe-FeC, FeC-Fe, and Fe-Fe. By this classification, each type of terminating planes

occurs twice, denoted as class a and class b in Figure 5.3. In the [100]θ||[11̄0]α direction, these

a and b planes are identical. In the [010]θ||[111]α though, the direction of the atoms in cementite

relative to that of the ferrite is different between for the a and b planes i.e. nearby atoms to the

terminating plane trend in the positive or negative y directions. This requires that each be analyzed

separately to detect if this variation affects the energetics or structure of the interface.

Figure 5.3: Possible terminating planes within the cementite unit cell for the Bagaryatskii OR. The dotted
lines represent where the cementite structures is cut to form and interface with ferrite. The atoms below
the dashed line represent the structure of cementite at the interface. Three pairs of terminating plane can be
described by the atomic content of their first two layers (from dotted line down): Fe-FeC, FeC-Fe, Fe-Fe.
Additionally, due to differences in the relative direction of the atoms in the (100)θ||(11̄0)α projection plane,
each pair of planes is further differentiated into two classes: a and b.

The simulations domains are constructed to be sufficiently large as to allow for extended defects

to form and minimize elastic strain required for in-plane periodicity. All simulations are made to

be periodic in the directions of the interface and have free surfaces in the direction normal to the

interface. The interface plane dimensions are made to be a multiple of the ferrite lattice in the

relevant directions and the cementite lattice was then strained to fit these dimension, followed by

subsequent relaxation of the total energy and stress. Dimensions are deemed sufficient when the

imposed elastic strain on the cementite, prior to relaxation, was less than 0.5%. Six repeats of each

lattice in the normal direction are found to be sufficient to eliminate the effects of free surfaces on
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Table 5.1: The details of the Bagaryatskii simulation domains: geometry, strain state, and
the number of atoms

[100]θ||[11̄0]α [010]θ||[111]α
Length(Å) Strain(%) Length(Å) Strain(%) Height(Å) Atoms

EAM 24.19 0.14 213.06 0.02
80.96a

82.91b

84.86c

39792a

41172b

42092c

MEAM 205.60 0.01 167.90 -0.01
81.92a

83.92b

85.92c

270576a

279684b

285756c

Tersoff 84.93 0.01 202.73 -0.02
80.71a

82.64b

84.57c

141624a

146412b

149604c

a) Fe-FeC b) FeC-Fe c) Fe-Fe

computed interfacial energies. Table 5.1 shows the dimensions of the simulation, along with in-

plane strains. All simulations were performed using the LAMMPS molecular dynamics code [158]

using a conjugate gradient minimization technique at 0 K using a Parrinello-Rahmen barostat.

Interfacial Energy

The interfacial energy is computed using the slab method (Eq. 2.4). In order to account for the

in-plane DOF, the origin of ferrite portion of the simulation is shifted by increments of 20% of its

unit cell. This in-plane shifting has the added effect of modeling the various interface planes of fer-

rite. However, the different terminating planes of cementite need to be accounted for directly. All

six possible terminating planes were modeled, and there was noticeable variation in the energetics

of the three different cementite plane types. There was however, no distinguishable difference in

the energies between the a and b planes. Table 5.2 shows the results of these simulations, and

while the magnitudes of the interfacial energies predicted by each potential are different, there is

a clear trend regarding the role of the interfacial chemistry (or terminating plane). The interface

energies for the various terminating planes are ordered: FeC-Fe < Fe-FeC < Fe-Fe. This clearly

suggests that chemistry plays a major role in determining the interfacial energy, and highlights the

shortcomings of other atomistic studies of this system that failed to account for it.
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Table 5.2: The interfacial energy of the Bagaryatskii OR predicted by the interatomic potentials for the
three cementite terminating planes (J/m2)

Range Mean
Standard
Deviation

Tersoff
FeC-Fe 0.45-0.58 0.52 0.05
Fe-FeC 0.93-1.14 1.03 0.06
Fe-Fe 2.26-2.32 2.29 0.02

EAM
FeC-Fe 1.10-1.32 1.23 0.06
Fe-FeC 1.45-1.56 1.47 0.03
Fe-Fe 2.48-2.75 2.65 0.06

MEAM
FeC-Fe 0.83-0.92 0.88 0.04
Fe-FeC 1.04-1.19 1.12 0.03
Fe-Fe 2.21-2.40 2.31 0.07

Interfacial Structure

The structure of the relaxed Bagaryatskii OR interface, as elucidated by the atomistic simula-

tions, is a set of orthogonal dislocations along the [100]θ||[11̄0]α and [010]θ||[111]α directions as

shown in Figures 5.4 and 5.5. Figure 5.4a plots displacement vectors of the atoms in the inter-

face, which clearly shows the formation of two sets of parallel regions with a higher density of

atoms. The atomic rearrangement is also shown through an analysis of the change of the energy

of the interfacial atoms relative to their bulk values, as shown in Figure 5.4b. Similar interfacial

structures are formed for all three potentials, each terminating plane, as well as all in-plane shifts.

Additionally, the dislocation spacing remains constant as the simulation dimensions are increased.

This suggests the general features of the interfacial structure is independent of the local chemistry

and is tied to the misfit strain. It should be noted that while all potentials exhibited the same behav-

ior, the Tersoff potential was chosen for in-depth structural analysis as it provided the necessary

combination of accuracy and a lower computational cost.

From the analysis of the interfacial energy, it is noted that there are differences between the vari-

ous cementite terminating planes that suggests there should be structural differences as well. These

differences must lie in the details of the dislocation itself since the dislocation spacing and line di-

rection remained the same for all the analyzed chemistry. One approach to quantify and visualize

these differences is through the use of cluster analysis. This algorithm within the OVITO [159] vi-
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Figure 5.4: The local interfacial structure of the FeC-Fe interface modeled by the Tersoff potential a)
Displacement map of the atoms between their bulk and interfacial positions b) Energy map showing the
difference of atomic energy in the interface relative to the bulk. These maps highlight the formation of
dislocations in the interface.

sualization program analyzes the positions of all the atoms and determines continuous groups that

are within an assigned cutoff radius. By choosing a value slightly smaller than that of the nearest

neighbor in the ferrite lattice, it becomes possible to assign a relative size to the dislocations. While

this is a qualitative measurement to be sure, it does allow for the comparison of the dislocations in

each interfacial chemistry of an OR.

Figure 5.5 shows the results of the cluster analysis applied to ferrite for the various terminating

planes modeled using the Tersoff potential and a cutoff radius 0.03 Å less than that of the nearest

neighbor in the BCC lattice of ferrite. The resultant regions allows for the determination of the

spacing of the dislocations, as well as relative widths and heights of the dislocation for the given

cutoff radius. It is noted that the spacings observed using this method are consistent with those

observed in the displacement and energy maps (Fig. 5.4a,b). And while the size of the regions

from cluster analysis are relative, they are a function of the cutoff for allowable variation from the

undeformed lattice, there are discernible trends. Figure 5.6 shows these values for spacing, height,
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Figure 5.5: Visualization of atoms in ferrite displaced by the formation of interfacial dislocations for the
Tersoff potential using cluster analysis. Green represents ferrite atoms with displacement greater than 0.03
Å from BCC lattice positions. (a) FeC-Fe terminating plane (b) Fe-FeC terminating plane (c) Fe-Fe termi-
nating plane.

and width of the dislocations for each terminating plane for the Tersoff potential obtained from

the cluster analysis. This reveals three interesting relations: (i) the dislocation spacing remains

constant for each dislocation set regardless of terminating plane, (ii) the height and width of the

dislocation sets within each terminating plane are notably different, and (iii) the height and width

of the dislocation sets vary modestly with terminating plane.

A dislocation spacing that is invariant with respect to the terminating plane is a consequence of

the lattice mismatch between the two crystals. If the values from atomistic simulations are com-

pared to those predicted by lattice mistmatch ( a1a2
a1−a2 ), it is found that there is excellent agreement

for both line directions. Atomistics predicts values of 106.0 Å and 40.5 Å for the [100]θ||[11̄0]α and

[010]θ||[111]α line direction dislocation sets, respectively, while lattice mismatch predicts 105.8 Å

and 42.5 Å.

Figure 5.6 demonstrates that two orthogonal sets of dislocations within any single interface are

structurally quite different. The [100]θ||[11̄0]α dislocation spreads out significantly more than the
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Figure 5.6: The spacing, relative height, and relative width (Å) of the displaced atoms obtained from cluster
analysis (Fig. 5.5) for the Tersoff Potential. Three trends can observed here: constant dislocation spacing,
increasing dislocation height, and decreasing dislocation width.
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Figure 5.7: Generalized stacking fault surfaces of cementite generated using the Tersoff potential between
a) Fe-Fe layers b) Fe-FeC layers. These surfaces predict higher stacking fault energy in the [100]θ direction
for both, and lower overall stacking fault energy between the Fe and FeC layers.

[010]θ||[111]α dislocations. Dislocation core spreading is commonly associated with the Peierls-

Nabarro model [160], with spreading being inversely related to the generalized stacking fault en-

ergy (GSF) in the direction of the spreading. While it is not possible to create a GSF energy surface

for the interface itself, it is possible to make an approximation using the cementite crystal structure,

due to its structural similarities with ferrite at the interface. This can be observed in the relatively

high coherency between the iron atoms in the cementite and ferrite lattices at the interface seen in

Figure 5.2. This allows the terminating planes in the cementite unit cell to becomes a valid, albeit

rough, substitute for the interface itself. Kar’kina et al. [130] computed the generalized stacking

fault energies of cementite on the (001)θ plane and found that the [100]θ direction has a stacking
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fault energy significantly higher than that of the [010]θ direction. These stacking fault energies

are a function of many variables though, including geometry, elastic moduli and terminating plane

chemistry. Therefore it is necessary to compute these energies with the potentials used in these

simulations. The Tersoff generalized stacking fault surfaces found similar results as Kar’kina,

as seen in Figure 5.7. The [100]θ direction is perpendicular to the more compact dislocation, the

[010]θ||[111]α, and the higher stacking fault energy would provide a larger resistive force to spread-

ing. Thus, it would be expected that dislocation in the [010]θ||[111]α would be more compact than

the [100]θ||[11̄0]α, as is observed in the simulations.

The other notable result from the cluster analysis is that the heights and widths of the dislo-

cations vary with the terminating planes of the cementite structure. By comparing Figure 5.6 and

Table 5.2, it is noted that the width of the dislocations decrease and the heights increase as the

interfacial energy increases. This suggests that higher interfacial energy is related, at least in part,

to the inability of the dislocations to spread; which again can be related to the lattice resistance in

cementite. Kar’kina [130] also considered two planes within the cementite structure, one between

an FeC and Fe layer, analogous to the FeC-Fe interface plane, and another between two layers

of Fe, which would be similar to the Fe-FeC and Fe-Fe interface. They showed that the stacking

fault energy was lower between the FeC and Fe layers, which is consistent with the findings here.

However, these results do not fully explain why the Fe-FeC and Fe-Fe interfaces have different

energies. The most obvious difference between these two interfacial chemistries is the presence

of carbon. As it is the FeC-Fe interface that has the lowest interfacial energy, this suggests that

carbon near the interface lowers the energy. The cementite crystal structure itself supports this as

the per particle energies show that iron atoms near carbon have a lower energy than both the other

iron atoms in cementite and the bulk atoms in the ferrite (-5.11 eV vs -4.86 eV vs -4.28 eV for the

Tersoff potential).

As the chemistry of the interface has been seen to be important, it is also necessary to consider

that there may be alternate, lower energy interface chemistries that are not described by the termi-

nating planes in cementite. In order to test this hypothesis, simulations were run that removed the
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Figure 5.8: Variation in interfacial energy for each terminating planes as the highest energy atoms are
sequentially removed. This shows the stability of the FeC-Fe and Fe-FeC interfaces, as well as the lack
thereof in the Fe-Fe.

highest energy atom from the relaxed simulation domain. The simulations were then relaxed again,

and the process repeated. This was done for each terminating plane, with a total of 5,000 atoms

being removed from each. This corresponds to the number of atoms in the first layer immediately

adjacent to the interface in both the cementite and ferrite in the FeC-Fe plane, 4998 atoms, and is

significantly more than the amount in the Fe-FeC and Fe-Fe terminating planes, 3402 atoms, for

the Tersoff potential. Interfacial energy values are then calculated by reducing the bulk energy of

the system by the chemical potential of the removed atoms. Figure 5.8 shows the interfacial energy

plotted against number of atoms removed. For both the FeC-Fe and Fe-FeC interfaces, the inter-

facial energy increases after each high energy atom is removed. This suggests a high stability of

the original interface, and supports the idea that the FeC-Fe terminating plane is in fact the lowest

energy chemistry. Conversely, for the higher energy Fe-Fe terminating plane, the interfacial energy

is reduced initially by the removal of these high energy atoms. This is likely due to the previously
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Figure 5.9: Altered cementite unit cells through the addition (a) One Fe atom (b) Two Fe atoms. This
increases the areal density of the Fe-FeC interface and shows the the unit cells to be used at the interface in
Figure 5.10

noted affect of carbon on lowering the interfacial energy, as the removal of these atoms essentially

brings carbon closer to the interface.

While the interfacial energy of the Fe-FeC terminating plane is closer to that of the FeC-Fe, the

height and width found through the cluster analysis as well as the stacking fault energy, is much

closer in value to that of the Fe-Fe interface. This suggest an additional contributing factor beyond

the interfacial energy. It could be hypothesized that the higher planar atomic density of the FeC-

Fe interface lowers the stacking fault energy and allows for more in-plane movement of atoms,

analogous to motion being easier on smoother surface that a rough one. To test this, Fe atoms

were artificially inserted into the Fe-FeC interface layer of the cementite, thus increasing its areal

density. Figure 5.9 shows the cementite cells used in the simulation after one (a) and two (b) iron

atoms were inserted. This resulted in an additional 798 and 1596 atoms, respectively, being added

to the simulation. After the atoms were added, the simulation was relaxed again. While it is not

possible to make an exact calculation for interfacial energy, by using the highest energy value for

an iron atom (5.11 eV) in the cementite unit cell, a lower bound can be found. This yields values

of 2.3 J/m2 and 2.6 J/m2 for the two simulations. The actual values are likely higher, as outside

of ferrite and graphite, cementite has one of the lowest formation energies per atom of the iron-

carbon system. By inserting iron atoms into the lattice, an unstable iron-carbide has essentially

been created, one that even after relaxation would have a higher energy per atom. However, it is

possible to qualitatively observe the effect it has through the cluster analysis. Figure 5.10 shows

the disturbance on the BCC lattice, using the same cutoff value as the previous figures. After
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Figure 5.10: Visualization of atoms in the ferrite displaced by the formation of interfacial dislocations for
the Tersoff potential using cluster analysis after the insertion of a) one Fe atom into cementite lattice b) two
Fe atoms into cementite lattice. Green represents iron atoms with displacement greater than 0.03 Å from
BCC lattice positions.

the addition of one atom into the lattice, the size of the region found through cluster analysis is

only slightly larger than that of the Fe-FeC. This is despite the high energy cost of embedding the

additional atom in the cementite lattice. When another atom is added, the displaced region grows

larger. This suggests while areal density plays a role in the structure and energetics of the interface,

for reasons of registry at the interface as well as the energy cost of embedding the atoms into the

lattice, it is unlikely to create a new lower energy interface.

The existence of interfacial dislocations observed in the atomistic simulations follow long

standing classical descriptions of material interfaces [32] and suggest that continuum models can

be used to describe some aspects of the interface. A comparison of Figures 2.9 and 5.4 that the

Bagaryatskii OR does in fact follow classic O-lattice theory with the O-points and dislocation

sharing the same line directions. As such, the formulation of Vattre and Demkowicz [106] was

employed for the system. Following the formulation, and using the determined O-points for the

Bagaryatskiii, the Burgers vectors are found to have magnitudes of 4.25 Å for the dislocation with

line direction [11̄0]α and 2.51 Å for the [111]α line direction. As would be expected, the spacing

from Frank-Bilby match the previous estimates from simple lattice mismatch arguments.

It is worth noting however, that while all interatomic potentials exhibited the same trends, there

is a discrepancy between the MEAM values reported here, and the interfacial energy determined

by Kim et al. [101]. Their value of 0.628 J/m2 is appreciably lower than the values of any of
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the interfacial chemistries modeled in this work. This difference likely arises from the simulated

annealing procedure used in their work. In order to attempt to reproduce their results, the same

method was applied to the simulations performed here. After the initial minimization, the system

was given a temperature of 700 K and then ramped down to 5 K over a period of 100 ps using a

Nosé-Hoover thermostat and Parrinello-Rahmen barostat. The system was then again minimized

at 0 K and zero pressure. This simulated annealing should then find the global minimum for the

system. This method did bring find results much closer to those of Kim, with a value of 0.68 J/m2

for the MEAM potential. However, when applied to the Tersoff potential, there was actually found

to be a negative interfacial energy, -0.32 J/m2, for the FeC-Fe interfacial chemistry. Negative

interfacial energies are extremely unlikely for this system however, as they suggest that pearlite

would instantaneously form for even the smallest of carbon content within ferrite, which is known

to be untrue. A far more likely explanation is that these values actually arise from an improper

definition of the initial energy of atoms near the interface.

Figure 5.11: Possible interfacial chemistries created by terminating planes within the cementite for the a)
Bagaryatskii and Pitsch-Petch ORs b) Isiachev OR. The interface with the ferrite is occurs immediately
above these cuts within the cementite unit cell with the interfacial chemistry named for the two layers
immediately below the cut. The cementite unit cell contains carbon (blue) and iron in the 8d (red) and 4c
(yellow) sites.
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5.1.2 Chemical Potential Informed Method

The negative interfacial energy value served as an impetus for the development of a new method

for determining interfacial energy. As previously stated, the original calculations for the Bagary-

atskii were done using the slab approach:

γint =
Etot − Eα − Eθ − Eε

LxLy
− γα − γθ (2.4 revisited)

This approach essentially treats the system as two independent crystals placed adjacent to each

other, and all atoms are assigned to the crystal in which they were originally created, regardless of

any changes that may occur during minimization. However, due to the fact that there are multiple

chemical potentials for iron within the ferrite-cementite system, this formulation may be incorrect.

From Figure 5.11, it can be seen that cementite has two possible sites for iron, 8d and 4c, with

atoms in these sites have chemical potentials using the Tersoff potential of -5.11 eV and -4.86 eV,

respectively. Ferrite atoms are found to have a chemical potential of -4.28 eV. The multiplicity of

these chemical potentials creates difficulty in defining the proper initial energy of iron atoms near

the interface, as there is ambiguity as to which crystal structure the atom should be associated with.

This ambiguity is not unique to the pearlite system, as it has been discussed in other multiphase

interfaces [72] as well. Figure 5.12 shows the relative positions of atoms in the Bagaryatskii OR,

and it can be observed that there is very little variation between the location of the ferrite atoms

and the location of the cementite atoms if the lattice had continued, with the same holding true for

the other ORs. This then raises the question of what is the proper choice of the Gibbs dividing

surface [161], as an atom that was created as part of the ferrite region, but is adjacent to the

cementite region, may quickly fall into one of the iron sites in the cementite, particularly the 8d.

Figure 5.13 shows just this, as the ferrite atoms forming the interface are found to have energies

closer to that of cementite iron atoms. This layer is only one to two atomic layers thick, and the

clustering of these atoms can be observed as they move to form the interfacial dislocations. If these

atoms had been created as part of the cementite they would behave in the same manner, yet the

“slab” approach would find different interfacial energies despite comparable atomic positions.
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This was the guiding consideration in the development of a new technique to calculate the inter-

facial energy. It was therefore decided to use the chemical potential of the atoms to define where the

Gibbs dividing surface is. This approach is conceptually similar to work done by Wang et al. [162]

on MgO grain boundaries. In their work, both advanced transmission electron microscopy and

DFT are used to determine the proper chemical identity and charge state of impurities at the grain

boundary; thus allowing them to accurately track the proper reference state in their interface en-

ergy calculations. Because classical atomistic simulations can determine the chemical potential of

individual atoms, a more straightforward approach is developed for pinpointing the proper refer-

ence state. A binning technique is used that groups atoms according to which of the bulk ferrite

or cementite chemical potentials is closest to the atom’s final, relaxed energy. The change in the

energy of an atom, ∆E, is then defined as the difference between its relaxed per atom energy as

calculated by LAMMPS and the chemical potential of its associated bin. The interfacial energy

can then be defined as the sum of ∆E for all atoms within 20 Å of the interface, far enough that

the energy contribution of the interfacial structures to the per atom energies approach zero, divided

by the area of the interface:

γint =

N∑
i=1

∆Ei − Eε

LxLy
(5.1)

where N is the number of atoms in the system. It is worth noting that only atoms near the interface,

roughly two atomic layers, will potentially have there initial energies altered from their created

state by this new approach. For atoms further away from the interface, the associated bin will

be that of the crystallographic site in which it was created, resulting in the same ∆E values that

would be found using the slab method. This approach will also result in identical interfacial energy

values for systems in which no elements have multiple chemical potentials. The appropriateness of

this Chemical Potential Informed (CPI) method is supported further by the process through which

pearlite forms. During the eutectoid transformation of austenite, carbon within the matrix diffuses

and nucleates regions of cementite, with the carbon deficient austenite transforming into ferrite. As
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such, even in its formation there is ambiguity as to which matrix the iron atoms are part of, and thus

it seems it appropriate that the method for determining the interfacial energy accounts for this. The

CPI approach was therefore applied to the Bagaryatskii OR and found to yield a positive energy

for FeC-Fe interfacial chemistry, with a value of 0.40 J/m2. This value is much more physically

realistic and is within the range of experimentally observed values. However before any definitive

statement on the appropriateness of the CPI method can made it is necessary to apply it to the other

ORs.

Figure 5.12: Comparison of ferrite atomic positions (white) with those of cementite if the crystal structure
were continued past the interface of the FeC-Fe interfacial chemistry of the Bagaryatskii OR. There is seen
to be excellent alignment between the two lattices, highlighting the difficulty in choosing the proper Gibbs
dividing surface, as either of the dashed lines could also be a reasonable approximation. The cementite unit
cell contains carbon (blue) and iron in the 8d (red) and 4c (yellow) sites.

With a methodology in place and two approaches for calculating interfacial energy, simulations

were then constructed for the other ORs. While the in-plane periodicity was sufficient to create

ORs in which the symmetries were within the interface plane and orthogonal (the Bagaryatskii

and Isaichev), the other ORs required the determination of crystallographic directions that would

create the proper angular alignment between the two lattices. Due to computational limitations, the

creation of periodic simulation boxes that matched perfectly with the proposed ORs was not pos-

sible, however all were built for the aligned planes to be within a tolerance of 0.15◦. As interfacial

chemistry was seen to play a significant role in the interfacial energy of the Bagaryatskii, it was

also necessary to account for it in the other ORs. The potential chemistries for the Bagaryatskii,
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Figure 5.13: Example of ambiguity in defining the Gibbs dividing surface for the FeC-Fe interface of the
Pitsch-Petch OR. The layer of green atoms represents iron atoms that were orginally created as part of the
ferrite lattice but after relaxation are found to have atomic energies closer to that of cementite iron atoms.
It is these bulk crystal chemical potentials that are used to define the bins of the CPI approach, which are
ferrite iron (white), carbon (blue) and cementite iron in the 8d (red) and 4c (yellow) sites. Color available
online.

the Pitsch-Petch, and their “near" ORs, are the same, and thus the FeC-Fe, the Fe-FeC, and the

Fe-Fe (Fig. 5.11a), were once again created. The Isaichev has a different cementite orientation

than the other, however a similar convention is used for the five proposed terminating planes of

the Isaichev OR, although in this case the specific sites of the iron in the cementite, 8d and 4c,

must be differentiated. This resulted in the Fe(8d)-C, C-Fe(8d), Fe(8d)-Fe(4c), Fe(4c)-Fe(4c), and

Fe(4c)-Fe(8d) as possible chemistries, which correspond to models 1-5 in the DFT study of the

Isaichev by Zhou [98]. For each OR and chemistry nine different in-plane shifts simulations were

performed. The free surfaces normal to the interface for all ORs were made to be far enough away

as to not influence the interfacial energy, >30 Å, for each layer. All data pertaining to orientation

and initial box size of the simulations can be found in Table 5.3. The simulating annealing proce-

dure was used for all simulations and the energetics were determined using both the slab and CPI

approaches. While all in-depth structural analysis was done using the Tersoff potential, the ener-

getics using the MEAM potential were also determined to ensure that any observed trends were

not simply a function of the potential used.

A brief summary of the structure and energetics of all ORs will be presented below before

moving on to an in-depth comparison between all of them.
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Table 5.3: Crystallographic directions, associated dimensions (Å), and initial straining of the cementite
lattice used to construct simulation cells for the ORs considered in this work using the Tersoff potential.

Orientation x y z

Isaichev [101]θ||[011̄]α, [010]θ||[111]α, (101̄)θ||(21̄1)α
133.5

(0.03%)
208.1

(-0.11%) 83.3-85.3

Pitsch-Petch [100]θ||[1̄0 31 1̄2]α, [010]θ||[1̄1 10 35]α, (001)θ||(521)α
298.5

(-0.09%)
216.4

(-0.21%) 61.1-63.5

Near
Bagaryatskii [100]θ||[1̄ 12 1̄1]α, [010]θ||[111]α, (001)θ||(23 1̄0 13)

233.2
(0.30%)

212.2
(-0.16%) 74.4-76.8

Near
Pitsch-Petch [010]θ||[1̄13]α, [100]θ||[1̄2 39 1̄7]α, (001)θ||(134 53 27)

194.4
(-0.42%)

124.8
(-0.34%) 74.4-76.8

5.1.3 Near Bagaryatskii Orientation Relationship

The Near Bagaryatskii orientation is given as follows:

[010]θ||[111]α

(103)θ||(110)α

This OR differs from its parent by only a rotation of the ferrite of 4.3◦ about the [111]α direction

in order to align the (103)θ and (110)α planes. As a result the coherency at the interface of this OR

is nearly identical to that of the Bagaryatskii. However, as can be seen in Figure 5.14d, this rotation

results in large change in the interface structure of the OR. Much of this arrises from the alignment

of a high symmetry [111̄]α direction that had previously been out of plane being brought closer to

the interface plane. Using Frank-Bilby this direction was found to be one of the Burgers vector,

along with the [111]α direction that it share with the Bagaryatskii. Line directions and spacing

were also found to be in good agreement, with values of 90◦ and 143.5◦ versus the predicted 90◦

and 148.1◦, and spacing of 18.1 Å and 52.5 Å as opposed to the 18.8 Å and 47.8 Å predicted by

Frank-Bilby.

The interfacial energy of the Near Bagaryatskii was also calculated. The OR shares the same

possible interfacial chemistries with its parent ORs, and from Table 5.4 it can be same the inter-

facial chemistries follow the same trends, FeC-Fe < Fe-FeC < Fe-Fe. Similar to the Bagaryatskii,

the lowest energy chemistry is once again found to have negative interfacial energy, lending more

credence to the CPI approach. There is a discrepancy between the Tersoff and MEAM potentials

here however, as the Tersoff predicts the Near Bagaryatskii to be significantly lower than its parent
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a) b) c)

d) e)

Figure 5.14: Interfacial dislocations for the a) Bagaryatskii, b) Isaichev, c) Pitsch-Petch, d) Near Bagary-
atskii, and e) Near Pitsch-Petch ORs formed after simulation relaxation. Dislocations were visualized
through plotting the energetics of atoms that were displaced more than 1 Å from their initial, unrelaxed
position. Dislocations corresponding to sets one and two in Table 5.8 are outlined in black and red, respec-
tively.

OR, while the MEAM finds them to be nearly identical. This suggests that further investigation

may be necessary to determine if this OR is in fact the more energetically favorable.

Table 5.4: The computed interfacial energy (J/m2) for the interfacial chemistries of the Near Bagaryatskii
OR.

FeC-Fe Fe-FeC Fe-Fe

Tersoff
Slab -0.21 0.66 1.47
CPI 0.28 0.38 0.78

MEAM
Slab 0.57 0.81 0.88
CPI 0.38 0.42 0.78

5.1.4 Pitsch-Petch Orientation Relationship

The orientation for the Pitsch-Petch [11] is given by:

[100]θ 2.6◦ from [1̄31̄]α

[010]θ 2.6◦ from [1̄13]α
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(001)θ||(521)α

The favorability of this OR arrises from the near alignment of the high symmetry 〈113〉α di-

rections in the ferrite to the [100]θ and [010]θ directions in the cementite. However the slight

misorientation of the Pitsch-Petch does create some difficulties in producing the simulation cell as

it results in irrational directions aligning with the [100]θ and [010]θ. It was therefore necessary to

determine rational directions that approximated these directions, while still allowing for the cre-

ation of a reasonable simulation size. The [1̄0 31 1̄2]α and [1̄1 10 35]α were found to fulfill this

requirement, creating angles of 2.49◦ and 2.73◦ with the 〈113〉α directions.

Figure 5.15: O-lattice points and interfacial dislocation structure of the Pitsch-Petch OR. As is postulated
by O-lattice theory, O-points and line directions are found to be parallel.

From Figure 5.15 it can be observed that unlike the Bagaryatskii OR where the dislocation

line directions were in the same direction as the symmetries, here they lie in the less intuitive

directions of 35.7◦ and 135.2◦ from the [100]θ directions. Spacings for these dislocations were

found to be 58.5 Å and 60.3 Å, respectively. As is predicted by O-lattice theory the O-points are

found to be aligned with the line directions after relaxation, so Frank-Bilby was applied to the

interface structure. This yielded values that were in good agreement with atomistics for both line

direction, 37.7◦ and 124.2◦, and spacings, 61.4 Å and 61.8 Å. Burgers vectors were found to be of

the [100]θ||12 [1̄31̄]α and [010]θ||12 [1̄13]α character (Fig. 5.16), consistent with the symmetries of the

system. Application of the continuum model to the system determined these Burgers to be 4.61 Å,

1.40◦ from the [100]θ and 4.90 Å, 1.45◦ from the [010]θ.
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Figure 5.16: Interface coherency and Burgers vectors of the Pitsch-Petch OR. Burgers vectors are found to
lie in the symmetry directions of the Pitsch-Petch, the [100]θ||12 [1̄31̄]α and [010]θ||12 [1̄13]α. The interfaces
shown consist of ferrite iron (white) and cementite carbon (blue) and iron (red and yellow).

Energetic analysis of the Pitsch-Petch found the chemistries to again have the same trend of

the FeC-Fe having the lowest energy and the Fe-Fe with the highest. A negative energy value was

again calculated using the Tersoff potential as well. Using the CPI method the energy of the FeC-

Fe interfacial chemistry to be very close to that of the Bagaryatskii. This holds with what would

be expected from experimental results, as the lack of consensus on ORs may arise from similar

interfacial energetics.

Table 5.5: The computed interfacial energy (J/m2) for the interfacial chemistries of the Pitsch-Petch OR.

FeC-Fe Fe-FeC Fe-Fe

Tersoff
Slab -0.05 0.75 1.53
CPI 0.39 0.48 0.59

MEAM
Slab 0.66 0.90 0.95
CPI 0.44 0.54 0.57

5.1.5 Near Pitsch-Petch Orientation Relationship

The Near Pitsch-Petch differs from its parent OR by two rotations. The first is the rotation of

the [1̄13]α by 2.6◦ in order align it with the [010]θ direction of the cementite. The ferrite lattice is
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then rotated about this new shared axis so as to align the (103)θ and (110)α planes. As such, the

OR is described by these symmetries:

[010]θ||[1̄31]α

(103)θ||(110)α

Much like the Near Bagaryatskii, these relatively small rotations result in a fairly substantial

change in the interface structure of this OR (Fig. 5.14e). This change in structure arises for the same

reasons as well, the rotation of a 〈111〉α direction nearer to the interface plane. This results in a

change in Burgers vector from the [100]θ||[1̄31̄]α to the 1
2
[11̄1]α (Fig. 5.17). As is to be expected,

one line direction lies in the shared symmetry direction, while the other then lies at an angle of

118.7◦ from the [100]θ in the atomistic simulations, compared with the predicted 128.6◦. Atomistic

and theoretical spacing are in very good agreement as well, varying by less than 2 Å for both

dislocation sets with respective values of 43.2 Å and 45.1 Å for the [100]θ||[1̄31̄]α Burgers vector

dislocation and 42.7 Å and 43.4 Å for the 1
2
[11̄1]α dislocation.

Figure 5.17: Interface coherency and Burgers vectors of the Near Pitsch-Petch OR. The small difference in
the orientation relationship results in a change in one of the Burgers vector from [100]θ||12 [1̄31̄]α to 1

2 [11̄1]α.
The interfaces shown consist of ferrite iron (white) and cementite carbon (blue) and iron (red and yellow).

The Near Pitsch-Petch shares the same interfacial chemistries as the previously discussed ORs,

with the same trends once again being observed. Both the Tersoff and MEAM potentials predict

63



Table 5.6: The computed interfacial energy (J/m2) for the interfacial chemistries of the Near Pitsch-Petch
OR.

FeC-Fe Fe-FeC Fe-Fe

Tersoff
Slab -0.17 0.72 1.53
CPI 0.40 0.53 0.54

MEAM
Slab 0.58 0.81 0.82
CPI 0.42 0.44 0.52

this OR to have nearly identical energetics to it parent OR, thus leaving the question of whether

the near ORs are more favorable still open. It does appear from atomistic investigation that they

are at least as favorable, however.

5.1.6 Isaichev Orientation Relationship

The Isaichev OR [10] is defined as:

[010]θ||[111]α

[101]θ||[01̄1]α

(1̄01)θ||(21̄1̄)α

This OR is found to have very low lattice mismatch, especially in the [010]θ||[111]α directions,

where it is nearly coherent. As the symmetries of the crystal are orthogonal, so too are the dislo-

cation arrays. This structure allows the spacing to be well defined through simple lattice mismatch

theory, which predicts spacing of 135.5 Å and 105.5 Å, which compare very well with the values

observed by atomistics of 133.5 Å and 104.1 Å.

Table 5.7: The computed interfacial energy (J/m2) for the interfacial chemistries of the Isaichev OR.

Fe(8d)-C Fe(4c)-Fe(4c) C-Fe(8d) Fe(4c)-Fe(8d) Fe(8d)-Fe(4c)

Tersoff
Slab 0.27 1.15 0.31 0.97 2.27
CPI 0.12 0.33 0.21 0.37 0.67

MEAM
Slab 0.46 0.60 0.55 0.84 1.11
CPI 0.25 0.38 0.32 0.49 0.86
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Due to a different orientation of the cementite as compared to all the other ORs, the Isaichev

has a completely different set of chemistries. The Fe(8d)-C is found to be the lowest energy for all

approaches and potentials. The Isaichev is found to have the lowest energy of all chemistries and

ORs, likely as a result of its near coherency. This is somewhat surprising, as it perhaps the least

observed OR. Before any declaration can be made on its status as the most energetically favorable

can be made, it is first necessary to perform a more thorough comparison of the ORs.

5.1.7 Comparison Between Orientation Relationships

Structure

For all ORs, dislocation networks were observed to form at the interface between the ferrite

and cementite. The line directions of these dislocations is seen to follow O-lattice theory, with line

directions lying in the same directions as the O-points. For the Bagaryatskii and Isaichev ORs,

in which the interface plane can be defined by two high symmetry, orthogonal crystallographic

directions in each crystal, this results in a set of orthogonal dislocations that correspond with these

directions. For the “near” ORs, in which there is exact alignment between only one high symmetry

direction, [010]θ||[111]α for the near Bagaryatskii and [010]θ||[1̄31]α for the near Pitsch-Petch, it

similarly can be observed that one of the dislocation sets lies in these aligned high symmetry

directions. The direction of the other dislocation are less intuitive, and seemingly unrelated to

high symmetry directions in the crystals. Additionally, the spacings do not follow simple lattice

mismatch theory for either dislocation set. The same holds true for the Pitsch-Petch in which there

are no perfectly aligned high symmetry directions between the two crystals.

The Frank-Bilby equation (Eq. 2.8) allowed for the determination of theoretical dislocation

line directions and spacings for non-orthogonal dislocation sets. For all ORs, the Burgers vectors

predicted by O-lattice theory were found to lie within the interface plane and closely correspond,

within 0.5 Å, to commonly observed Burgers vector directions and magnitudes in one of the two

crystals. These Burgers vectors were generally found to lie in high symmetry directions in the

ferrite, favoring the 〈111〉α, which is to be expected as this is the preferred Burgers vector in BCC
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Table 5.8: Characterization of the interfacial dislocations for each of the ORs in the pearlite microstructure.
The first value given represents dislocation set one and the second dislocation set two, as shown in Fig-
ure 5.18. For line direction and dislocation spacing, values in parenthesis represent theoretical continuum
model values.

Bagaryatskii
Near

Bagaryatskii
Pitsch-Petch

Near
Pitsch-Petch

Isaichev

Burgers
Vectors

[100]θ||[11̄0]α
1
2 [111]α

1
2 [11̄1]*α
1
2 [111]α

[010]θ||12 [1̄13]α
[100]θ||12 [1̄31̄]α

1
2 [11̄1]*α

[010]θ||12 [1̄13]α

[011̄]θ
1
2 [111]α

Continuum
Burgers

Magnitude (Å)

4.25
2.51

2.28*

2.51
4.90
4.61

2.31*

4.90
3.98
2.51

Line
Direction (◦)

0 (0)
90 (90)

90 (90)
143.5 (148.1)

35.7 (37.7)
135.2 (124.2)

0 (0)
118.7 (128.6)

0 (0)
90 (90)

Dislocation
Spacing (Å)

42.4 (38.5)
106.1 (105.5)

18.1 (18.8)
52.5 (47.8)

58.5 (61.4)
60.3 (61.8)

43.2 (45.1)
42.7 (43.4)

133.5 (135.5)
104.1 (105.5)

* Actual Burgers vector is the projection of this Burgers vector onto the interface plane.

crystals. When dislocations did not lie in this direction, they were found to be in directions that

were high symmetry directions in both crystals. The character of these dislocations are seen to

be in excellent agreement with the atomistic results (Table 5.8). Additionally, the Burgers vectors

reported here also appear to have the same character as those reported by Kim et al. [101] using

AIFB, although they simply reported direction and magnitude, and did not explicitly relate these

values to a crystallographic direction. One notable exception to this agreement between the two

studies is in the Isaichev OR, in which Kim only reported one dislocation set. This discrepancy

appears to be a function of simulation box size though. For the lattice constants of the MEAM

potential used in their work, the theoretical dislocation spacing would be approximately 937 Å,

much larger than the box sized they used and thus their simulations would likely not develop these

dislocations. The use of different lattice parameters is also the reason for the variations in spacings

found for the Isaichev in this work and the 50 nm and 25 nm spacings predicted by Zhou et al. [98]

using a modified version of Frank-Bilby. However, the agreement in Burgers vector character using

two different potentials, whose different lattice constants will result in different line directions and

spacings, highlights the robustness of O-lattice theory, and the associated Frank-Bilby equation, in

characterizing this system.
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The inability of classic O-lattice theory to calculate exact Burgers vector magnitudes however,

necessitated the use of the Vattré and Demkowicz approach to better define the system. The dis-

location character determined by Frank-Bilby was used in this formulation, in conjunction with

the lattice and elastic constants from the potential, and all lattices intermediate to the ferrite and

cementite were scanned to minimize the far-field strain. For all ORs, these Frank-Bilby deter-

mined Burgers vectors were found to create a zero-strain state, with the exact magnitudes found

in Table 5.8. It is worth noting that this approach does have its own limitations, most notably that

it cannot account for the effects of interfacial chemistries which have been shown in this work to

result in differing interfacial energies. However, as all interfacial chemistries within an OR have

the same line directions and spacing, there must be additional structural factors that produce these

energy differences.

Bagaryatskii
Near

Bagaryatskii
Pitsch-Petch

Near

Pitsch-Petch
Isaichev

Figure 5.18: Comparison of dislocation width (blue - dislocation set one, yellow - dislocation set two
in Table 5.8) using cluster analysis for all interfacial chemistries and ORs and the associated interfacial
energies using the CPI approach. Energy is observed to trend opposite that of the dislocation widths, with
larger spreading associated with lower energy. For the Isaichev OR, the [101]θ Burgers vector direction is
found to have the largest width for all chemistries, while for all other ORs the [010]θ is largest.
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Figure 5.19: Generalized stacking fault energy surfaces in cementite approximating a) the Fe(8d)-C
and Fe(4c)-Fe(4c) chemistries, b) the C-Fe(8d), and c) the Fe(4c)-Fe(8d) and Fe(8d)-Fe(4c) interfacial
chemistries of the Isaichev OR. For all three surfaces, the [010]θ direction in the GSF surfaces is observed
to have the higher stacking fault energy, suggesting there will be less core spreading for this Burgers vector
direction.

To understand these structural differences, the atomistic results must again be considered. Fol-

lowing the methodology used for the Bagaryatskii OR, cluster analysis was used. While this is a

qualitative measurement to be sure, it does allow for the comparison of the dislocations in each

interfacial chemistry of an OR. Due to the sensitivity of this approach however, it is not possible to

use it to compare the various ORs. In order to construct the periodic simulation box for each OR,

small strains must be applied to each lattice (< 0.25%). These small strains, in conjunction with

the varying strain fields from the interfacial dislocations themselves, result in slightly different val-

ues for nearest neighbor distance in the ferrite lattice, variations that are within the sensitivity of

the cluster analysis and require the use of different cutoff radii for the various ORs. Within each

OR, it is observed that the width of the dislocations vary both between the interfacial chemistries

and between the two dislocation sets within each chemistry (Fig. 5.18). For the Bagaryatskii, the

Pitsch-Petch, and their associated near ORs, all of which have the same possible chemistries, a

clear trend can be discerned. For both dislocation sets, the FeC-Fe has largest widths, followed

by the Fe-FeC, and then the Fe-Fe having the smallest widths. This suggests a clear connection

between interfacial chemistry and the “size" of the dislocations. There are also trends between the

dislocations sets for each OR. For the Bagaryatskii, the [100]θ||[11̄0]α Burgers vector direction is

always the largest, with the same being true for the [100]θ||[1̄31̄]α and [101]θ||[011̄]α Burgers vector

directions in the Pitsch-Petch and Isaichev ORs, respectively.
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As mentioned during the Bagaryatskii analysis, dislocation core spreading is commonly as-

sociated with the Peierls-Nabarro model. The same approach with regards to using GSF curves

in cementite to approximate the interface is undertaken for the other ORs. There high coherency

between the iron atoms in the cementite and ferrite lattices at the interface for these ORs can be

observed in Figure 2.4. As both the Bagaryatskii and the Pitsch-Petch, along with their near ORs,

have the same cementite orientation, they can all be approximated using the same set of GSF sur-

faces (Fig 5.7). It was found that Burgers vectors in the [100]θ direction had higher GSF energy

values than those in the [010]θ, and that the GSF values for the interface that best approximated the

Fe-FeC and Fe-Fe interfacial chemistries were higher than those for the FeC-Fe. When comparing

these GSF curves with the values for dislocation widths found in Figure 5.18, it can be seen that the

other ORs also trend with the Peierls-Nabarro model, higher GSF peaks result in less dislocation

spreading. Similar analysis was done for the interfacial chemistries of the Isaichev OR (Fig. 5.19),

and the same trends were observed, with the lower GSF magnitudes of the [101]θ direction for

all chemistries resulting in more spreading. Conversely, the Fe(8d)-C and Fe(4c)-Fe(4c) interfa-

cial chemistries result in more dislocation spreading due to the lower GSF peaks in the Burgers

vector directions. These trends show that the results from the atomistic simulation can in fact be

characterized and explained quite well using continuum concepts.

Table 5.9: Summary of computed interfacial energy (J/m2) for the interfacial chemistries within each OR
using both the slab and CPI methods with the Tersoff interatomic potential.

FeC-Fe Fe-FeC Fe-Fe - -

Bagaryatskii
Slab -0.32 0.55 1.50 - -
CPI 0.40 0.51 0.55 - -

Near
Bagaryatski

Slab -0.21 0.66 1.47 - -
CPI 0.28 0.38 0.78 - -

Pitsch-Petch
Slab -0.05 0.75 1.53 - -
CPI 0.39 0.48 0.59 - -

Near
Pitsch-Petch

Slab -0.17 0.72 1.53 - -
CPI 0.40 0.53 0.54 - -

Fe(8d)-C Fe(4c)-Fe(4c) C-Fe(8d) Fe(4c)-Fe(8d) Fe(8d)-Fe(4c)

Isaichev
Slab 0.27 1.15 0.31 0.97 2.27
CPI 0.12 0.33 0.21 0.37 0.67
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Table 5.10: Summary of computed interfacial energy (J/m2) for the interfacial chemistries within each OR
using both the slab and CPI methods with the MEAM interatomic potential.

FeC-Fe Fe-FeC Fe-Fe - -

Bagaryatskii
Slab 0.68 0.76 0.94 - -
CPI 0.40 0.45 0.51 - -

Near
Bagaryatski

Slab 0.57 0.81 0.88 - -
CPI 0.38 0.42 0.78 - -

Pitsch-Petch
Slab 0.66 0.90 0.95 - -
CPI 0.44 0.54 0.57 - -

Near
Pitsch-Petch

Slab 0.58 0.81 0.82 - -
CPI 0.42 0.44 0.52 - -

Fe(8d)-C Fe(4c)-Fe(4c) C-Fe(8d) Fe(4c)-Fe(8d) Fe(8d)-Fe(4c)

Isaichev
Slab 0.46 0.60 0.55 0.84 1.11
CPI 0.25 0.38 0.32 0.49 0.86

Interfacial Energy

While understanding the structure of the dislocations within each OR is important, in order to

determine which is most favorable it is necessary to consider the interfacial energy. Interfacial en-

ergy values were calculated for the interfacial chemistries of each OR using both the slab and CPI

methods. These two methods are seen to give different results, and therefore before discussing any

trends in the energetics, it must first be determined which of these methods is most appropriate.

Perhaps the most glaring difference between the two methods is the prediction of negative interfa-

cial energies by the slab method for the lowest energy chemistries of several of the ORs. As stated

in the discussion of the CPI approach, negative interfacial energies are extremely unlikely. The CPI

approach is further validated by considering the effect of interfacial chemistry on the energetics of

the system. As discussed in the previous section, dislocation spacing, line direction, and Burgers

vector do not change with interfacial chemistry within each OR. A first-order approximation of

the energy of these dislocation scales with b2, where b is the magnitude of the Burgers vectors. It

therefore follows that the energy contribution of the dislocations themselves is roughly the same

for all chemistries. Any differences in the interfacial energy must therefore be a function of the

atomic alignment and bonding at the interface of the two lattices. As the relative alignment of iron
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atoms at the interface (Fig. 2.4) is the same for all interfacial chemistries of an OR, it would be

expected that variations in chemistry would have only a modest affect on the interfacial energy val-

ues. However, it can be seen that the slab methods finds the variation between interfacial energies

of an OR to be an order of magnitude larger than the differences predicted by the CPI, suggesting

again that the CPI is a more appropriate way to define interfacial energy for this system.

In order to confirm the validity of the CPI approach using non-atomistic methods, the contin-

uum method proposed by Vattré and Demkowicz to predict interfacial energy was used for compar-

ison. From Table 5.11, it can be seen that the continuum model does in fact exhibit the same trends

as the CPI, predicting that the near ORs have lower energy than their parent ORs. Additionally, the

Isaichev is predicted to be noticeably lower than the other ORs, which is consistent with the CPI

approach and drastically different than the slab method, which predicts it to be the highest. The

agreement between the atomistic and the continuum interfacial energy values also suggests that on

the first-order, lattice mismatch is the dominant factor in determining the interfacial energy. This is

reasonable as the interfacial dislocation structure is likely the main contributor to the energy, and

was shown be a function of lattice mismatch, as it follows O-lattice theory. In an attempt to create

a simple metric to quantify the lattice mismatch, the strain tensors to transform between the two

lattices are averaged:

ε =
FABF

T
AB + FBAF

T
BA

2
− I (5.2)

where FAB and FBA are the transformation matrices between the two lattices and I is the identity

matrix. The L2 norm of the resultant tensor for each OR was calculated, and these strain values

(Table 5.11) were found to trend with the energies of both atomistics using CPI and the continuum

model, with the Isaichev having a significantly lower value than the other ORs, all of which have

very similar magnitudes. This agreement with continuum concepts further cements the CPI as a

more useful tool for the atomistic analysis of this system.
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Table 5.11: Continuum interfacial energy [106] values (J/m2) for the Tersoff and MEAM interatomic poten-
tial lattice and elastic constants, as well for experimental values. Numbers in parenthesis give the magnitude
of lattice strain mismatch (Eq. 5.2).

Isaichev Bagaryatskii
Near

Bagaryatskii Pitsch-Petch
Near

Pitsch-Petch
Tersoff 0.68 (0.039) 1.13 (0.097) 0.96 (0.099) 1.08 (0.115) 0.93 (0.109)
MEAM 0.22 (0.023) 0.83 (0.100) 0.66 (0.105) 0.59 (0.110) 0.40 (0.102)

Experimental 0.32 (0.25) 0.79 (0.104) 0.62 (0.101) 0.60 (0.111) 0.41(0.104)

It is worth noting that some of the energy trends presented here do vary from those proposed

by Kim et al. [101], particularly with regards to the near ORs. The reason for this is likely twofold:

they do not consider the various interfacial chemistries and they use the slab approach. In order

to ensure that the observed results were not a function of the Tersoff potential, the energetics were

also calculated with the Liyange MEAM potential. When considering all possible chemistries, the

potentials are in agreement as to which interface is most favorable: the FeC-Fe for the Bagaryatskii

and Pitsch-Petch, and the Fe(8d)-C for the Isaichev. While the general trends between these two

interatomic potentials are the same (Tables 5.9 and 5.10), Isaichev has the lowest energy and the

near Pitsch-Petch and Pitsch-Petch ORs have roughly the same energy, there is a noticable differ-

ence between the two with regards to the Bagaryatskii and near Bagaryatskii. The Tersoff potential

predicts a distinct difference between the two, with the near Bagaryatskii being lower, while the

MEAM potential finds them to have very similar energies.

In order to determine how much of this variation is from the interatomic potentials, the contin-

uum model is once again utilized. Using the lattice and elastic constants for the potentials as well

as experimental values [4, 155, 157], the continuum energetic values were calculated. The trends

for the Isaichev, Bagaryatskii, and Pitsch-Petch were all the same as those observed in atomistics,

with Isaichev having a distinctly lower energy and the Bagaryatskii and Pitsch-Petch having more

similar energetics. The continuum model predict the near ORs to have lower interfacial energy than

their parent ORs for all potentials. As the near and parent ORs have similar mismatch strain, this

difference likely arises for the lower magnitude Burgers vectors in the near ORs. However, since

the the continuum model does not account for larger atomic disregistry that occurs at the interface
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for the near ORs, it is difficult to definitively determine the exact magnitude of the difference of

the energies between near and parent ORs. The near ORs do appear to be at least as energetically

favorable as their parents, if not moreso.

While the lattice mismatch, and the resultant Burgers vectors that arise from it, seems to be

the dominant factor in determining the interfacial energy, understanding how and why the various

chemistries affect the energy is also important. By comparing each interfacial chemistry with its

associated interfacial energy value, two main trends can be observed that result in low interfacial

energy: keeping 8d or 4c iron pairs (like site pairs) near the interface intact and the presence of

carbon. The former can best be observed in the Isaichev OR, where the Fe(8d)-C and Fe(4c)-

Fe(4c) interfaces, in which these iron pairs remain intact, have the two lowest interfacial energies.

Conversely, in the other chemistries of the Isiachev where these like site iron pairs are separated,

the interfacial chemistries are found to have larger energy values. The presence of carbon near the

interface also appears to reduce the interfacial energy. For the chemistries of Isaichev OR in which

the iron pairs are broken, it can be observed that the energies trend with the distance of the carbon

from the interface; the closer the carbon, the lower the interfacial energy. The same is found to be

true for the chemistries in which the iron pairs remain intact. The relation of proximity of carbon to

the interface and interfacial energy is not absolute however, it only holds true within the intact and

broken iron pairs subsets of chemistries, suggesting that the affect of carbon is secondary to that of

the iron pairs. The above observations are supported by the energy trends in the Bagaryatskii and

Pitsch-Petch ORs. Due to the orientation of the cementite crystal, none of the like site iron pairs are

broken, however the same trends with respect to carbon’s proximity to the interface can be seen.

Additionally, the discrepancy in the spread of interfacial energy values between the chemistries of

the Bagaryatskii and Pitsch-Petch ORs and those of the Isaichev further supports the secondary

nature of carbon’s influence. The difference between the highest and lowest chemistries of the

Isaichev OR, where the iron pairs are broken in some chemistries, is more than twice that of the

other ORs, where all iron pairs remain intact and the only difference is the position of carbon. The

favorability of both the like site iron pairs and the carbon near the interface is likely rooted in the
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breaking and reforming of bonds at the interface. When the interface plane is created, the preferred

bonds of the cementite lattice are broken for the atoms closest to the plane. New bonds with the

ferrite atoms are then created, but these are weaker than those in pure cementite, and this increase

in energy contributes to the interfacial energy. DFT studies of the cementite structure [4,163], have

found there to be a complicated mix of covalent, ionic, and metallic bonding present, making it

difficult to precisely quantify these energy differences. It has been suggested though that bonds

between iron atoms in the 4c and 8d sites are weaker than those between like sites [164]. This

would be consistent with the results in this work, as it would be more energetically favorable to

break and reform the weaker bonds than those between atoms in the same site. The influence of

carbon can also be explained through this bonding argument. Carbon near the interface would

more easily be able to form covalent bonds, which would be stronger and lower energy than purely

metallic bonding, and results in a smaller energy increase. The bonding state at the interface

will also play a role in the ability of dislocations to spread. From Figure 5.18 it can be observed

that interfacial energy trends opposite of the dislocation widths observed by the cluster analysis:

chemistries with the largest widths had the lowest interfacial energy. This suggests that the ability

of the dislocation to spread results in a lower energy state. As dislocation spreading was shown

to correlate with GSF energies, this raises the possibility that by generating GSF surfaces it may

be possible to determine which chemistries are more favorable. Thus the aforementioned bonding

factors and GSF surfaces both provide insight into the most favorable interfacial chemistry.

5.1.8 Continuum Analysis

The agreement of the continuum formulation with atomistics in the pearlite system raises the

possibility of its use to expand the analysis of the system. Two areas are of particular interest,

uncertainty quantification and mapping out the energies of these ORs as they change with temper-

ature. Both applications use the ability of this continuum formulation to calculate energetics with

variations in lattice and elastic constants. Interatomic potentials are generally constructed to min-

imize at 0 K to experimentally observed values, though often these experimental values are from
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tests performed at 300 K. As temperature is introduced and the simulations become dynamic, the

observed minimum energy structures begin to vary from those in statics. For simple structures such

as the BCC ferrite, this can be made to mirror the effects of temperature observed experimentally,

but for more complicated structures, such as the cementite, this is much more difficult. As such,

determining what the effect of specifics variations in lattice and elastic constants is difficult with

atomistics.

Uncertainty quantification

One area of great interest in the field of computational modeling is uncertainty quantification.

As any simulation will never perfectly match experimental conditions, understanding how these

variations affect the results is extremely useful. The Vattré continuum model was already utilized in

this way to determine how the variations of the lattice and elastic constants between the interatomic

potentials, as well as experimental values would change the predicted energy (Table 5.11). It is

desirable to further generalize this however, and determine how the variation in each of the lattice

constants affect the interfacial energy for each OR. Figure 5.20 shows the change in energy as

the cementite lattice constants (aθ, bθ, cθ) and ferrite lattice constant (aα) are individually varied

+/- 5% from experimental values. This variation was chosen as it is larger than the difference

between any of the potentials used in this work, as well as larger than the variation that occurs

during temperature change.

A few observations can be made from these plots. For the most part, the change in energy

with changing cementite lattice constants behaves linearly, which is to be expected as the lattice

mismatch, which is the dominant factor in the energetics of the continuum model is increasing at

a constant rate. One notable variation from this is the Isaichev, in which the interfacial energy

is seen to initially decrease with reduction in the b lattice constant of cementite. Upon reaching

approximately 99% of the original lattice constant however, it begins to rise. The change in trend

represent the point at which the [010]θ||[111]α become coherent. As the lattice constant approaches

this point, mismatch becomes smaller, resulting in reduced interfacial energy, and once it is passed

the lattice mismatch increases. The same phenomenon is responsible for the behavior of the ferrite
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Figure 5.20: Change in interfacial energy as predicted by the continuum model with variation in lattice
constants of the a) Bagaryatskii, b) Near Bagaryatskii, c) Isaichev, d) Pitsch-Petch, and e) Near Pitsch-Petch
ORs.

lattice constant in the Isaichev. The other observation is the change in aα undergoes for some ORs

does not behave linearly like the cementite. This is particularly true for ORs in which the ferrite

is in tension in one direction and compression in the other. When this is the case, changing the

lattice parameter results in a reduction in mismatch in one direction and and an increase in the

other. This, along with the resultant change in the dislocation spacing, accounts for the observed

fluctuations. It is also worth noting that with the exception of the Isaichev, variation of the c

lattice parameter in the cementite results in very little energetic change. While the variation in

the Isaichev is to be expected as variation in the c lattice parameter will alter the length of the

[101]θ Burgers vectors, as well as the associated dislocation spacing, it was possible that change

in c could also affect the the Near ORs. As these ORs are based on the (103)θ||(110)α symmetry,

changes in c could alter the reference lattice. It appears however, that small changes in c have

almost no effect on the energetics of these ORs. One final observation on the response to lattice

constant variation is with regards to the Near Pitsch-Petch. From Figure 5.20e, it can be seen that

there is again non-linear behavior, with minimums occurring at 97% and 104% of the experimental
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values for aα and aθ. Unlike the Isaichev where these minimums were a result of coherency, the

Near Pitsch-Petch minimums are a result of a disappearing Burgers vector. From atomistic results

and O-lattice theory, one of the Burgers vectors for this OR was the projection of the 1
2
[11̄1]α onto

the interface plane. As aα is decreased or aθ is increased, the projection of the 1
2
[11̄1]α becomes

progressively smaller, until the observed minimums are reached, at which point it begins to increase

again. While lattice mismatch is the dominant factor in the interfacial energy values calculated

by this continuum approach, the Burgers vector also contributes to a lesser degree. This can be

observed in the differences in interfacial energy change between the Isaichev and Near Pitsch-

Petch, with Isaichev energies varying by more than twice as much as the Near Pitsch-Petch. The

Near Pitsch-Petch behavior highlights a limitation of extrapolating using the continuum approach,

as the O-points near these minimums, where the 1
2
[11̄1]α has a much larger out of interface plane

component, may differ from those observed in atomistics. This means that there could potentially

be different Burgers vectors in these states. However the differences between experimental values

and the interatomic potentials values for both the aα and aθ are on the order of 1%, suggesting that

the assumptions made with regards to the Burgers vectors of the Near Pitsch-Petch will still be

valid when considering uncertainty of the potentials.

The relations observed in Figure 5.20 also allow for the development of an expression to quan-

tify the predicted change in energy with these variations. The change in interfacial energy with the

change in lattice constants can be expressed as:

dγ =
∂γ

∂aθ
daθ +

∂γ

∂bθ
dbθ +

∂γ

∂cθ
dcθ +

∂γ

∂aα
daα (5.3)

If this is related to the change in energy relative to percent variation of the lattice constants, this

equation then becomes:

dγ =
∂γ

∂ra,θ

daθ
aθ,0

+
∂γ

∂rbθ

dbθ
bθ,0

+
∂γ

∂rc,θ

dcθ
cθ,0

+
∂γ

∂ra,α

daα
aα,0

(5.4)
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Table 5.12: Parameters for variation in interfacial energy with change in lattice constants to be used in
Equation 5.4. * represent the need to take variation from coherency point and use absolute values.

∂/∂ra,θ ∂/∂rb,θ ∂/∂rc,θ ∂/∂ra,α
Bagaryatskii 7.23 -2.23 - -3.38

Near Bagaryatskii 6.21 1.03 - -5.67
Isaichev -0.25 15.40* -0.94 34.08*

Pitsch-Petch -1.51 1.95 3.42
Near Pitsch-Petch -2.99 0.72 - 6.12

where the ∂γ
∂r

are the slopes of the lines in Figure 5.20 and aθ,0, bθ,0, cθ,0, and aα,0 are the experi-

mental values for the lattice constants. The parameters of this expression for each OR can be found

in Table 5.12. From these values it can be observed that outside of the Isaichev there is minimal

change in interfacial energy with lattice constants, < 0.07 J/m2 per percent change in lattice con-

stants. The unique state of the Isaichev requires a slight adjustment to the formulation for this OR.

Due to the minimums that occur at 99% and 101% for aθ and aα, respectively, it is not possible

to produce a linear fit of the interfacial energy change about the experimentally observed values.

It is therefore more appropriate to measure the variation from the minimums in order to make the

method more robust. The contribution to dγ from this term will therefore always be positive, and

while there are discrepancies between the slopes on each sides of the minimum as observed in Fig-

ure 5.20c, the slope of the segment between the experimental values and the minimum is chosen

to make this method more accurate for small variations in the lattice constant.

Elastic constants are also an important factor in determining the continuum energetics. It is

difficult to create a metric to measure this affect as the constants will contribute in a collective

manner. However each elastic constant was varied +/- 10% from experimental values for all ORs.

This resulted in only a small change in the energetics. The most variation was found for the C11,α,

C11,θ, and C22,α. This makes intuitive sense as these directions are within in the interface for all

ORs, and would therefore affect dislocations stress fields more than other elastic constants. This

change was still minor, with a maximum affect on the interfacial energetics of 0.05 J/m2. This

makes the formulation presented in Equation 5.4 an even more valid approximation of the system

as lattice mismatch is clearly the dominant factor.
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Temperature Effects

Another important factor to account for is how temperature, and the associated changes in

lattice and elastic constants, will affect the energetics of the various ORs. This is difficult to do

using atomistics, as the lattice and elastic constant variation predicted by the interatomic potentials

is oftentimes not the same as the experimentally observed behavior. This provides yet another

application for the continuum approach, however before this can be undertaken, it is first necessary

to obtain temperature dependent data for all the material constants. The effect of temperature on

ferrite [165, 166] is well studied, and have been expressed as follows:

aα = 1.602x10−8T 2 + 2.059x10−5T + 2.860

C11 = C11,0(1− 12.779x10−4(T − 300))

C12 = C − 12, 0(1− 2.063x10−4(T − 300))

C44 = C44,0(1− 1.380x10−4(T − 300))

where a is in Å and Cij,0 are the room temperature elastic constants observed experimentally (or the

0 K values from atomistics) and the expressions above are a linear fitting of the data (Fig. 5.21).

The temperature dependent lattice and elastic constants are significantly less studied, however

experimental values for the lattice constants have been determined experimentally using neutron

powder diffraction [167]. There was found to be significantly different trends below and above the

Curie temperature of 480 K 5.22, so different fitting parameters were required for the two regimes,

with a fifth order polynomial fit used below 480 K, and a second order polynomial fit used above

it. The fitting parameters for all three of the cementite lattice constant can be found in Tables 5.13

and 5.14. There is an absence of temperature dependent elastic constant values for cementite, as

it is extremely difficult to produce single crystals of the material to test. However, DFT has been

used to approximate the temperature dependent elastic constants [168], with quasiharmonic (QH)

scaled-volume calculations used to account for effect of thermal expansion and constant-volume

calculations at finite temperatures (CVFT) used to account for the effects of phonon-phonon in-
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Figure 5.21: Percent change in elastic constants of ferrite with temperature [169], where C=(C11-C12)/2.
Reproduced from [166]

.

Figure 5.22: Variation of the a, b, and c lattice constants (Å) with temperature as predicted by Wood et
al. [167].

teractions (Fig. 5.23). Here, a second order polynomial was used to fit the CVFT calculations for

all nine cementite elastic constants, while a linear fit was use for the quasiharmonic calculations.

The CVFT and QH components were then summed to determine the elastic constants. As DFT

calculations were made only to the Curie temperature, the slope of the curve was determined at

480 K and the elastic constants assumed to continue changing at this constant rate above the Curie

temperature.

While the temperature dependent curves for lattice constants for both the ferrite and cementite

are given in definite terms, the elastic constant values are given in terms of percent change from

Cij,0. As such, ferrite elastic constants were expanded about experimental values at 300 K, while
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Table 5.13: Constants for fifth order polynomial fit of temperature dependent lattice constant (Å) data of
cementite (Fig. 5.22) below the Curie temperature of 480K. (α0 +α1× 10−6 +α2× 10−8 +α3× 10−10 +
α4 × 10−12 + α5 × 10−15)

α0 α1 α2 α3 α4 α5

a 4.504 -5.915 -28.88 27.66 -6.645 5.011
b 5.083 -7.367 -6.420 7.011 -2.060 1.761
c 6.7331 -18.55 82.51 -28.22 3.951 -1.779

Table 5.14: Constants for second order polynomial fit of temperature dependent lattice constant (Å) data of
cementite (Fig. 5.22) above the Curie temperature of 480K. (β0 + β1 × 10−5 + β2 × 10−7)

β0 β1 β2

a 4.5144 -6.814 1.482
b 5.1058 -16.64 2.254
c 6.7740 -11.37 2.045

Figure 5.23: Percent change in elastic constants of cementite with temperature predicted by Mauger et
al. [168] using the quasiharmonic (QH) and constant-volume finite-temperature approximations (CVFT).
Crystal direction were defined as c < a < b. Elastic constants are seen to vary only modestly with temperature
with the exception of C44. Reproduced from [168].
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the cementite values were expanded about the 0 K DFT values. The continuum method then used

these temperature dependent values to determine the interfacial energy for all ORs from 0 to 600

K. From Figure 5.24 it can be seen that there is only a modest increase in the energy with temper-

ature, with the notable exception of the Isaichev OR, which is observed to undergo a significant

change in its interfacial energy. This is consistent with what was observed in Figure 5.20, as even

small changes in the bθ and aα result in large variation in Isaichev energetics. This also suggests

that while the Isaichev may be the most favorable at low temperatures, the lattice mismatch is sig-

nificantly larger at higher temperature and it may therefore become less favorable. It is also worth

noting that if only the change in lattice constants are considered and the change in energy approx-

imated using Equation 5.4 about experimental values at 300 K, there is relatively good agreement

between the estimated change (Fig. 5.25), and those determined using the full continuum model.

The further supports the idea that lattice mismatch is the dominant factor in the energetics, and

also raises the possibility of Equation 5.4 being used as a more lightweight model.

5.1.9 Summary

A multiscale approach is taken to analyze interfaces within the pearlite microstructure com-

monly found in steels. All the possible interfacial chemistries of each OR are constructed, and

using atomistics, the energetics and structure of each is determined. This survey finds that when

considering the lowest energy chemistries, the Isaichev is the most energetically favorable, with

all other ORs having roughly the same energy. However, when the effects of changing lattice and

elastic constants with temperature are considered, it is quite possible that the Isaichev is not the

most favorable at the temperatures at which it would form. This may explain why it is reported

significantly less than the other ORs despite being found to be the lowest energy interface by atom-

istics using multiple potentials. The proposed near ORs are also analyzed, however the atomistic

results do not give a definitive answer on whether the near ORs are better than their parent ORs.

The Tersoff potential find them to be more energetically favorable, while the MEAM finds them to

be roughly equal. The continuum formulation reports lower energies for the near ORs, suggesting
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Figure 5.24: Change in interfacial energy with temperature as predicted by the Vattrè continuum formula-
tion.

that the near ORs are at least slightly more favorable than their parents, despite the magnitude of

this difference still being unknown. The atomistic and continuum analysis performed in this work

address several outstanding question with regards to the structure and energetics of the pearlitic mi-

crostructure that would be extremely difficult to examine experimentally and highlight the ability

of atomistics to supplement experimental observations.

5.2 Austenite-Cementite Interface
Using the method developed in the study of pearlite, it is also possible to use this approach to

further understand the energetics and structure of the austenite-cementite interface.

83



Figure 5.25: Change in interfacial energy with temperature as predicted by Equation 5.4 expanded about
300 K experimental values.

.

5.2.1 The Pitsch Orientation Relationship

As mentioned in Section 2.1.1, there are two commonly reported ORs for the austenite-cementite

stystem. The first of these, and most commonly reported is the Pitsch. However, there are disagree-

ments as to what is the habit plane of this OR, and as such there are three proposed formulations

for the Pitsch:

Pitsch 1 [19, 27]:

[010]θ||[101̄]γ

(1̄03)θ||(1̄11̄)γ

Pitsch 2 [28]:

[010]θ||[101̄]γ

[1̄01]θ||[323]γ

(101)θ||(13̄1)γ

Pitsch 3 [29, 30]:

84



[010]θ||[101̄]γ

(405)θ||(14̄1)γ

with γ denoting austenite.

The arguments for each of these formulations can be summarized as follows: the Pitsch 1

works on the assumption that the alignment of the (1̄03)θ and (1̄11̄)γ directions will result in

the lowest energy, while the Pitsch 2 is based on the concept that the habit plane should have as

high of a coherency as possible, which is indeed the case for the (101)θ||(13̄1)γ . The Pitsch 3 uses

reciprocal space to determine the plane that has the highest alignment with multiple high symmetry

directions. While there there are valid arguments to have for all these formulation, there has never

been an energetics study on the differences between them to the author’s knowledge.

Atomistics is therefore used to calculate the interfacial energy of each. Following a similar

procedure as the pearlite annealing, after the initial minimization, the system is given a temperature

of 700 K and then ramped down to 5 K over a period of 100 ps using a Nosé-Hoover thermostat

and Parrinello-Rahmen barostat. The system is then again minimized at 0 K and zero pressure.

Due to the high coherency of the [010]θ||[101̄]γ direction, the simulation was made sufficiently

small so as to not allow dislocations to form, as these two lattices are commonly assumed to

match perfectly within this interface. While initially it had been hoped that both the Tersoff and

the MEAM potentials could be used to study this system, it was found that during minimization

the MEAM actually reverted the crystal structure back to BCC, as that is the miniminum energy

structure. It was therefore not useful to this study so only the Tersoff was used. Both the CPI and

slab approaches were used to calculate the energy for all chemistries of each formulation. The

orientation of the cementite in both the Pitsch 1 and Pitsch 2 is the same as that in the Isaichev,

and so the same chemistries were used for these. The Pitsch 3 was found to have a disordered

interfacial chemistry, and therefore only one chemistry was calculated. Table 5.15 shows the result

of this work.

Many of the same trends from the pearlite analysis can be found here. The slab method once

agian calculates negative interfacial energies, further cementing the CPI as the proper way to an-
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Table 5.15: Calculated interfacial energies (J/m2) for the various formulation and chemistries of the Pitsch
OR using the Tersoff potential

Fe(8d)-C Fe(4c)-Fe(4c) C-Fe(8d) Fe(4c)-Fe(8d) Fe(8d)-Fe(4c)
Pitsch

1
CPI 0.30 0.51 0.32 0.44 0.52
Slab 0.71 -0.12 -0.20 1.45 1.21

Pitsch
2

CPI 0.22 0.54 0.30 0.37 0.52
Slab 0.82 -0.09 -0.22 1.40 1.26

Pitsch
3

CPI 0.43 - - - -
Slab 0.86 - - - -

alyze these systems. The Pitsch 2 is found to have the lowest interfacial energy with a calculated

value of 0.22 J/m2. This was with the Fe(8d)-C interfacial chemistry, the same that was found to

be lowest for the Isaichev.

5.2.2 Thompson-Howell Orientation Relationship

With the energies of the Pitsch OR documented, it was also necessary to consider the Thompson-

Howell OR and its associated possible habit planes. The reasoning behind all of these tracks with

the Pitsch, as TH-1 is based on the (103)θ||(1̄11̄)γ symmetery, the T-H 2 based on a coherent habit

plane, (101̄)θ||(13̄1)γ , and the T-H 3 determined using reciprocal space. The formulations are

given by:

T-H 1 [27]:

[010]θ||[101̄]γ

(103)θ||(1̄11̄)γ

T-H 2 [28]:

[010]θ||[101̄]γ

[1̄01]θ||[323]γ

(101̄)θ||(13̄1)γ

T-H 3 [29, 30]:

[010]θ||[101̄]γ
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Table 5.16: Calculated interfacial energies (J/m2) for the various formulation and chemistries of the
Thompson-Howell OR using the Tersoff potential

Fe(8d)-C Fe(4c)-Fe(4c) C-Fe(8d) Fe(4c)-Fe(8d) Fe(8d)-Fe(4c)
T-H

1
CPI 0.33 0.55 0.53 0.32 0.38
Slab 0.23 0.22 1.20 0.75 0.49

T-H
2

CPI 0.36 0.56 0.50 0.30 0.35
Slab 0.35 2.21 1.28 0.84 0.49

T-H
3

CPI 0.56 - - - -
Slab 0.72 - - - -

(304̄)θ||(14̄1)γ

Table 5.16 shows the energetic predictions for the Thompson-Howell, and the TH-2, based on

the coherency of the (101̄)θ||(13̄1)γ habit plane, is found to be the most energetically favorable at

0.30 J/m2. Due to the symmetry of the cementite crystal structure, the (101̄)θ||(13̄1)γ habit plane

results in the same interfacial atomic coherency as the (101)θ||(13̄1)γ in the Pitsch OR, suggesting

the favorability of this habit plane for austenite-cementite interfaces. However, the interfacial

energies of the Thompson-Howell are larger than that of the Pitsch, suggesting that the Thompson-

Howell is in fact less favorable. This is consistent with experimental results as well, as the Pitsch

is reported far more often.

There are several other interesting points to be made here as well. The first is that the T-H

was found to have a different lowest energy chemistry than the Pitsch. This suggests that the

Thompson-Howell and Pitsch are unique ORs. If the secondary symmetries that are the primary

difference between the two ORs played no role, it would be expected that the energies of the two

would be nearly identical for each chemistry. It can also be observed that for both ORs, the third

formulation, in which reciprocal space is used to determine a habit plane that has near alignment

of multiple high symmetry directions, is found to have higher energy than the other proposed habit

planes. This suggests that while this approach is certainly novel, it is not appropriate for this

system.

Structurally the results of the two simulation sets are very similar. Due to the mirror symmetry

of the (101̄)θ, the interfacial structure, and thus the lattice parameters used in Frank-Bilby are
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the same. As a result, the direction and spacing of the single dislocation set that occurs are the

same for both ORs. Only one dislocation set is observed because the [010]θ and [110]γ are nearly

coherent, with a predicted spacing of over 122 nm using lattice mismatch. Figure 5.26 shows the

interfacial structure of the Pitsch and Thompson-Howell ORs. The line direction is found to lie

in the [010]θ||[110]γ direction, identical to what is predicted by O-lattice theory, with a spacing of

46.1 Å, which is very close to the 46.6 Å predicted by O-lattice theory. The predicted Burgers

vector is 1
2
[101]θ in the Pitsch and 1

2
[101̄]θ for the Thompson-Howell. There is however, no atom

within the cementite lattice at this point, only one that also has a small translation in the [010]θ

direction (Fig. 5.27). This is likely the proper Burgers vector, but O-lattice theory is unable to

account for the [010]θ translation due to the presence of only one dislocation set. The continuum

method was also applied to the system, however due to the identical lattice structure at the interface

of the Pitsch and Thompson Howell ORs, it is unable to differentiate between the two. It does find

an interfacial energy of 0.48 J/m2 though. This is larger than the Isaichev and smaller than the

other ORs in the cementite-ferrite system, which is consistent with where the atomistic energetics

lie.

Figure 5.26: Interfacial structure of the Pitsch 2 and T-H 2 habit planes for austenite-cementite interface.
Only one dislocation set is observed due to the near coherency of the [010]θ and [110]γ directions.

.

5.3 Overview
A comparison of the energetics of the of the austenite-cementite and ferrite-cementite systems

can give further insight to the relevant factors in determining the energetics of the system. The
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Figure 5.27: Predicted Burgers vector for the Pitsch and Thompson Howell ORs. The projection of this
Burgers vector on to the [101]θ direction is constant with atomistic results. The interfaces shown consist of
austenite iron (white) and cementite carbon (blue) and iron (red and yellow).

.

most notable example focuses on the comparison of the Near ORs with their parent ORs. As the

near ORs vary by only a few degrees from their parent, they are roughly analogous to being a

different habit plane. For the ferrite-cementite system, this rotation from a habit plane with high

atomic coherency to align high symmetry directions resulted either lower or equivalent energies.

Conversely, in the austenite rotation from the {101}θ||{131}γ family of planes results in higher

energies. The difference in these behaviors lies in whether the rotation alters the symmetries within

the interface plane. For the ferrite-cementite system this is indeed the case, and different interfacial

dislocation structures arise, which from a continuum perspective are found to be more favorable. In

the austenite-cementite system the variations in habit plane within each of the two ORs only causes

a slight change in dislocation spacing, with the Burgers vectors and line directions remaining the

same. As such, there is little to no energetic gain from the operation, and the coherency of the

interface is being reduced. The further supports the proposition that the lattice mismatch is the

first order effect on the energetics of the system. The variation between the Pitsch and Thompson-

Howell ORs does however show that the alignment of high symmetry directions out of the the

habit plane does play a role though. If it didn’t, these ORs would have identical energetics. The

influence of these symmetries on the energetics appears to be on the same order as interfacial
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chemistry however, and the energetic effect of the alignment are insufficient to overcome a large

drop in interface atomic coherency.

As atomistic analysis of both the ferrite-cementite and austenite systems show that the inter-

facial structure can be well defined through classic O-lattice theory, this raises the possibility of

predicting both energetics and structure through continuum approaches. It may be possible to sur-

vey potentially favorable orientations using the continuum approach discussed in this work, and

then performing atomistic analysis on systems that are found to be favorable. As more robust re-

lations between lattice mismatch and the energetics are developed, there is also the possibility of

these being implemented into mesoscale models, allowing for more accurate production models of

these materials. Additionally, the deeper understanding of these iron-iron carbide systems should

allow for improved models with regards to the formation of these structures, which will further aid

in improving and targeting production of these microstructures found within steel.
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Chapter 6

Mechanical Response

Following a similar approach as the structure and energetics analysis of the pearlitic system, the

methodology for testing mechanical response was also developed and tested on the Bagaryatskii

OR, and specifically the FeC-Fe interfacial chemistry. Simulations were identical in orientation and

size as those constructed for the energetic analysis (Table 5.3), with the the exception of being made

to periodic in the direction normal to the interface as well, thus simulating the lamellar structure of

pearlite. Following the simulated annealing procedure, these unrelaxed structures first underwent

a molecular statics energy minimization at 0 K and zero pressure using the conjugate gradient

method and a Parrinello-Rahmen barostat. After the initial minimization, the system was given a

temperature of 700 K and then ramped down to 5 K over a period of 100 ps using a Nosé-Hoover

thermostat and Parrinello-Rahmen barostat, thus reproducing the interfacial dislocations that were

observed during the energetic analysis of the system. The system was then equilibrated at 5 K and

zero stress for 20 ps. Simulations were performed at this low temperature in order to minimize

thermal noise when attempting to characterize the deformation mechanisms. This is a common

approach for this type of simulation [43,170]. After equilibration, the simulations are then strained

at a rate of 109, or 0.01% per timestep, using non-equilibrium molecular dynamics with a modified

Nosé-Hoover thermostat. This approach adjusts the atomic velocities to account for the changing

shape and size of the simulation cell using the SLLOD algorithm [171]. It has been shown to be

produce the correct velocity gradients and proper values for work performed by stress [172]. There

are however, inherit difficulties that come with using atomistics to model mechanical response. In

order conduct the simulation in a reasonable amount of computational time, the strain rates used

here are orders of magnitude higher than in experiments, so care must be taken to ensure that results

are not an effect of this strain rate. As such, several test simulations were also run at lower strain

rates, and while some smaller scale events are missed by the strain rates used here, the general

behavioral trends to be analyzed here were seen be consistent. The simulations were strained to
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30%, which was found to be sufficient to observe all relevant deformation mechanisms, and all

work presented here were done using the Tersoff interatomic potential.

Following the methodology discussed in Section 2.3.3, the bulk stress state of the system was

determined using the standard virial formulation, while the individual stress states of both the

ferrite and cementite were determined by summing the per-atom virial of all atoms of each type and

dividing by the total volume of the atoms in the phase as calculated by Voronoi tesselation. These

component stress-strain relations were observed to be iso-stress when normal to the interface and

iso-strain in the in-plane directions, which is consistent with composite theory. As the formation of

dislocations was observed in both the ferrite and cementite, it was also necessary to use dislocation

characterization techniques. Due to the common and well studied BCC character of the ferrite,

these dislocations were analyzed using the dislocation extraction algorithm, or DXA [173], that

has been implemented into the OVITO [159] visualization program. In this approach, common

neighbor analysis [174] (CNA) is used to determine atoms in the bulk crystallographic structure.

The CNA algorithm takes all neighbors within a cutoff radius of an atom and determines three

values for each pair: the number of common neighbors of the two atoms, the number of pairs

within these common neighbors, and the longest chain of atoms formed. These values are then

matched to the known, theoretical values of common crystal structures (FCC, BCC, HCP). A

Burgers circuit is then generated on the atoms not in the selected crystallographic structure (BCC

for ferrite), and a Burgers vector is determined. Additionally, as DXA only requires the current

state of the simulation, it is able to account for a significant amount of deformation in the crystal.

The cementite crystal structure has not been implemented into DXA however, so an alternate

approach was required. Atomic slip vector analysis [175] is used here, with the slip vectors (s)

defined by:

sα = − 1

ns

n∑
α 6=β

(xαβ −Xαβ) (6.1)
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where ns is the number of slipped vectors and xαβ and Xαβ are the spatial vectors between atoms

α and β in the current and reference states, respectively. These slip vectors were visualized using

the Atomviewer [176] program. Unlike DXA, the calculation of slip vectors requires both the

current state and a reference state. As the nucleation of dislocations in cementite was seen to occur

in strains as high as 15%, there was significant deformation of the crystal. This results in some

ambiguity in the determination of the exact Burgers vectors, however the direction and magnitude

do allow for the determination of the general character. In order to produce clear images of slip

planes, the atomic strain metric [177] within OVITO was also used to create the figures seen in

this chapter unless otherwise noted. This metric was only used for visualization however, not to

inform any of the values presented in this work.

6.1 Bagayatskii Orientation Relationship
Strain controlled tensile and compressive deformation of the simulation cells was undertaken

in the [100]θ||[11̄0]α, [010]θ||[111]α, and [001]θ||[112̄]α crystallographic directions. For the sake

clarity and brevity, going forward these directions will be referred to using the deformation di-

rection of the cementite. While much of the focus here is on the approximate 7:1 ratio of ferrite

to cementite that occurs during the eutectoid transformation from austenite [83], additional ratios,

as well as various lamella thicknesses at these ratios, are also considered. It has been proposed

for other ferrite-cementite systems that reducing the 7:1 ratio and increasing the volume fraction

of cementite can reduce the magnitude of the yield point drop [132]. Using advanced processing

techniques, such as nitrocarburizing [133], it is already possible to increase the cementite volume

fraction, making the quantification of the mechanical response over a range of values all the more

important.

In addition to deforming the pearlitic microstructure, simulations using the same procedure

discussed were also performed for both the ferrite and cementite individually. This allows for

the relation of the component properties to those of the system. Elastic moduli in the relevant

crystallographic directions can be found in Table 6.1.
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Table 6.1: Elastic Moduli (GPa) for ferrite and cementite in the relevant crystallographic directions.

[100]θ||[11̄0]α [010]θ||[111]α (001)θ||(112̄)α
Cementite 149.3 166.2 201.0

Ferrite 260.1 300.9 306.7

Figure 6.1 shows the mechanical response for the 7:1 ferrite to cementite ratio with a cementite

lamella thickness of 4 nm. It can be observed for all simulations that three main events can be

sequentially observed: 1) elastic deformation, 2) ferrite plasticity, and 3) cementite plasticity. The

specifics of these deformation mechanisms will be discussed in the subsequent sections.

Figure 6.1: Stress-strain response of the entire pearlite structure in compression (blue) and tension (red) for
deformation in the a)[100]θ||[11̄0]α direction, b) [010]θ||[111]α direction, c) (001)θ||(112̄)α direction for a
7:1 ferrite to cementite ratio with cementite lamella thickness of 4 nm.

6.1.1 Transverse Loading

Elastic Deformation

Due to the lamellar structure of cementite, it is possible to make a first order approximation of

its behavior using simple composite theory. For a transverse (in-plane) straining, an iso-strain state

exists in the direction of loading. In such a strain state, the effective elastic moduli of the system

can be related to the component moduli simply using volume ratios:

Eeff =
EθVθ
V

+
EαVα
V
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This formulation suggests that at a given ferrite to cementite ratio, the effective elastic moduli will

remain constant regardless of lamella thickness. It can be observed from Figure 6.2 that this is not

the case for the simulations performed, the effective moduli is seen to decrease with decreasing

lamella thickness. This suggests there is a size effect to the effective elastic moduli. It has been

commonly reported in literature that at the nanoscale the stress state is often influenced by the size

of the crystal [178, 179], with the common approximation:

σ = σ0 +
C

t

where σ0 represents the elastic-plastic stress state and the second term the size effects. C is a

material constant and t is the thickness. A similar approximation is made for the elastic modulus.

Accounting for the both the ferrite and cementite having common interfacial dimensions, the elastic

relations can be expressed as:

Eeff = Eθr + Eα(1− r) +
C

t
(6.2)

where r is the volume ratio of the cementite and t is the thickness of the bi-layer. The effective

moduli were determined from simulations for ferrite to cementite ratios ranging from 1:1 to 7:1

and cementite lamella thicknesses ranging from 2 nm to 8 nm. Using the moduli for ferrite and

cementite in the appropriate direction found in Table 6.1, C was calculated by minimizing the

resultant error between calculated and predicted values. Excellent agreement was found between

the analytical model formulation and the simulations, as the values predicted by Equation 6.2 were

all within 10% of the values found in atomistics. The C constants were determined to be 2316

GPa·Å in the [100]θ direction and 909 GPa·Å for the [010]θ. These values reflect the contribution

of the interface, and the stress field it produces, to the effective modulus of the system with the

positive values suggesting stiffening. This results in a much more robust method to determining
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the effective elastic modulus than attempting to calculate an interfacial stiffness and interfacial

thickness.

Figure 6.2: Variation of effective elastic moduli for the entire pearlite structure at a 1:1 ferrite to cementite
ratio under [001]θ tensile straining. Lamella thicknesses of 2 nm (blue), 4 nm (red), 6 nm (green) and 8 nm
(purple). Variation of the effective moduli implies a size effect for the elastic modulus.

Ferrite Plasticity

The ferrite was found to plastically deform first in all simulations, regardless of ferrite to ce-

mentite ratio or lamella thickness. Upon reaching yield, dislocations loops nucleate at the interface

(Fig. 6.3), specifically from regions of intersection between the interfacial dislocations, and into

the ferrite matrix. The activated slip system was found to be that which had the highest Schmid

factor, which was generally the a
2
〈111〉{110}α, but under some loadings, the a

2
〈111〉{112}α system

was activated instead. Intersection points between the interfacial dislocations are likely to have the

highest local stress state, and are therefore generally the most favorable nucleation site. After the

nucleation events, the stress drops to the flow stress (Table 6.2) as the initial nucleation stress is

higher than that required for continued plastic flow. The resultant flow stress does vary with load-

ing, but it is independent of the ferrite lamella thickness (Fig. 6.4). It is worth noting that while

the flow stress of the ferrite does not vary with the lamellar thickness, the stress state of the whole

system will still be a volume average of the stresses in the ferrite and cementite. Thus the reduction
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Table 6.2: Slip systems and the resolved shear stresses (GPa) for yield (τRSSy ) and plastic flow (τRSSf )
in ferrite and cementite for various transverse loading states of the Bagaryatskii OR. Values in parenthesis
represent the Schmid factor for for the slip system.

[100]θ [010]θ
Tension Compression Tension Compression

Slip
System

Ferrite [1̄11̄](1̄01) (0.408) [1̄11](011̄) (0.408) [111̄](112) (0.314) [111̄](112) (0.314)
Cementite [111](1̄10) (0.359) [111](1̄10) (0.359) [111̄](011) (0.427) [111̄](1̄10) (0.359)

τRSSy
Ferrite 9.71 7.50 7.87 12.82

Cementite 8.22 10.54 10.88 13.33

τRSSf
Ferrite 3.87 4.80 2.80 3.84

Cementite 6.89 5.71 3.63 9.13

in the bulk stress of the system from the nucleation of dislocations in the ferrite will increase with

an increasing ferrite to cementite ratio.

Figure 6.3: Formation of a2 〈111〉{110}α type dislocations in the ferrite matrix, visualized both by removing
all BCC atoms as determined by CNA as well through the use of DXA. Both dislocation loops and straight
screw dislocations can be observed within the ferrite.

Cementite Plasticity

Since transverse loading results in an iso-strain state, the ferrite and cementite generally behave

independently of each other. After the ferrite yields, it continues to plastically flow while cementite

continues to elastically load prior to yield. Similar to the ferrite, this occurs at significantly lower

stress than bulk cementite. The amount of accumulated plastic strain does not vary with lamella

thickness or ratio, since in an iso-strain state the stress in the individual lamella is independent of

these factors. Like the ferrite, once yield in the cementite occurs, dislocations will again nucleate

from the interface, however these dislocations do not solely nucleate from the interfacial disloca-
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tions. This variation in nucleation sites is likely due to the change in the interfacial dislocation

structure after the ferrite plasticity events; there is no longer a pristine interface and the interfacial

dislocations will have been disrupted or destroyed. Due to the more complex crystal structure of

cementite, the slip planes vary with loading state as well, however for all loadings of the Bagary-

atskii they were found to belong to the {110} family. This is consistent with the slip planes of

cementite reported in literature [180]. The favorability of the slip planes seems to be related to

its alignment with the ferrite slip planes of which are already undergoing plastic flow, and this

combination of planes in the ferrite and cementite has been suggested as a potential slip transfer

system [131]. This concept of slip transfer is particularly relevant to the [010]θ tensile loading state,

in which the [111̄](112)α and [111̄](011)θ slip planes are found to vary by less than 2◦ (Fig. 6.6).

The alignment of slip planes allows for plastic flow of the system at the lower flow stress of the two

slip systems, and as such during this loading the cementite can be observed to have a much lower

flow stress than during the other loading states (Table 6.2). It is worth noting that different slip

systems activate in the cementite during [010]θ loading for compression and tension. This suggests

that the critical resolved shear stresses for the slip systems of cementite vary with the direction of

loading, which is unsurprising as ceramics are known to have different tensile and compressive re-

sponse. Like ferrite, dislocations form until the plastic flow stress of cementite is reached, and the

specific flow stress is independent of lamella thickness (Fig. 6.5). For the loading states in which

the slip planes were not aligned, flow stresses are higher than those of bulk cementite, suggesting

the interface plays a role in limiting plastic flow. After reaching the plastic flow stress, the entire

system will then continue to deform plastically.

6.1.2 Longitudinal Loading

Whereas in transverse loading, the iso-strain state results in unique stress response within both

the ferrite and cementite, the longitudinal loading state provides a much more coupled response.

As such, the mechanical response will be presented as simply elastic deformation and plasticity, as

opposed to discussing the individual behavior of both the ferrite and the cementite.
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Figure 6.4: Stress-strain response for the ferrite
component of the pearlite under [100]θ tensile
loading for lamella thicknesses of 14 nm (blue),
8 nm (red) and 4 nm (green) with a constant as-
sociated ferrite thickness (2 nm). All lamella
thicknesses are observed to converge to the same
flow stress for both different ferrite to cementite
ratios and lamella size.

Figure 6.5: Stress-strain response for the ce-
mentite component of the pearlite with a 1:1 fer-
rite to cementite ratio under [100]θ tensile load-
ing for lamella thicknesses of 6 nm (blue), 4 nm
(red) and 2 nm (green) for ferrite to cementite ra-
tios of 7:1, 2:1, and 1:1, respectively. All lamella
thicknesses are observed to converge to the same
flow stress regardless of ferrite to cementite ra-
tios or lamella size.

Elastic Deformation

Similar to the approach used in the transverse elastic deformation, simple composite theory is

again considered. For longitudinal loading, the effective compliance of the system is the sum of

the volume ratios of the component compliances:

1

Eeff
=

Vθ
V Eθ

+
Vα
V Eα

Combining this equation with a size effect term yields the expression:

Eeff =
1

r
Eθ

+ 1−r
Eα

+
C

t
(6.3)

Fitting simulation results to this equation yields a C value of -338 GPa·, smaller in absolute terms

than those from the transverse simulations (Table 6.3). This suggests the interface plays a smaller

role in the elastic response, while the negative value suggests softening from the interface.
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Figure 6.6: Alignment of the [111̄](112)α and [111̄](011)θ planes on which slip occurs during tensile [010]θ
and compressive [001]θ loading of the Bagaryatskii OR. The alignment of these activated slip planes allows
the cementite to plastically flow at lower stresses than is observed in other loading states.

While Equation 6.3 fully describes the elastic response in compression, there is an additional

event that occurs during the longitudinal tensile simulations. From Figure 6.7 it can be observed

that there is a stress drop at approximately 5% strain for simulations of all ratios. The magnitude of

this stress drop decreases, however, as the ferrite to cementite ratio is increased. Simulations were

performed in which the strains were reduced back to zero after this stress drop, revealing that this

is a plastic event. Closer inspection of the atomic displacements reveals atomic movement along

the core of the [010]θ||[111]α (line direction) dislocations. This suggests plastic flow is occurring

within the interface. It is worth noting that for the 7:1 ferrite to cementite ratio the resultant stress

drop is very small, and would likely be imperceivable during macroscopic analysis.

Table 6.3: Calculated values of C (GPa·Å) (Eqs. 6.2 and 6.3) for the Bagaryatskii OR. This term accounts
for size effects on the elastic response for the various loading states.

[100]θ [010]θ [001]θ
2316 909 -338

Plasticity

Much like the transverse loading states, plasticity in longitudinal loading begins with the nu-

cleation of dislocations from the interfacial dislocations. However, due to the iso-stress state of the
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Figure 6.7: Tensile, longitudinal straining of
pearlite with cementite lamellar thickness of 4
nm. Ferrite to cementite ratios of 7:1 (purple),
3:1 (green), 2:1 (red), and 1:1 (blue) all reveal
a stress drop during straining, with the magni-
tude of the drop decreasing at higher ferrite to
cementite ratios. The 1:1 ratio is also unloaded,
revealing that this is a plasticity event resulting
from plastic flow in the interfacial dislocations.

Figure 6.8: Flow stress vs volume ratio plot for
[001]θ tension (red) and compression (blue) and
the associated fit to Equation 6.4). The nearly
identical curves suggest that the response is in-
dependent of direction of straining and solely
a function of volume ratio. Stress oscillates
around the flow stess value, shown by the error
bars.

system, the mechanical response is quite different. A simple one dimensional model would predict

that the system would both yield and plastically flow at the ferrite flow stress, as all further strain-

ing would be accommodated by the ferrite. The flow stress of the system would therefore remain

constant regardless of the ferrite to cementite ratio. The results of the tensile longitudinal loading,

however, show that the resultant flow stress varies with the ratio (Fig. 6.8), with larger ratios ob-

served to have a lower flow stress. This ratio dependent response can be explained by considering

the compatibility within the interfacial plane, which was discussed in detail in Section 2.5. Once

the ferrite begins to yield, the higher stiffness of the cementite acts a limiting factor to how much

the ferrite can contract, and thus limits how much of the strain it will carry. This relation can be

shown to follow:

σflow = σ1 +K1
Vθ
Vα

(6.4)
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where Vθ and Vα are the volumes of the cementite and ferrite, respectively, and σ1 and K1 are

material and orientation dependent constants. Simulation results are fit to this equation (Fig. 6.8),

and the resultant constants can be found in Table 6.4. The value for σ1 should be near the flow

stress of bulk ferrite since as Vα approaches infinity, σflow = σ1. These values are observed to be

fairly close with σ1 = 8.58 GPa and the flow stress of bulk ferrite being 9.22 GPa. The constraint

of the cementite also affects the yield stress, providing additional stress to that of the applied stress,

σy = σapp + σconst, and resulting in a similar relation for yield stress:

σy = σ0 −K0
Vθ
Vα

(6.5)

with σ0 and K0 being material and orientation dependent constants. The ductility of the system is

a function of the yield stress, the flow stress, and the effective elastic modulus. As these are all

volume ratio dependent quantities, it too can be expressed in a similar form:

εp = ε0 −K2
Vθ
Vα

(6.6)

The ductility reported here is evaluated as the strain if the simulation were elastically unloaded just

prior to cementite plasticity. Equations 6.5 and 6.6 are fit to simulation results (Figs. 6.9 and 6.10)

and the resultant constants are shown in Table 6.4.

Table 6.4: Calculated constants for the volume ratio dependent flow stress, yield stress, and ductility
(Eqs. 6.4, 6.5, and 6.6) of the Bagaryatskii OR during longitudinal loading. Values were determined us-
ing a least squares fit of simulation data.

σ0,t σ0,c K0,t K0,c σ1 K1 ε0 K2

19.15 GPa 28.06 GPa 2.29 GPa 3.32 GPa 8.58 GPa 7.57 GPa 19.15% 2.29%

For tensile longitudinal loading, the a
2
[1̄11](110)α slip system, which has a Schmid factor of

0.408, activates first. After plasticity begins in the ferrite, the system deforms in an elasto-plastic

state at the volume ratio dependent flow stress until the cementite yields. There are two poten-

tial processes by which this could occur, either the plasticity mechanisms in the ferrite will be
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exhausted and the system will then continue deform elastically until the cementite yields, or the

cementite will yield before the plasticity events are exhausted. The exhaustion of plasticity mech-

anisms in the ferrite would have a size dependence as, assuming a constant maximum allowable

dislocation density, larger ferrite lamella would be able to accommodate more strain. The latter

would be independent of size, as the stress state in the cementite is a function of only the ferrite

to cementite ratio. Simulations reveal that there is no size dependence to the ductility of the sys-

tem, results that are consistent with the findings of Modi et al. [110]. Simulation results also show

that the cementite yield stress has the opposite trend of that of the ferrite; increasing the ferrite

volume ratio results in lower yield. This is still consistent with Equation 6.5, as the constraints

would produce opposite stress states in the ferrite and cementite. The cementite is found to slip

within the [111](101̄)θ system, which has a Schmid factor of 0.393. The (101̄)θ plane in the ce-

mentite is found to vary from the (110)α plane in the ferrite by less than 3◦, explaining why the

[111](101̄)θ slip was activated despite there being other slip systems in the cementite with slightly

higher Schmid factors. Once slip occurs in the cementite, the system is seen to fail in short order

through the process of delamination at the ferrite-cementite interface.

In compressive longitudinal loading, as the volume ratio of ferrite is increased, the compres-

sive yield stress increases and the flow stress decreases. While it may seem counterintuitive that

the same trends occur in both tension and compression, this is consistent with interface compat-

ibility. As the sign of the applied stress is changed, so will the sign of the constraint stresses.

As a result, in absolute terms, the interfacial constraints will affect the mechanical response the

same in both tension and compression. There are differences in the activated slip systems between

tension and compression that warrant further discussion however. The most notable is difference

in the activated ferrite slip system, as in compression it is the a
2
[111̄](112)α system that contains

the dislocations. This slip systems has a Schmid factor of 0.314, which is significantly lower than

the 0.408 Schmid factor of the a
2
[1̄11](011̄)α activated in tensile loading. This is also inconsistent

with all other loadings considered for the Bagaryatskii OR, in which it was the highest Schmid

factor slip system that was activated. It can, however, be observed that the [111̄](011)θ slip system
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Figure 6.9: Predicted yield stress in tension
(red) and compression (blue) under [001]θ load-
ing for various volume ratios and associated
fit of Equation 6.5. Higher compressive yield
strength can be observed due to the compressive
strength of cementite, a ceramic. Error in values
is smaller than data markers.

Figure 6.10: Ductility between ferrite and ce-
mentite yield in [001]θ tensile straining as a func-
tion of volume ratio and associated fit to Equa-
tion 6.6. Error bars represent strain from ferrite
yield to failure.

is activated at roughly the same strain as the ferrite slip system, and this cementite slip systems

has a Schmid factor of 0.427, which is the largest among the relevant slip system for this loading.

The concurrent yield of the two lamella, in conjunction with the alignment of these slip planes

(Fig. 6.6), allows for a slip system to activate within the ferrite that would not otherwise be ob-

served. Once the cementite yields in compressive loading, the system continues to flow plastically

as the applied strain direction prevents the delamination observed in tensile loading.

6.2 Near Bagaryatskii Orientation Relationship
For nearly all loading of all ORs, the same behavioral trends seen in the Bagaryatskii are

observed. In transverse loading, ferrite is seen to yield first, then the cementite, followed by a

constant plastic flow in both materials, with the net response of the system being well defined

through composite theory. In longitudinal loading, the plasticity events occur in the same order,

with volume ratio playing a significant factor with regards to the yield and flow stresses. Due to

these behavioral similarities, the following sections will focus on fully characterizing the system,

including slip systems and flow stresses, before moving on to a discussion on how factors such
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as orientation, dislocation structure, and interface energetics affect the mechanical response of the

system. Also to reiterate, for the sake of simplicity, the loading state will be defined relative to the

cementite unit cell.

Figure 6.11: Stress-strain response of the Near Bagaryatskii structure in compression (blue) and tension
(red) for deformation in the a) [100]θ direction, b) [010]θ direction, c) [001]θ direction for a 7:1 ferrite to
cementite ratio with cementite lamella thickness of 4 nm.

From initial observation of Figure 6.11, it can be seen that despite only varying from the

Bagaratskii by a few degrees, there are differences in the mechanical response for several of the

loading states of the Near Bagaryatskii. In compression, these difference are minor (Fig. 6.12), as

the Near Bagaryatskii is observed to have nearly identical elastic moduli and very similar yield and

flow stresses to its parent OR. When the resolved shear stresses are considered (Table 6.5), the dif-

ferences in yield and flow stresses between the two ORs is reduced further. In [100]θ compressive

loading for example, the resolved shear stress at yield are 7.31 GPa and 9.40 GPa for the ferrite and

cementite, respectively, in the Near Bagaryatskii, while the associated values in the Bagaryatskii

are 7.50 GPa and 10.54 GPa. Similarly, the ferrite and cementite flow resolved shear stresses for

the Near Bagaryatskii are 4.36 GPa and 6.18 GPa in the Near Bagaryatskii and 4.80 GPa and 5.71

GPa in the Bagaryatskii. The slight differences between the two ORs for both yield and flow is

likely a result of the different dislocation structure at the interface, which will result in different

localized stress states as well as slightly alter the way in which the interface acts as a barrier to

plastic flow within the whole system. As would be expected for two ORs that have such similar
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Table 6.5: Slip systems and the resolved shear stresses (GPa) for yield (τRSSy ) and plastic flow (τRSSf ) in
ferrite and cementite for various transverse loading states of the Near Bagaryatskii OR. Values in parenthesis
represent the Schmid factor for for the slip system.

[100]θ [010]θ
Tension Compression Tension Compression

Slip
System

Ferrite [111̄](101) (0.368) [1̄11̄](1̄01) (0.368) [111̄](112) (0.314) [111̄](112) (0.314)
Cementite [3̄11](103) (0.369) [1̄11](110) (0.359) [111̄](011) (0.359) [111̄](1̄10) (0.359)

τRSSy
Ferrite 6.64 7.31 14.22 9.74

Cementite 5.84 9.40 14.31 11.25

τRSSf
Ferrite 4.40 4.36 3.73 3.24

Cementite 4.86 6.18 9.17 4.82

responses, the slip systems of each of these compressive loading state in both the Bagaryatskii and

the Near Bagaryatskii are the same.

Figure 6.12: Stress-strain comparison between the Bagaryatskii and Near Bagaryatskii ORs during com-
pression in the a) [100]θ direction and b) [010]θ direction for a 7:1 ferrite to cementite volume ratio. Response
is seen to be similar due to the activation of the same slip systems in both ORs.

For tensile straining, the differences between the Near Bagaryatskii and its parent OR are more

pronounced (Fig. 6.13). The elastic responses are still roughly the same, which is to be expected

due to the similar orientations, but for both the [100]θ and [010]θ there are variations once plas-

ticity occurs. These observed differences in yield and flow can be shown to be a function of the

alignment of slip planes between the ferrite and cementite. In [100]θ tensile loading of the Near

Bagaryatskii, the ferrite yields first with slip occurring on the a
2
[111̄](101)α slip system, as it does

in the Bagaryatskii. When the cementite yields however, the slip occurs in the 0.15[3̄11](103)θ slip

system, while the a
2
[1̄11̄](110)α secondary slip system is activated simultaneously in the ferrite.
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Figure 6.13: Stress-strain comparison between the Bagaryatskii and Near Bagaryatskii ORs during tension
in the a) [100]θ direction and b) [010]θ direction for a 7:1 ferrite to cementite volume ratio. Variation between
the two ORs is due to the altering of alignment between the slip systems in the ferrite and cementite.

These two slip planes are perfectly aligned, as they are part of the defined symmetries of the two

crystal within the Near Bagaryatskii OR. The alignment of 0.15[3̄11](103)θ and the a
2
[1̄11̄](110)α

further aids in the activation of the slip system in cementite, which is why the system does not

activate in the Bagaryatskii where the two are not perfectly aligned. While the slight differences

in orientation between the Bagaryatskii and Near Bagaryatskii result in slip plane alignments in

the two crystals that activates in the Near Bagaryatskii during [100]θ loading, it also results in a

rotation away from the aligned slip planes that activated during the [010]θ tensile loading of the

Bagaryatskii, the [111̄](112)α and [111̄](011)θ. These are still the activated slip systems in the Near

Bagaryatskii, however due to the lack of alignment, the critical resolved shear stress for each of

them is higher than in the Bagaryatskii. Once yield occurs, the flow stresses of the two ORs are

found to be very similar, which is to be expected since the same slip systems were activated. How-

ever the Near Bagaryatskii does flow at a slightly higher stress as the cementite can no longer flow

at the same stress as the ferrite since the planes are no longer aligned. This raises the the net flow

stress of the system, a volume average of the two components, since the cementite has a higher

flow stress than the ferrite.

Perhaps the most glaring difference between the Bagaryatskii and Near Bagaryatskii is the lack

of a ductile phase during the tensile, longitudinal loading of the Near Bagayatskii. During the

ductile phase, it is necessary for the cementite to allow stress to flow between lamella. This is seen
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a) b)

Cementite

Ferrite

Figure 6.14: a) Alignment of the (110)α and (101)θ in the Bagaryatskii OR that allows plastic flow during
longitudinal loading. b) Delamination caused by lack of alignment of the slip planes in the Near Bagary-
atskii.

to be the case in the Bagaryatskii, where the (110)α on which the ferrite is slipping aligns nearly

perfectly with the (101)θ (Fig. 6.14a). However in the Near Bagaryatskii, the rotation of ferrite

means that these planes no longer align. As a result, the ferrite slip plane forms at a very low

angle to the interface, resulting in a shear on the interface plane. As a result, the system simply

fails through delamination as opposed to ductile flow. While the same lack of alignment holds

true for in compression, the strain state prevents delamination, and therefore the system plastically

flows. The yield and flow stresses are still found to be a function of the volume ratio, as seen in

Figure 6.15, with the fitting parameters given in Table 6.6.

Figure 6.15: Yield and flow stress as a function of volume ratio for longitudinal loading of the Near Bagary-
atskii OR.
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Table 6.6: Calculated constants for the volume ratio dependent flow stress and yield stress (Eqs. 6.4 and 6.5)
of the Near Bagaryatskii OR during longitudinal loading. As there is no plastic flow in tensile loading, the
system fails rapidly after the initial ferrite yielding, only the compressive flow stress terms are given. Values
were determined using a least squares fit of simulation data.

σ0,t σ0,c K0,t K0,c σ1,c K1,c

19.74 GPa 16.41 GPa -1.47 GPa 6.56 GPa 11.35 GPa 5.64 GPa

6.3 Pitsch-Petch and Near Pitsch-Petch Orientation Relation-

ships

Figure 6.16: Stress-strain response of the Pitsch-Petch OR in compression (blue) and tension (red) for
deformation in the a) [100]θ direction, b) [010]θ direction, c) (001)θ direction for a 7:1 ferrite to cementite
ratio with cementite lamella thickness of 4 nm.

From Figures 6.16 and 6.17, it can be observed that the Pitsch-Petch and Near Pitsch-Petch have

nearly identical mechanical response, as for a given loading the same slip systems are activated in

each OR, and the yield and flow stress values are found to vary by less than 5%. Therefore all

values for yield and flow stress presented in this section will be with regards to the Pitsch-Petch

OR, however there will be discussion on why the Near Pitsch-Petch behaves so similarly to its

parent OR. It is notable though that the structure of the interfaces for these ORs are not the same,

suggesting that interfacial structure may be of limited importance to mechanical response.

The ferrite slip systems for all transverse loadings of the Pitsch-Petch were found to lie on

the {110}α family of planes, with most having Schmid factors greater than 0.44 (Table 6.7). The

one exception to this is the tensile [100]θ loading, for which the Schmid factor of the activated

ferrite slip system is 0.377. The activation of this lower Schmid factor slip system is result of
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Figure 6.17: Stress-strain response of the Near Pitsch-Petch OR in compression (blue) and tension (red) for
deformation in the a) [100]θ direction, b) [010]θ direction, c) (001)θ direction for a 7:1 ferrite to cementite
ratio with cementite lamella thickness of 4 nm.

Table 6.7: Slip systems and the resolved shear stresses (GPa) for yield (τRSSy ) and plastic flow (τRSSf )
in ferrite and cementite for various transverse loading states of the Pitsch-Petch OR. Values in parenthesis
represent the Schmid factor for for the slip system.

[100]θ [010]θ
Tension Compression Tension Compression

Slip
System

Ferrite [11̄1](110) (0.377) [111̄](11̄0) (0.458) [111](101̄) (0.441) [111̄](011) (0.457)
Cementite [3̄11](103) (0.369) [111](1̄01) (0.393) [111](1̄10) (0.359) [111̄](011) (0.359)

τRSSy
Ferrite 5.72 11.05 6.20 9.88

Cementite 8.17 9.04 7.15 9.02

τRSSf
Ferrite 2.34 2.87 3.82 2.80

Cementite 5.78 7.38 5.77 7.81

the alignment of the (110)α and (103)θ planes, which are the same slip system that activated for

this loading in the Near Bagaryatskii OR. It is notable that this system for Pitsch-Petch, Near

Pitsch-Petch, and Near Bagaryatskii, only activates in tensile straining, suggesting that the critical

resolved shear stress for this slip system is lower in tension. Plasticity in the cementite is found

to occur on slip systems that align well with those that were activated in the ferrite, as has been

observed in the other ORs. For longitudinal loading, in both compression and tension, [111̄](112)α

dislocation are found to form in the ferrite, which has a Schmid factor of 0.424, while cementite

deformation occurs on the [111](011̄)θ slip system, with a Schmid factor of 0.427. The mechanical

response is found to have the volume ratio dependence (Fig. 6.18) seen in the Bagaryatskii and

Near Bagarystkii. The fitting parameters of the curves can be found in Table 6.9.

An interesting observation is the near identical response of the Pitsch-Petch and its associated

near OR, while the Bagaryatskii and its near OR are found to have notable differences. This
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Figure 6.18: Yield and flow stress as a function of volume ratio for compressive and tensile longitudinal
loading of the Pitsch-Petch OR.

Table 6.8: Schmid factors for the Near Pitsch-Petch OR under transverse loading. For all loading states, the
same slip systems are activated in the Near Pitsch-Petch and the Pitsch-Petch ORs (Table 6.7).

[100]θ [010]θ
Tension Compression Tension Compression
0.383 0.468 0.445 0.445

discrepancy likely arises from the axis about which the system is rotated to create the Near OR.

For the Near Bagaryatskii the rotation is about the [111]α, and as such there are multiple {110}

and {112} planes that undergo the full magnitude of this rotation, thus having a larger impact on

the Schmid factor. In the Near Pitsch-Pitsch, the rotation is first about the [521]α axis, and then

about the [1̄31̄]α direction. Both of these rotations are more modest than the one performed in

the Bagaryatskii. In addition, none of the slip planes that are activated during the straining of

the Pitsch-Petch ORs contain these vectors, and as such the magnitude of the rotation is reduced.

The limited effect of this rotation can be shown with the Schmid factors of the Near Pitsch-Petch

(Table 6.8), which are seen to closely correspond to the Schmid factors of the Pitsch-Petch.

Table 6.9: Calculated constants for the volume ratio dependent flow stress and yield stress (Eqs. 6.4 and 6.5)
of the Pitsch-Petch OR during longitudinal loading. Values were determined using a least squares fit of
simulation data.

σ0,t σ0,c K0,t K0,c σ1,t σ1,c K1,t K1,c

14.13 GPa 21.58 GPa -2.62 GPa -1.66 GPa 10.14 GPa 7.43 GPa 2.75 GPa 5.54 GPa
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6.4 Isaichev Orientation Relationship

Figure 6.19: Stress-strain response of the Isaichev in compression (blue) and tension (red) for deformation
in the a) [1̄01]θ direction, b) [010]θ direction, c) [101]θ direction for a 7:1 ferrite to cementite ratio with
cementite lamella thickness of 4 nm.

While the Bagaryatskii, the Pitsch-Petch, and their associated near ORs all have the same

orientation of the cementite relative to the interface plane, the Isaichev differs from these ORs, as

the [1̄01]θ direction lies in its interface plane as opposed to the [100]θ. While this limits the ability

to discern trends within the pearlite system from the Isaichev mechanical response, it does give

the opportunity to better understand other potential slip planes within the cementite as many of

the {110}θ family of slip planes that have been observed in the other ORs will result in a Schmid

factor of zero. As is the case for all the other ORs, in transverse loading the ferrite yields first.

The orientation of the ferrite relative to the loading in the Isaichev OR is identical to that of the

Bagaryatskii OR, and as such, the transverse slip systems within the ferrite are identical for the

two. There are variations in the activated slip systems of the cementite though (Table 6.10). The

[210](1̄21) system can be observed for loading in the [010]θ direction, while the {100} family of

slip planes are seen to be activated for [1̄01]θ loading. As has been the case for all ORs, these slip

planes are found to have high Schmid factors and align with slip planes in the ferrite.

One of the more interesting response mechanisms is that of the tensile, longitudinal loading.

The cementite in these simulations had still not failed at 40% strain. This is due to the alignment

of the [100](001) slip plane in the cementite with the [1̄11](011̄) in the ferrite (Fig. 6.20). As

other ORs have been found to have aligned slip planes activated during longitudinal loading, the

112



Table 6.10: Slip systems and the resolved shear stresses (GPa) for yield (τRSSy ) and plastic flow (τRSSf ) in
ferrite and cementite for various transverse loading states of the Isaichev OR. Values in parenthesis represent
the Schmid factor for for the slip system.

[1̄01]θ [010]θ
Tension Compression Tension Compression

Slip
System

Ferrite [1̄11̄](110) (0.408) [1̄11](011̄) (0.408) [111̄](112) (0.314) [111̄](112) (0.314)
Cementite [100](001) (0.468) [001](100) (0.468) [210](1̄21) (0.403) [210](1̄21) (0.403)

τRSSy
Ferrite 9.71 7.34 7.82 12.49

Cementite 8.15 10.33 8.51 23.85

τRSSf
Ferrite 4.02 5.29 3.07 3.82

Cementite 9.00 7.58 4.56 5.74

inference here would be that the [100](001) is particularly adept plastically flowing without failure.

This slip system is also interesting in that in compression the ferrite and cementite yield at the same

time, at a stress of≈15 GPa. As a result, the interface compatibility no longer causes a volume ratio

dependent response, as this constraint was a result of the plastically deforming ferrite expanding

or contracting more than the elastically deforming cementite. The flow stress is also seen to be

independent of the volume ratio, with a value of≈13 GPa for all ferrite to cementite ratios. This is

unique to the compressive response, as in tension the ferrite yields first and the same volume ratio

dependence as seen in the other ORs is observed (Fig. 6.21 and Table 6.11).

Figure 6.20: Alignment between the [100](001)θ slip plane in the cementite (left) with the [1̄11](011̄)α in
the ferrite (right), allowing stress to flow between lamella.
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Figure 6.21: Yield and flow stress as a function of volume ratio for longitudinal loading of the Isaichev OR.

Table 6.11: Calculated constants for the volume ratio dependent flow stress and yield stress (Eqs. 6.4
and 6.5) of the Isaichev OR during tensile longitudinal loading. Values were determined using a least
squares fit of simulation data.

σ0,t K0,t σ1,t K1,t

18.50 GPa -2.71 GPa 7.30 GPa 4.06 GPa

6.5 Comparison of the Orientation Relationships
For all ORs, the activated slip systems in both the ferrite and cementite was generally found

to be the one which had the largest Schmid factor. In the cases, where lower Schmid factor slip

systems were activated, this was found to be the result of closely aligned slip planes in the ferrite

and cementite. As both the Schmid factor and the alignment of slip planes are determined by

the relative orientation of the crystals, it would appear that it is in fact the orientation that is the

dominant factor in determining mechanical response. Furthermore, the elastic response in all cases

was well defined using composite theory in conjunction with the appropriate elastic modulus for the

orientation of the crystal. There are however other considerations that should also be accounted for.

One of these is the effect of interfacial chemistry on mechanical response, which can also give some

insight into the effect of interfacial energy on the response, as the various chemistries within an OR

will have identical orientation and interface structure. Thus by comparing the mechanical response

of the chemistries, some insight can be gained into the role of interfacial energy on mechanical

response. This is relevant as it has been proposed in this work that the reason the Pitsch-Petch and
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near Pitsch-Petch had near identical responses while the Bagaryatskii and near Bagaryatskii had

more variation was related to slip plane alignment. However, it is also possible energetic played a

role, as the difference in interfacial energy between the former set is 0.01 J/m2, while for the latter it

is 0.12 J/m2. Thus simulations were performed, at a 7:1 ferrite to cementite ratio, for all chemistries

of each OR. Figure 6.22 shows mechanical testing performed on the three chemistries of the Pitsch-

Petch, which has a range of interfacial energy between its lowest and highest energy chemistries

of 0.20 J/m2, more than the variation between the Bagaryatskii and the Near Bagaryatskii. It

can clearly be observed that there is only minimal variation between the chemistries. The only

differences in response, are with regards to yield stress, which would to be expected to have some

variation with changes in chemistry, as the different interfacial energies are likely to be at least

partially a result of different localized stress states at the interface.

Figure 6.22: Stress strain response of the three interfacial chemistries of the Pitsch-Petch OR.

It therefore appears that alignment of slip system is the dominant consideration when consid-

ering the mechanical response. Most of the individual events that occur during these simulations

is fairly well defined. Plasticity begins in the ferrite, generally with the formation of 〈111〉{110}

dislocations that form on slip systems with high Schmidt factors, although some slip systems do

form on {112} planes. Plasticity in the cementite is preferred on the {100} and {110} planes,

unless a ferrite slip plane aligns well with a different plane in the cementite, and again, it does so

on planes with high Schmid factors. Transverse loading are well explained through volume aver-
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aged behavior of the two lamella, while longitudinal loading requires the consideration of interface

compatibility.

6.6 Summary
Atomistic simulations are used to characterize and quantify the mechanical response of the

various proposed ORs of pearlite. Simulations reveal that the interface and volume ratios of ferrite

and cementite play a significant role in this response. Flow stresses within both the ferrite and

cementite are observed to be constant regardless of size, with the ferrite flow stress consistent with

bulk values, while the cementite flow stress is noticeably higher than the bulk values. The strains

at which plasticity begins in both the ferrite and cementite also remain constant, meaning that the

ductility of the system is the same regardless of size or volume ratio, consistent with the results of

Modi et al. Using the tabulated values for elastic modulus, yield stress, flow stress, and ductility,

it is now possible to interpolate mechanical response in the transverse direction over a large range

of volume ratios.

The mechanical response in the longitudinal direction was found to be slightly more compli-

cated. As ferrite was observed to plastically deform first, the compatibility of the interface was

found to play a major role in the yield stress, flow stress, and ductility of the system. Relations

were developed for these values for both tensile and compressive loading, again allowing for the

interpolation of these values over a range of volume ratios. For specific volume ratios, strength

and ductility were found to be size independent, again consistent with the findings of Modi et al.

Ferrite was observed to play the dominant role in plastic flow. In tension, the system flows at the

constrained ferrite value and then rapidly fails once cementite begins to nucleate dislocations. In

compression, the system simply flows at the constrained ferrite flow stress. Both of these obser-

vations are consistent with metal-ceramic laminates, which are known to have high strength in

compression but are brittle in tension.

The development of these models will allow for the potential tuning of size and volume ratio

to desired mechanical properties. One example would be the ability to balance strength, which
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increases with ferrite volume ratio, with a more continuous plastic response, which occurs as the

ferrite volume ratio decreases. Additionally, the ability of aligned slip systems to increase the duc-

tility of the system could allow for the ability to use materials of specific orientation relationships

based on the deformation state that they will undergo.
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Chapter 7

Future Work

While this work has sought to provide a thorough study of the ferrite-cementite and austenite-

cementite interfaces there is still a significant amount of work that could still be conducted in this

field. Several potential avenues of research will be summarized in this section.

Pearlite Habit Planes

The results of the atomistic analysis of the mechanical response of pearlite highlighted the

importance of aligning favorable slip planes within the ferrite and cementite. It therefore could

prove fruitful to analyze alternative habit planes for commonly reported ORs found in literature

that better align these slip planes. Furthermore, as the technology to create pearlite artificially,

such as through nitrocarburizing, is improved, it may become possible to create alternative ORs

that also align the slip planes. One possible approach to search out these alternative habit planes

and ORs is that of Zhang et al. [29, 30], which was used to determine potential habit planes for

the Pitsch and Thompson-Howell ORs in austenite. As this approach requires the consideration of

the reciprocal space structure of both the ferrite and the cementite, it would first be necessary to

generate these structures. This could be done through the already implemented virtual diffraction

package within LAMMPS [181]. By combining these generated structures with the metric created

by Zhang, it would be possible to create scripts that could scan for favorable habit planes and ORs,

on which energetic and mechanical simulations could then be run.

Surface Energies

While this work sought to characterize the energetics of the interface that forms between the

ferrite and cementite lamella in pure pearlite, this will not be the only interface for many pearlite

colonies. Since pearlite is a line compound, any surplus or deficiency of carbon will result in the

formation of pearlite in a matrix of ferrite or cementite. As such, in addition to the interfaces

analyzed in this work, there will also be interfaces between cementite and ferrite on the “sides" of
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the lamella. These additional interfaces will further influence the energetics of the system, and may

influence which OR is most likely to form. The construction of these simulations is far from trivial

as these additional interfaces will form on all sides of the lamella and therefore cannot be simulated

by a single habit plane. One possible approach is to create a “coin" of cementite in a ferrite matrix,

or vice versa, and after relaxation analyze the resultant shape and energetics. The consideration

of these additional interfaces is also likely important to the austenite-cementite interface, as the

stepped structure results in a second interface plane between the two crystals. The analysis of

these interfaces is however more straightforward, as the habit plane should be perpendicular to the

favorable austenite-cementite planes determined in this work.

Austenite Mechanical Testing

With a methodology and framework developed to run mechanical testing simulations on the

pearlite, this same approach could be adapted rather quickly to austenite with the hope that the

manner in which the austenite-cementite system fails under various loading states can be better

understood. It seems likely that the alignment of favorable slip systems within the two lamella

will allow for better ductility, as is the case for the ferrite-cementite system. Defining these slip

systems, as well creating constitutive laws to define the response, could allow for better models for

the failure of austenitic steels.

Multi-scale Modeling

Part of the impetus for implementing the continuum method used in this work was to create

models for the pearlite system that have at a lower computational cost than atomistics. When

creating larger-scale models, such as those for grain growth, it is not plausible to atomistically

analyze all relative orientations that might occur. As such, existing mesoscale models often use

bulk properties when considering values such as interfacial energies. By developing these contin-

uum models, it may be possible to create relations that are computationally efficient enough to be

implemented into the mesoscale models. This would allow for the consideration of microstructural

properties that are often times not considered. The same is true for the developed constitutive rela-
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tions in relation to processing models. While these continuum models are undeniably less precise

than atomistics, there lower cost allows t them to be used in ways that are oftentimes more relevant

to both industry and the military. .

Shock Response

An area of particular interest for steel is how it responds to impact shock, as there are obvious

industry and military applications to this topic. The methodology simulation shock is well estab-

lished in LAMMPS, and as such the various ORs could be subjected to shock, and determination

made on the influence of orientation, interface structure, and energetics on the response.
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