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ABSTRACT

COMPOSITION OF FINE PARTICLES IN CARLSBAD CAVERNS NATIONAL PARK AND

IMPLICATIONS FOR SOURCES AND VISIBILITY IMPACTS

The Carlsbad Caverns Air Quality Study (CarCavAQS) was designed to examine the influ-

ence of regional sources, including urban emissions, increased oil and gas development, wildfires

and other biogenic sources, and soil dust on the park, including impacts on fine particle haze,

ozone, and nitrogen deposition. Field measurements of aerosols, trace gases, and deposition were

conducted from 25 July through 5 September 2019. Here the focus is on observations of the com-

position and concentration of fine particles and key trace gas precursors to understand important

contributing species, their sources, and associated impacts on haze. Measurements focused on

fine particulate matter (PM2.5) including mass, major ions, water soluble organic carbon (WSOC),

and black carbon (BC) from various high time-resolution instruments as well as an Interagency

Monitoring of Protected Visual Environments (IMPROVE) sampler. Supplemental measurements

included denuder-filter pack sampling for inorganic gases (HNO3 and NH3) and a Picarro cavity

ring down spectrometer for methane (CH4). High-time resolution (6-minute) PM2.5 mass ranged

up to 31.8 µg m−3, with an average of 7.67 µg m−3. The main inorganic ion contributions were

sulfate (avg 1.3 µg m−3), ammonium (avg 0.30 µg m−3), calcium (Ca2+) (avg 0.22 µg m−3), nitrate

(avg 0.16 µg m−3), and sodium (avg 0.057 µg m−3). The WSOC average concentration was 1.2 µg

C m−3. Inorganic ion concentrations had significant, sharp spikes in Ca2+, consistent with local

dust generation and transport. Ion balance analysis suggests one period of acidic aerosol, the im-

portance of ammonium and calcium in neutralizing sulfate, and significant reactions of nitric acid

with sea salt and soil dust. The sums of PILS ion and WSOC concentrations, the latter multiplied

by a factor of 1.8 to account for elements other than carbon, were not enough to reach mass closure

with the TEOM PM2.5 mass concentrations, suggesting that insoluble species are also an important
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component of the aerosol at CAVE. IMPROVE sampler data, including insoluble species had good

agreement between total PM2.5 mass and speciated PM2.5 aerosol mass. Sulfate is the major con-

tributor to modeled light extinction in the 24-hour IMPROVE data set. Higher time resolution data

had periods of significant light extinction from black carbon as well as sulfate, with a maximum

1-hour extinction value of 90 Mm−1. Analysis of transport patterns indicated clear enrichment

of sulfate, BC, and CH4 during periods when transport came from the southeast, the direction of

greatest abundance of oil and natural gas development. Air masses transported from the northeast,

a region of high agricultural activity, were enriched in ammonia.

iii



ACKNOWLEDGEMENTS

First I would like to thank my advisor, Jeff Collett, for the support and guidance throughout this

process. I would like to thank Kathine B. Benedict, Emily V. Fischer and Shantanu Jathar for their

willingness to serve on my committee. Thank you also to members of the Collett group, present

and past. A special thank you to Katherine B. Benedict (now at Los Alamos National Laboratory)

for her willingness to talk through concepts, provide feedback, and continued support. I would like

to thank the officials at Carlsbad Caverns National Park for providing study access and logistical

support, and my collaborators on this project: Amy P. Sullivan, Katherine B. Benedict, Anthony

J. Prenni, Barkley Sive, Bret A. Schichtel, Emily V. Fischer, Ilana Pollack, and Jeffrey L. Collett.

Thanks to Amy P. Sullivan and Katherine B. Benedict for their leadership of TEOM, URG, PILS-

IC, PILS-WSOC, Picarro, and Aethalometer measurements. Thanks to Emily V. Fischer and Ilana

Pollack for leadership of NOx measurements. Finally, thanks to Jeffrey Collett for his leadership

as P.I. of this project. I would also like to thank the National Park Service or funding this project

under Agreement Number P20AC00679 with Colorado State University. Finally I would like to

thank my partner, Chloe Boehm, and dog, Astrid, for their support throughout this project and for

convincing me to leave the lab and get outside everyday.

iv



TABLE OF CONTENTS

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Oil and Natural Gas Production impacts on Air Quality . . . . . . . . . . . 1

1.2 Aerosol Formation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Haze and Visibility in Protected Areas . . . . . . . . . . . . . . . . . . . . 10

1.4 Carlsbad Caverns National Park . . . . . . . . . . . . . . . . . . . . . . . 14

Chapter 2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1 Site Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 PILS IC/WSOC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.4 URG annular denuder and filter pack samplers . . . . . . . . . . . . . . . 20

2.5 IMPROVE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.6 Aethalometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.7 Picarro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.8 TEOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.9 NOxy Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.10 IMPROVE Haze Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.11 HYSPLIT Residence Time Analysis . . . . . . . . . . . . . . . . . . . . . 25

Chapter 3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1 Aerosol Composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 Mass Closure and Visibility Impacts . . . . . . . . . . . . . . . . . . . . . 39

3.3 HYSPLIT Residence Time Analysis . . . . . . . . . . . . . . . . . . . . . 49

Chapter 4 Summary and Future Research Directions . . . . . . . . . . . . . . . . . . . 51

4.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.2 Future Research Directions . . . . . . . . . . . . . . . . . . . . . . . . . 52

Appendix A USDA Census of Agriculture . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Appendix B Instrument Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

v



LIST OF TABLES

2.1 Table of Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.1 Table of IMPROVE Soil Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 46

vi



LIST OF FIGURES

1.1 U.S. dry natural gas production from 2000 to 2050. Taken from the U.S. Energy

Information Administration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Active oil and natural gas wells near Carlsbad Caverns National Park (CAVE) [HIFLD,

2019]. The color bar gives the number of active O/G wells in the given grid cell. The

grid cell resolution is 0.1 degree by 0.1 degree and all cells with 500 or more active

wells are shown with the same color. National Park boundaries are shown in green.

Larger cities in the surrounding area are marked with black dots and labeled. The

monitoring site in CAVE is shown as a yellow star. Coal-fired power plants are marked

with a yellow plus sign [U.S. EIA, 2022a]. . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1 Instrument inlets are shown above the CAVE Biology Office. Instruments sample from

approximately 6 meters above ground level. . . . . . . . . . . . . . . . . . . . . . . . 17

2.2 (a.) The experimental set-up for URG annular denuder/filter pack sampling is shown.

Locations of the URG pump box, dry gas meter, and case which the sampling train is

kept in are labeled. (b.) A sample train diagram, modified from the diagram in [Yu et

al., 2005] is shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.1 Timeseries of major PM2.5 species and methane measured at the monitoring site. (a.)

BC measured by the Aethalometer at 880 nm, WSOC measured by the PILS-TOC, and

PM2.5 measured by the TEOM. Note that there is a gap in the PILS-IC and PILS-TOC

data at the beginning of the study period associated with a power outage . The BC and

WSOC are plotted at a time-resolution of 2-minutes. TEOM total PM2.5 is plotted at

an hourly resolution. (b.) The five PILS-IC species with the largest contributions to

total PM2.5 are plotted at 30-minute time-resolution. (c.) CH4 measured by the Picarro

at 15-second time-resolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 URG annular denuder/filter pack sampling shows the particle/gas phase partitioning of

(a.) NH3 and NH+

4 , (b.) HNO3 and NO−

3 , and (c.) SO2 and SO2−

4 . Particle species are

shown in orange, and gas species are shown in blue. There is one day of missing data,

2019-08-04, due to a denuder extraction error. . . . . . . . . . . . . . . . . . . . . . . 30

3.3 PILS-IC species ammonium, sulfate, nitrate, and sodium are shown as nano equiva-

lents per meter squared (nequiv. m−3). (a.) Sulfate is shown in red and ammonium

in green, (b.) shows nitrate in blue and sodium in purple, and (c.) shows calcium in

orange and the sum of sulfate and nitrate in grey. . . . . . . . . . . . . . . . . . . . . 31

3.4 Fine particle sulfate is plotted against ammonium, both given in nequiv. m−3. The

dotted grey line shows a slope of one. A simple linear regression was fitted to the

purple data points and yielded a slope of 1.41 and R2 of 0.66. The best fit line was

forced through the origin and is shown in black. . . . . . . . . . . . . . . . . . . . . . 32

3.5 Fine particle SO2−

4 and nitrate are both plotted against ammonium in nequiv. m−3.

Each has an ordinary least squares linear regression plotted in black. The correspond-

ing slope and R2 values are next to the fits. . . . . . . . . . . . . . . . . . . . . . . . . 33

vii



3.6 Fine particle nitrate is plotted against sodium, both given in nequiv. m−3. The dotted

grey line shows a slope of one. A simple linear regression was fitted to the purple data

points and yielded a slope of 1.37 and R2 of 0.63. The best fit line was forced through

the origin and is shown in black. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.7 Fine particle chloride is plotted against sodium, both given in nequiv. m−3. The dotted

grey line shows the expected ratio of chloride to sodium from sea water (1.164). A

simple linear regression was fitted to the concentration data points and yielded a slope

of 0.22 and R2 of 0.55. The best fit line was forced through the origin and is shown in

black. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.8 The ratio of anion and cation species measured by the PILS-IC is plotted in equiv.

m−3. The dotted grey line shows a ratio of unity. The blue points include ammonium

and sodium for the cations, and the orange points add calcium to the cation species.

The radius of the cation point size changes proportionally with calcium concentration. 38

3.9 48-hour HYSPLIT Back Trajectories are shown for three different transport patterns

during the study. The dates were selected based on aerosol composition. 12 daytime

(08:00-20:00) back trajectories of 48-hour duration are plotted for each date. . . . . . . 39

3.10 Speciated PM2.5 measurements are shown as a sum, with the total PM2.5 measured by

the TEOM shown as a grey line. The sum of all species measured by the PILS-IC is

shown in blue. Organic matter is shown in orange, estimated at 1.8 times the WSOC.

Black carbon is shown in green from the Aethalometer at 880 nm. . . . . . . . . . . . 40

3.11 IMPROVE PM2.5 is plotted against TEOM PM2.5 in µg m−3. The TEOM data set was

resampled to a 24-hour mean and plotted for only the points with an IMPROVE. A

least-squares linear regression shown in black was fitted to the data and forced through

zero measurement. The grey dotted line is the 1:1 line, or y=x. . . . . . . . . . . . . . 41

3.12 IMPROVE mass closure is plotted in the upper panel, as the sum of OM, fine soil,

ammonium sulfate, ammonium nitrate, and elemental carbon. The total PM2.5 by mass

is also shown by the black dots. (b.) The contribution to light extinction from each

species plotted in (a.) as calculated using the second IMPROVE algorithm for light

extinction. Site specific Rayleigh Scattering (10 Mm−1) is included in addition to fine

particle species. NO2 (g) light extinction is calculated using the second IMPROVE

algorithm and a resampled daily mean of the measured NO2. . . . . . . . . . . . . . . 42

3.13 Major PM2.5 species are plotted from the IMPROVE and PILS-IC data sets. PILS-IC

species where resampled to a daily mean and plotted for the days with an IMPROVE

measurement. A least-squares linear regression was fitted to each set of points and

forced through zero measurement. (a.) SO2−

4 is compared between the data sets. IM-

PROVE SO2−

4 was calculated directly from the given (NH4)SO4. (b.) NO−

3 is com-

pared between the data sets. IMPROVE NO−

3 was calculated directly from the given

NH4NO3. (c.) Sodium is compared between the data sets. (d.) Calcium is compared

between the data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.14 IMPROVE OC is plotted against the PILS-WSOC measurement. WSOC was resam-

pled to a daily average and plotted for only the days with IMPROVE measurements

taken. A linear regression was fitted to the data and is shown in black. The slope of

the least-squares linear regression is 1.09 and it has an R2 of 0.64. The grey dashed

line has a slope of 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

viii



3.15 PM2.5 reconstructed light extinction is shown above. The second IMPROVE equation

was applied to our higher time resolution composition data (PILS-IC, PILS-WSOC,

Aethalometer BC and NO2).These values include the Rayleigh background contri-

bution (10 Mm−1). The fractional light extinction contributions, excluding the site

specific Rayleigh scattering, of the different species are shown for three data points

(shown as blue triangles). Extinction peaks highlighting maximum contributions are

represented by points a and c (30 July 2019 09:00 MST and 28 August 2019 12:00

MST). Point b represents a low light extinction period on 18 August 2019 12:00 MST. 48

3.16 Incremental probability distributions are plotted for 7 species measured directly dur-

ing the field campaign: sulfate, ammonium, water-soluble organic carbon, calcium,

nitrate, black carbon, and methane and 1 calculate value: light extinction (bext). The

IPs are based on 24-hour back trajectories and are distance normalized. This is done

by multiplying each grid cell value by the distance from the origin site, shown as a

black dot. The grid cell resolution is 0.25 degrees square. . . . . . . . . . . . . . . . 50

A.1 Total Agricultural Production is shown from the USDA Census of Agriculture in 2017.

Each green dot corresponds to 10 million USD in agricultural production. Data can be

found at: www. nass.usda.gov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

B.1 Corresponding URG and PILS species are plotted at 24-hour time resolution. The

PILS-IC data set was resampled to a daily mean. The dotted grey line has a slope of

one and an intercept of zero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

B.2 Corresponding IMPROVE and PILS species are plotted at 24-hour time resolution.

The dotted grey line has a slope of one and an intercept of zero. . . . . . . . . . . . . . 56

ix



Chapter 1

Introduction

1.1 Oil and Natural Gas Production impacts on Air Quality

Air quality concerns are well established in relation to oil and natural gas (O/G) development.

Most studiess focus on gas phase pollutants, and the formation of ground level ozone. This work

will focus on fine particulate matter, in a region close to heavy O/G development. To contextualize

the air quality concerns about O/G development, it is important to understand the recent increases

in O/G production, changes in extraction processes, related pollutants, and breadth of previous

research.

O/G production increases in the United States are being driven by the extraction of previously

inaccessible resources [U.S. EIA, 2021a]. This is largely due to the development of unconventional

oil and natural gas extraction techniques, including horizontal drilling and hydraulic fracturing.

Unconventional O/G extract processes have led to a large increase in production from shale and

tight oil and gas resources since 2000 [Brown et al., 2015]. Conventional vertical drilling can only

cover a small surface area and targets O/G regions where the extracted products flow freely from

the rock. Horizontal drilling allows one well pad to extract O/G from a much wider area where

O/G is tightly bound in the underlying rock formation [U.S. EPA, 1999]. These tightly bound

formations, shale, tight sands, and coal beds, require the rock to be broken apart by hydraulic

fracturing to collect the O/G products [Olaguer, 2017]. After initiation of subsurface cracks in

regions of hydrocarbon deposits, hydraulic fracturing (fracking) injects a pressurized combination

of materials (water, proppant, and chemical additives) into the bed rock to enlarge and propagate

those fissures to better release O/G from its tightly bound state. The fluids then flow back out

of the fractures, leaving behind the proppant: sand suspended in the fluid to keep fractures open

[Burden et al., 2015]. Shale gas resources can be found in almost 30 states across the U.S. [U.S.

EIA, 2021a].
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Tight oil production is driving the U.S. oil production growth. The two main source regions are

the Bakken play in the Northern Great Plains and the Wolfcamp play in the Permian Basin, located

in west Texas and south-east New Mexico [U.S. EIA, 2021a]. In 2010, U.S. crude oil production

was 5.5 million barrels per day and grew to 12.2 million barrels per day in 2019 [U.S. EIA, 2021b].

Natural gas production in the U.S. has also climbed steeply, going from 19.1 trillion cubic feet in

2000 to 33.7 trillion cubic feet in 2019. The growth in natural gas production across the U.S. since

2000 is clear. Figure 1.1 shows that U.S. natural gas production is predicted to continue increasing

until 2050 and the majority of that production will come from shale and tight gas resources [U.S.

EIA, 2021a]. The U.S. Energy Information Administration, Annual Energy Outlook from 2021

also predicts that crude oil production in the U.S. will continue to rise through 2050.

Figure 1.1: U.S. dry natural gas production from 2000 to 2050. Taken from the U.S. Energy Information

Administration.
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There are air quality concerns associated with unconventional oil and natural gas development

specifically, and O/G more generally. Hydraulic fracturing and development of shale gas well pads

can contaminate water resources near drill sites [Vengosh et al., 2014; Vidic et al., 2013]. Previous

research has also looked extensively at air quality degradation from O/G through emission of toxic

species and other air pollutants that contribute to production of photochemical smog [Field et al.,

2015]. There are six EPA-regulated air pollutants produced as a result of O/G activity: ozone,

particulate matter (PM2.5), carbon monoxide (CO), nitrogen oxides (NOx), sulfur oxide (SOx), and

lead. Measurements in and around O/G development show well documented increased emissions

of methane (CH4), volatile organic compounds (VOCs), and hazardous air pollutants (HAPs) from

O/G development [U.S. EPA, 1999]. Emissions of VOCs and NOx from O/G operations have

received attention due, in part, to their impacts on production of ozone [Brown et al., 2015; Field

et al., 2015; Hecobian et al., 2019; Olaguer, 2012; Prenni et al., 2016; Thompson et al., 2014].

Tropospheric ozone is produced by oxidation of non-methane VOCs (NMVOCs) in the pres-

ence of NOx [Pandis and Seinfeld, 2016]. Ozone production can be limited by NMVOCs or NOx;

O/G activities are a source of both sets of precursors. Tropospheric ozone is a criteria pollutant

under the U.S. EPA and controlled by NAAQS (national ambient air quality standards). Ozone

causes adverse respiratory effects when inhaled and can limit plant growth [Pandis and Seinfeld,

2016]. Regular emissions from O/G extraction have significant impacts on ozone formation in

communities near extraction regions [Olaguer, 2012]. Although the production of ozone is often

considered a summertime phenomenon, due to its dependence on light and temperature, O/G de-

velopments in the Upper Green River basin of Wyoming [Carter and Seinfeld, 2012; Field et al.,

2015; Rappenglück et al., 2014; Schnell et al., 2009] and in the Uintah Basin of Utah [Ahmadov et

al., 2015; Edwards et al., 2014; Oltmans et al., 2014] have been shown to drive wintertime ozone

formation.

Methane emissions have been studied extensively due to the strong efficiency of methane as

a greenhouse gas [Subramanian et al., 2015; Zimmerle et al., 2020]. Several investigators have

also examined VOC emissions, due to impacts on production of ozone [Field et al., 2015; Prenni
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et al., 2016; Thompson et al., 2014]. Methane emissions in particular have been tied to regular

activities in O/G fields and to pervasive leaks and equipment failures [Lyon et al., 2016]. VOC

species such as formaldehyde (HCHO) have been measured at considerable concentrations at O/G

sites. One recent study found HCHO at times exceeding 100 ppb at a pipeline compressor station

in Lake Arlington, Fort Worth (BSEEC study) [Olaguer, 2012]. Highly reactive VOCs (HRVOCs):

ethene, propene, 1,3-butadiene, and butenes have been studied in particular because of their large

impact on production of photochemical smog when emitted [Brown et al., 2015; Field et al., 2015;

Hecobian et al., 2019; Olaguer, 2012; Prenni et al., 2016; Thompson et al., 2014]. These species

have been targeted by a state implementation plan in Texas, in an attempt to reduce the impact

of O/G activities on ozone production [Texas Commission on Environmental Quality]. Colorado

has also promulgated air quality regulations on O/G activities to help limit emission of ozone

precursors. When released in close proximity to NOx emissions from diesel engines (on-road

and stationary) and flaring [Khalek et al., 2015], these species in particular have the potential to

significantly increase ozone formation.

Specific VOC species have also been studied due to the associated increased risks of adverse

health effects. Benzene, toluene, ethylbenzene, m-xylene, o-xylene, and p-xylene (BTEX) species

have been considered for their acute exposure effects: skin and sensory irritation, central nervous

system depression, respiratory problems [Brown et al., 2015] and because they are known carcino-

gens. These species were measured in high concentrations near O/G sites across the U.S. [Brown

et al., 2015; Hecobian et al., 2019; McKenzie et al., 2012]. Recent work has also indicated a con-

nection between elevated BTEX and other VOC species from O/G and an increased risk of cancer

development, especially in communities chronically exposed to O/G emissions [McKenzie et al.,

2012].

The associated emissions from O/G can be short term and variable and as such require a high

measurement frequency. The highest exposures associated with O/G during a recent study in Texas,

occurred during the drilling, flaring, and finishing processes [Brown et al., 2015], while study

4



of O/G VOC emissions in the Piceance and Denver-Julesburg Basins in Colorado were typically

greatest during well flowback [Hecobian et al., 2019].

Flaring is the process by which excess gas production is burned away and has been associated

with significant emissions of NOx, BC, and CH4 during incomplete combustion [Allen et al., 2016;

Böttcher et al., 2021; Conrad and Johnson, 2019; Weyant et al., 2016]. Flaring is an example by

which O/G activities can emit particulate matter directly, in the form of BC. Oil and natural gas

production are also responsible for the emission of gaseous precursors which can later lead to

particle formation. However, few studies have looked directly at the particulate matter impacts

from O/G development and their implications for other air quality constraints.

1.2 Aerosol Formation

Oil and natural gas development can emit particulate matter (PM) directly, emit gaseous pre-

cursors to particle formation and otherwise contribute to elevated PM. Research has indicated a

significant impact on PM2.5 (particulate matter with a diameter of 2.5 micrometers and smaller)

concentrations in areas near O/G development [Evanoski-Cole et al., 2017; Fann et al., 2018], al-

though most emission inventories focus on gas phase species and ozone formation as discussed

above. PM2.5 is a criteria pollutant under U.S. EPA regulations and has well-established adverse

health impacts. Direct emissions of PM2.5 associated with O/G development include BC released

during combustion processes, and anthropogenic increases to suspended mineral dust. Mineral dust

emissions can be increased by O/G activities including truck traffic and alteration of soil surfaces

[Pandis and Seinfeld, 2016].

Black carbon is emitted during O/G development by flaring and diesel engine use. Diesel

trucks and on-site diesel engines are heavily used in oil and natural gas development areas [Bond

et al., 2006; Khalek et al., 2015; Shen et al., 2021; Yanowitz et al., 2000]. On and off-road diesel

engines contribute 70 percent of BC emissions in North America [Bond et al., 2013]. BC emissions

have been reduced in recent years through effective controls; a recent study in China, for example,

found recent diesel engine regulation changes to be effective in reducing BC directly emitted from
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diesel vehicles [Shen et al., 2021]. However, BC emissions remain high around O/G development

and production. Much of this black carbon comes from flaring; burning off excess gases from

O/G production [Allen et al., 2016; Böttcher et al., 2021; Conrad and Johnson, 2019; Weyant et

al., 2016]. Satellite data from 1994 through 2008 indicated that 140-170 billion cubic meters of

natural gas was flared into the Earth’s atmosphere each year during that time period [Elvidge et al.,

2009]. It is likely that the amount of flared natural gas in the U.S. has increased since 2008 due

to the increase in O/G production, the number of active wells, and the development of new O/G

reserves located far from traditional infrastructure to transport recovered natural gas.

BC is of particular interest as a direct emission of O/G activities because of its strong absorption

of solar radiation, in addition to the adverse health impacts of all PM2.5. In general, the radiative

forcing of BC has been estimated as second only to CO2 when considering the potential positive

forcing and climate warming associated with atmospheric constituents [Bond et al., 2013]. The

direct radiative forcing associated with BC is tied to its mass absorption cross section (MAC). A

generic MAC value is often assumed for BC when calculating potential radiative forcing. However,

flare generated BC has been shown to often have larger MAC values than other literature values

associated with BC [Conrad and Johnson, 2019]. This could indicate that the radiative forcing

associated with BC from flares could be larger than previously thought.

Other organic aerosol (OA) species can also be emitted or formed by atmospheric processes/reactions

resulting in formation of secondary organic aerosol (SOA) [Pandis and Seinfeld, 2016]. Primary

(directly emitted) organic aerosol (POA) species are emitted in the particle phase but some com-

ponents have a high enough volatility that they quickly evaporate after emission as the source

plume dilutes. Volatile, intermediate volatility (IV), or semi-volatile (SV) organic compounds can

be oxidized to form lower volatility species which condense into the particle phase. This process

can repeat, and OA can continue to undergo reactions and processes (oxidation, functionalization,

polymerization) which decrease volatility and drive the OA into the particle phase [Pandis and

Seinfeld, 2016]. The main pathway of SOA formation is the oxidation of VOC, IVOC, and SVOC

species [Liggio et al., 2016]. SOA often makes up a majority of OA, and in the northern hemi-
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sphere can account for greater than half the total PM2.5 mass [Zhang et al., 2007]. Due to the high

emissions of VOCs associated with O/G development and production, SOA formation has received

some attention in relation to O/G activity [Bahreini et al., 2012; Liggio et al., 2016; Xiong et al.,

2020].

O/G development and production also impact local to regional-scale levels of SO2−

4 , nitrate,

and ammonium particulate species. This is partially through the direct emissions of SOx and NOx

species. Sulfur dioxide (SO2) can be oxidized to form H2SO4 (sulfuric acid) through both gas and

aqueous phase reactions [Pandis and Seinfeld, 2016]. Similarly, emitted NOx can be oxidized, via

daytime or nighttime chemistry to form HNO3 [Pandis and Seinfeld, 2016]. Sulfuric and nitric acid

can both react with gaseous ammonia, the most abundant atmospheric base, and form ammoniated

sulfate and ammonium nitrate salts, respectively. Ammonium sulfate and ammonium nitrate are

both hygroscopic particle species, with important implications for water uptake, total PM, particle

size, and light scattering. The formation of both is highly dependent on thermodynamic conditions,

and availability of ammonia.

If ammonia is very limited, sulfuric acid will exist in the particle phase. As the gaseous ammo-

nia concentration increases, a series of compounds can form. These compounds include NH4HSO4

(ammonium bisulfate), (NH4)3H(SO4)2 (letovicite), and (NH4)2SO4 (ammonium sulfate). The

composition of these ammoniated sulfate species changes as the molar ratio of ammonia to sul-

furic acid changes. The formation of ammonium bisulfate is dominant with a ratio from 0.5 to

1.25, letovicite begins to form at a ratio of one and is dominant between 1.25 and 1.5, and the

aerosol consists of almost entirely ammonium sulfate at a ratio of 2 [Pandis and Seinfeld, 2016].

Ammonium sulfate is the thermodynamically preferred state. If there is not enough ammonia to

neutralize the sulfate present, the aerosol will be correspondingly acidic. Additional increases of

ammonia (past a ratio of 2) lead to excess gaseous ammonia. Only once all the sulfate has been

bound with ammonium do we expect to see significant formation of ammonium nitrate [Pandis and

Seinfeld, 2016].
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Ammonium nitrate is generally found in areas with high ammonia and nitric acid, but rela-

tively low sulfate concentrations. It is formed through a gas phase reaction between ammonia and

nitric acid, forming particle phase ammonium nitrate. However, ammonium nitrate can be solid or

aqueous depending on the relationship between the ambient relative humidity (RH) and the salt’s

deliquescence RH (DRH) [Pandis and Seinfeld, 2016]. If the RH is less than the associated crys-

tallization RH (CRH), ammonium nitrate will be a solid; when RH exceeds DRH, the ammonium

nitrate will be in aqueous solution. Between the CRH and DRH values, ammonium nitrate may

exist as a dry particle or a supersaturated solution, depending on the prior RH history. Low tem-

peratures and high RH values both shift the ammonia-nitric acid system towards the aerosol phase,

while hot, dry conditions shift the equilibrium toward the gas phase species.

Thermodynamic models can be used to further understand the SNA relationship and chemical

composition under a set of given conditions. The aerosol inorganics model (AIM), created by

Clegg, Wexler, and Brimblecombe [Clegg and Seinfeld, 2004; Wexler and Clegg, 2002; Wexler and

Seinfeld, 1991], has been widely used for modeling inorganic aerosol (www.aim.env.uea.ac.uk). It

calculates the gas, liquid, and solid partitioning in an aerosol system. It specifically considers the

dominant inorganic particulate species: ammonium, sulfate, nitrate, sodium, and chloride. Another

prevalent model for these calculations is ISORROPIA-II developed by Nenes, Pilinis, and Pandis

[Fountoukis and Nenes, 2007; Nenes et al., 1998; 1999]. ISORROPIA-II is a thermodynamic

equilibrium model looking at the K+ - Ca2+ - Mg2+ - NH+

4 - SO2−

4 - NO−

3 - Cl− - H2O aerosol

system [Fountoukis and Nenes, 2007]. AIM makes fewer assumptions, whereas ISOPORRIA-II is

less computationally costly. A recent study indicated that both models yield similar results across

different input conditions [Hennigan et al., 2015].

Some recent studies have indicated that the relationships and reactions described above can

appear inconsistent with in situ observations. In the southeast U.S., for example, a 2016 study

found that even with an excess of ammonia there was not full sulfate neutralization [Silvern et al.,

2016]. The thermodynamic models described indicate that an equivalent-based ratio of ammonium

to sulfate will be one, in the presence of enough ammonia. In the presence of excess ammonia,
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measured ratios of these aerosol species have been lower than one [Attwood et al., 2014; Kim et al.,

2015]. OA has been show in the laboratory to slow the uptake of ammonia (g) by sulfate [Liggio

et al., 2011]. This could potentially explain some observations in regions which have measured

incomplete sulfate neutralization, even with excess gaseous ammonia [Kim et al., 2015; Silvern

et al., 2016]. It is also possible that sulfate in such cases is in fact charge balanced, but fully or

partially paired with cations other than ammonium. Sulfate could be present paired with soil dust

cations, such as calcium in gypsum (CaSO4) erosion [Johnson, 1997].

Nitric acid (g) can also react with species other than ammonium to form nitrate aerosol. Sodium

nitrate (NaNO3) aerosol will form when sea salt reacts with nitric acid as shown in Equation 1.1

[Pandis and Seinfeld, 2016]. This reaction is characterized by a chloride-deficient aerosol because

hydrochloric acid has been displaced to the gas phase.

NaCl (s) + HNO3 (g)←−→ NaNO3 (s) + HCl (g) (1.1)

Equation 1.2 shows a different, soil dust reaction which can account for nitrate aerosol formation.

CaCO3 (s) + 2HNO3 (g)←−→ Ca(NO3)2 (s) + CO2 (g) + H2O (g) (1.2)

CaCO3 and HNO3 are significantly reactive with each other at low RH values [Krueger et al.,

2003]. Recent studies have found the calcium carbonate, nitric acid reaction to be important for

nitrate aerosol formation [Fairlie et al., 2010; Jordan et al., 2003]. Calcium carbonate is the main

constituent of limestone deposits and is found in dust particles due to erosion and soil composition.

These two reactions can occur simultaneously to account for the formation of different composi-

tion nitrate aerosol. During the Big Bend Regional Aerosol and Visibility Observational (BRAVO),

researchers found that nitrate was mostly associated with sea salt particle Na+, but that the forma-

tion of calcium nitrate in reacted soil dust was also important on several days [Lee et al., 2004].

Calcium nitrate is a highly hygroscopic salt, so changes in state of nitrate and soil species need

to be carefully considered when looking at haze [Krueger et al., 2003]. The formation of coarse

9



nitrate particles, often with a tail of the nitrate size distribution extending down to approximately

1 µm, has also been reported for other locations across the U.S. [Lee et al., 2008]. This reaction is

common where nitric acid is available in the gas phase, along with sea salt or soil dust particles,

and ammonium nitrate is not thermodynamically favored due to insufficient ammonia and/or hot,

dry conditions.

1.3 Haze and Visibility in Protected Areas

Class I protected areas have specific visibility requirements under the 1977 Clean Air Act. This

act aims to protect National Parks and wilderness areas by preventing future visibility damage and

decreasing current degradation. The Regional Haze Rule (RHR), enacted in 1999, calls for states

and federal agencies to work on improving visibility impacts in the same protected areas [U.S.

EPA, 1999]. The goal of the RHR is to reduce anthropogenic emissions to target improving the

top 20 percent worst haze days and maintain the best 20 percent haze condition days across 156

national parks and wilderness areas [U.S. EPA, 1999]. The Interagency Monitoring or Protected

Visual Environments (IMPROVE) network was started in 1985 to monitor visibility in these areas.

Since 1985, the IMPROVE network has collected extensive long-term monitoring data in national

parks and wilderness areas across the U.S.

Visibility degradation, or haze formation, results from the absorption and scattering of light by

particle and gas phase species in the air. There are three types of haze structure: plume, uniform,

and layered [Malm, 2016a]. Uniform haze forms when there is a sufficiently turbulent and there-

fore well mixed atmosphere. Plume and layered haze form when the atmosphere is stagnant, often

happening during wintertime when the temperature and atmospheric turbulence are reduced. Haze

is quantified by the loss of light along a given path and often quantified using a light extinction

coefficient (bext). Bext represents the units of light lost per unit distance and is often given in in-

verse megameters (Mm−1). The light extinction coefficient is the sum of scattering and absorption

light extinction coefficients. In the atmosphere, this can be further separated to the sum of scat-

tering (bscat) and absorption (babs) coefficients for both gases and particles, shown in Equation 1.3
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[Malm, 2016b]. Scattering of gases an particles are shown as bsg and bsp respectively. Absorption

of gases and particles are shown as bag and bap respectively.

bext = bscat + babs = bsg + bag + bsp + bap (1.3)

Although coarse mode particles (diameters larger than 2.5 micrometers) have large physical cross-

sections and can comprise a substantial portion of total particulate matter mass, the scattering cross

section is relatively larger for submicron particles due to their similarity in size to the wavelengths

of visible light [Malm, 2016b]. These accumulation mode (0.1-1.0 µm) particles generally domi-

nate total particle mass in polluted environments. Given their abundance and their large scattering

cross sections, submicron particles typically account for the majority of visible light scattering.

Gas phase species generally have much smaller contributions to visibility degradation, although

NO2(g) absorbs blue light and can cause brown haze at sufficiently high concentrations. This

effect is not common in most environments today.

The chemical composition of particulate matter further determines its effects on visibility. The

major contributors to total PM2.5 mass are ammonium, sulfate, nitrate, organic matter, light ab-

sorbing carbon (black or elemental carbon), soil dust and sea salt. In considering visibility effects,

soil and sea salt are approximated using the IMPROVE Algorithm. Soil is calculated based on

Equation 1.4, and sea salt is calculated by Equation 1.5 [Malm et al., 2004].

Fine Soil = 2.2 ∗ [Al] + 2.49 ∗ [Si] + 1.94 ∗ [T i] + 1.63 ∗ [Ca] + 2.42 ∗ [Fe] (1.4)

Sea Salt = 1.8 ∗ [Cl−] (1.5)

Relative Humidity (RH) is also an important factor in determining visibility degradation because of

the hygroscopic nature of sulfates, nitrates, and some organic species [Pandis and Seinfeld, 2016].

Water uptake at higher relative humidities increases particle size and associated light scattering.
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The contributions of factors above led to the development of the IMPROVE algorithm to es-

timate light extinction based on RH, and species concentrations. The first algorithm assumes that

gas absorption is negligible and includes only Rayleigh scattering for gas scattering. It further

assumes that all sulfate is ammonium sulfate, and all nitrate is ammonium nitrate. Organic matter

(OM) is calculated from measured organic carbon (OC) as shown in Equation 1.6.

[OM ] = 1.4 ∗ [OC] (1.6)

The first IMPROVE algorithm uses a function of the RH value to determine a scale factor for water

uptake growth of major hygroscopic species (ammonium sulfate and ammonium nitrate). Rayleigh

scattering is assumed to be the same for all locations, at 10 Mm−1 [Pitchford et al., 2007]. This

first IMPROVE algorithm tends to underestimate high values and overestimate low values when

compared with nephelometer light extinction data [Pitchford et al., 2007].

Due to these errors in estimation, a second IMPROVE algorithm has been developed to better

represent light extinction. Significant changes were made to improve the agreement: Rayleigh

scattering was changed from one fixed value to a site-specific value, terms for sea salt and NO2

were added, the OM:OC scale factor was changed to 1.8 to better reflect current understanding

of the importance of oxygenated organics, and some species were divided into two different size

bins within the fine (PM2.5) mode to account for different light extinction properties based on size

[Pitchford et al., 2007]. The new IMPROVE algorithm for light extinction is shown below. Hygro-

scopic species are multiplied by a growth factor, given as a function of relative humidity (RH). In

Equation 1.7, fS(RH) and fL(RH) are prefactors calculated as a function of RH for the small bin,

and large bins respectively. Sea salt has a corresponding prefactor calculated as a function of RH,

fSS(RH).
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bext = 2.2 ∗ fS(RH) ∗ [Small Ammonium Sulfate]

+ 4.8 ∗ fL(RH) ∗ [Large Ammonium Sulfate]

+ 2.4 ∗ fS(RH) ∗ [Small Ammonium Nitrate]

+ 5.1 ∗ fL(RH) ∗ [Large Ammonium Nitrate]

+ 2.8 ∗ [Small Organic Matter]

+ 6.1 ∗ [Large Organic Matter]

+ 10 ∗ [Elemental Carbon]

+ 1 ∗ [Fine Soil]

+ 1.7 ∗ fSS ∗ [Sea Salt]

+ Rayleigh Scattering (Site Specific)

+ 0.33 ∗ [NO2]

+ 0.6 ∗ [Coarse Mass]

(1.7)

The large and small bins for ammonium sulfate, ammonium nitrate, and organic matter are esti-

mated based on their mass concentration. If the mass concentration is greater than 20 µg m3, all

is estimated to be in the large mode. For masses less than 20 µg m−3, the large mode fraction is

calculated as the total mass divided by 20 µg m−3 [Pitchford et al., 2007]. The IMPROVE algo-

rithm uses a site specific Rayleigh scattering value to calculate total light extinction above. The

Rayleigh scattering value for CAVE is 10 Mm−1. Coarse mass is the aerosol fraction between 2.5

and 10 microns. The contribution to light extinction from coarse mass aerosol is not considered

for this work. Changing aerosol composition (reductions in sulfate and OM) in recent years has

decreased agreement between light extinction values calculated using the second algorithm and

measured nephelometer light extinction values [Prenni et al., 2019], although the algorithm still

provides a reasonable approximation under many conditions. Proximity to haze-causing sources

(e.g., O/G flares) where a location can rapidly move from in-plume to out or plume is likely a

cause of temporal variability in haze. Recent work shows rapid changes in aerosol composition
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and concentration [Lee et al., 2008]. The 24-hour time resolution of the IMPROVE data set of-

fers advantages to longer time scale analysis, however instruments which capture changes on the

timescale of minutes to hours, which could be important for haze episodes.

1.4 Carlsbad Caverns National Park

In this study, we examine impacts of O/G development and other sources on air quality in

Carlsbad Caverns National Park (CAVE) in 2019. The park is located near extensive oil and natural

gas development in the Permian Basin (Figure 1.2). The major formation in this region is the

Wolfcamp shale play [Gaswirth et al., 2018]. This region is responsible for most of the shale gas

production growth in the United States [U.S. EIA, 2021b]. Other potential sources (urban areas,

major roadways, and coal-fired power plants) in the region are also shown in Figure 1.2. CAVE

and the nearby town of Carlsbad frequently record high ozone values, often exceeding the 8-hr-

average 70 ppbv National Ambient Air Quality Standard. A prior screening study of national parks

in the southwestern U.S. [Benedict et al., 2020] revealed significant impacts of O/G emissions on

VOC levels in CAVE, especially for light alkanes. The 2019 study in CAVE was motivated by

these high ozone and VOC levels, along with concerns over sources of fine particle haze, and

potential connection to a variety of regional sources including urban emissions, increased oil and

gas development, wildfires, and erosion. Here we focus primarily on aerosol concentrations in the

park, their contributions to regional haze, and their sources.
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Figure 1.2: Active oil and natural gas wells near Carlsbad Caverns National Park (CAVE) [HIFLD, 2019].

The color bar gives the number of active O/G wells in the given grid cell. The grid cell resolution is 0.1

degree by 0.1 degree and all cells with 500 or more active wells are shown with the same color. National

Park boundaries are shown in green. Larger cities in the surrounding area are marked with black dots and

labeled. The monitoring site in CAVE is shown as a yellow star. Coal-fired power plants are marked with a

yellow plus sign [U.S. EIA, 2022a].
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Chapter 2

Methods

2.1 Site Selection

The Carlsbad Caverns Air Quality Study (CarCavAQS) was conducted at Carlsbad Caverns

National Park (CAVE) in southeastern New Mexico from July 25 to September 5, 2019, to exam-

ine the influence of regional sources on fine particle haze, ozone, and nitrogen deposition in the

park. Measurements were made outside of the CAVE Biology Office and building 58 (32.18° N,

104.44° W), located within the park, 0.5 km from the park visitor center. The altitude of the site

location was approximately 1,355 meters. University Research Glassware (URG) denuder/filter

pack cyclones were set at approximately 1 meter above ground level (agl), and all other instrument

inlets sampled from approximately 6 meters agl. Instrument inlets are shown in Figure 2.1 below.

The URG sampling set up is shown in Figure 2.2. Meteorological data were collected at the same

site location, using the meteorological station 35-015-0010, operated by the National Park Service.

2.2 Measurements

Measurements of meteorological conditions, VOCs, ozone, PM2.5, other gas species, and ni-

trogen deposition were collected at different sampling integration periods. Here, our focus is

primarily on characterization of aerosol mass and composition, along with concentrations of key

trace gas species important either as aerosol precursors or as source indicators. The IMPROVE

modules were installed as part of the IMPROVE network shortly before the intensive and continue

to collect data; all other instruments collected data only for the duration of this intensive. The

measurements used in this work and associated time resolutions are shown in Table 2.1.
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Figure 2.1: Instrument inlets are shown above the CAVE Biology Office. Instruments sample from approx-

imately 6 meters above ground level.
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Table 2.1: Measurements made during the CarCavAQS study are listed with their respective time-

resolutions and measured species. Only instruments used in this work are listed. Abbreviations used for

the measured species: sodium (Na+), ammonium (NH4+), calcium (Ca2+), potassium (K+), magnesium

(Mg2+), chloride (Cl−), nitrite (NO−

2
), nitrate (NO−

3
), sulfate (SO2−

4
), organic carbon (OC), black carbon

(BC), elemental carbon (EC), ammonia (NH3), nitric acid (HNO3), sulfur dioxide (SO2), nitric oxide (NO),

nitrogen dioxide (NO2), sum of reactive nitrogen oxides (NOy).
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2.3 PILS IC/WSOC

Particle-into-Liquid samplers (PILS) were used to measure the composition of water-soluble

PM2.5 in near real-time. A PILS-Ion Chromatography (PILS-IC) system measured inorganic

cations, anions, and low molecular weight organic acids [Sullivan et al., 2016] and a PILS-Total

Organic Carbon (PILS-TOC) system measured water-soluble organic carbon (WSOC) [Sullivan

et al., 2004, 2006]. The PILS mixes ambient particles with supersaturated water vapor to create

droplets via heterogeneous nucleation and inertially capture PM2.5 [Orsini et al., 2003; Weber et al.,

2001]. Each PILS sampled ambient air at 15 LPM using a 2.5 µm size-cut inlet cyclone. Denuders

coated with sodium carbonate and phosphorous acid were placed upstream of the PILS-IC to scrub

out inorganic gases and an activated carbon parallel plate denuder [Eatough et al., 1993] was used

to remove organic gases upstream of the PILS-TOC. For the PILS-TOC, to make a measurement

of the background, a normally open actuated valve controlled by an external timer was period-

ically closed every 4 hours forcing the airflow through a Teflon filter before entering the PILS.

The WSOC concentrations were calculated as the difference between the filtered and non-filtered

measurements.

The PILS-IC system effluent was split to anion and cation Dionex ICS-1500 ICs. Both sys-

tems utilized an isocratic pump, self-regenerating suppressor, and conductivity detector. Both ICs

completed an analysis every 30 minutes, with a sample loop fill time of 13 minutes. The cations

were measured using a Dionex IonPac CS12A analytical (4 × 250 mm) column with eluent of 18

mM methanesulfonic acid at a flowrate of 1.0 ml/min. A Dionex IonPac AS15 analytical (4 x 250

mm) column using an eluent of 38 mM sodium hydroxide at a flowrate of 1.5 ml/min was used for

the anion analysis. The ICs were calibrated using authentic standards before the study and a check

standard was periodically injected during the study. The PILS-IC system measured Na+, NH+

4 ,

K+, Ca2+, Cl−, NO−

3 , and SO2−

4 with a limit of detection of 0.01 µg m−3 and magnesium with a

LOD of 0.08 µg m−3.

In the PILS-TOC, to ensure insoluble particles were removed, the PILS liquid sample was

pushed through a 0.2 µm PTFE liquid filter using syringe pumps. The liquid was then sent to a

19



Sievers Model M9 Portable TOC Analyzer (Suez Water Technologies and Solutions, Trevose, PA).

This instrument oxidizes organic carbon (OC) to CO2 using ammonium persulfate and ultra-violet

light. The carbon dioxide formation is measured using a conductivity sensor. The amount of OC

measured is proportional to the conductivity increase. The instrument was used in on-line mode

with a 2-minute integration time. The TOC Analyzer was calibrated in the factory and periodically

verified by analysis of oxalic acid standards.

2.4 URG annular denuder and filter pack samplers

University Research Glassware (URG) annular denuder and filter pack samplers were used to

measure inorganic gas and particle species [Allegrini et al., 1987, 1994; Fitz, 2021]. The air flow

passed through a Teflon coated PM2.5 cyclone then through a sodium bicarbonate coated annular

denuder to collect HNO3 (g) and SO2 (g), a phosphorous acid coated denuder to collect NH3 (g),

and a 37 mm nylon filter (MTL Nylasorb, 1.0 µm pore size) to capture PM2.5 particles. Finally,

an additional phosphorous acid coated denuder is located downstream of the filter to capture any

NH3 volatilized from ammonium nitrate initially captured on the filter. The filter effectively retains

nitric acid from this reaction, due to the nylon filter’s affinity for HNO3 [Benedict et al., 2013; Lee

et al., 2008; Yu et al., 2005, 2006]. The flow was controlled at 10 L min−1 and the pressure drop

across the sampling train was recorded. A dry gas meter downstream of the sample train measured

the total flow integrated across the sampling period, which was then corrected for the pressure drop

to obtain the ambient sample volume. URG samples were collected every 24 hours, from midnight

to midnight. The sampling train is shown in Figure 2.2b.
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Figure 2.2: (a.) The experimental set-up for URG annular denuder/filter pack sampling is shown. Locations

of the URG pump box, dry gas meter, and case which the sampling train is kept in are labeled. (b.) A sample

train diagram, modified from the diagram in [Yu et al., 2005] is shown.

After sample collection, annular denuders and filters were extracted in 10 mL and 6 mL 18.2

MΩ deionized water, respectively. Samples were then analyzed for anion and cation species using

ion chromatography. Both systems utilized a Dionex DX-500 ion chromatograph (IC), which

includes an isocratic pump, self-regenerating anion or cation suppressor, and conductivity detector.

The injection volume of both methods was 50 µL and analysis time was 17 minutes. The anion IC

was used to quantify gas species (HNO3, SO2), and PM2.5 species (Cl−, NO−

2 , NO−

3 , and SO2−

4 ).

An IonPac AS14A (4×150 mm) analytical column was used with 1 mM sodium bicarbonate and 8

mM sodium bicarbonate eluent at a flow rate of 1 mL min−1. The cation IC was used to quantify

gaseous ammonia (NH3), and PM2.5 species: Na, NH+

4 , K+, Mg2+, Ca2+. A Dionex IonPac

CS12A (3x120 mm) analytical column was used with 20 mM methanesulfonic acid eluent at a flow
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rate of 0.5 mL min−1. Each component was quantified using an 8-standard calibration curve. A

standard replicate and blank sample were analyzed after every 10 samples. Based on previous work

the relative standard deviations (RSDs) of major aerosol ion concentration measurements (NO−

3 ,

SO2−

4 , and NH+

4 ) are estimated to be between 3-5 percent and the RSDs for replicate denuder gas

concentration measurements are estimated to be approximately 10 percent [Lee et al., 2004].

2.5 IMPROVE

The Interagency Monitoring of Protected Visual Environments (IMPROVE) network was de-

veloped to look at visibility impacts and emissions impacting Class I national parks and wilderness

areas. IMPROVE monitoring sites consist of four modules (A, B, C, and D) to measure particulate

matter. Modules A, B, and C measure PM2.5 and provide the data sets considered in this work.

Module A collects PM2.5 on a Teflon filter, which is then analyzed gravimetrically for PM2.5 mass

and by x-ray fluorescence (XRF) for elemental composition [Prenni et al., 2016]. The XRF analy-

sis quantifies all elements including and between Na (atomic number 11) and Pb (atomic number

82). Module B collects PM2.5 on a nylon filter, analyzed by IC for SO2−

4 , NO−

3 , NO−

2 , and Cl−

concentrations. Module C collects PM2.5 on a quartz filter that is analyzed by thermal optical re-

flectance (TOR) for OC and EC concentrations [Malm et al., 2004; Chow et al., 2007]. The filters

are incrementally heated to volatize first OC and then EC, making use of defined temperature steps

and controlling the chamber atmosphere; the carbon molecules are converted to CO2, which is then

analyzed by a non-dispersive infrared detector [Malm et al., 2004]. The detector response gives

OC and EC concentrations and includes optical correction for OC charring prior to EC evolution.

Module D collects PM10 on a Teflon filter and determines the total PM10 gravimetrically. Further

documentation can be found on the IMPROVE website (http://vista.cira.colostate.edu/Improve/).

2.6 Aethalometer

A Magee-Scientific 7-channel Aethalometer (model AE31) measured PM2.5 light absorbing

carbon at seven different wavelengths: 350, 470, 520, 590, 660, 880, and 950 nm [Hansen et al.,
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1984]. Ambient air is drawn through a quartz fiber filter tape and particles are collected. The light

attenuation at that location is then compared to an un-exposed tape, to calculate optical absorption

of the collected particles. An increase in light attenuation from the sampled location corresponds to

an increase in collected light absorbing carbon. The different wavelengths can be used individually

or together for additional analysis [Duc et al., 2020]. Absorption at 880 nm was used to determine

the BC concentration [Drinovec et al., 2015]. BC is characterized by its ideal absorption of visible

light and is predominantly formed through incomplete combustion processes. Elemental carbon

is also made of entirely carbon atoms. Both BC and EC are operationally defined and can have

somewhat different chemical and physical properties. Petzold et al. [2013] proposes that BC or

equivalent black carbon (EBC) be used for data collected using optical absorption methods. The

aethalemeter is one such method and will be reported in this work as BC concentration. The

aethalometer was operated using the standard procedure provided elsewhere [Petzold et al., 2013].

2.7 Picarro

A Picarro gas concentration analyzer (G2508) was used to quantify gas concentration of methane

(CH4), carbon dioxide (CO2), and ammonia (NH3) every 15 seconds. The instrument also mea-

sures water vapor, used to automatically correct data for changes in detection due to overlapping

absorbance by water vapor. All species are detected using cavity ring-down spectroscopy (CRDS).

This technique relies on the unique near-infrared absorption spectrum of these gas phase molecules.

A single frequency laser diode enters a cavity with three mirrors arranged to create a continuous

traveling light wave. The reflections between mirrors create an extended path length to limit the

signal to noise ratio and improve detection from the instrument. After a threshold is reached by

the photodetector, the laser is shut off. The rate at which the light decays in the cavity (ring-down)

is accelerated by the presence of target gas species. That decay is compared to the ring-down time

without additional absorption by the target gas, to calculate the gas phase concentration. Methane

concentration was measured with <7 ppb precision at 1-minute time resolution. The Picarro sam-

pled from a ¼” heated Teflon line, to limit the loss of gaseous ammonia, and through a fiber filter
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at its inlet, to remove particles. Before deployment the calibration was verified by injection of

known concentrations diluted from certified cylinders. Zero measurements were made weekly by

overflowing the inlet with ultra-high purity zero air for 30 min.

2.8 TEOM

A Tapered Element Oscillating Microbalance (TEOM, model 1405-DF) from Thermo Scien-

tific was used to measure the PM2.5 mass concentration [Clements et al., 2013]. Only PM2.5 data

from the TEOM was used due to the configuration of the inlet which was not designed to fully

transmit larger particles. The TEOM 1405-DF uses diffusion rather than heated drying to better

retain and capture semi-volatile species in the particles. The TEOM is a gravimetric instrument.

It draws air through a filter, at a constant flow rate and periodically weighs the filter to calculate

mass change and thus the mass concentration of the collected particles. The mass is detected as a

frequency change in the oscillation of a tube holding the filter cartridge. As such, the mass is de-

termined based on the inertia changes of the oscillating tube. One major advantage of this method

is that changes in aerosol characteristics do not influence the accuracy of the mass measurement.

The TEOM measurement resolution is 0.1 µg m−3. The TEOM was calibrated in the field with a

standard calibration filter from the manufacturer.

2.9 NOxy Measurements

An Eco Physics NO (nitric oxide) analyzer coupled with inlets built by Dr. Ilana Pollack

detected NO, NO2, and NOy, using NO-O3 chemiluminescence. NO2 was converted to NO by 395

nm photolysis [Pollack, 2010] and NOy was converted to NO by a molybdenum converter heated

to 320 C. For more information, contact Dr. Ilana Pollack (ipollack@rams.colostate.edu).

2.10 IMPROVE Haze Algorithm

The chemical composition of particulate matter, which determines the particle refractive index

and hygroscopicity, is a key factor influencing light extinction. Potentially major contributors to

24



total PM2.5 mass are ammonium sulfate, ammonium nitrate, organic matter, light absorbing car-

bon (black or elemental carbon), soil dust and sea salt. The second IMPROVE algorithm shown

in Equation 1.7, calculates bext the light extinction, including particle light scattering and terms

for Rayleigh scattering and NO2 (g) light extinction. Coarse mass light extinction is not consid-

ered in this work. Changing aerosol composition, specifically a reduction in sulfate and organic

matter (OM), in recent years has decreased the agreement between the second algorithm and mea-

sured nephelometer light extinction values [Prenni et al., 2019], although it is still a reasonable

approximation under many conditions.

2.11 HYSPLIT Residence Time Analysis

The National Oceanographic and Atmospheric Administration Air Resource Laboratory Hy-

brid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) model [Stein et al., 2015] was

used to calculate back trajectories initiated from the CAVE monitoring site. Trajectories were gen-

erated for every hour of the study period, and each went back 24 or 48 hours. The HYSPLIT

endpoint time step was 1 hour. This work looks at air parcel back trajectories to determine air

mass origin location and source-receptor relationships. The HYSPLIT model is a hybrid between

a Lagrangian approach and Eulerian approach and uses input meteorological model data to de-

termine the path an air parcel took. NAM-12 meteorological data were used. This model has 12

km horizontal resolution, 26 atmospheric levels, and a 3-hour frequency. The HYSPLIT vertical

motion parameter was set to take vertical velocity fields directly from the meteorological model,

the model top was set at 10,000 m-agl (meters above ground level), and the parcel was initiated at

10 m-agl. Only the first ensemble trajectory was used.

The generated HYSPLIT trajectories and source-receptor relationships were investigated using

Residence Time Analysis (RTA) [Gebhart et al., 2018, 2021]. The residence time is the amount of

time that a parcel spends in a horizontal grid-cell. This can be calculated as a probability, called

the everyday probability (EP). Grid cells were defined with a 0.25° resolution. In Equation 2.1,

nij represents the total endpoints passing through grid cell i,j, and N represents the total endpoints
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passing through all grid cells. Grid cells were defined with a 0.25° resolution.

EP =
nij

N
(2.1)

High concentration residence times, or high probabilities (HP) are calculated using trajectories

from the top 10 percent of concentration values measured at the receptor site. The top 10 percent

of all concentration data points were verified to be greater than one standard deviation from the

mean, to ensure they appropriately represented high values. The high probability (HP) residence

time calculation is shown in Equation 2.2 where mij represents the total high endpoints passing

through grid cell i,j, and M represents the total high endpoints passing through all grid cells.

HP =
mij

M
(2.2)

These two residence times can be compared using the incremental probability (IP): the difference

between HP and EP (Equation 2.3). The IP gives a comparison between HP and EP to determine

if the probability of an endpoint being in a grid cell is more likely on a high probability period or

throughout the data set.

IP = HP − EP (2.3)
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Chapter 3

Results and Discussion

3.1 Aerosol Composition

To examine impacts of O/G and other sources on air quality in CAVE, various measurements

are combined to look at the frequency and types of elevated PM2.5 events. Our analysis focuses

on carbonaceous aerosol, inorganic ions, and total PM2.5. The timelines of PM2.5 components

measured at high-time resolution are shown in Figure 3.1, with hourly average total PM2.5 mass.

Episodic increases of many of the species are observed, but the duration and frequency of these

events varies. Hourly averaged PM2.5 ranged up to 27 µg m−3 (maximum of 31.8 µg m−3 at 6-

minute resolution) and had an average value of 7.67 µg m−3. Figure 3.1 (a.) shows water-soluble

organic carbon and black carbon, which had average concentrations of 1.2 µg C m−3 and 0.48 µg

m−3, respectively.

Several BC spikes exceeded 4 µg m−3. Although biomass burning can influence CAVE in

summer, elevated BC measured in this campaign is likely not from biomass burning given low

concentrations of levoglucosan, a good tracer for biomass burning [Sullivan et al., 2008], measured

throughout the study. To investigate the other sources of the episodic BC increases, the NO/NOx

ratio and methane mixing ratio were used. When the emitted NOx is almost entirely NO (a NO to

NOx ratio close to 1) a locally generated combustion plume is suggested. None of the BC spikes

correspond with NO/NOx ratios greater than 0.32 (daytime avg. 0.2), at 2-minute time resolution,

indicating that the elevated BC values do not come from local sources. Methane mixing ratio is

shown in Figure 3.1 (c.) and had an average value of 2.1 ppmv. The methane mixing ratio was

greater than one standard deviation (0.16 ppmv) above the mean for all BC values above 4 µg m−3,

implying that these high BC values could be associated with O/G flaring and diesel engine use.

The largest BC value (2019-07-27 08:48:00 MST) corresponds to a gap in other PM2.5 data. The

NO/NOx ratio for this point was 0.1, and methane mixing ratio was 2.1 ppmv. The low NO/NOx
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ratio implies that this largest BC value does not come from an idling truck or other source near the

aethalometer sampling inlet.

Figure 3.1: Timeseries of major PM2.5 species and methane measured at the monitoring site. (a.) BC

measured by the Aethalometer at 880 nm, WSOC measured by the PILS-TOC, and PM2.5 measured by the

TEOM. Note that there is a gap in the PILS-IC and PILS-TOC data at the beginning of the study period

associated with a power outage . The BC and WSOC are plotted at a time-resolution of 2-minutes. TEOM

total PM2.5 is plotted at an hourly resolution. (b.) The five PILS-IC species with the largest contributions

to total PM2.5 are plotted at 30-minute time-resolution. (c.) CH4 measured by the Picarro at 15-second

time-resolution.

Figure 3.1 (b.) shows timelines of the highest concentration PM2.5 species measured by the

PILS-IC: SO2−

4 (avg 1.3 µg m−3), NH+

4 (avg 0.30 µg m−3), Ca2+ (avg 0.22 µg m−3), NO−

3 (avg

0.16 µg m−3), and Na+ (avg 0.057 µg m−3). The calcium timeline exhibits several short term,

concentration spikes reaching as high as 3.2 µg m−3. This could be associated with soil dust from

local erosion of limestone or gypsum deposits. There are significant gypsum (CaSO4) and dolomite

28



(CaCO3) deposits in the Permian Basin [Johnson, 1997], located near the Carlsbad Caverns mon-

itoring site. Gypsum is a mineral made of calcium and sulfate and could explain at least some of

the sulfate and episodically elevated calcium concentrations. A significant proportion of the sulfate

in White Sands National Park, another National Park in the area, was contributed by gypsum and

other salts in the area during a recent study [White et al., 2015]. The presence of CaSO4 and/or

CaCO3, is likely the main source of Ca2+, is challenging to directly confirm because sulfate has

other anthropogenic sources and carbonate cannot be measured directly on the PILS-IC. The role

of calcium in the aerosol chemistry will be investigated further below.

Ammonium, nitrate, and sulfate and their gas phase counterparts, ammonia, nitric acid, and

sulfur dioxide, were also measured at a daily time resolution by the URG denuder/filter pack

samplers, as shown in Figure 3.2. Study average concentrations are given for gas phase measure-

ments: NH3 (avg 0.93 µg m−3), HNO3 (avg 0.89 µg m−3), and SO2 (avg 0.64 µg m−3), and PM2.5

measurements: NH+

4 (avg 0.47 µg m−3), NO−

3 (avg 0.27 µg m−3), and SO2−

4 (avg 1.3 µg m−3).

For ammonia/ammonium and, especially, nitric acid/nitrate, the system was dominated by the gas

phase constituent throughout the study period. In the case of gaseous sulfur dioxide and PM2.5

SO2−

4 , most days saw greater abundance of the particle phase component. As discussed earlier,

sulfate aerosol will tend to form ammonium sulfate if there is sufficient ammonia gas present. The

presence of excess gaseous ammonia from the denuder collection would indicate that ammoniated

sulfate salts are likely to be present as ammonium sulfate, rather than more acidic ammonium bisul-

fate or letovicite. The presence of significant gas phase HNO3 and NH3 illustrates the potential

for additional formation of particle nitrate, either ammonium nitrate formation under cooler more

humid conditions, perhaps at other times of year, or additional coarse particle nitrate resulting from

further nitric acid reactive uptake on sea salt or soil dust particles.
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Figure 3.2: URG annular denuder/filter pack sampling shows the particle/gas phase partitioning of (a.)

NH3 and NH+
4

, (b.) HNO3 and NO−

3
, and (c.) SO2 and SO2−

4
. Particle species are shown in orange, and gas

species are shown in blue. There is one day of missing data, 2019-08-04, due to a denuder extraction error.

Four of the major PILS-IC species are re-plotted in Figure 3.3, in concentration units of nano

equivalents per meter cubed, to better assess issues related to ion charge balance. Figure 3.3 (a.)

indicates that PM2.5 sulfate is only partially neutralized by ammonium, with an average ammonium

to sulfate charge equivalent ratio of 0.6. 24-hour gaseous ammonia measured using the URG

annular denuders averaged 0.93 µg m−3 (Figure 3.2). One would typically expect acidic sulfate

aerosol (e.g., sulfuric acid or ammonium bisulfate) to take up gaseous ammonia if available. The

coexistence of gaseous ammonia with sulfate not fully neutralized by ammonium may indicate the

presence of a different sulfate particle species. Figure 3.3 (b.) indicates that much of the NO3 may

be present as NaNO3. This relationship will be investigated further below.
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Figure 3.3: PILS-IC species ammonium, sulfate, nitrate, and sodium are shown as nano equivalents per

meter squared (nequiv. m−3). (a.) Sulfate is shown in red and ammonium in green, (b.) shows nitrate in

blue and sodium in purple, and (c.) shows calcium in orange and the sum of sulfate and nitrate in grey.

A timeline of the sum of sulfate and nitrate is plotted with Ca2+ concentrations in Figure

3.3 (c.). There are several short-term Ca2+ concentration spikes, likely associated with local or

regional dust events, which exceed 50 nequiv. m−3. A linear regression of Ca2+ vs the sum of

SO2−

4 and NO−

3 yields a slope of 1.6 and R2 of 0.11. The short-term spike values were filtered

from the data set by removing Ca2+ concentrations greater than one standard deviation larger than

the mean (avg. 11.3 and standard deviation 10.7 nequiv m−3). This removed 135 data points. The

resulting linear regression of the filtered data set had a slope of 2.7 and R2 of 0.14. The low R2

value for the filtered and unfiltered data sets indicates that there is a large amount of variability in

the Ca2+ concentration, unrelated to either SO2−

4 or NO−

3 . This could indicate a large presence of
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CaCO3, from local dolomite erosion and dust formation. The correlation might also be degraded

by the presence of sulfate produced from reaction of anthropogenically emitted SO2.

The “excess” sulfate, shown in Figure 3.3 (a.) is further illustrated in Figure 3.4. SO2−

4 equiv-

alent concentrations are plotted against the corresponding NH+

4 equivalent concentration for each

PILS-IC data point. All observations are above the one-to-one line with a slope of 1.4 for a least

squares best fit line. This indicates that there is not enough particle ammonium to fully neutralize

the observed sulfate. Given the excess ammonia present in the gas phase, the lack of sulfate neu-

tralization by ammonium could reflect the presence of gypsum dust in the aerosol or the presence

of calcium carbonate dust that has reacted with sulfuric acid.

Figure 3.4: Fine particle sulfate is plotted against ammonium, both given in nequiv. m−3. The dotted grey

line shows a slope of one. A simple linear regression was fitted to the purple data points and yielded a slope

of 1.41 and R2 of 0.66. The best fit line was forced through the origin and is shown in black.

The importance of ammonium nitrate formation can be assessed using a minimum useful cor-

relation. Given that sulfate and ammonium are correlated, a minimum correlation between nitrate
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and ammonium can be calculated using the equation below.

|r(NO−

3 , NH+

4 )|minimum useful > |r(SO
2−

4 , NH+

4 )| ∗ |r(SO
2−

4 , NO−

3 )| (3.1)

The equation states that in order for NO−

3 to helpfully explain the variation in NH+

4 , the correlation

needs to be larger than the correlation between SO2−

4 and NH+

4 and the correlation between SO2−

4

and NO−

3 . In Figure 3.5 SO2−

4 and NO−

3 are each plotted against NH+

4 . Their correlations are

0.66 and 0.05 respectively. The calculated minimum useful correlation for NO−

3 and NH+

4 is 0.13,

which is larger than 0.05. Therefore including NO−

3 in the correlation does not explain more of the

variation in NH+

4 than SO2−

4 alone. This supports the hypothesis that the NO−

3 measured during

this campaign is not present as NH+

4 NO−

3 .

Figure 3.5: Fine particle SO2−
4

and nitrate are both plotted against ammonium in nequiv. m−3. Each has an

ordinary least squares linear regression plotted in black. The corresponding slope and R
2 values are next to

the fits.
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Given that this intensive was conducted in summertime with high temperatures (avg. 28 C)

and low RH (avg. 36%) the formation of ammonium nitrate is not expected thermodynamically.

Assuming that ammonium nitrate is not a contributor to the aerosol composition, given the hot dry

conditions, much, but not all, of the measured NO−

3 can be explained by reaction between sea salt

and nitric acid. Additional NO−

3 could be present due to the reaction between calcium carbonate

and nitric acid (Equation 1.1) or its precursors, as discussed above. The reactions of nitric acid

with sea salt and soil dust can compete and account for formation of supermicron, between 1 and

2.5 µm, NO−

3 aerosol of differing composition. CaCO3 and HNO3 readily react with each other at

low RH values [Krueger et al., 2003], like those seen in CAVE, and this reaction has been found

to be important for NO−

3 aerosol formation [Fairlie et al., 2010; Jordan et al., 2003]. The calcium

carbonate could be from dolomite (or limestone) erosion and dust formation. There are significant

dolomite deposits in the Permian Basin [Johnson, 1997]. From the URG denuder data (see Figure

3.2), we see that there is significant nitric acid present in the gas phase on all days during the study

period, supporting the likelihood of its reaction with available sea salt or soil dust aerosol as a

source of aerosol NO−

3 .

Previous research has found the formation of supermicron NO−

3 aerosol from sea salt and soil

dust to be important in a number of national parks. During the Big Bend Regional Aerosol and Vis-

ibility Observational (BRAVO) in west Texas, researchers found that NO−

3 was mostly associated

with sea salt particle Na+, but that the formation of calcium nitrate was also important on several

days [Lee et al., 2004]. Malm et al. [2005] found that in Yosemite National Park nitrate was often

present in supermicron aerosol as a result of reaction with transported sea salt. Following these

two studies, the coarse mode nitrate was characterized at a number of IMPROVE monitoring sites

by Lee et al. [2008]. Of the five sites characterized, four had contributions from supermicron ni-

trate: Grand Canyon National Park, Great Smokey Mountains National Park, Brigantine National

Wildlife Refuge, and San Gorgonio Wilderness Area. At the Southern California San Gorgonio

site, nitrate during spring was primarily present as submicron ammonium nitrate, while during

hotter summer conditions reacted sea salt and reacted soil dust together comprised about one-third
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of total particulate nitrate. Coarse mode nitrate formation from soil and sea salt accounted for the

majority of particle nitrate in Grand Canyon and the Great Smokey Mountains [Lee et al., 2008].

The relative importance of ammonium nitrate vs. sodium and calcium nitrate was observed to

depend on the availability of ammonia, sea salt, and soil dust as well as environmental conditions

(temperature and RH) that influence the formation of ammonium nitrate.

The relationship between nitrate and sodium shown in Figure 3.3 (b.) is further investigated

in Figure 3.6. Nitrate is plotted directly against sodium, to assess the importance of reaction of

sea salt with nitric acid or its precursors (see Equation 1.1). The reaction between nitric acid and

sea salt drives chloride out of the aerosol phase by forming gaseous hydrochloric acid. Nitrate in

Figure 3.6 is nearly always in excess over Na+, although there are some points below the one-

to-one line. These points move above the line if the chloride concentration is added to the y-axis

nitrate value suggesting that the combined levels of nitrate and chloride are sufficient to explain

any Na+ coming from sea salt emissions.
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Figure 3.6: Fine particle nitrate is plotted against sodium, both given in nequiv. m−3. The dotted grey line

shows a slope of one. A simple linear regression was fitted to the purple data points and yielded a slope of

1.37 and R2 of 0.63. The best fit line was forced through the origin and is shown in black.

Further comparison of the measured PM2.5 Cl− to Na+ ratios in Figure 3.7 shows that they

are consistently below the expected sea salt ratio of 1.16, with an average ratio of 0.34, again

suggesting hydrochloric acid displacement from the aerosol by reaction with nitric acid.
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Figure 3.7: Fine particle chloride is plotted against sodium, both given in nequiv. m−3. The dotted grey

line shows the expected ratio of chloride to sodium from sea water (1.164). A simple linear regression was

fitted to the concentration data points and yielded a slope of 0.22 and R2 of 0.55. The best fit line was forced

through the origin and is shown in black.

Figure 3.8 looks at the ratio of cations and anions measured by the PILS-IC system more

holistically. The ratio of Na+ plus ammonium to SO2−

4 plus nitrate always falls below a value of

1.0, indicating an excess of the anion species. The presence of substantial gas phase ammonia

means it is unlikely that the aerosol is acidic enough for H+ to balance the excess anion levels.

Adding Ca2+ to the (cation) numerator of the ratio changes the story significantly. Now many of

the observations exhibit a cation/anion ratio close to 1.0, consistent with charge balance. There

does appear to be a period of acidic aerosol from 07/29/2019 to 08/03/2019 and there are several

shorter periods where the cation/anion ratio climbs toward 2 or higher. The values where the ratio

is highest are associated with high Ca2+ concentrations. The deficiency in measured anion species

likely represents the presence of considerable carbonate in this dust-rich aerosol. As mentioned

earlier, carbonate is not detected by the PILS-IC system. Overall, Figure 8 indicates that Ca2+

plays an important role in the PM2.5 aerosol ion balance.
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Figure 3.8: The ratio of anion and cation species measured by the PILS-IC is plotted in equiv. m−3. The

dotted grey line shows a ratio of unity. The blue points include ammonium and sodium for the cations, and

the orange points add calcium to the cation species. The radius of the cation point size changes proportion-

ally with calcium concentration.

Transport during different aerosol composition periods was considered using HYSPLIT trajec-

tory analysis. The trajectories were run for 48 hours. A set of daytime (08:00 to 20:00) trajectories

is shown in Figure 3.9 for the period of acidic aerosol on 08/01/19 (Figure 3.8), the period of high-

est gaseous ammonia on 08/27/19 (Figure 3.2), and the largest total PM2.5 peak from the PILS-IC

on 08/28/19 (Figure 3.1). Only the daytime trajectories are considered here due to increased vari-

ability in transport patterns overnight. Transport on 08/27/19 comes from the northeast and passes

near two major coal-fired power plants shown in Figure 1.2, which could explain the observed

increase in sulfur compounds. This region also includes the largest agricultural production in the

area based on the 2017 USDA Census of Agriculture (map in Appendix A.), consistent with the

elevated ammonia and ammonium in the URG data. Transport on 08/28/19 comes from the south-

east over the largest concentration of O/G wells in the region and connects down to the Gulf of

Mexico. This 48-hour transport pattern illustrates the importance of the Gulf of Mexico as a sea

salt source region to support the reaction with nitric acid discussed above. The period of acidic

aerosol on 08/01/19 also features transport from the southeast but shifted further south and moving

more slowly than the 8/28 transport pattern. The air mass sampled at CAVE on this data has more
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Figure 3.9: 48-hour HYSPLIT Back Trajectories are shown for three different transport patterns during the

study. The dates were selected based on aerosol composition. 12 daytime (08:00-20:00) back trajectories of

48-hour duration are plotted for each date.

limited ammonia and ammonium, consistent with the more acidic aerosol and the lack of major

agricultural emissions in the upwind region . The transport patterns observed in the study will be

considered in more detail in section 3.4.

3.2 Mass Closure and Visibility Impacts

The sum of mass concentrations of the higher time resolution speciated PM2.5 measurements

(PILS-IC species, BC, and WSOC multiplied by a factor of 1.8 to account for species beyond

carbon in the organic aerosol [Prenni et al., 2019]) did not reach full mass closure when compared

with the total PM2.5 mass measured by the TEOM (see Figure 3.10). This is not surprising given
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the regional importance of insoluble or unquantified components of airborne mineral dust. The

mean difference between the speciated and total PM2.5 in the high time resolution dataset was 43

percent, indicating that the non-water-soluble and unmeasured (e.g., carbonate) fine aerosol species

make up a significant portion of the total fine aerosol mass.

Figure 3.10: Speciated PM2.5 measurements are shown as a sum, with the total PM2.5 measured by the

TEOM shown as a grey line. The sum of all species measured by the PILS-IC is shown in blue. Organic

matter is shown in orange, estimated at 1.8 times the WSOC. Black carbon is shown in green from the

Aethalometer at 880 nm.

To better account for the aerosol mineral components the lower time resolution IMPROVE

data set was examined. IMPROVE measures elemental species by XRF, which captures the non-

water-soluble mineral dust fraction of the PM2.5 aerosol, as well as OC (vs. the water soluble

WSOC fraction in the PILS). The IMPROVE total PM2.5 reconstructed from measured species

concentrations is compared to the total PM2.5 mass measured by the TEOM in Figure 3.11. To

be directly compared, the TEOM measurements were averaged across 24 hours and filtered to

only the days that the IMPROVE module took measurements. A slope of 0.9 for a best fit least-

squares regression line with an R2 of 0.79 indicates that the regression captures the trend in the

data well and that the reconstructed and measured PM2.5 mass are in close agreement. Most of

the comparison points are centered closely around the 1:1 line, with just one point of much lower
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reconstructed IMPROVE PM2.5 mass pulling the fit slope farther below one. Excluding that point

yields a slope of 0.93 for the comparison, with an R2 of 0.94.

Figure 3.11: IMPROVE PM2.5 is plotted against TEOM PM2.5 in µg m−3. The TEOM data set was

resampled to a 24-hour mean and plotted for only the points with an IMPROVE. A least-squares linear

regression shown in black was fitted to the data and forced through zero measurement. The grey dotted line

is the 1:1 line, or y=x.

The IMPROVE mass reconstruction assumes that nitrate is present as ammonium nitrate and

SO2−

4 is present as ammonium sulfate. Although the PILS speciated data suggest that the nitrate

is likely present as a mix of sodium and calcium nitrate while the SO2−

4 may be partly present in

combination with Ca2+, this does not greatly impact the mass closure since the nitrate concentra-

tions are fairly low and the equivalent masses of NH+

4 , Na+, and Ca2+ are similar at 18, 22, and

20 g per mole of charge, respectively. Mass closure in Figure 3.12 (a.) has significant contribu-

tions from SO2−

4 , OM (OC*1.8 [Prenni et al., 2019]), and fine soil. Fine soil is calculated in the

IMPROVE data set by Equation 1.4. The reconstructed mass contains a significant contribution

(average of 29.6% and maximum of 64.9%) from fine soil. This large contribution is consistent
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with the significant shortfall (average of 43%) in mass closure for the higher time resolution study

aerosol measurements discussed above.

Figure 3.12: IMPROVE mass closure is plotted in the upper panel, as the sum of OM, fine soil, ammonium

sulfate, ammonium nitrate, and elemental carbon. The total PM2.5 by mass is also shown by the black

dots. (b.) The contribution to light extinction from each species plotted in (a.) as calculated using the

second IMPROVE algorithm for light extinction. Site specific Rayleigh Scattering (10 Mm−1) is included

in addition to fine particle species. NO2 (g) light extinction is calculated using the second IMPROVE

algorithm and a resampled daily mean of the measured NO2.

Figure 3.12 (b.) shows the calculated light extinction from each of the species (OM, fine soil,

ammonium sulfate, ammonium nitrate, EC, and background Rayleigh Scattering). These values

were calculated using the second IMPROVE algorithm [Pitchford et al., 2007; Prenni et al., 2019].

This light extinction calculation again assumes that nitrate is present as ammonium nitrate. Light

extinction is influenced by particle refractive index, assumed size distribution, and hygroscopicity,

42



which differ for ammonium nitrate vs. sodium or calcium nitrate. In the end, however, the 24-

hour light extinction from nitrate is a small contributor relative to other species. NO2 (g) high-

time resolution data was resampled to a 24-hr value, and used to calculate NO2 light extinction.

The IMPROVE NO2 data was below the limit of detection for all days except for one during the

CarCavAQS project. Agreement between the high-time resolution NO2 data and IMPROVE NO2

data on that day was very poor, differing by greater than an order of magnitude. Due to the rigorous

QA/QC measures used for the the high-time resolution NOx measurements, these data were used

for this analysis.

The reconstructed particle light extinction for IMPROVE sample days is typically dominated

by SO2−

4 , with a mean fractional contribution of 42% and a range from 19% to 69% during the

study. Extinction by organic matter, EC, fine soil, and ammonium nitrate averaged 29%, 14%,

10%, and 4.9%, respectively. OM was the largest contributor to particle light extinction on 5 days

(July 14, August 4, 13, and 25, and September 24). Fine soil was the largest contributor on August

1st.

To better understand higher short-term variability in aerosol species’ contributions to light ex-

tinction, the second IMPROVE algorithm was also applied to our higher time resolution com-

position data. To do this several assumptions were needed. Some of these assumptions impact

the absolute accuracy of the estimated extinction, but the goal here is to ascertain the variability

in light extinction on short timescales and whether short term concentration excursions lead to

species other than SO2−

4 , OM, or fine soil dominating the extinction budget at hourly timescales.

SO2−

4 and nitrate were again assumed to be present as ammonium sulfate and ammonium nitrate,

consistent with the IMPROVE light extinction calculations above.

Major species measured directly by IMPROVE and by the PILS (SO2−

4 , nitrate, calcium, and

sodium) agreed reasonably well, differing by less than 25% on average. SO2−

4 (Figure 3.13 (a.)),

nitrate (Figure 3.13 (b.)), sodium (Figure 3.13 (c.)), and calcium (Figure 3.13 (d.)) differed on

average by 19%, 20%, 22%, and 23% respectively. Plots of these comparisons are shown in Figure

3.13. Each plot has a least squares linear regression, forced through zero measurement and a 1:1
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line shown in dashed grey. For SO2−

4 , sodium, and calcium, the PILS data is consistently lower

than the corresponding IMPROVE values. This is not surprising for calcium and sodium, which

may include insoluble mineral components. As such, these components are considered a lower

bound in the light extinction calculation. The nitrate data, has a slope of 0.98 and a R2 of 0.9,

indicating that the PILS NO−

3 data represents the IMPROVE NO−

3 well.
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Figure 3.13: Major PM2.5 species are plotted from the IMPROVE and PILS-IC data sets. PILS-IC species

where resampled to a daily mean and plotted for the days with an IMPROVE measurement. A least-squares

linear regression was fitted to each set of points and forced through zero measurement. (a.) SO2−
4

is com-

pared between the data sets. IMPROVE SO2−
4

was calculated directly from the given (NH4)SO4. (b.) NO−

3

is compared between the data sets. IMPROVE NO−

3
was calculated directly from the given NH4NO3. (c.)

Sodium is compared between the data sets. (d.) Calcium is compared between the data sets.

To estimate fine soil, study average IMPROVE concentrations were used for each elemental

species in Equation 1.4, except for calcium. Calcium exhibited the largest range of fractional

contribution to IMPROVE fine soil by a significant margin (see Table 3.1) and was the only species
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in the IMPROVE soil equation measured in the PILS. The PILS, however, measured water soluble

Ca2+ ion, which represents a fraction of the elemental Ca present and measured by XRF in the

IMPROVE samples. A comparison of PILS Ca2+ vs. IMPROVE Ca revealed that water soluble

Ca2+ comprised an average of 78% of elemental Ca, with a range of 48% to 100%, indicating that

our substitution of Ca2+ for Ca in the IMPROVE soil equation represents a lower bound on that

component of fine soil.

Table 3.1: The fractional contribution to total fine soil for the IMPROVE data set is shown for each of the

elemental constituents from Equation 1.4. The range of their fractional daily contributions is also calculated

over the data set.

PILS WSOC was used as an estimate for OC and converted to OM using the second IMPROVE

algorithm scale factor (1.8) [Prenni et al., 2019]. A comparison of IMPROVE OC vs. PILS WSOC

showed good correlation (R2 of 0.64) with a slope of 1.09 (see Figure 3.14), so we are estimating

a lower bound for the OC contribution to light extinction. The water-soluble fraction of total OC

may be more variable at higher time resolution, however, in the daily average, it typically accounts

for most of the total OC. One data point in Figure 3.14 where WSOC/OC exceeds 1 is physically

implausible.
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Figure 3.14: IMPROVE OC is plotted against the PILS-WSOC measurement. WSOC was resampled to a

daily average and plotted for only the days with IMPROVE measurements taken. A linear regression was

fitted to the data and is shown in black. The slope of the least-squares linear regression is 1.09 and it has an

R2 of 0.64. The grey dashed line has a slope of 1.

Utilizing these assumptions, averaging high time resolution concentration measurements to

one hour, and making use of hourly meteorological data from the National Park Service at CAVE,

particle light extinction was calculated at hourly time frequency (Figure 3.15). The maximum bext

values, likely lower bounds as discussed in the assumptions above, are between 60 and 90 Mm−1

vs. a daily maximum of 54 Mm−1 determined from the 24-hour IMPROVE measurements.

The bext peaks represented by points “a” and “c” in Figure 3.15 highlight maximum contribu-

tions to light extinction by different species. Point “a” has a majority contribution from BC. It is

important to note that point "a" does not correspond to the BC maximum (16 µg m−3). That maxi-

mum value, which was missing other data sets due to a power outage, corresponds to the first peak

in the light extinction plot. This peak is not discussed due to the data gaps for certain data sets. The

NO/NOx ratio at this time is not elevated (ratio of 0.22) compared to other time periods (daytime

avg 0.2), likely ruling out a very local combustion source (i.e., a passing truck near the inlet), as
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Figure 3.15: PM2.5 reconstructed light extinction is shown above. The second IMPROVE equation was

applied to our higher time resolution composition data (PILS-IC, PILS-WSOC, Aethalometer BC and

NO2).These values include the Rayleigh background contribution (10 Mm−1). The fractional light ex-

tinction contributions, excluding the site specific Rayleigh scattering, of the different species are shown for

three data points (shown as blue triangles). Extinction peaks highlighting maximum contributions are rep-

resented by points a and c (30 July 2019 09:00 MST and 28 August 2019 12:00 MST). Point b represents a

low light extinction period on 18 August 2019 12:00 MST.

does the duration of this extinction event across multiple hours. A high methane mixing ratio (2.4

ppmv) coinciding with this light extinction peak suggests O/G activity, likely flaring or diesel en-

gine emissions, as a source of the BC that dominates this 90 Mm−1 hourly extinction episode. Both

points “b” and “c”, with low and high hourly bext respectively, have the largest extinction contribu-

tions from SO2−

4 , similar to the typical pattern we saw at daily time resolution using the IMPROVE

data. Both high extinction points (a and c) have corresponding NOAA HYSPLIT back-trajectories

which come from the south-east sector, a region of intense O/G development and production. The

high variability in hourly light extinction values and the different aerosol compositions during peak

extinction episodes point to the importance of high time resolution measurements to better charac-

terize peaks in visibility impairment in the park and the activities responsible for those episodes.
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3.3 HYSPLIT Residence Time Analysis

Incremental probability (IP) distributions for the residence time analyses conducted for major

species and associated light extinction are presented in Figure 3.16. Red grid cells indicate that the

air mass was more likely to have passed through that grid cell on a high concentration/extinction

trajectory (top 10% of parameter values) than during the full set of study back-trajectories. Blue

grid cells indicate that passage of a trajectory through that cell was more likely during the full tra-

jectory set than on a high concentration/extinction trajectory. High concentration periods of SO2−

4 ,

ammonium and WSOC show prevailing directionality from the SE and from the NE. The high

concentration trajectory similarity for SO2−

4 and ammonium reflects the tight association between

those aerosol components. The SE is associated with the largest number of nearby oil and gas

well. The elevated SO2−

4 could be tied to the two coal fire power plants to the NE, shown in Figure

1.2. Coal burning is associated with large emissions of SO2, a gaseous precursor to SO2−

4 aerosol

[U.S. EIA, 2022b]. The NE also corresponds to the largest number of nearby agriculture activity

by production value, based on the USDA Census of Agriculture [2017]. A map of the agriculture

in the region can be found in the supplementary materials.

49



Figure 3.16: Incremental probability distributions are plotted for 7 species measured directly during the field

campaign: sulfate, ammonium, water-soluble organic carbon, calcium, nitrate, black carbon, and methane

and 1 calculate value: light extinction (bext). The IPs are based on 24-hour back trajectories and are distance

normalized. This is done by multiplying each grid cell value by the distance from the origin site, shown as

a black dot. The grid cell resolution is 0.25 degrees square.

The light extinction plot (bext) shows the most haze-impacted periods more strongly associ-

ated with transport from the SE, although some influence from the NE remains. The bottom row

of species in the figure (Ca2+, NO−

3 , BC, and CH4) shows most high concentration measurement

periods associated with transport from the SE. The SE sector corresponds with the highest concen-

tration of nearby O/G activity, a likely source of NO−

3 precursor NOx, BC, and CH4. The SE sector

also corresponds with Permian Basin limestone and gypsum deposits, a likely source of soil dust

rich in calcium carbonate and calcium SO2−

4 .
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Chapter 4

Summary and Future Research Directions

4.1 Summary

Unconventional oil and natural gas development is driving oil and natural gas production in-

creases in the U.S. [U.S. EIA, 2021a]. Previous studies have focused predominately on greenhouse

gas emissions from O/G or on emission contributions to ozone formation. Relatively few studies

have focused on oil and gas impacts on PM2.5 and haze formation. The CarCavAQS study in Carls-

bad Caverns National Park provided novel and important insight into the composition and likely

sources of particulate matter in the region.

PM2.5 mass ranged up to 31.8 µg m−3, with an average of 7.67 µg m−3. The main contributions

came from ammonium sulfate, sodium nitrate, fine soil, organic carbon, and black carbon. The

mean difference between the sum of hourly time-resolution speciated species and total PM2.5 mass

was 43%. Speciated PM2.5 had good mass closure from the IMPROVE 24-hour time-resolution

data set. On average, the IMPROVE reconstructed mass represents 85% of the measured IM-

PROVE PM2.5 mass, ranging from 73 to 96%. The IMPROVE reconstructed mass contains a

significant contribution (average of 29.6% and maximum of 64.9%) from fine soil.

Black carbon exhibited several elevated periods, above 4 µg m−3. Observations of low con-

centrations of PM2.5 levoglucosan were used to rule out influence of biomass burning during the

elevated BC periods. The methane mixing ratio, a regional tracer for O/G activity, was elevated

during elevated BC periods, indicating O/G activity as a likely source of the polluted air mass. Gas

flaring is common in the region and a likely source of the BC plumes detected.

Fine particle sulfate in the park was partially neutralized by ammonium. A period of acidic

sulfate aerosol was observed early during the campaign while in other periods the apparent deficit

of ammonium relative to sulfate concentrations was made up by the presence of calcium ion,

likely reflecting a contribution from gypsum (CaSO4) found in regional soils. Under the hot,
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dry conditions typical of the region in summer, ammonium nitrate formation is not favored. The

summertime nitrate observed appears to be present as a result of abundant nitric acid reactions with

both sea salt and calcium carbonate mineral dust. This finding is similar to previous reports from

Big Bend National Park to the south [Lee et al., 2008]. Both gaseous HNO3 (avg 0.89 µg m−3)

and NH3 (avg 0.93 µg m−3) were fairly abundant throughout the study, providing key reservoirs

for further aerosol formation under the right conditions.

Aerosol light extinction was examined at both daily and hourly time resolution. At 24-hour

timescales, light extinction values ranged from 19 to 54 Mm−1, with a mean value of 29 Mm−1.

Considerably greater variability was observed at hourly timescales, reaching a maximum of 90

Mm−1 during the study. This temporal variability illustrates the importance of high time resolution

measurements for understanding peaks in regional haze at protected locations. While SO2−

4 , on

average, was the largest fine particle contributor to light extinction, BC, was found to dominate

one of the haziest periods and soil dust was also an important contributor in many periods.

An analysis of transport patterns revealed that air masses with the highest concentrations of

most aerosol constituents and those with the highest extinction values were transported predomi-

nantly from the southeast sector, a region with a high density of Permian Basin O/G operations.

The prevalence of emissions transport from this region raises further concern regarding potential

growth in haze impacts in the park if O/G activities and emissions continue to grow.

4.2 Future Research Directions

The primary goals of this work were to quantify PM2.5 in CAVE, provide insights into the

composition and likely sources of PM2.5, assess particulate matter haze impacts in CAVE, and de-

termine source-receptor relationships for high concentration/light extinction air masses. This was

accomplished by high time-resolution measurements of total and speciated PM2.5, application of

the IMPROVE second haze algorithm, and residence time analysis of HYSPLIT back trajectories.

Anticipated increases in O/G extraction in the area could further exacerbate the air quality

problems documented during this study. This work effectively assessed the composition and con-
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centration of aerosol species in CAVE, and provides insight into the likely sources of elevated

PM2.5. Several topics are ripe for further investigation:

• Source apportionment. Future work looking in more detail at source apportionment would be

a valuable addition to understanding the relative impacts of specific emission sources. One

useful addition would be to add higher time resolution measurements of the aerosol soil com-

ponent, in particular, to understand the impacts of limestone and gypsum erosion on CAVE

air quality. One could also combine study measurements of hourly, speciated VOCs with the

aerosol observations to better characterize the influence of particular source types/regions

on observed, polluted air masses. For example, increases in light alkane concentrations and

decreases in the i-/n-pentane ratio could provide further evidence of O/G emissions in hazy

air masses.

• Aerosol size distributions. Much of the interesting aerosol chemistry in the study involved

either soil-related primary SO2−

4 emissions or reactions of nitric acid or its precursors with

sea salt and soil dust. Speciated measurements of aerosol size distributions, e.g., using a

MOUDI impactor, could provide greater insight into these interactions by better associating

measured aerosol components with particle size. Evidence of these reactions, for example,

is often found by comparing the size distribution of aerosol nitrate, from below 1 micron out

to several microns, with those of Ca2+ and Na+.

• Aerosol and haze during other seasons. This study focused exclusively on summertime

haze, largely because the primary goal of CarCaVAQS was to examine conditions leading

to elevated summertime ozone. The abundance of gaseous ammonia and nitric acid in the

park, however, suggests that haze formation might be enhanced during cooler times of year

via formation of ammonium nitrate.

Future work should also investigate changes to fine particulate matter concentration and com-

position as O/G development increases in the area.
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Appendix A

USDA Census of Agriculture

Figure A.1: Total Agricultural Production is shown from the USDA Census of Agriculture in 2017.

Each green dot corresponds to 10 million USD in agricultural production. Data can be found at: www.

nass.usda.gov
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Appendix B

Instrument Comparisons

Figure B.1: Corresponding URG and PILS species are plotted at 24-hour time resolution. The PILS-IC

data set was resampled to a daily mean. The dotted grey line has a slope of one and an intercept of zero.
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Figure B.2: Corresponding IMPROVE and PILS species are plotted at 24-hour time resolution. The dotted

grey line has a slope of one and an intercept of zero.
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