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Abstract 

We describe a simple two-layer thermodynamic ocean-ice model, 
which has been developed for coupling to an atmospheric general circu-
lation model (GCM). The model ocean is thermally active above the 
annual mixed layer maximum. It consists of an upper mixed layer, 
which exchanges heat with the atmosphere through radiative, latent 
and sensible heat fluxes, and a deeper oceanic layer, which exchanges 
heat with the mixed layer through entrainment and detrainment. Heat 
transport caused by advection and diffusion is calculated as the im-
plied oceanic heat divergence/convergence resulting from net heat flux 
into the ocean when the GCM is forced by observed sea surface tem-
perature (SST) . The variation in mixed layer depth is prescribed from 
climatology, while the SST and heat storage between the mixed layer 
depth and its annual maximum is predicted by the model. Cooling 
of sea water at its freezing point results in formation of sea ice and 
possible accumulation of snow. Ice and snow thickness are prognostic 
variables in the thermodynamic sea ice model. 

Results are presented from two 30 year runs with oceanic mixed 
layer and sea ice model coupled to the CSU GCM. One run demon-
strates the ability of the coupled system to simulate the current cli-
mate while the second coupled run is an instantaneous ·2 x CO2 sce-
nario. 

1 



1. INTRODUCTION 

The ocean plays an important role in the Earth's climate is important and 
must be included in climate models. The ocean has in early studies been 
represented by prescribed sea surface temperatures (SST). Ocean models 
range from swamp layers , which supply moisture to the atmosphere, but 
cannot store heat (see for instance Washington and Meehl , 1983) , to full 
general circulation models of the ocean (Bryan et al. ,1975; Manabe et al. , 
1975; Washington et al., 980). In between fall simple oceanic mixed layer 
models such as those used by Manabe and Stouffer, (1980) , Washington and 
Meehl,(1984) and Hansen et al. , (1984). The ocean model presented here· 
falls in this last category. 

When the mixed-layer temperature reaches the freezing point for sea-
water {about 271 °K), sea ice forms. Further cooling should lead to thicker 
sea ice. The zero-layer formulation by Semtner (1976) provides a simple 
one-dimensional thermodynamic sea ice model , and was previously used by" 
Washington and Meehl -(1984) , who assumed that the heat flux from the 
mixed layer to the sea ice is zero. When sea ice is present, the ocean tem-
perature in their model remains at the freezing point. A one-dimensional 
thermodynamic very similar to that of Semtner (1976) is implemented in our 
model ocean. Jensen et al. , (1991) presented some aspects of an early ver-
sion of this combined ocean and sea ice model. In this report a very detailed 
description is given. 

1.1 Mixed Layer Models 

The simplest active representation of the ocean is a layer of constant depth, 
which can store heat determined from exchange with the atmosphere. A 
mixed layer of constant depth h0 has a temperature given by 

8T F 
PwCw at = ho (1) 

where Pw is the average density of the mixed layer , Cw is the heat capacity of 
seawater and F is the net heat flux into the ocean. Unless the heat flux F 
integrated over a long period vanishes, a local warming or cooling trend will 
occur, resulting in locally higher or lower sea surface temperatures. Feedback 
from the ocean to the atmosphere is through changes in long wave radiat ion, 
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latent and sensible heat flux, which eventually will regulate the SST towards 
a steady state. This type of mixed layer model was used by Washington 
and Meehl, {1984) to study climate sensitivity to a doubling of CO2 in the 
atmosphere. They used a uniform depth of 50 m for the mixed layer. 

One problem is that internal heat transport in the ocean is very large, e.g. 
the advection of heat by western boundary currents such as the Gulf Stream. 
Without oceanic heat transport, local SST cannot be predicted correctly by 
a mixed layer model. 

A simple way to compute the oceanic heat transport from an atmospheric 
GCM has been described by Miller et al. {1983) and Russell et al. (1985) . 
An implicitly obtained convergence or divergence of heat in the ocean can 
be used as additional forcing of a simple mixed layer ocean similar to the 
one described above. Hansen et al. {1984; 1988) used a mixed layer model 
with such a prescribed heat transport, also referred to as a Q-flux model. 
A similar ocean model is described below and has ·been coupled to the CSU 
GCM. 

2. CSU SLAB OCEAN AND SEA ICE MODELS 

Earlier versions of the CSU GCM used prescribed SST and sea ice distri-
butions. However, clima ological SST, which represents an infinite oceanic 
heat capacity, does not allow a realistic response to changes in atmospheric 
forcing, such as those caused by increased concentrations of CO2• 

The model ocean consists of a thermodynamically active mixed layer with 
prescribed seasonal heat transports and mixed layer depths. The sea surface 
temperature is predicted. The approach is similar to that used in the God-
dard Institute for Space Studies (GISS) model (Hansen et al., 1984) . Our 
sea ice model is a modified, implicit one-layer version of the Semtner (1976) 
model, with snow depth , ice thickness and ice temperature as prognostic 
variables. The model formulations are described in detail below. 

2.1 Oceanic Heat Transport 

We compute the implied heat transport in the ocean using the method de-
scribed by Miller et al. (1983) and Russell et al. {1985). 

The net heat flux F into the-ocean can be denoted as follows: 

(2) 
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where S-l- is the downward solar radiation, as is the surface albedo, F l (F T) 
is the downward (upward) thermal radiation, H is the (downward) sensible 
heat flux and LE is the (downward) latent heat flux from evaporation. 

The heat flux F can be found from a run with a GCM, where the seasonal 
variation of the sea surface temperature is prescribed by monthly observa-
tions. (Russell et al., 1985) suggest that a time filter should be applied to 
isolate the annual and semi-annual periods if F is based on a short GCM 
simulation. A complex Fourier transform which can be used for filtering is 
given the Appendix. 

The heat content Eu in the upper ocean can be calculated from observa-
tions as 

0 

Eu= PwCw j T( z)dz + Pi~(-L + ci(I: - T0 ) - cw(T(0) - To)) (3) 
-hmaz 

where the upper ocean is defined as the water column above the annual 
· maximum _depth, hma2: , of the mixed layer (Figure 1). In (3) T(z) is the 

temperature profile, hi is the sea ice thickness, L is the latent heat of melting, 
T0 is the freezing point for sea water and 1: is the sea ice temperature. The 
densities and specific heat capacities for sea water and sea ice are Pw, Cw and 
Pi, c; respectively. For consistency with the sea ice model, the SST should 
equal the freezing point whenever sea ice is present. 

From observations of NODC expandable bathythermograph (XBT) data 
Russell et al. (1985), define the depth of the mixed layer as the depth where 
the ocean temperature has decreased 0.5°C below the SST, with a maximum 
limit on the mixed depth of 250 m. The data (shown in Fig. 2) was calculated 
as monthly averages and spatialJy smoothed. 

The mixed layer is assumed to have the temperature of the sea surface. 
By limiting the maximum mixed layer depth, the e-folding time towards a 
new planetary equilibrium temperature can be made shorter. Following the 
calculations of Hansen et al. (1984), this time scale is 8.4 years for a 250 m 
mixed layer. Our globally averaged mixed layer depth is 132 m, which implies 
a response time of 4.4 years. 

Climatological sea ice thickness observations, which cover the polar areas 
do not exist. For this reason sea ice thickness have to be calculated from 
observations of sea ice area coverage. Ice data for the Southern Hemisphere 
can for instance be obtained from Alexander and Mobley (1974) and for the 
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Maximum Mixed Layer Depth 

Global Mean = 129.5 

Figure 1: Maximum mixed layer depth based on data from the National 
Oceanographic Data Center (NODC). The mixed layer is defined as the depth 
where the temperature is decreased by 0.5°K from the surface value. Mixed 
layer depths larger than 250 m are truncated. Units are meters. 

Northern Hemisphere from Walsh and Johnson (1979) . 
. Formulae wmch may be applied to calculate sea ice thickness from ice 

coverage are given here. For areas with some ice throughout the year we use 

(4) 

where Ai is the ice concentration and the maximal sea ice thickness is hil 
(2 min Arctic regions and 1 min the Antarctic Ocean). For areas which are 
ice free during part of the year, the sea ice thickness depends on the number 
of months N with some ice. We use 

(5) 

and hi2 = 1 m for both hemispheres, so a maximum of one meter of annual 
ice accumulation is as~umed in these areas. This formulation is similar to 
those used by Hansen et al. (1983) and Russell et al. (1985). 

The calculation of Eu is started when the mixed layer depth h equals 
its maximum value hmaz · During detrainment , when the mixed layer gets 
shallower, energy is transferred to the heat reservoir below the mixed layer. 
During entrainment when the mixed layer deepens, water.is added from below 
to form a new mixed layer depth. The temperature of the entrained water is 
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February May 

Global Mean • 71 .75 Global Mean • 68.50 

August November 

· Global Mean • 70.66 

Figure 2: Mixed layer depth for February, May, August and November based 
on the same data as in Fig. 1. Units are meters. 
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::: 

February May 

Global Mean • -24.20 Global Mean • -29.72 

August November 

Global Mean • -28.64 Global Mean • -30.35 

-375.0 -275.0 -175.0 -75.0 25.0 125.0 225.0 325.0 425.0 
' Htit l I I I rn;;1v' 

-425.0 -325.0 -225.0 -125.0 -25.0 75.0 175.0 275.0 375.0 

Figure 3: Monthly mean of the oceanic divergence Q. Units are W /m2. 

assumed to be the average of the second layer temperature, consistent with 
the 2-layer model described below. 

Any apparent imbalance in the heat budget of the upper ocean is assumed 
to be due to an oceanic heat transport Q, e.g. 

Q = 8Eu -F 
at 

(6) 

which is calculated from the control run. Figure 3 shows monthly averaged 
oceanic heat convergence/divergence Q for four months. 
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2.2 Horizontal and Vertical Heat Transport 

For the mixed layer model we do not need to distinguish between vertical 
and horizontal oceanic heat transports. However, for comparison to data it 
can be useful to attempt a separation. 

The annual (overbar) and spatial (brackets) average of the heat flux is 

(7) 

This represents a net heating or cooling term for the ocean. Russell et al. 
(1985) found F0 = 4.0W /m2, and corrected the net downward solar radiation 

· by a factor of x = .9776 to assure that no net heating of the ocean takes 
place, i.e., replacing F by 

F'=x·Sn+So, (8) 

. which in general implies 

(9) 

Another possibility is simply to reduce F to F' = F - F0 everywhere. It 
is clear from (6) that we must have 

(10) 

This constant flux imbalance can be thought of as a uniform global flux 
correction , which is needed for coupled simulations. vVe have chosen to in-
clude it as an additional oceanic heat source. In the present study a value of 
F0 = 27.2W /m2 was found from our control model run. 

We can split up the oceanic heat transport Q up as 

(11) 

where QH is the horizontal heat transport and ·Ed is the heat storage in the 
deep ocean. 

By forming a spatial average over the globe, the horizontal oceanic heat 
transport QH vanishes, so from (6) and (11) 

(12) 
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Annual Mean Oceanic Transport 

-105.0 -75.0 -45.0 -15.0 15.0 45.0 75.0 105.0 135.0 

-120.0 -90.0 -60.0 -30.0 0.0 30.0 60.0 90.0 120.0 

Figure 4: Annual mean of the horizontal oceanic heat transport. Units are 
W/m2. 

The first two quantities are known, so the temporal variation of the global 
average of the deep sea heat content is easily calculated. Differentiation may 
be performed by the Fourier spectral collocation method .for accuracy, (see 
Appendix). By the additional assumption that the temporal variation in 
deep ocean heat content is spatially uniform, we are able to estimate the 
horizontal oceanic heat convergence or divergence as 

QH = 8Eu + &[Ea] _ F _ Q 
at at 0 {1 3) 

Figure 4 shows the ·a nual average of the horizontal oceanic heat diver-
gence, Q H. Rather detailed features of the ocean general circulation such as 
warm western boundary currents, e.g. the Gulf Stream, the Kuroshio and the 
Algulhas Currents, and upwelling along the west coasts of the continents and 
the equatorial East Pacific are · ncluded in the heat transport. An oceanic 
GCM with a horizontal resolution as coarse as used for the CSU atmospheric 
GCM can not reproduce these features. 

The seasonal change of the uniform heating rate in the deep ocean, 
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Global Average of Net Downward Heat Flux 
11().,.---------------------, 

, ............ 
I • ....,\ 

/ \ _i \ I 
40- \ I \ 

\ I \ / 

\ I \ / 
\ I 

\ / I / 
\ i \ I 

\ / I / 
\ / I / 
\ I \ I 
\ .... ....... \ ,i 

O-+----------------'--. -.,...,....-----t 
\;· 

-20----.-.---,-.---,-.---,-.---,-,---1 
2 3 4 5 I 7 I I 10 11 12 

Month 

Figure 5: Net heating r·ate of the deep ocean as function of month. It has 
been assumed that this rate is spatially uniform. Units are W /m2• 

8[Ed]/8t --- Q0 is shown in Fig. 5. Note that_ the uniform flux correction 
predicted from ·the control run is included here. 

2.3 Two Layer Upper Ocean Model 

We use a one-dimensional two-layer ocean. The mixed layer depth h is taken 
from observations. The heat content in the mixed layer is 

(14) 

where Pw is the density, Cw the heat capacity of sea water and T the mixed 
layer temperature. The heat content of the water between the mixed layer 
and its annual maximum is 

(15) 

(see Fig. 6). When the mixed layer detrains E 2 changes according to 

(16) 
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Two Layer Mixed Layer Ocean Model 

Hmax 

time 
12 months 

Figure 6: Ocean energy content in two-layer model. 

and during entrainment when the mixed layer deepens, 
aE2 ah 

(hma:r - h) &t + E2 at = 0. (17) 

For both cases an Euler forward time integration scheme is used. There 
is thus full mixing in the second layer. The mixed layer temperature is 
calculated from the energy balance 

aI'h aE2 
PwCwf)t = (F + Q - &t) (18) 

where Q is the prescribed heat transport determined from the control run. 
F is the net atmospheric heat flux calculated using bulk formulae during 
coupled experiments. The finite difference form of (18) is 

rn+l = Tnhn /hn+l + ~t (F + Q _ aE2 ) 
PwCwhn+l at l

n+l/2 
{19) 

where n + l is the new ime level. As mentioned earlier, the quantity Q on 
the right hand side is prescribed in time. The finite difference formulations 
of (16) and (17) are 

(20) 
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and 
(21) 

respectively. 

2.4 Alternative Ocean Model 

The ocean model formulation above has a prognostic second layer heat con-
tent, E2 , but assumes full mixing in that layer. If mixing does not take place, 
it is necessary to know the temperature profile between the mixed layer and 
its annual maximum. 

During detrainment, when the mixed layer gets shallower, the tempera-
ture profile below is "frozen" , it i.e. is undisturbed, under the assumption 
that no mixing occurs below the seasonal thermocline. During entrainment 
when the mixed layer deepens, the temperature profile is eroded down to 
the new mixed layer depth. The temperature profile below is undisturbed. 
This approach is not feasible for a simple Q-flux model. One option is to 
use 8E2/8t predetermined from a control run and observed SST and h(t). 
During detrainment, E2 is calculated as before. During entrainment the heat 
content below the mixed layer can be computed as 

(22) 

where the index 02 refers to the heat content E2 during a control run. If 
E2 , for instance is 10 % higher than during the control run , it remain 10% 
higher until the maxim m mixed layer depth is reached. At that time E2 
is zero by definition. This method ensures that heat from an unusual warm 
spring will be released gradually during the fall. However, the timing may 
be lost. Heat is released at the same rate as during a control run, assuming 
that the temperature profiles are proportional.' If the temperature profile 
had been saved, excess heat stored in the seasonal thermocline in the early 
spring should_ not be released until late in the fall under the assumption that 
no mixing occurs in the seasonal thermocline. The method applied above 
adds mixing (or unmixing) below the thermocline since it relies on similarity 
of the temperature profiles between the coupled run and the control run. 
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2.5 Monthly Observed SST 

The atmospheric model control run was done with SST varying linearly from 
month to month. While this choice seems very reasonable, it involves some 
consideration to avoid inconsistencies when the mixed layer is added. Equa-
tion (3) is used to calculate Eu in general, but since T(O) varies linearly 
with different rates, Eu becomes pointwise non-differentiable. Consider the 
detrainment case. By definition (15), we have 

aEu aE1 aE2 
at = at + at 

Using (14) and (16), we find 

aEu a(hT) ah 8T 
at= PwCw[ at -Tat]= PwCwh&t 

(23) 

(24) 

where T and h is the mixed layer temperature and depth, respectively. If the 
temperature varies linearly with the rate~' we find from (6) 

Q + F(t) = a:u = ~h (t) (25) 

The rate~ is usually a different constant before and after the monthly temper-
ature i~ updated, so Q becomes discontinuous at the time when is changed. 
This happens independently of the structure of F(t) or h(t). In other words, 
if we obtain F from the control run with linearly varying SST's, we need to 
apply a discontinuous Q in (18) and (19) in order to regenerate the SST's 
from the control run. For this reason, we found it necessary to store daily 
means of downward fluxes from the control run. Using least-squares, this 
data is fit to a piecewise continuous linear function defined by values at the 
15th of each calendar month with the annual mean preserved. This net flux 
function is used (along with ice and SST defined at the 15th of each calen-
dar month and interpolated) to calculate daily values of Q. A similar least 
squares fit is done to create a monthly Q data set with a preserved annual 
mean. Climatology is used to initialize the surface temperature and ice thick-
ness for the coupled run , while Q is interpolated each ocean/seaice time step 
from monthly values. 
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One Layer Sea-Ice and Snow Model 

Fluxes Surface Temperature 

Ts 

Snow hs 

Fs 
Ice hi 

F1 

Fb To 

Mixed layer temperature (-1 .9°C) 

Figure 7: Thermodynamic sea ice and snow model. 

2.6 Thermodynamic Sea Ice Model 

When the mixed layer temperature predicted by the mixed layer model 
reaches the freezing point for sea water, further cooling is used to create 
sea ice. We have adopted a modified version of the thermodynamic model 
described by Semtner (1976). The sea ice model has a single layer of ice that 
allows accumulation of snow (Fig. 7). The snow has no heat capacity. 

Sea ice forms when cooling predicts a SST below T0 = -l.9°C. In that 
case, the mixed layer te perature is cooled to T0 , while the additional heat 
flux from the ocean bF is used to create a thin ice layer of thickness hi , given 
by 

(26) 
where 6i.t is the time step and qb = PiL is the heat of fusion. The surface 
temperature Ts of the .sea ice is set to the freezing point T0 • Within a grid 
box the sea ice thickness is assumed uniform without leads. When ice is 
present, the change, 6i.T , in ice surface temperature, Ts, is calculated from a 
Taylor expansion (in Ts of the heat flux balance at the top of the ice, i. e: 

where the five first terms are downward short wave and long wave radiation, 
sensible and latent heat flux and upward long wave radiation, respectively. 
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268.1 273.1 K 0 5 cm 

Figure 8: Sea ice albedo 

Here 0 8 is the surface albedo, while the step function 0 ensures that a fraction . 
/ 0 of the downward solar penetrates into the sea ice only when snow is absent, 
e.g. snow thickness hs = 0. We allow 17% penetration of solar radiation. 
The sea ice albedo depends on the surface temperature as well as sea ice 
thickness as shown in Fig. 8. The heat flux through the snow and upper half 
of the sea ice, Fs, is given by 

(28) 

Here T; is the sea ice temperature. As long as sea ice is present, the predicted 
surface temperature is limited to values lower than 0°C. Each time step, a 
balance surface temperature is predicted to be 

T* = Tn +~T s s 

while the predicted surface temperature is limited by 

T8n+l = max{T; , T0 } 

If T; is above freezing, the Iiet incoming heat flux F is calculated as 

(29) 

(30) 

In that case, the resulting flux imbalance at the surface will first _melt snow 
according to 

(32) 
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When all snow is melted, the remainder of the surface heat flux, oF is used 
to melt sea ice: 

(33) 
Here q8 and qi are the hea of fusion for snow and pure ice (no salt). At the 
lower boundary a flux imbalance between the heat flux through the bottom 
half of the sea ice and the heat fl x from the mixed layer to the ice, Fb , will 
result in ablation or accretion of ice. The change in ice thickness is 

"h _ 6.t [ T0 - z;, l u b - - rb 
- q& hi/(2ki) 

(34) 

where qb is the heat of fusion for sea ice with 0.4% salt. Note that the heat of 
fusion at the lower and upper boundaries of the ice have slightly different val-
ues to allow for different contents of liquid brine, (Maykut and Untersteiner, 
1971). Most previous studies keep the flux Fb constant. In some of our ini-
tial model test runs, we used Fb = 8W /m2 in Arctic regions and 25W /m2 in 
Antarctic regions. In a recent study, Fichefet an Gaspar (1988) ,the oceanic 
heat flux was allowed to vary due to entrainme t and diffusion from below 
the mixed layer, absorption of transmitted solar irradiance and changes in 
the freezing point because of salt fluxes. Since we use a prescribed oceanic 
heat transport Q we compute the oceanic flux to the ice as 

. 8E2 oh 
Fo = Q - fit - PwCwT ot (35) 

in analogy to the form suggested by Fichefet and Gaspar {1988). This for-
mulation e~sures that energy is conserved. 

The sea ice temperature is calculated by a flux imbalance in the center 
of the ice layer 

d~ _ _ .1. 6.hbe(6.hb)(n - Ti) 
PiCihidt - F1 - Fs + (1 - a.,)Jo(l - 0(h.,))S + PiCihi 6.t(hi + 6.hbG(6.hb)) 

(36) 
Here ci is the heat capacity of sea ice. The two last terms represent contri-
butions from penetrating solar radiat ion and accretion of sea ice of tempera-
ture T0 , respectively. In contrast to Semtner (1976) who applied an explicit 
numerical scheme we adopt an implicit backward Euler scheme when calcu-
lating the fluxes F1 and F., through the snow and sea ice . . This allows the 
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layer thickness to approach zero and thus avoids Semtner's use of a 0-layer 
model without heat capacity for thin sea ice. Since a single sea ice layer is 
used the numerical calculation of sea ice temperature simply becomes 

r.n+1 = Ts+ To(l + 2r) + Ttp 
• 2(1+r)+p (37) 

where 
r = hski (3B) 

hiks 
is the ratio of "heat flux resistance" of the snow to that of the sea ice and 

(39) 

is a measure of the rate of change in heat storage. The asterisk on Ti implies 
a correction to the temperature due to penetraf ng solar radiation and due 
to conservation of heat, when new sea ice of temperature T0 is accreted at 
the bottom. The corrected temperature is given by 

(40) 

The snow is assumed to have zero heat capacity in this formulation. Another 
difference from Semtner (1976) is that heat from penetrating solar radiation 
is applied instantly to increase the sea ice temperature instead of potentially 
being stored in "brine pockets" for sea ice near 0°C. Since our sea ice tem-
perature usually is near the freezing point, T0 , of sea water, the heat release 
would be instantaneous if a formulation similar to Semtner's was applied. 
For thin snow-free ice the sea ice temperature simply becomes an average of 
the surface temperature Ts and the ocean mixed layer temperature T0 • 

2. 7 One-dimensional Sea Ice Simulations 

Figure 9 shows the results of three 15-years simulations using prescribed 
monthly atmospheric fluxes simi1ar to those used by Semtner (1976). The 
mixed layer depth, which is only relevant during ice free periods in the case 
of prescribed Fb, was chosen to be 30 m,-whic_h is typical for summer condi-
tions. The same climatological forcin_g is repeated for each of the 15 years . 
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Figure 9: Variation in sea ice and snow thickness predicted by a 15 year 
integration of the one-layer thermodynamic model for 3 different values of 
heat flux from the ocean mixed layer. Units are meters. 
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For Fb = 8 W /m2 we get an average ice thickness of 0.4 m with an annual 
amplitude of 0.2 m. The snow cover varies ann ally between O and 0.9 m. 
By increasing the oceanic heat flux to 10 W /m2 , open water appears every 5 
years and ice thickness up to 1.5 m appears. Increasing Fb by an additional 
2 W /m2, the quasi-period is shortened to 3 years. In the model cases with 
open water, early snow fall before sea ice is formed and less snow is accu-
mulated than in years when the sea ice remains during all sea.sons. Due to 
less insulation of a thinner snow cover, rapid sea ice growth follows an open 
water event. As a result multi-year cycles of sea ice coverage may occur even 
in this simple model. The period between open water events depends on the 
flux balance between the atmosphere and ocean. 

3. CLIMATE SIMULATIONS 

The simple model described here should only be considered a first step away 
from prescribing SST, but is a computational efficient way to include a limited 
SST response to global warming. Since the climate perturbations supposedly 
are small, it is reasonable to use the oceanic heat convergence from the control 
run and observed mixed layer depths. 

Coupling to the atmosphere is through surface heat fluxes for both mod-
els. When forced by atmospheric history tapes from the 10 year control run, 
the simple model, with prognostic heat flux, reproduces the observed SST 
without trends for at lea.st 10 years. This semi-coupled run was used to 
calibrate the model. 

Details about the coupling to the atmospheric model are presented in this 
section. Two cases are discussed below. One, called the semi-coupled model , 
uses history tapes from the contro run to force the ocean mixed layer model, 
while the second is a fully coupled model. The former is used to ensure 
stability and that no trends are present in the ocean mixed layer model and 
the air-sea interaction scheme. 

3.1 Semi-Coupled Model 

From a 10-year run using observed monthly SST, (1979-1988) we obtain 365 
multi-year daily means of the following quantities: ventilation mass flux , Vm; 
total precipitation; surface pressure, p8 ; surface temperature, Ts; net down-
ward solar radiation at the surface, S' l; downward component of long wave 
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radiation at the ·surface, F.J.; atmospheric mixed layer moist static energy, 
hm; and atmospheric mixed layer mixing ratio , qm. These are all needed to 
force the ocean/sea-ice model. The prime in S' 1 indicates that correction for 
albedo is included. The GCM run had a resolution of 5 degrees in longitude 
and 4 degrees in latitude with 17 layers in the vertical. Using the method 
of least-squares, all fields are fit to piecewise-continuous linear functions de-
fined by values at the 15th of each calender month, with the annual mean 
preserved. Values from this fit are used to calculate daily values of the net 
downward heat flux 

where the saturation mixing ratio q8 = q8 (T,ps), depends on the surface 
temperature and pressure and the mixed layer temperature in the atmosphere 
is given by 

(42) 

At the 15th of each month, the monthly mean value of F was stored, and 
used with the observed (fitted) fields of SST and sea ice to calculate daily 
values of Q. The resulting Q was subjected to a piecewise linear fit also. 

The semi-coupled run was initialized using SST, sea ice thickness and E2 

calculated from the 10 year climatology. Eqns. (3-4) are used to calculate 
sea ice thickness from sea ice coverage. The mixed-layer/sea ice model was 
integrated for 8 years driven by interpolated values of Q and heat flux calcu-
lated from eqns. (24-25), but now with a prognostic T8 • We found the model 
to be stable without any climate drift (Fig. 10). 

3.2 Model Calibration 

The model's main advantage is it simplicity and the very low computational 
cost. Yet, our results show that it is applicable to climate simulations of 
several decades. T hese results are remarkably good, given the well-known 
tendency of 1-D thermodynamic sea ice models to be noisy and to induce 
climate drift when coupled to GCM with a daily cycle. The main reason for 
these problems is that the albedo for sea ice is often modeled like a simple 
step function dependent on temperature, 1.e. high albedo below and low 
albedo above freezing. 
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Figure 10: Sea ice areas from an 8-year semi-coupled run with ice albedos of 
0.8 and 0.75 for freezing and melting ice and snow, respectively. The heat 
flux from the ocean was 4 W /m2 for the Arctic and 8 W /m2 for the Antarctic 
oceans. 
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MONTHLY MEAN SURFACE ALBEDO VS. SURFACE TEMPERATURE 
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Figure 11: Monthly mean surface albedo vers s surface temperature ( °K) 
over sea ice during a semi-coupled run. 

Another very important aspect is that the sea ice model requires that the 
SST has to be at the freezing point whenever sea ice is formed . Observations 
of SST might be above the freezing point due to presence of leads. In order 
for the coupled model to be able reproduce an observed SST field it is crucial 
to lower the observed SST to the freezing point before sea ice appears and 
to keep the SST at the freezing point until all sea ice has disappeared. This 
change to the observed SST, should be done before the oceanic heat transport 
Q is computed (see section 2.1). We have used monthly observed SST and 
monthly observed sea ice coverage and interpolated linearly from month to 
month. In that case SST must be kept at the freezing point from one month 
before sea ice forms to one month after sea ice has disappeared. 

We found a high sensitivity to snow and sea ice albedo in the semi-coupled 
runs, where the air-sea interaction and ocean was forced by history tapes of 
GCM output. As discussed by Meehl and Washington (1990), this is also 
found to be these case in other studies using one-dimensional thermodynamic 
ice models. 

For runs with a daily cycle included, we found that the effective surface 
albedo was lower than anticipated. This is demonstrated in Fig. 11 , which 
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shows the corresponding monthly mean albedo for visible light, and the rea-
son is as follows . v\'hen the ocean is forced by daily mean values the surface 
temperature is usually below freezing and the albedo remains high. With a 
daily cycle, daytime surface temperature above freezing will lower the albedo, 
to an effective mean value closer to that of melting ice rather than that of 
frozen ice. Initial tests wi h the fully coupled model had therefore too much 
melting in the spring using the original CSU model albedos as above, even 
with low values for oceanic heat flux. It is clear that the ice cover is highly 
sensitive to the albedo. A step function with an albedo of 0.6 for freezing ice 
and 0.36 for melting ice was originally used. 

We consequently adopted higher albedos of 0.8 and 0.65 for freezing and 
melting ice, respectively. These new values were in better agreement with 
those most commonly used for thermodynamic ~ea ice models and reported 
in the literature: Maykut and Untersteiner, (1971); Corby et al. , (1977); 
Parkinson and Washington, (1979); Herman and Johnson, (1980); Hibler 
and Walsh, (1982);Washi gton and Meehl, (1984) ; Ledley, (1985); Shine and 
Henderson-Sellers , (1985); Mellor and Kantha, (1989);Fleming and Semtner, 
(1991); Tang, (1991) . Details from these studies are shown in Table 1. These 
new albedos tended to produce too thick sea ice, which only allowed realistic 
simulations of a few years. 

To get a more realistic sea ice albedo for this simple model, which does 
not take leads in account, we finally adopted an albedo formulation where 
the albedo varies bi-linearly with temperature and sea ice thickness as shown 
in Fig. 8. For sea ice thicker than 5 cm, the albedo varies between 0.65 and 
0.8 depending on temperature. For thinner sea ice this albedo is reduced 
linearly towards the open sea albedo. Effectively, it works like an average 
of the two previous cases, while representing additional physics such as melt 
ponds and newly formed dark thin ice. 

When snow with a constant albedo of 0.8 was allowed to accumulate snow 
on top of the sea ice we also found our coupled model to become noisy. The 
main reason is that large fluctuations in albedo and heat flux may occur 
instantaneously when a single grid cell is covered with a thin , but highly 
insulating snow cover. In order to get even better simulations, effects such as 
snow to ice conversion, snow aging and fractional coverage must be included. 
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Reference frz snow mlt snow frz ice mlt ice 
Fleming and Semtner, 1991 0.80 0.75 0.70 0.70 
Tang, 1991 0.75 0.75 0.64 0.64 
Meehl and Washington, 1990 0.85 0.60 0.60 0.30 
Mellor and Kantha, 989 0.82 0.73 0.64 0.64 
Maykut and Perovich, 1987 0.50 
Ledley, 1985 0.88 0.51 0.88 0.51 
Shine and 
Henderson-Sellers, 1985 0.80 0.65 0.72 0.53 
Washington and Meehl, 1984 0.80 0.80 0.70 0.70 
Hansen et al., 1983 0.85 0.50 0.45 0.45 
Hibler and Walsh, 1982 0.75 0.75 0.75 0.66 
Wetherald and Manabe, 1981 0.70 0.35 0.70 0.35 
Manabe and Stouffer, 1980 0.70 0.45 0.70 0.45 
Herman and Johnso , 1980 0.70 0.70 0.70 0.70 
Parkinson and 
Washington, 1979 0.75 0.75 0.75 0.5 
Corby et al,, 1977 0.80 0.50 0.80 0.50 
Maykut and 
Untersteiner, 1971 0.83 0.64 0.64 0.64 

Table 1. Albedos from other model investigations. The abbreviations "frz" 
and "mlt" are for "freezing" and "melting", respectively. In several of the 
models above, the albedo depends on parameters such as temperature, spectral 
component of the radiation, snow age or latitude. 

3.3 Fully Coupled Model 

We calculate the oceanic heat transport Q as outlined above and initialize 
the SST, sea ice thickness and E2 from the end of a 8 year run with a 
climatological monthly SST and sea ice obtained as the average from 1979 
to 1988 of the Atmospher·c Modelling Intercomparison Project (AMIP) data 
set. The version CSU GCM which was used is described in Randall and Pan, 
(1993); Fowler et al., (1996) and Randall et al., (1996) . The spatial resolution 
was 9.0° in longitude and 7.2° in latitude with 9 layers in the vertical. 

The mixed~layer ocean and sea ice model have been used for coupled runs 
with the GCM. Car.e has been taken to ensure consistency is the formulation 
of flux calcµlations to av id climate drift. However, the coupled runs shown 
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here have a small inconsistency due to interpolation of SST fields and sea ice 
fields. As described in section 3.2~ the SST was kept at the freezing point 
from one month before sea ice is observed to one month after sea ice has 
disappeared for the calculation of the oceanic heat transport , Q. Sea ice 
thickness was interpolated from zero the month before sea ice is observed to 
1 min the month it is actually is observed. This procedure avoids spikes in the 
Q field, but also assumes a slightly colder climate by artificially lowering SST 
and increasing albedo during two months per year. In the control, the sea 
ice was interpolat~d in exactly the same manner, but SST was interpolated 
to reach the freezing point in the month· where sea ice _was observed, but 
truncated to the freezing point whenever sea ice was present. Consequently, 
for some areas with seasonal sea ice coverage, the SST was slightly higher 
during the two months where sea ice was created or melted. Later simulations 
have shown that the effect of this inconsistency was minor. 

We have done two coupled runs: One of present climate conditions and 
one with an instantaneous doubling of CO2. The methodology is as follows: 

a) A climatology data set of monthly sea surface temperature (SST) and 
sea ice coverage was created from observed SST and sea ice coverage from 
the AMIP period 1979-1988. The sea ice thickness was assumed to be 1 m, 
e.g. eqns. (4) and (5) were not applied. 

b) An 8 year control integration with this climatological data set pre-
scribed over the oceans was used to compute the net downward heat flux F 
into the ocean. 

c) From the climatological SST and sea ice data, the net downward heat 
flux from the control and observations of mixed layer depth (NODC data) , 
the oceanic heat transport can be computed during the year. 

d) A coupled GCM-ocean model run with present level CO2 serves as a 
reference and to check that no or little climate drift occurs. This is necessary 
since we want to avoid flux correction in the coupling between the ocean and 
the atmosphere. 

e) A second coupled run is made to investigate the response to increased 
CO2 levels. 

In these runs, no snow is permitted to accumulate on the sea ice. This 
choice was made because the spatially noisy precipitation pattern generated 
by the atmospheric model. As discussed in section 2.7, a one-dimensional 
thermodynamic sea ice odel produces 9- thickness of sea ice that is extremely 
sensitive to snow coverage, so the noisy snowfall pattern created an equally 
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Figure 12: Globally averaged surface temperature during 30 year runs of the 
GCM coupled to the ocean mixed layer and sea ice model. Units are °K. 

noisy sea ice field. 
Figure 12 shows the global mean surface temperature for the two coupled 

30 year runs. The present day climate simulation has a very small tendency 
towards a colder climate (about 0.05°C/decade). In comparison we found a 
2.3°C increase during the 30 year 2 x CO2 run. 

The areas of sea ice in the northern hemisphere (NH) and southern hemi-
sphere (SH) (Fig. 13) are smaller for the 2 x CO2 run, in particular for the 
SH, where the annual sea ice production has been reduced. 

This is not surprising, since ice dynamics is more important for the thick 
multi-year Arctic sea ice, and the oceanic export of 7-10% of the Arctic ice 
cover through the Fram strait (see Hakkinen, 1990) is not included in our 
model. Hibler and Walsh, (1982) have also demonstrated the importance of 
including sea ice dynamics in the Arctic. 

3.4 Results from a 2 x CO2 run. 

In this section fields from the coupled runs are briefly discussed. Figure 
14-15 show the SST for February and August, respectively. The control 
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Figure 13: Total sea ice area for the northern hemisphere (top) and southern 
hemisphere (bottom) for 30 years of coupled runs. Units are m2• 
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SST equals observations, since they are prescribed. For the coupled run , the 
global decrease in SST is about 0.15°C. For example, the area of temperature 
above 28°C i~ the tropical Indian and Pacific Oceans is slightly reduced. In 
contrast, for the instantaneous doubling of CO2 case, the global SST increase 
by about 2°C. The increase is larger for the polar regions. 

Sea ice coverage (Fig. 16-17) · s fairly realistic for the present climate 
coupled run. This was also indicated by the total area (Fig. 13) during 
the spin up. However, sea ice thickness tends to be unrealistic. Some grid 
points accumulate several meters of sea ice which prevents melting during 
the summer. However, the global effects are presumably fairly small. 

Figure 18-19 show total precipitation rates. The changes in these rates 
for the double CO2 run are fairly small , only about an 0.1 mm/day increase. 

Figure 20-21 show the short wave cloud radiative forcing at the top of . 
the atmosphere. Changes are of the order of a few W /m2 , with largest effect 
in the polar areas during the summer. For the long wave radiation we find a 
larger effect, but during the polar winter. This is due to a decreased sea ice 
extent for the 2 x CO2• 

The globally integrated net surface heat flux change is less than 1 W /m2, 
which means that the flux correctio by a global constant, F0 giving by (10) 
is justified. As seen from Fig. 22-23 the heat flux mainly changes where sea 
ice coverage has been reduced. 

The amount of precipitable water or water vapor increases by 10%, mainly 
in the tropical convergence zone (Fig. 24-25) . 
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FEBRUARY SST 

control 1 x CO2 

Global Mean • 18.69 Global Mean • 18.53 
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Figure 14: SST for February for the control, 1 x CO2 , 2 x CO2 and the 
difference between the two coupled runs. Contour intervals are 2°C. 
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AUGUST SST 
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Figure 15: SST for August for the control , 1 x CO2 , 2 x CO2 and the 
difference between the two coupled runs. Contour intervals are 2°C. 
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FEBRUARY Sea Ice 
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Figure 16: As figure 14, but sea ice thickness. Units are centimeters. 
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AUGUST Sea Ice 
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Figure 17: As figure 15, but sea ice thickness. Units are centimeters. 
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FEBRUARY Precipitation 

control 1 x CO2 

Global Mean• 2.808 Global Mean• 2.845 
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Figure 18: As figure 14, but precipitation rate. Units are mm/day. 
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AUGUST Precipitation 

control 

Global Mean • 2.997 Global Mean• 3.051 
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Figure 19: As figure 15, ut precipitation rate. Units are mm/day. 
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FEBRUARY TOA SWCRF 

control 1 x CO2 
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Figure 20: As figure 14, but short wave cloud radiative forcing (top of the 
atmosphere). Uni ts are W / m 2. 

35 



AUGUST TOA SWCRF 
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Figure 21: As fig re 15, but short wave cloud radiative forcing (top of the 
atmosphere). Units are W /m2. 
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Figure 22: As figure 14, but long wave cloud radiative forcing (top of the 
atmosphere) . Units are \V /m2 • 
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Figure 23: As figure 15, but long wave cloud radiative forcing (top of the 
atmosphere) . Units are ·,v'jm2. 
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FEBRUARY NET SRF HEAT FLUX 

control 

Global Mean • 29.75 

Global Mean • 30.54 

Figure 24: As figure 14, but net surface heat flux. Units are W / m2• 
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AUGUST NET SRF HEAT FLUX 

control 

Global Mean • 10.30 Global Mean • 10.25 
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Figure 25: As figure 15, but but net surface heat flux. Units are W /m2 . 
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Figure 26: As figure 14, but precipitable water (water vapor). Units are mm. 
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Figure 27: As figure 15, but precipitable water (water vapor) . Units are mm. 
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4. SUMMARY 

We have developed and implemented in the CSU GCM a simple two-layer 
mixed layer model with prescribed oceanic heat transport. Sea ice is included 
using a thermodynamic one-layer ice and snow model. We have made semi-
coupled run in which the state of the atmosphere is prescribed, while the 
oceanic heat flux, SST and sea ice cover are predicted. Coupled test runs 
with full interactive atmosphere and ocean have been accomplished. Given 
the simplicity of the ocean mixed layer and sea ice model, the coupled model 
show very little climate d ift for simulation of current conditions. 
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6. APPENDIX A 

For the purpose of selecting a few harmonics or to apply a filter to a time se-
ries, the Fourier transform is needed. Accurate numerical differentiation can 
also be obtained using a collocation method. For a periodic function, Fourier 
collocation is adequate and different iation of a function can be calculated as 
shown below. 

We define the complex discrete Fourier Tra sform by 
1 N-1 . 

'Uk = N L Vje-,kx;' 
j=O 

k = -N/2, ... ,N/2-1 

where xi = 21r j / N and i2 = -1. The inverse or back transform is given by 
N/2-1 

Vj = L v keikx; 

k=-N/2 
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.. 
In order to relate the complex Fourier transform as defined to the more 
familiar cosine and sine transforms, we note t at the Fourier coefficients 
Vk = rk + ipk are complex. If vi is real, the 

Then 
1 N-1 1 N-1 

Vk = N aie-ik:r; = ]V ai[cos(kxi) - i sin(kxi)] 
J=O J=O . 

Thus the real part corresponds to a cosine transform and the imaginary part 
to a sine transform. We observe that r -k = rk and P-k = -Pk· In order to 
obtain the cosine transform amplitude An and the sine transform amplitude 
Bn from the complex Fourier coefficients, we use 

F:or a real input series we then have the amplitude Ck and phase <l>k for a 
given wave number k given by 

where each harmonic is given by Ck cos(kxi - <I>k)-
For differentiation of a discrete function, the Fourier coefficients vk are 

calculated and multiplied by k, viz. 

k = - N /2, ... , N /2 - 1. 

The derivative of the original function is calculated using the inverse trans-
form 

2 N/2-1 
vj = _.!!._ I: v~eik:r;. 

T k=-N/2 

where Tis the (dimensional) period of the time series. 
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