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ABSTRACT 

 

ASSESSING THE IMPACTS OF MICROPHYSICAL AND ENVIRONMENTAL CONTROLS 

ON SIMULATED SUPERCELL STORMS 

 

Supercell thunderstorms are some of the most dangerous single-cell storms on the planet. 

These storms produce many hazards to life and property, including tornadoes, floods, damaging 

straightline winds, strong updrafts and downdrafts, and lightning. Although these hazards are not 

unique to supercells, some of them are often at their strongest when supercell-produced. Because 

of the destructive power of supercell hazards, supercells have been the subject of scientific 

research for decades. In this thesis, two of these hazards will be examined: supercell rainfall and 

supercell tornadoes, with the overarching goal to improve both our process-level understanding 

and forecasts of these hazards.  

The first part of this study focuses on supercell rainfall forecasts. Rainfall prediction by 

weather forecasting models, including supercell rainfall prediction, is strongly dependent on the 

microphysical parameterization being utilized in the model. As forecasting models have become 

more advanced, they are more commonly using double moment bulk microphysical 

parameterizations, which typically predict the hydrometeor number concentration and mass 

mixing ratio. While these double moment schemes are more sophisticated and require fewer a 

priori parameters than single moment parameterizations, a number of parameter values must still 

be fixed for quantities that are not prognosed or diagnosed. Two such parameters, the width of 

the drop size distribution and the choice of liquid collection efficiencies, are examined in 

Chapter 2. Simulations of a supercell were performed in which the collection efficiency dataset 
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and the a priori width of the rain drop size distribution (DSD) were independently and 

simultaneously modified. Analysis of the results show that the a priori width of the DSD was a 

larger control on the total accumulated precipitation (a change of up to 130%) than the choice of 

the collection efficiency dataset used (a change of up to 10%).  While the total precipitation 

difference when changing collision efficiency is relatively small, it does have a larger control on 

the warm rain process rates (including autoconversion and liquid accretion) than changing the 

rain DSD width does. The decrease in rainfall as the DSD width narrows is due to a combination 

of three main factors: (a) decreased rain production due to increased evaporation, (b) decreased 

rain production due to decreased ice melting, and (c) slower raindrop fall speeds which leads to 

longer residency times and changes in rain self-collection.  The decreasing precipitation rate and 

accumulated precipitation with narrower DSD is consistent with observations of continental 

convection. This part of the study emphasizes that, in order to improve rainfall and flooding 

forecasts, the number of a priori parameters required by microphysical parameterizations should 

be reduced. Improvements in rainfall forecasts can be made immediately through the further 

development and implementation of triple-moment microphysical schemes, which do not require 

an a priori specified DSD width. 

 The second part of this study focuses on supercell tornado forecasts. Supercell-produced 

tornadoes make up a majority of the most violent tornadoes and result in 90% of tornado-related 

deaths. Improving lead times and reducing false alarm rates is therefore critical. However, this 

requires an enhanced understanding of the controls that environmental conditions have on 

supercell tornadogenesis as well as improved observational platforms that are able to better 

detect environments that can produce tornadic supercells in advance. Therefore, the goals of the 

research presented in Chapter 3 are to (1): understand the storm processes that change as 
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environmental conditions of supercells are perturbed and (2): determine how sensitive platforms, 

especially space based platforms, would need to be in order to distinguish between environments 

that can produce tornadic supercells from those that will produce nontornadic supercells. To 

address the goals, a suite of experiments were performed with a numerical model where the 

Convective Available Potential Energy (CAPE), Lifted Condensation Level (LCL), and low 

level wind shear are independently perturbed.  The presented research shows that a platform with 

high accuracy in temperature and wind shear measurements can add value to supercell tornado 

forecasting. Further, several processes that influenced tornadogenesis, including cold pool 

strength and the role of horizontal vorticity, are found to have an impact on tornadogenesis. This 

part of the study emphasizes the need for new observational platforms that can more accurately 

observe environmental conditions in order to improve supercell tornado forecasting.   

 Overall, the research presented here highlights supercell flooding and tornado forecast 

improvements that can be made with forecasting models and observational systems. Careful 

selection of a priori parameters, such as the width of the rain DSD, or reducing the number of 

those parameters required by microphysical parameterizations could improve supercell rainfall 

forecasts, therefore improving flooding forecasts. Supercell tornado forecasts can be improved 

by the addition of accurate space-based observational platforms which can help to distinguish 

between tornadic and nontornadic environmental conditions.  
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CHAPTER 1  INTRODUCTION 

 

1.1.  A brief history of supercell thunderstorms 

Thunderstorms have been investigated since the start of atmospheric research due to their 

impacts on civilization through strong winds, heavy rainfall, and hazards such as lightning and 

tornadoes. In the modern era, thunderstorm research began with the Thunderstorm Project, which 

was initiated quickly after World War II in response to a series of thunderstorm-related aviation 

accidents (Byers and Braham 1948). In the Thunderstorm Project, instrumented aircraft, 

rudimentary weather radars, and atmospheric sounding systems were deployed across central 

Florida in 1946 and central Ohio in 1947 to observe both tropical and mid-latitude 

thunderstorms. This was the first major field campaign in the modern era to comprehensively 

observe thunderstorms and ushered in the modern era of thunderstorm research.  

While thunderstorms were acknowledged as a major area of research with the 

Thunderstorm Project, supercell thunderstorms (hereafter supercells), which can cause 

significant hazardous weather including tornadoes, severe hail, flash flooding, and strong straight 

line winds, were not defined separately from ordinary thunderstorms until later. The first use of 

the word “supercell” in regards to thunderstorms did not appear until 17 years after the 

Thunderstorm Project concluded and was defined primarily from its strong appearance on 

weather radar (Browning 1964).   

 In the years since the Browning (1964) publication, the atmospheric science community 

has worked to advance our understanding of supercells from both operations/forecasting and 

research perspectives due to their power, which is more destructive than ordinary thunderstorms. 

Several major field campaigns and operational improvements have enhanced our understanding 
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of supercells and the hazardous weather associated with them. These improvements include the 

deployment of the NeXt generation RADar (NEXRAD) system deployed across the United 

States, which allowed for high resolution doppler wind observations and enabled earlier 

warnings of tornadoes. Field campaigns that strongly enhanced our understanding of supercells 

include the 1994-1995 Verifications of the Origins of Rotation in Tornadoes EXperiment 

(VORTEX), which focused on supercell-spawned tornadoes, which account for 90% of the 

tornado-related deaths in the US (Brotzge et al. 2013).  

1.2. Supercell Characteristics 

Supercells are typically characterized as large, strong, isolated storm systems that are 

organized around a large rotating updraft, called a mesocyclone (Browning 1964; Davies-Jones 

2015). Due to their large, fast updraft, supercells generally appear with a tall cumulonimbus 

cloud base, referred to as the convective region, and a thin, wide region of cirrus clouds attached 

to the main base which develop as the upward moving air reaches the stable tropopause, referred 

to as the anvil region. Above the main updraft, there may be an area of convective clouds 

protruding out of the anvil region, called an overshooting top. Figure 1.1 is a photograph from an 

astronaut aboard the International Space Station of a supercell over Chile which has all of these 

characteristics. Most prominent in this image is a large, flat anvil region with an overshooting 

top over the main updraft, created when the updraft is strong enough to penetrate the stable 

tropopause region. Below the anvil region, the convective region can be seen extending from 

above the surface in Figure 1.1. 

When examining the dynamics of supercells, there are three major features of note: the 

forward flank downdraft, the rear flank downdraft, and the updraft, each indicating a region of 

descending or ascending vertical motion. Figure 1.2 shows a schematic from Lemon and 
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Doswell (1979) that indicates the location and size of these regions within the storm and 

indicates the typical appearance of supercells on radar. The two downdraft regions are primarily 

driven by rainfall evaporating and cooling the air, leading to sinking motion. Supercells have 

stronger updraft and downdraft velocities than ordinary thunderstorms and it is this that can lead 

to various hazards that impact people on the ground.  

1.3. Supercell Hazards 

Supercells produce many hazards that impact humanity, including tornadoes, heavy rainfall 

including floods, damaging straightline winds, strong updrafts and downdrafts, and lightning. 

These destructive hazards are a major reason why so much effort has been put into examining 

supercells. In this thesis, two of these hazards will be examined: heavy rainfall prediction in 

Chapter 2, and tornadoes and the environmental conditions that distinguish tornadic and 

nontornadic supercells in Chapter 3.  

Forecasting flood events requires contributions from many disciplines, but all flood 

predictions must start with accurately forecasting rainfall. Although supercell thunderstorms 

have been dismissed as major contributors to flooding and they are not widely regarded as large 

rainfall producers, supercells have been shown to be either sole causes or contributory factors in 

some flood events, primarily flash flood events (Smith et al. 2001). Given that supercells can be 

cause flood events and the rainfall forecasts for these events are critical, it is useful to examine 

how sensitive supercell rainfall predicted by weather models is to various parameters. With the 

more predominant use in forecasting models of double-moment bulk microphysical schemes, it 

is critical to examine how sensitive the rainfall forecasts are to two a priori parameters needed 

for the use of double-moment schemes: the width of the drop size distribution and the collision 

efficiencies utilized in the simulations. Chapter 2 examines these two parameters and their 
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relative effects on rainfall forecasts in supercells and has been submitted to the Quarterly 

Journal of the Royal Meteorological Society. 

The most iconic and destructive hazard that is produced by supercells are tornadoes. In 

fact, most of the strongest tornadoes (EF3+) in the United States are spawned by supercells 

(Markowski and Richardson 2009; Brotzge et al. 2013). Improving lead times of tornado 

warnings is critical to reducing deaths from tornadoes and further increases in warning lead time 

will need to come from better understanding of the environmental conditions that cause tornadic 

supercells to form (Markowski and Richardson 2009; Brotzge et al. 2013). In Chapter 3, the 

sensitivity that an observational platform would need to contribute to tornadic supercell 

forecasting is examined using a numerical weather model. Further, the processes that distinguish 

nontornadic and tornadic supercells and the processes that can change tornado strength are 

investigated in this chapter. Chapter 3 is being prepared for submission to Monthly Weather 

Review.     

 The meteorological hazards generated by supercellular thunderstorms are deadly and 

destructive. Chapters 2 and 3 collectively serve to augment our existing knowledge about these 

storms with a view to both improving the state of the science on supercells and to improving 

forecasts of their hazards.  
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1.4.  Figures 

 

Figure 1.1.  Astronaut photograph of a strong convective thunderstorm over Chile which has 
many of the same features as a supercell, taken from the International Space Station. Image 
(NASA photo ID ISS015-E-27038) courtesy of the Earth Science and Remote Sensing Unit, 
NASA Johnson Space Center (https://eol.jsc.nasa.gov/). 
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Figure 1.2.  Schematic of a classic supercell thunderstorm from Lemon and Doswell (1979). The 
thick black line is emblematic of a radar echo, the two chevroned lines indicate outflow 
boundaries/gust fronts, the UD region is the updraft region, the FFD region denotes the forward 
flank downdraft, the RFD region indicates the rear flank downdraft, and the streamlines indicate 
surface wind direction. 
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CHAPTER 2:  RELATIVE SENSITIVITIES OF RAINFALL PREDICTION IN 

SUPERCELL THUNDERSTORMS TO FIXED SHAPE PARAMETERS AND 

COLLECTION EFFICIENCIES 

 

2.1.  Introduction 

Research and forecasting models cannot explicitly represent individual hydrometeors and 

their associated processes. Instead, they must use parameterizations to make bulk representations 

of hydrometeors and their effects on the dynamics and thermodynamics within each grid box of 

the model. Modeled precipitation has been shown to be highly sensitive to both the choice of 

microphysical parameterization and to the assumptions made within a single parameterization. 

Adams-Selin et al. (2012) found that changing the assumption about graupel and/or hail density 

within several microphysical parameterizations when simulating a mid-latitude squall line 

changed the peak storm total precipitation by up to 500%. Further, Igel et al. (2014) showed 

when examining single-moment microphysical parameterizations used to simulate both mid-

latitude squall lines and within radiative convective equilibrium conditions, that total 

precipitation showed up to a 200% increase when changing the a priori parameters. This 

uncertainty in precipitation extends to tropical cyclones as well. For example, Brown et al. 

(2016) demonstrated that using different microphysics parameterizations in simulations of 

hurricanes changed total rainfall up to 110%. Many other studies have also found a strong 

variation in the precipitation predicted by models based on their broader choice of 

parameterization scheme (e.g. Grubišić et al. 2005; Morrison et al. 2009; Morrison and 

Milbrandt, 2010; Thompson et al. 2004; Varble et al. 2014) or to their more specific choice of 

parameters within a single scheme (e.g. Gilmore et al. 2004a; Thompson et al. 2004; van den 
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Heever and Cotton 2004; Morrison et al. 2009; Bryan and Morrison 2012). These results indicate 

that the sensitivity of rainfall to a priori specified parameters in the microphysical 

parameterization must be understood to improve forecasting of rainfall.  

Within numerical models that are used for research and forecasting, the rate of change of 

the mass of cloud water and rain water (which are typically partitioned by drop size) can be 

generally represented using the following equations:  

 𝜕𝑞#𝜕𝑡 = −𝐴𝐷𝑉 + DF + CE − AC − LACR +MLT − IACR − HFZ (2.1) 

 𝜕𝑞7𝜕𝑡 = −𝐴𝐷𝑉 + DF + CE + AC + LACR +MLT − IACR − HFZ (2.2) 

where 𝑞# is the cloud water mixing ratio (g kg-1), 𝑞7 is the rain water mixing ratio (g kg-1), and 

the remaining terms represent the sources and sinks for liquid hydrometeors expressed as process 

rates (all g kg-1 s-1): ADV is advection of drops from one grid cell to another, DF is diffusion of 

drops (source/sink), CE is condensation/evaporation (typically cloud source; rain sink), AC is 

autoconversion of cloud drops into rain drops (cloud sink; rain source), LACR is the accretion of 

cloud drops by rain drops (cloud sink; rain source), MLT is the melting of ice to liquid (source), 

IACR is accretion and riming of liquid by falling ice particles (sink), and HFZ is the loss of 

liquid hydrometeors due to homogenous or heterogeneous freezing (sink). Microphysical 

parameterizations need to make various assumptions in order calculate these processes. The 

sensitivity to two of these assumptions will be examined in this work: (1) the assumption about 

the width of the rain drop size distribution (DSD), which directly affects CE, LACR, and IACR; 

and (2) drop collision efficiencies which directly affects AC and LACR.   
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a. Rain drop size distribution 

As described above, the assumptions made about the DSD of hydrometeors impacts 

many microphysics processes when modeling storms (e.g. van den Heever and Cotton 2004; 

Gilmore et al. 2004b; Milbrandt and Yau 2006; Ćurić et al. 2010; Igel and van den Heever 

2017a). However, improvements and evaluations of hydrometeor DSDs, especially the 

representations of the rain DSD, have been restricted by the relatively infrequent and spatially 

limited nature of prior observational research. Most observational studies examining the rain 

DSD in a statistical sense have been conducted at the ground (e.g. Uijlenhoet et al. 2003; Niu et 

al. 2009; Friedrich et al. 2015), after raindrops have interacted with turbulent boundary layer air 

which may change the DSD through evaporation and droplet breakup. Some field campaigns 

have made in-cloud rain DSD observations with aircraft, but such observations have been limited 

in space and time and often only to particular cloud types (e.g. Yuter and Houze 1997; Freud et 

al. 2008; Heymsfield et al. 2015). Because of these limitations, it has been difficult to adequately 

constrain rain DSDs in microphysical parameterizations, in particular the rain DSD widths, to 

observations.  

Although the observations of rain DSDs are spatially and temporally limited, we can still 

gain some insights into how best to represent their widths from those observations that are 

available. Niu et al. (2009) deployed a disdrometer in central China in summer 2007 to measure 

average precipitation rates and DSDs for both stratiform and convective liquid precipitation. 

They found that narrower rain DSDs were correlated with lower precipitation rates, and that 

DSD width was not fixed throughout storm lifetime. Cao et al. (2008) deployed three 2D Video 

Disdrometers (2DVDs) at the US Department of Energy Southern Great Plains site in northern 

Oklahoma from May 2005 to 2007 and derived a relationship between the slope of the rain DSD 
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and its width, but found that this relationship differs from a relationship observed in Florida by 

Zhang et al. (2001). Using a global dataset of disdrometer observations and principal component 

analysis, Dolan et al. (2018) found that rain DSD width varies with precipitation mode, including 

broader (narrower) distributions found in convective (stratiform) precipitation events.  Further, 

Uijlenhoet et al. (2003), Bringi et al. (2009), and Friedrich et al. (2015) have all shown that rain 

DSD width can vary within a single storm. The observational evidence of rain DSD width, while 

limited mostly to near surface levels, suggests that fixing the rain DSD width a priori or using 

some empirical relationship to derive the rain DSD width when performing convective storm 

simulations (as all single and double-moment bulk microphysics parameterizations require) may 

produce results that do not compare favorably with observations either because the actual DSD 

width should vary with time or because the empirical function is not universal for all systems and 

locations.  

The requirement that the rain DSD shape is fixed a priori exists partially because 

individual raindrops cannot be simulated using current cloud resolving models due to 

computational limits. Instead, either continuous probability distribution functions (PDFs) or 

binned DSDs, where drops are divided into discrete size bins (e.g. Khain et al. 2015), must be 

assumed to approximate the microphysical processes in the real atmosphere. One continuous 

distribution, the gamma PDF (the Marshall and Palmer (1948) exponential PDF is a special case 

of the gamma PDF), is widely used in bulk microphysical parameterizations to represent the size 

distributions of hydrometeor species (e.g. Walko et al. 1995; Milbrandt and Yau 2005a,b; 

Thompson et al. 2008; Morrison et al. 2009; Saleeby and van den Heever 2013). Its frequent use 

is due in part to the fact that this particular PDF has been shown to be a good approximation of 
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observed DSDs (Adirosi et al. 2015, 2016). Furthermore, moment-based characteristics are 

easily derived when using this size distribution function.  

The complete gamma size distribution can be represented, within a single grid cell 

volume, as: 

 𝑁(𝐷) = 𝑁; 𝜆=
Γ(𝜈)𝐷=@A𝑒@CD (2.3) 

where N  is the number of drops at diameter D (# m-3 mm-1), NT is the total number concentration 

of drops in the grid volume (# m-3), f(D) is the PDF (here defined as a gamma DSD; output of 

mm-1),  D is the droplet diameter (mm), Γ is the standard Euler gamma function (unitless), λ is 

the slope parameter (mm−1), and 𝜈 is the size distribution shape parameter (unitless), which 

controls the DSD width when holding the slope parameter constant (which is equivalent to 

holding the mass mean diameter constant). When using this equation to represent a distribution 

of hydrometeors, there are three a priori unknown parameters: NT, λ, and 𝜈, where the latter 

parameter is one of the parameters of interest in this study. Expression 2.3 is just one form of the 

gamma distribution; however, it is equivalent to the other forms that appear in the literature. 

Figure 2.1 shows the impacts of changing 𝜈 while holding the mass mean diameter and total 

number concentration (and therefore the total mass) constant (at 1 mm and 10 cm-3, 

respectively). Each DSD is labeled 𝜈#, where # indicates the value of 𝜈 used in plotting each 

DSD. Higher values of 𝜈 result in a narrower DSD when holding the mass and number constant, 

and 𝜈 = 1 is equivalent to the Marshall and Palmer (1948) exponential PDF.  

Bulk schemes are generally classified based on the number of moments of the continuous 

PDF that they predict. In single-moment microphysics schemes, the mixing ratio (third moment) 

is typically (although not necessarily) prognosed, with the total number, slope parameter, and 

shape parameter being either fixed or diagnosed using an empirical relationship from the mixing 
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ratio. As such, these schemes produce simulations whose solutions are sensitive to the method 

used to solve for the three unknowns for all hydrometeors (e.g. Gilmore et al. 2004b; van den 

Heever and Cotton 2004; Snook and Xue 2008). In contrast to single-moment parameterizations, 

double-moment parameterizations predict two moments of the distribution, typically the mixing 

ratio and number concentration, and use these moments to calculate the slope of the DSD and the 

total number concentration. However, these schemes still require a shape parameter to be 

specified a priori, and this parameter is then either kept constant throughout the simulation (e.g. 

Meyers et al., 1997), or alternatively may be diagnosed using thermodynamic properties or one 

of the other prognosed or diagnosed values of the PDF (Morrison et al. 2007; Thompson et al. 

2008; Morrison and Milbrandt 2015). 

Whereas single and double-moment schemes specify or diagnose the shape parameter, 

triple moment parameterizations allow for a varying shape parameter, and spectral bin 

microphysics schemes do not use a shape parameter at all (Ovtchinnikov and Kogan 2000; 

Rasmussen et al. 2002; Milbrandt and Yau 2005b; Lebo and Seinfeld 2011; Khain et al. 2015). 

However, these two approaches, particularly spectral bin microphysics, are too computationally 

intensive to run in operational settings. Double-moment microphysics schemes are increasingly 

being developed and/or used in operational forecasting cloud resolving models, such as in the 

COnsortium for Small scale MOdeling- Deutschland model run operationally by the German 

Deutscher Wetterdienst (COSMO-DE; Barthlott et al. 2017), the High Resolution Rapid Refresh 

model run operationally by the US National Oceanic and Atmospheric Administration (HRRR; 

Alexander et al., 2016), and the High Resolution Deterministic Prediction System run 

operationally by Environment and Climate Change Canada (HRDPS;  Milbrandt et al., 2016). 

Because of the increasingly widespread use of double-moment schemes in operational numerical 
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modeling, the sensitivity of numerical simulations to the range of possible values that the shape 

parameter may be assigned a priori should be thoroughly examined, particularly for forecasting 

applications where such schemes are necessary to predict the characteristics of a wide range of 

cloud systems over extensive domains without prior knowledge as to what cloud systems will be 

formed. Furthermore, understanding the sensitivity of forecasting models to changes in the DSD 

width compared to other a priori parameters, like the selected collection efficiencies, can lead to 

a better understanding of forecasting model weaknesses and which factors to focus on 

improving.  

The sensitivity to non-rain hydrometeor DSD widths has previously been examined, 

including Gonçalves et al. (2008) and Igel and van den Heever (2016) who examined the role of 

the cloud DSD width and Loftus et al. (2014) and Milbrandt and Yau (2005a) who investigated 

sensitivities to the hail shape parameter. Milbrandt and Yau (2005a) focused on the impact of the 

hail shape parameter choice on sedimentation and other processes in a one-dimensional model. 

While this simple framework is certainly useful for understanding basic process sensitivity, it 

neglects the storm-scale interactions that a full three-dimensional simulation environment 

provides. Furthermore, given their focus on hail rather than rain, Milbrandt and Yau (2005a) did 

not investigate the effects of droplet coalescence, which can be key to understanding the 

precipitation sensitivities in convective storms. This study aims to address this gap.  

Sensitivities to rain DSD widths have already been addressed in part by Cohen and 

McCaul (2006), Seifert (2008), Wacker & Lüpkes (2009),  Milbrandt & McTaggart-Cowan, 

(2010), and Naumann & Seifert (2016). Cohen & McCaul (2006) used a single-moment 

microphysics scheme and varied the shape parameters of many hydrometeor species 

simultaneously. Seifert (2008) used a single-column model to examine sensitivities of 
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evaporation of rain drops to rain DSD widths and proposed a new parameterization changing the 

rain DSD width as a function of the mean volume diameter. Wacker and Lüpkes (2009) and 

Milbrandt and McTaggart-Cowan (2010) focused on drop sedimentation sensitivity to rain DSD 

widths in a single-column model, while Naumann and Seifert (2016) examined warm rain 

processes only. However, none of these studies have examined the impact of the rain shape 

parameter in a three-dimensional fully interactive simulation with ice, or the relative importance 

of these changes in comparison to other critical microphysical specifications such as the 

collection efficiencies. 

b. Collection Efficiency and Autoconversion Rates 

While there are limited observations to validate rain DSDs, collection efficiencies and 

autoconversion rates (including here autoconversion of cloud and drizzle-sized droplets to rain 

droplets) have only been constrained by laboratory studies (e.g. Low & List 1982; Ochs and 

Beard 1984), theoretical models (e.g. Davis 1972; Jonas 1972; Klett and Davis 1973; Shafrir and 

Gal-Chen 1971), and direct numerical simulations (e.g. Ayala et al. 2008; Pinsky et al. 2008; 

Wang and Grabowski 2009). While collision efficiencies and autoconversion rates have not been 

directly observed, they have been demonstrated to be a source of uncertainty within 

microphysical parameterizations (e.g. Hsieh et al. 2009; Takuro and Toshihiko 2015). 

In many of the current microphysical parameterizations that were originally based on 

Kessler (1969), autoconversion of cloud drops to rain drops is simply represented as some rate A 

such that: 

 𝐴 = F𝑘A[𝑞# − 𝑞#I]			𝑞# > 𝑞#I	0																					𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 (2.4) 

where A is the rate of cloud water mass conversion to rain (g kg-1 s-1), 𝑘Ais some specified rate 

constant (s-1 ; this cannot be directly observed), 𝑞# is the initial amount of cloud water (g kg-1), 
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and 𝑞#I (g kg-1) is some threshold value of cloud water mass above which autoconversion to rain 

water will occur (Kessler 1969;  Liu and Daum 2004; see also microphysics schemes that use a 

version of this representation, e.g.: Lang et al. 2014; Morrison and Milbrandt 2010; Rogers et al. 

2002) . While this is one way of representing autoconversion, some newer parameterizations use 

the full stochastic collection formulae and specified collection efficiencies to allow for more 

explicit modeling of self-collection of cloud droplets than the Kessler (1969) scheme allows (e.g. 

Feingold et al. 1988; Saleeby and Cotton 2004).  

The collection efficiencies for various sizes and species of hydrometeors have been 

determined from theoretical, numerical, and laboratory experiments investigating these 

interactions between two droplets of various sizes. Generally, the collection efficiency of two 

droplets is defined as: 

 𝐸(𝑟A, 𝑟V) = 𝐸#WXX(𝑟A, 𝑟V)𝐸#WYX(𝑟A, 𝑟V) (2.5) 

where E is the collection efficiency, 𝑟A is the radius of the collector drop (µm), 𝑟V is the radius of 

the collected drop (µm), Ecoll is the collision efficiency, and Ecoal is the coalescence efficiency. In 

many collection efficiency datasets, Ecoal is set to unity, such that 𝐸(𝑟A, 𝑟V) = 𝐸#WXX(𝑟A, 𝑟V) (e.g. 

Hall 1980; Long 1974; Pinsky et al. 2001). However, this is not strictly a good assumption as 

(Beard and Ochs 1984) demonstrated through empirical tests that coalescence efficiency 

decreased below 100% for collector drop radii > 50 𝜇m.  

Two prominent gravitational collection (i.e. without turbulence impacts) efficiency 

datasets used in current microphysical parameterizations (e.g. Morrison and Milbrandt 2010; 

Saleeby and Cotton 2008; Seifert and Beheng 2001; Thompson et al. 2008) are the Hall (1980)  

(hereafter Hall80) and the Long (1974) (hereafter Long74) efficiencies. The Hall80 efficiency 

dataset is based on the collection efficiencies from several numerical and theoretical studies at 
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various drop sizes, and is highly discretized in its design (Davis 1972; Klett and Davis 1973; 

Shafrir and Gal-Chen 1971; Lin and Lee 1975; Schlamp et al. 1976; Jonas 1972). On the other 

hand, Long74 used similar theoretical and numerical studies (Shafrir and Gal-Chen 1971; Klett 

and Davis 1973), but instead of leaving the data in a discretized form, fit polynomials to the data 

and postulated that the collection efficiency is best described as those fit polynomials.  

While the Hall80 and Long74 efficiencies are widely used, neither approach includes the 

effects of turbulence or of changing Reynolds numbers. Recent efforts, including (Ayala et al. 

2008; Pinsky et al. 2008; Pinsky et al. 2001 [hereafter Pinsky01]; Xue et al. 2008) have 

demonstrated that collision efficiencies are substantially impacted by turbulence and changing 

Reynolds numbers, especially collision efficiencies between drops near cloud and drizzle size 

(i.e. 𝑟 ≤ 100𝜇𝑚). Figure 2.2 shows the collision efficiencies for four different droplet sizes (𝑟 =
10, 25, 50, and	100	µm) for four different collision efficiency datasets: the Long74, Hall80, 

Pinsky01 (which includes effects from changing Reynolds numbers and are displayed as curves 

at three pressure levels), and Wang and Grabowski (2009; hereafter Wang09; which includes 

effects from turbulence at two levels). The different characteristics of the datasets are quickly 

apparent from this figure. While Long74’s approach produces the smoothest collision efficiency 

function over most radii due to its fitted polynomial, it has two problematic ranges in drop size. 

First, the collision efficiencies when 𝑟 > 50	𝜇𝑚 are set to unity, creating a discontinuity in the 

collision efficiency function as the fitted function does not necessarily approach unity at 𝑟 =
50	𝜇𝑚. Second, when the collected drop	𝑟 < 3	𝜇𝑚, the fitted function values are less than 0 (in 

this case, those values are not plotted). The Wang09 efficiencies (with curves for turbulent 

dissipation rates of 𝜖 = 100	and	400	𝑐𝑚V𝑠@j), which are calculated here by multiplying the 

turbulent enhancement factor (which ranges from 1 to 36.52) by the collision efficiency given by 
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the Hall80 efficiencies, produces a generally higher collision efficiency than the gravitational 

efficiency datasets (except for Long74 whenever 𝑟 > 50	𝜇𝑚 as described above) as would be 

expected when including the effects of turbulence.  The Pinsky01 curves (denoted P01 for 1000 

hPa, 750 hPa, and 500 hPa) produce similar results to the Hall80 and Wang09 efficiency 

datasets, with slightly smaller efficiencies in most cases. The largest differences between datasets 

arise when two drops of nearly the same size collide, with the Hall80 and Wang09 efficiencies 

showing a significantly larger collision efficiency than the other approaches, even reaching 

values much larger than 1 at certain radii. However, the likelihood that two drops of nearly the 

same size will collide in a gravitational collision kernel is near zero as their fall speeds are nearly 

identical, so this change is unlikely to have a large impact on model outcomes unless the 

turbulent fall speeds are implemented.  

The work presented here attempts to better enhance our understanding of the sensitivity of 

convective precipitation to changes in the shape parameter for raindrops, as well as to changes in 

the collection efficiencies used for all liquid species. As demonstrated above, examining the 

shape parameter in a fully 3D simulation including ice has not previously been done. Further, to 

the authors’ knowledge, no study comparing the results of newer collection efficiency tables to 

older gravitational kernels have been conducted on a fully 3D simulation of a deep convective 

storm including ice. While switching to a triple-moment or spectral bin microphysical 

parameterization will remove the need for an a priori shape parameter, both of these approaches 

to parameterization still require defining collection efficiencies and a way to represent 

autoconversion (either through a fixed autoconversion rate similar to (Kessler 1969) or through a 

collection equation, which requires collision efficiencies). Enhancing our understanding as to 

whether constraining the collection kernel and / or removing the shape parameter reduces the 
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sensitivity of the final model solution will assist in guiding developers of research and 

forecasting models in determining whether to develop further constraints on DSD width or to 

continue to develop new collision efficiency datasets. 

 

2.2 Materials and Methods 

Twelve high-resolution numerical simulations are produced to investigate the impact that 

changing the rain shape parameter and changing the collection efficiencies have on the 

thermodynamic, microphysical properties, and total accumulated precipitation of a supercell. We 

used the open-source Regional Atmospheric Modeling System (RAMS) version 6.1.18 to 

simulate the supercell storms for this study (Cotton et al., 2003; Saleeby & van den Heever, 

2013). RAMS is a nonhydrostatic mesoscale model that is frequently used to simulate deep 

convective storms (e.g. Barth et al. 2007; Federico et al. 2014; Gaudet and Cotton 2006; Grant 

and van den Heever 2014; Grasso 2000; Lerach et al. 2008; Nair et al. 2013). The model was 

initialized using a horizontally homogeneous thermodynamic vertical profile (Figure 2.3) 

adapted from Gaudet et al. (2006). This sounding was selected because it produces simulations 

that quickly give rise to a vigorous supercell storm. The simulations were run for 150 minutes 

and analyzed for 130 minutes, which included the developing, mature, and dissipating phases of 

the supercell. For the analysis in this work, these phases are defined as follows: the developing 

phase of the storm is t=0 to t=38 minutes, ending at the onset of precipitation; the mature phase 

is defined is t=38 to t=120 minutes; and the dissipating phase starts at t=120 minutes. The 

dissipating phase begins at the point where the maximum updraft of the main storm is constantly 

decreasing and ceases when the maximum updraft of the main storm at 5 km reaches 30 m s-1 or 

lower (t=130 minutes). 
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The RAMS bin-emulating double-moment bulk microphysics parameterization was 

utilized for these simulations (Meyers et al. 1997; Saleeby and Cotton 2004; Saleeby and van den 

Heever 2013). This parameterization prognoses both mass and number concentration of eight 

hydrometeor categories: cloud water (1.5 < 𝑟 < 25	𝜇𝑚), drizzle (25 < 𝑟 < 50	𝜇𝑚), rain (𝑟 >
50𝜇𝑚), pristine ice, snow, aggregates, graupel, and hail. A gamma DSD is assumed for all 

hydrometeor types. Sedimentation, autoconversion of cloud droplets to rain, and collection of 

cloud droplets by all other hydrometeor species are parameterized through the use of look-up 

tables representing the collection kernel described in (Tzivion et al. 1987). These tables are built 

from bin scheme representations of these processes that allow for drops of different sizes within 

a distribution to fall at different rates and to have size-dependent collection efficiencies using an 

a priori collection efficiency table (Saleeby and Cotton 2008; Feingold et al. 1998). 

Additionally, the RAMS parameterization outputs include detailed microphysical process rates, 

which are crucial to understanding the physical effects of changing the rain shape parameter. 

In this work, we will test the use of four collection efficiency datasets: Hall80, Long74, 

Pinsky01, and Wang09 (Figure 2.2). While the Hall80, Pinsky01, and Long74 tables are 

gravitational efficiency datasets and do not include the effects of turbulence, the Wang09 kernel 

does include this effect at two levels of turbulence: 𝜖 = 100𝑐𝑚V𝑠@j and 𝜖 = 400𝑐𝑚V𝑠@j, where 

ϵ is the mean viscous dissipation rate of the turbulence, and 𝜖 = 400𝑐𝑚V𝑠@j	is the more 

turbulent case. The Wang09 efficiencies are presented as an enhancement factor over 

gravitational efficiencies, and so for this work, the Wang09 efficiencies are the result of 

multiplying those efficiencies by the Hall80 efficiencies. In the remainder of this chapter, the 

Wang09 dataset will mean the Wang09 factors at  𝜖 = 400𝑐𝑚V𝑠@j that are multiplied by the 

Hall80 efficiencies. Note that Wang09 includes both changes to the fall speeds and to the 
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collision efficiencies, but this work uses the enhancement to the efficiencies only. The 

implementation details of the collection efficiency datasets in RAMS are further described in 

Section 2.2a.  

The model setup and homogeneous environmental thermodynamics of all twelve runs were 

identical, as described in Table 1. Six of the runs used the Long74 collection efficiencies and 

changed the rain shape parameter value only, using 𝜈 = 1, 2, 3, 4, 10, and 15, where 𝜈 = 1 is the 

same as the exponential Marshall-Palmer DSD (Marshall and Palmer 1948). This range in values 

was selected to provide a thorough evaluation of previously observed shape parameters in 

convective storms (Niu et al., 2009; Uijlenhoet et al., 2003). The simulation where 𝜈 = 15 is 

omitted from the results presented below as it was nearly identical to the results obtained using 

𝜈 = 10. Six runs used the Hall80, Pinsky01, or Wang09 collection efficiency datasets holding a 

constant 𝜈. All of these experiments are summarized in Table 2.2, which indicates the names 

used for all simulations presented in this work. These two shape parameters were chosen as they 

represent the broadest and narrowest rain DSD analyzed with the exception of the exponential 

Marshall-Palmer DSD. The shape parameter for cloud droplets and drizzle was set at 𝜈 = 3, and 

the shape parameter for all frozen hydrometeor species was set at 𝜈 = 2. These appear to be 

reasonable values for each species (e.g. Cohard & Pinty, 2000; Igel & van den Heever, 2017b; 

Lim & Hong, 2009). All six of the varying shape parameter runs were completed using the 

Long74 efficiencies for collision-coalescence and autoconversion.  For the remainder of this 

work, the Long74 simulations will be designated Long𝜈#, the Hall80 simulations will be 

designated Hall𝜈#, the Pinsky01 simulations will be designated Pinsky𝜈#, and the Wang09 

simulations will be designated Wang𝜈#, where # is the value of 𝜈 for rain in all cases. 
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a. Description of Collection Efficiency Dataset Implementation 

None of the collection efficiency datasets were trivial to implement over all sizes in the 

bin-emulating component of RAMS (which range from r ≈ 1μm to r ≈ 6mm), as the Hall80, 

Pinsky01, and Wang09 efficiencies are tables of discrete values that do not strictly match up to 

the bins in the RAMS bin-emulating scheme and the Long74 dataset has negative values below r 

≈ 5μm. For the Long74 dataset, all values for collection efficiencies below 0 were set to exactly 

0. The Hall80 table contains 11 radii between 10 𝜇m and 300 𝜇m and 20 ratios of smaller drop 

radii to larger drop radii. Instead of discretizing on ratio, the Pinsky01 efficiency dataset has 

table values for each radius, producing a table of 61x61 radii between 1 𝜇m and 250 𝜇m.  To 

resolve the issue of non-discrete values and values that do not encompass the entire spectrum, the 

following steps were taken: (1) to obtain the collision efficiencies between two drops of arbitrary 

radius r1 and r2, the efficiencies were linearly interpolated between the provided discrete values; 

(2) as the radius of the collector drop (i.e. the larger drop) 𝑟A → 0, 𝐸 → 0 linearly from the 

smallest radius available, where E is the collection efficiency; and (3) for the Hall80 and 

Wang09 datasets, which use radius ratio, as 
7m
7n → 0, 𝐸 → 0 linearly from the smallest 

7m
7n value 

available, where r1 is the collector drop and r2 is the collected drop. Additionally, for the 

Pinsky01 dataset only, as the dataset depends on pressure, the collection efficiency for an 

arbitrary point is linearly interpolated between the pressure values available (1000, 750, and 500 

hPa). If the pressure is outside of the bounds of the given pressures, the efficiency was set to the 

value corresponding to the closest pressure with a value available. It should be noted that RAMS 

does not use these collision efficiency datasets for rain-rain collisions, instead opting to use a 

collision efficiency of unity for all rain self collection.    
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2.3. Results 

The storm evolution can be seen by examining the accumulated precipitation from all 

simulations where 𝜐 = 2	 or 𝜐 = 10 (Figure 2.4).  All of the simulations produced a splitting 

supercellular thunderstorm; and further, all simulations result in similar storm development and 

precipitation patterns resemblant of a splitting supercell. Figure 2.4 further indicates that while 

the precipitation pattern appears to change with different collision efficiency datasets and 

holding 𝜐 constant, the total precipitation amount does not vary much. However, examining a 

single pair of collision efficiency dataset simulations, the total precipitation amount changes 

consequentially when moving from 𝜐 = 2	 to 𝜐 = 10.  

The greater sensitivity to the rain shape parameter is further confirmed by Figure 2.5 which 

shows the domain mean precipitation rate (mm min-1 km-2) versus time (2.5a) and the total 

precipitation (kg) versus time (2.5b) for all 𝜐 = 2	 and 𝜐 = 10 simulations. This figure 

demonstrates that the rain shape parameter exerts a much stronger control on the accumulated 

rainfall and rainfall rate than that exerted by any of the collection efficiencies investigated here.  

The differences in the precipitation processes with varying the collision efficiency dataset and 

holding DSD width constant will be examined in this section. A further examination of the 

changes to precipitation that occur with changing 𝜐 will be presented in Section 2.4.  

Although the accumulated precipitation in all collision efficiency dataset simulations 

remains approximately the same (with a maximum percent change reaching 10% of total 

accumulated precipitation by the end of the simulation), the processes that result in the surface 

rainfall differ between the eight simulations. In order to examine the changes in the rain 

production processes, a detailed microphysical budget was prepared, showing every process 

within the model that creates or removes rain from the atmosphere, with the exception of 
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precipitation to the surface. This budget was compiled by vertically integrating each rain source 

and sink term and averaging them across the domain and at all times. In Figure 2.6, cloud 

collection (red dots) relates to cloud and drizzle collision-coalescence with rain and 

autoconversion of cloud and drizzle to rain; collision melting (orange dots) is defined as the 

melting of all ice species into rain through the collision of such ice species with rain; other 

melting (blue dots) is melting of ice into rain not including collision melting; ice accretion (green 

dots) is rain being accreted by ice; and condensation and evaporation (purple dots) are shown as 

the net of these two processes for rain only. Positive numbers indicate the creation or sources of 

rain, and negative numbers indicate the removal or sinks of rain. The cyan dots represent the sum 

of all processes.   

Figure 2.6 indicates that while the total rain generated is more strongly controlled by the 

shape parameter than by the collision efficiencies (the sensitivity to shape parameter will be 

investigated further in Section 2.4), changing the collision efficiency dataset impacts the 

processes that lead to rain. In particular, collision efficiency dataset is the stronger control on 

cloud collection than the DSD width, with the Hall80 simulation producing materially less rain 

through autoconversion and cloud collection than any of the other efficiency approaches. In the 

following two paragraphs, we will separate the total difference in this term into its two 

components: autoconversion and the collection of cloud water by falling raindrops.  

The changes to the autoconversion and collection of cloud water by rain are not parsed out 

individually in the budget, however the changes to each of these can be inferred from examining 

the collision efficiency differences. Figure 2.2a shows that the collision efficiencies of a cloud 

droplet of 𝑟 = 10𝜇𝑚	with rain drops of r ≥ 50μm for the Hall80, Wang09, and Pinsky01 tables 

are nearly the same and all lower than the Long74 dataset, which assigns all of the collision 
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efficiencies where the collector drop has 𝑟 ≥ 50𝜇𝑚 to unity. These lower collision efficiencies 

for the Hall80, Wang09, and Pinsky01 tables for rain-cloud and rain-drizzle collisions result in 

the lower collection of cloud mass by rain than when compared with the Long simulations for 

both 𝜐 = 2	 and 𝜐 = 10.  

While the Long74 dataset has the most cloud-to-rain conversion, the Hall80 dataset has the 

least, reaching below even the Wang09 and Pinsky01 datasets. This is primarily due to a 

decrease in autoconversion, rather than a decrease in cloud-rain collection. This is evident by 

examining Figure 2.2d, which shows the collision efficiencies for a collector drop of 𝑟 = 100𝜇𝑚 

and cloud and rain droplets of other sizes. For the regions of cloud and drizzle collection by rain 

(i.e.  𝑟 < 50𝜇𝑚), the Wang09 dataset has the same collision efficiency as the Hall80 dataset and 

Pinsky01 is either below (for 𝑟 < 4𝜇𝑚) or near the Hall80 dataset. This indicates that the 

predominant change between the Hall80 and other datasets when examining cloud collection is 

due to a change in autoconversion that is brought on by a change in collision efficiencies in the 

cloud-cloud, cloud-drizzle, and drizzle-drizzle regions.  

While the cloud collection term in the budget changes between all four efficiency tables, 

the total amount of precipitation generated, as well as the total amount that reaches the ground, 

stays approximately constant. This is due to the near-complete offsetting of reduced cloud 

collection and autoconversion by the reduced loss of rain to accretion by ice. This offsetting 

occurs due to the fact that there is less rain mass and therefore less available to be accreted by 

ice. Overall, while the processes that produce rain differ somewhat between the different 

collection efficiency tests, the shape parameter is a much stronger control on the rain processes 

and total rainfall amount than the collection efficiencies for these idealized deep convective 

simulations tests.  
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2.4. Shape Parameter Results 

  Figures 2.5 and 2.6 indicate that when 𝜈 = 10, the total accumulated rainfall decreases 

substantially when compared to 𝜈 = 2. To examine whether this is an aberration unique to the 

difference between the 𝜈 = 2 and 𝜈 = 10 simulations or a larger effect of the narrowing DSD, 

additional simulations were conducted with 𝜈 = 1, 3, and 4 using the Long74 Efficiency dataset 

(the default collection efficiency dataset in RAMS).  

To examine overall precipitation differences resulting from the utilization of different 

shape parameters, the 5-minute running mean of the grid-averaged precipitation rate for all 

Long74 simulations is shown in Figure 2.7a and the domain total accumulated precipitation over 

time is shown in Figure 2.7b. It can be clearly seen that throughout the developing, mature, and 

dissipating phases of the storm, the rainfall rate increases monotonically as the rain DSD widens 

(i.e., as the shape parameter decreases), producing a nearly 130% difference in final accumulated 

rain amount. This trend of increasing rain with wider DSD is consistent with the prior 

observations made by Niu et al. (2009) discussed above. 

Furthermore, the rain DSD impacts the vertical profiles of rain mass and number. It is 

evident that as the rain DSD narrows, the raindrop mass mean diameter at heights less than 

~4000 m also generally decreases (Figure 2.7c). Above 4000 m, this trend reverses due to 

changes in rain self-collection (discussed in Section 2.4b). A similar reversal at ~5000 m occurs 

in the mixing ratio, switching from narrower DSDs having larger mixing ratios above 5000m to 

narrower DSDs generally having smaller ratios below 5000m (Figure 2.7e), although the reversal 

is not as abrupt. Figure 2.7d shows that the raindrop number concentration generally increases 

with narrowing DSD at heights below 4500 m and decreases with narrowing DSD above that 

height. The DSD induced impacts on the vertical profiles of rain mass and number 
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concentrations produce a decrease in rain rates, and therefore also in accumulated precipitation. 

It appears that these impacts are caused by three predominant factors: (1) a decrease in the net 

rain mass production, (2) a decrease in the mean raindrop diameter and fall speed (and thus an 

increase of rain mixing ratio remaining in the atmosphere), and (3) changes in the ice processes 

as the rain DSD becomes narrower. The processes driving these factors are now examined in 

more detail.  

a. Change in rain mass production from evaporation 

In order to examine the changes in the rain mass production, a detailed microphysical 

budget was prepared as in Figure 2.6, showing every process within the model that creates or 

removes rain from the atmosphere, with the exception of precipitation to the surface. The 

budgets for the six Long74 simulations are shown in Figure 2.8a. It is evident from this figure 

that there is a monotonic decrease in the net rain production as the rain DSD narrows (as the 

shape parameter increases). This monotonic decrease is driven by increased evaporation (purple 

dots) and decreased rainfall production from collision melting (orange dots) that is not entirely 

offset by changes to all other melting (blue dots). 

To understand why the evaporation of rain increases as the distribution narrows, it is 

useful to examine the condensation/evaporation equation.  In this section, evaporation will be the 

focus, as there is more evaporation than condensation as seen in Figure 2.8a (indicated by the 

negative values for the Condensation and Evaporation term). When integrated over a gamma 

PDF, evaporation is proportional to 𝜈 even when holding number and mixing ratio constant 

through the following relationship:  

 𝜕𝑞7𝜕𝑡 qrsYt ∝ 𝑁𝑀A(𝑆 − 1) = 𝑁𝐷x𝜈 y Γ(𝜈)
Γ(𝜈 + 3)z

Aj (𝑆 − 1) (2.6) 
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where 
{|}
{~ �rsYt  is the local time rate of change in rain mass mixing ratio due to evaporation (kg 

kg-1 s-1), N is the number concentration of raindrops (# m-3), M1 is the first moment of the DSD 

(mm), and 𝐷x is raindrop mass mean diameter (mm) (Igel and van den Heever 2017b). 

According to expression (2.6), the evaporation rate of rain mass will increase as the first 

moment of the DSD increases, which partially depends on the term: � �(=)
�(=�j)�

n
�. Figure 2.8b shows 

the relationship between 𝜈 and this quantity to demonstrate that it is directly dependent on 𝜈.  

The reasons for the dependence of the first moment of the DSD on 𝜈 are not necessarily intuitive. 

To understand why the first moment (proportional to the integrated diameter) increases with 

increasing 𝜈 when holding mass and number constant, it is helpful to consider the more general 

physical question of whether any moment I is increased or decreased due to a change in shape 

parameter when number and mass (zeroth and third moment, respectively) are held constant. 

Very high moments will increase as 𝜈 decreases (that is as the DSD becomes broader). This is 

because for small 𝜈 there are more very large drops than there are for large 𝜈 (see Figure 2.1). 

This means, for example, that the 1000th moment will depend primarily on only the large drops 

as a moment I is proportional to the integration of D I over all diameters, and 𝐷��YXXAIII ≪ 𝐷XY7�rAIII  . 

For lower and lower moments, the relative number of drops in the center and left tail of the 

distribution (where smaller drops reside) begin to have a greater impact in determining whether a 

moment increases or decreases with 𝜈 until eventually, they matter equally as much as the 

relative number in the right tail, when calculating the third moment. The third moment is held 

constant by design and does not depend on 𝜈. For the first and second moments, the center of the 

distribution, where more drops reside in DSDs with higher 𝜈, becomes the most important. 
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Therefore, these moments must increase for higher 𝜈 when the number and mass are specified to 

be constant. 

In this discussion, it is helpful to note that the sedimentation process in RAMS is 

represented using bin-emulating techniques, which allows for differential fall speeds based on 

drop sizes. This is unlike many bulk schemes in which the fallspeed of the entire droplet 

distribution is the same and based on a mass-weighted average for the predicted mass and a 

number-weighted average for the predicted number. Beyond the contribution to the increased 

evaporation rate directly caused by the narrowing DSD when the number and mass are held 

constant as discussed above, there are additional factors that impact the evaporation rate, such as 

the actual changes to the droplet mean diameter and the number concentration. Raindrop 

populations comprised of more smaller raindrops are associated with enhanced evaporation rates 

(even though the actual magnitude of the evaporation rates are lower per droplet for smaller 

drops) because they fall more slowly than larger drops, thereby increasing their residence time 

below cloud base and subsequent exposure to dry air. As the narrower DSDs produce a raindrop 

population with lower mass mean diameters below cloud base, the rain within the higher 𝜈 

sensitivity tests will therefore be subjected to more evaporation because of the lower fall speeds. 

Furthermore, for the same liquid water content, a population comprised of more numerous 

smaller drops as opposed to fewer but larger drops will have a larger exposed integrated surface 

area which will also enhance the amount of evaporation.  

The changes to the evaporation result in changes in the cold pool as exhibited by 

changing temperatures at the surface. Figure 2.7f shows the maximum magnitude perturbation 𝜃� 

(where perturbation is defined relative to the initial homogeneous environment) at the surface 

over time throughout the storm lifetime. Here, the density potential temperature 𝜃� = 𝜃[1 +
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0.61𝑟 − 𝑟X] where r is the water vapor mixing ratio (kg kg-1), θ is potential temperature (K), and 

rl is the mixing ratio of liquid water in the air (kg kg-1). While Figure 2.7f indicates a generally 

colder cold pool with narrower DSD, this change does not impact the size of the cold pools 

substantially nor the overall storm structure. 

b. Changes in Rain Self-Collection 

Changes to collision-coalescence that result in more rain residing in the cloud will now 

be discussed. In broader size distributions, such as when 𝜈 = 1	or	2, the disparity in drop sizes 

leads to a wider range in the fall speeds of the raindrops than is found in narrower size 

distributions. This differential sedimentation results in an increasing amount of rain self-

collection as the DSDs widen. This can be seen in Figure 2.8c, which is a vertical profile of rain 

self-collection averaged spatially and temporally. The increased rain self-collection leads to a 

larger mean drop size and fewer raindrops in the broader size distribution sensitivity tests. These 

larger drops more readily fall out of the cloud and produce a higher instantaneous precipitation 

rate. Therefore, the impacts of the shape parameter on both the rain water production and the rate 

at which raindrops fall to the surface contribute to the decrease in the precipitation rate and 

accumulated precipitation with increasing 𝜈.   

c. Change in rain mass production due to ice processes 

In addition to the increased evaporation with narrower size distributions, net rain 

production is also reduced through a decrease in the amount of ice melted into rain through 

collisions (Figure 2.8a). This occurs due to the changes in collision-coalescence caused by the 

differences in fall speeds between rain and hail. Rain fall speed will increase as the DSD widens 

while the hail fall speed is not directly affected by the changes in rain DSD width. With wider 

distributions, many more collisions result between hail and rain due to the large spread in fall 
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speeds across the raindrop size spectrum. For narrower DSDs, more rain drops fall at similar 

rates and hence are less likely to collide with falling hail particles. This is reflected in the RAMS 

collision-coalescence equations (Walko et al. 1995).  

While the production of rain through collision melting decreases dramatically in those 

simulations with narrow DSDs, there is a compensating effect in rain production through more 

non-contact melting (although not sufficiently more to counteract the decrease in contact 

melting). Increased non-contact melting is primarily caused by the larger mass fraction 

(compared to total hydrometeor mass) of ice in the narrower DSD cases, which results from the 

total cloud ice mass remaining approximately the same (Figure 2.9c) while the cloud liquid mass 

decreases with decreasing shape parameter. Along with impacting the surface rainfall, these 

changes in melting also have implications for hail production—especially in the higher shape 

parameter cases, as the increase in ice mass results in producing more hail at the surface. More 

accumulated hail with narrower DSD is shown in Figures 2.9a and 2.9b, which compare the 

spatial distribution of all ice precipitation accumulated by the end of the simulations in the 

Long𝜈2 and Long𝜈10 cases. The majority of the contribution to the increase in hail at the surface 

is caused by the lack of contact melting.  

Figure 2.9d shows a spatial and temporal average vertical profile of hail (calculated over 

all columns containing integrated condensate >1 kg m-2) for all of the sensitivity simulations. 

The figure indicates that even while the hail mass decreases below the melting layer, the fewer 

hail-rain collisions that occur in association with the narrower rain DSD results in a larger hail 

concentration well below the melting layer in the 𝜈10 case. While none of the simulations 

produce large amounts of hail at the surface, the results suggest that the amount of hail at the 
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surface could be highly sensitive to the selection of the a priori rain drop shape parameter in 

model simulations using double-moment microphysics schemes.  

  

2.5. Discussions and Conclusion 

In this work we have examined the sensitivity of precipitation, process rates, and storm 

structure to changes in (1) the collection efficiencies and (2) the a priori assumed rain DSD 

width in three-dimensional, fully interactive idealized simulations of a deep convective storm. 

For the experiments where the DSD width is held constant and the collection efficiency dataset 

changes, the changes to the dataset used result in small changes to the overall precipitation 

(10%). While the total precipitation amounts do not vary strongly as a function of the different 

collection efficiency datasets, the precipitation processes that lead to rainfall do vary. The Hall80 

efficiencies in particular produce less autoconversion than the Long74, Pinsky01, and Wang09 

efficiency datasets. 

For those experiments in which the collection efficiency dataset is held constant and the 

width of the DSD was varied using the shape parameter 𝜈, as the DSD widens (𝜈 decreases), the 

mean precipitation rate and total accumulated precipitation increase (total accumulated 

precipitation increases up to 130%). This occurs due to a combination of three main factors: (a) 

decreased rain production due to increased evaporation (Section 2.4a), (b) slower raindrop fall 

speeds leading to longer residency time and changes in rain self-collection (Section 2.4b), and (c) 

decreased rain production due to decreased ice melting (Section 2.4c). Wider DSDs also result in 

increased hail precipitation at the surface.  

Our modeling results of a decrease in precipitation with narrowing DSD are similar to the 

trends obtained from limited observational results, including those of Niu et al. (2009). This 
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research indicates that care should be taken when selecting a shape parameter, especially for 

those situations that rely on the accurate prediction of precipitation, realistic microphysical 

budgets and reasonable representations of cold pools. This result is especially troubling for 

forecasting models which are expected to use a single a priori value or empirical function for the 

shape parameter to forecast a wide variety of convective storm types over a wide range of 

conditions. The results presented here also indicate that changing 𝜈 produces a wide spread in 

values of forecasted rainfall, and suggest that benefit may be gained in running an ensemble with 

varying values of 𝜐 to improve rainfall predictions.  

The research presented in this chapter suggests that more effort should be put into 

removing the sensitivity of precipitation predictions to shape parameter rather than improving the 

collection kernels and their associated collection efficiencies for storms dominated by rain 

production from melting. While changing the shape parameter resulted in a much larger change 

to overall precipitation, the collision efficiency dataset used was a much stronger control on 

cloud collection (including autoconversion and cloud accreted by rain) than the DSD width. 

Further work should be done with warm clouds and mixed-phase clouds that are not as strongly 

dynamically driven to understand this sensitivity in more detail.  

Issues with the shape parameter could be avoided completely with further development of 

microphysical parameterizations that do not rely on a specified a priori shape parameter. Some 

progress has been made through diagnosing size-shape parameter relationships (e.g. Cao et al. 

2008), but this work has not been extensively validated with in-cloud observations or at a variety 

of locations. Some triple-moment schemes which prognose the shape parameter have been 

developed (e.g. Loftus and Cotton 2014; Milbrandt and Yau 2005), however, triple-moment 

schemes are rarely used in research or forecasting applications, with operational centers 
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especially opting for less time-consuming single or double moment schemes. Spectral bin 

microphysics schemes do not rely on an a priori assumed DSD, but their computational intensity 

restricts their use in research and currently prohibits their use in forecasting applications entirely.  

This work should be expanded to include simulations of more types of convective storms 

and precipitating clouds using triple-moment schemes, spectral bin schemes, and various 

diagnosed size-shape relationships. Comparisons of these results with the double-moment results 

presented here would facilitate additional analysis of the shape parameters predicted by such 

parameterizations, as well as the sensitivity of various types of convective storms to changes in 

their shape parameter. As these new schemes are developed, their sensitivities to the collision 

efficiency dataset should be examined.   

  



34 
 

2.6.  Tables and Figures 

Table 2.1:  Model Setup Information 

Model Configuration Setting 

Grid ∆x=250m, 1000x800 grid points (250 km x 200 km); ∆z=25m at the 

surface; stretched to 300m over 92 vertical levels at a stretch ratio of 

1.1 

Initial Conditions Horizontally Homogenous initial sounding modified from (Gaudet 

et al. 2006), shown in Figure 3 

Initialization Horizontal convergence zone (Loftus, Weber, & Doswell, 2008; 

Schumacher, 2009); initiated as an oval in the southwestern portion 

of the grid, with short and long axis lengths of 10 km and 20 km, 

respectively and vertical length of 1.2 km. The convergence was 

linearly increased to a magnitude of 5 × 10−3 s−1 at 10 minutes, after 

which the momentum forcing was terminated. 

Radiation None 

Microphysics RAMS 2 moment bin-emulating bulk scheme (Saleeby and van den 

Heever 2013; Saleeby and Cotton 2004; Walko et al. 1995); 

described in the text. 

Time Simulations run for 2.5 hours; analyzed for 130 minutes only. ∆t = 

0.25s 

Boundaries Lateral boundaries: open radiative. Top boundary: Rayleigh friction 

absorbing layer in the top 1.8 km. Bottom boundary: free slip. 
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Table 2.2: The Experiments conducted in collection efficiencies (columns) and rain shape 
parameters (rows) along with the experiment name. 

Rain Shape 
Parameter (𝜈) 

Long74 
Collection 
Efficiencies 

Hall80 
Collection 
Efficiencies 

Pinsky01 
Collection 
Efficiencies 

Wang09 
Collection 
Efficiencies 

1 Long𝜈1 n/a n/a n/a 
2 Long𝜈2 Hall𝜈2 Pinsky𝜈2 Wang𝜈2 
3 Long𝜈3 n/a n/a n/a 
4 Long𝜈4 n/a n/a n/a 

10 Long𝜈10 Hall𝜈10 Pinsky𝜈10 Wang𝜈10 
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Figure 2.1:  Initial rain DSDs for each of the sensitivity simulations conducted. All of the DSDs 
are represented by gamma distributions with a constant mass mean diameter of 1.0 mm and 
number concentration of 10 cc-1. The lines are labeled 𝜈#, where # is the value of the shape 
parameter shown by each line.  
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Figure 2.2:  Collection efficiencies from Hall80, Long74, Pinsky01 at 1000, 750, and 500 hPa, 
and Wang09 at 𝜖 = 100	𝑎𝑛𝑑	400	𝑐𝑚V𝑠@j for one drop of radii a) 10	𝜇𝑚, b)	25	𝜇𝑚, c) 50	𝜇𝑚, 
and d)	100	𝜇𝑚 and another drop as described on the abscissa. 
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Figure 2.3:  The sounding (adapted from (Gaudet et al. 2006)) used for the horizontally 
homogenous initialization for the model in all simulations. The red line denotes temperature (°C) 
and the green line denotes dew point (°C). 
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Figure 2.4:  Surface accumulated rainfall (mm, shaded) after 130 minutes for all eight 
simulations where 𝜈 = 2 (top; a-d) and 𝜈 = 10 (bottom; e-h).  

 

 

Figure 2.5:  (a): Five minute average of grid-mean rain rate (mm minute−1 km-2) as a function of 
time after the simulation start for all 𝜐 = 2 and 10 simulations (b): The same as in (a) but for 
total grid accumulated rainfall (kg)  
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Figure 2.6:  Domain and time integrated rain amount (mm) produced or removed by each 
microphysical process for all eight simulations where 𝜈 = 2 and 𝜈 = 10. Cloud collection (red 
dots) relates to cloud and drizzle collision-coalescence with rain and autoconversion of cloud and 
drizzle to rain; collision melting (orange dots) is defined as the melting of all ice species into rain 
through the collision of such ice species with the liquid species; other melting (blue dots) is all 
melting of ice into rain not counting collision melting; ice accretion (green dots) is rain being 
accreted by ice; and condensation and evaporation (purple dots) are shown as the net of these 
two processes for rain only. Positive numbers indicate the creation or sources of rain, and 
negative numbers indicate the removal or sinks of rain. The total (cyan dots) is the sum of all 
processes. Note that for the Pinsky𝜈2 case, Collision Melting and Cloud Collection are almost 
equal which makes the Collision Melting dot nearly non-visible.  
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Figure 2.7:  a) Five minute average of grid-mean rain rate (mm minute−1 km-2) as a function of 
time after the simulation start. Precipitation did not begin accumulating at the surface until 40 
minutes after initialization. b) Total sum accumulated rainfall (kg) as a function of time for all 
simulations. Mean vertical profiles of c) raindrop mass mean diameter, d) raindrop number 
concentration, and e) rain mixing ratio averaged over rainy columns (defined as all columns with 
integrated rain mixing ratio >0.1 g m−2; note that panel (d) uses a log scale on the abscissa) from 
40 to 130 minutes after initialization. In (b)–(d), the cloud base (defined as the average lowest 
point with cloud mixing ratio > 0.1 g kg−1) is denoted by the black dashed line. f) Total 
integrated ice over time (kg) 
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Figure 2.8:  a) shows Domain and time integrated rain amount (mm) produced or removed by 

each microphysical process, with colors the same as in Figure 6.  b) shows 𝜈 vs. ( �(=)
�(=�j))A/j  as 

used in the condensation/evaporation equation. c) shows the temporal and spatial mean vertical 
profiles of the number of raindrops self-collected per minute (# kg−1 min−1) averaged over rainy 
points, where rainy points are defined as points containing a rain mixing ratio >0.1 g kg−1. Cloud 
base (as in Figure 2.7) is denoted by the black dashed line. 
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Figure 2.9:  Panels a) and b) show accumulated hail precipitation at the ground (kg m-2) at 130 
minutes for Long𝜈2 (a; note that this panel should be dark as the maximum value is 0.0003 kg 
m-2) and Long𝜈10 (b). The color bar for panels a and b lies between them. Panel c shows the grid 
integrated total ice (kg) over time. Panel d shows the horizontal mean hail vertical profile 
averaged over columns with an integrated total condensate value >1 kg m-2. 

  



44 
 

CHAPTER 3:  ENVIRONMENTAL CONTROLS ON SUPERCELLULAR 

TORNADOGENESIS 

 

3.1.  Introduction 

Tornadoes are some of the most deadly and destructive atmospheric phenomena. In the 

United States alone, tornadoes are responsible for nearly 150 deaths and $700 million in property 

damage on average annually (Brooks 2013; Simmons et al. 2013). 90% of the tornado deaths in 

the US and most of the strongest (EF3 and higher) tornadoes are produced by supercells 

(Markowski and Richardson 2009; Brotzge et al. 2013). Improving lead times and reducing false 

alarm incidences is critical to reducing deaths and injuries from tornadoes (Simmons and Sutter 

2008).  However, approximately 75% of the tornado warnings in the US are false alarms and the 

average warning lead time for tornadoes is only approximately 10 minutes (Simmons and Sutter 

2005, 2008, Brotzge et al. 2011, 2013). Reducing the false alarm ratio and increasing the lead 

time of tornado warnings requires better understanding of the process of tornadogenesis (TG) 

and the environments that spawn supercellular tornadoes (Markowski and Richardson 2009). 

However, current observations of supercellular environments are too spatially and temporally 

limited to distinguish all tornadic supercells (hereafter TS) and nontornadic supercells (hereafter 

NTS). Therefore, improving tornado warnings will require new observational platforms with 

instruments that can observe these environmental conditions. This work aims to (1): examine 

how the dynamic and microphysical processes are modified within the storm as the 

environmental conditions are perturbed and what causes either tornadogenesis or the failure of 

tornadogenesis (hereafter TG) in the perturbed environments and (2): improve our understanding 
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of the instrument sensitivity that is required to distinguish between the environmental conditions 

that will produce NTS and those that will produce TS. 

Distinguishing between TS and NTS remains a challenging problem (Markowski and 

Richardson 2009). Even when observing already-formed supercells with radar and in situ 

instrumentation, previous studies have found that the structure and characteristics of TS and NTS 

appear similar. Markowski et al. (2011) showed that TS and NTS both have significant mid-level 

rotation of the mesocyclone. Kumjian and Ryzhkov (2008) demonstrated that outside of a 

tornado debris signature (which by definition will only occur once a tornado has touched down 

and caused damage), there is not a clear distinction on dual-polarimetric radar between TS and 

NTS. Van Den Broeke (2016) further refined the work of Kumjian and Ryzhkov and 

demonstrated that there is one significant difference between the TS and NTS evident in 

polarimetric radar: the presence of a cyclically appearing hailfall region at the lowest radar 

elevation level. Van Den Broeke speculated that this cycle could be related to the presence of 

TG. While the presence of a cyclical hailfall cycle is a possible metric to distinguish between TS 

and NTS through radar, identifying that a supercell is tornadic can only be done after 

development of the supercell and its hailfall region, which may not substantially increase lead 

times. Many others have also found the difficulty in distinguishing TS from NTS with 

observations (e.g. Trapp 1999; Wakimoto and Cai 2000; Klees et al. 2016).  

Modeling results have further shown the difficulty in distinguishing between TS and NTS. 

Coffer and Parker (2016) demonstrated that one distinguishing factor between TS and NTS in 

their simulations using composite tornadic and nontornadic VORTEX2 soundings was whether 

the surface vertical vorticity maxima was co-located underneath the low-level updraft. While this 

feature could be a useful distinguishing factor between TS and NTS, updraft velocities are 
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currently extremely difficult to observe operationally and this methodology necessarily requires 

a near-surface circulation to have already developed. Markowski and Richardson (2013) 

examined idealized dry simulations with an imposed heat source and sink and found that the 

simulations that used the medium strength heat sink produced the strongest TG. This suggests, in 

a realistic storm that includes hydrometeors and cooling due to evaporation of those 

hydrometeors, that the cold pool may be a control on whether tornadogenesis occurs, and if it 

does, on the strength of the tornado. The Markowski and Richardson (2013) work therefore 

indicates that cold pool strength could be a discriminator between TS and NTS. While this can 

be observed before a tornado touches down and decisions could be made by forecasters based on 

this information in real-time, the cold pool will once again only develop once the storm is 

mature, thus restricting the lead-time increase. Therefore, it seems that in order to determine 

whether a supercell in a given location will be tornadic or nontornadic before it forms, thereby 

increasing lead times of tornado warnings, the environmental conditions governing TS and NTS 

formation must be examined. 

It is well understood that the environmental conditions, including temperature, humidity, 

and wind shear, will determine the convective storm type and lifecycle of the storms that form 

(Weisman and Klemp 1982; Rotunno et al. 1988; McCaul and Weisman 2001; Cohen and 

McCaul 2006). However, as this parameter space is large, the hazards that will occur when a 

convective storm forms in a specific set of environmental conditions is still an unsolved problem. 

When examining supercell tornadogenesis, previous work that has examined environmental 

conditions has typically either investigated proximity soundings (from ground-based 

radiosondes, ground-based remote sensing instruments, spaceborne observations, or modeled 

environments) or through modeling convective storms. However, to the authors’ knowledge, no 
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previous study has examined the measurement accuracy required of instrumentation to 

successfully discriminate between the environmental conditions of TS and NTS. This study aims 

to provide insights into this question. 

Some of the first studies on the environmental conditions of TS and NTS were done using 

ground-based radiosonde data as proximity soundings. Brooks et al. (1994) examined fifteen 

years of radiosonde observations from both the Oklahoma City National Weather Service 

operational sounding site and National Severe Storms Laboratory field campaigns. They divided 

these soundings between those that were in proximity to TS versus those in proximity to NTS by 

examining whether or not a low-level mesocyclone appeared in radar. They found that a useful 

discriminator was the ratio between the maximum amount of water vapor and the helicity 

normalized by the minimum wind speed. However, these results are limited by the restricted 

spatial area of study and because the presence of a low-level mesocyclone does not necessarily 

indicate presence of a tornado. Others have investigated ground-launched radiosonde-based 

proximity soundings including Rasmussen and Blanchard (1998a) and Doswell and Evans 

(2003). In most cases they found that low and mid-level wind shear, thermodynamic instability 

(including parameters such as CAPE), and the moisture content of the atmosphere (including 

parameters such as the LCL) are useful parameters to discriminate between TS and NTS 

environments.  

While these studies that have examined ground-launched radiosonde proximity soundings 

have provided insights into the environmental conditions that distinguish TS from NTS, they 

tend to be spatially and temporally limited. Recent work using ground-based remote sensing data 

and gridded data from models and reanalyses has been done to attempt to bridge the spatial and 

temporal gap. Wagner et al. (2008) used several ground-based Atmospheric Emitted Radiance 
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Interferometer (AERI) and wind profiling instruments that retrieve thermodynamic and wind 

shear conditions at approximately 10 minute intervals to examine the temporal evolution of the 

environment before TS and NTS. They found that CAPE peaks at different times before the 

storm. However, this study was restricted to four sites of AERI deployments in one location, 

limiting its generalizability to other regions. Another approach to bridging the spatial and 

temporal gap has been to use model assimilated data or reanalysis data (e.g. Brooks et al. 2003; 

Thompson et al. 2003; Brooks 2009). This approach improves both the horizontal spatial and 

temporal resolution of the proximity soundings analyzed. Using the increased spatiotemporal 

resolution of a reanalysis dataset, Brooks et al. (2003) created environmental thresholds that they 

determined could distinguish between tornadic, severe thunderstorm, and nonsevere 

environments. These thresholds used CAPE, mid-level lapse rate, and wind shear. However, 

using reanalysis datasets or model data for discrimination between TS and NTS environments 

has limitations as reanalysis data are not available in real-time and forecast model data may not 

correctly represent the current environmental conditions.  

Studies that examine observations and reanalysis datasets to determine the environmental 

conditions that distinguish TS from NTS cannot also examine the processes that cause 

tornadogenesis and how they change with changing environmental conditions. Coffer and Parker 

(2018) addresses this issue by systematically varying the thermodynamic conditions and vertical 

wind profile in an idealized, high resolution simulation of a supercell between composite TS and 

NTS soundings from VORTEX2. They found that the low level wind shear was a much better 

discriminator than thermodynamics on whether a tornado forms and was a stronger control on 

tornadic strength in their simulations. They attributed the strong role that wind shear plays to 

decreasing crosswise horizontal vorticity caused by increasing the low-level wind shear and 
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therefore low-level helicity.  However, their work did not examine the role of specific 

thermodynamic parameters (e.g. CAPE,  LCL,  EL) as the thermodynamic profiles were only 

changed from a TS composite profile to a NTS composite profile.  

A different method to resolving the spatial and temporal gap problem presented by 

proximity sounding studies was presented in Kalmus et al. (2018; hereafter K18). They used the 

Atmospheric InfaRed Sounder (AIRS) onboard the NASA Aqua satellite. Previous proximity 

sounding studies over a large area have relied on the operational sounding network, where 

soundings can be spaced by hundreds of kilometers. Using the AIRS instrument for proximity 

soundings significantly increases the spatial resolution of the soundings available to the 

resolution provided by the AIRS instrument, currently 45 km (Maddy and Barnet 2008).  

Further, the AIRS instrument has a much higher vertical resolution than forecast models and 

reanalysis data, with vertical grid spacing of 250 m compared to most forecast model and 

reanalysis data which can have vertical spacings as coarse as 1 km or more (Maddy and Barnet 

2008). The sounding product is also available to forecasters in realtime and has global coverage, 

unlike soundings which are restricted to populated land areas. One drawback to this methodology 

is that the AIRS instrument does not directly observe winds; however, K18 were able to examine 

the environmental winds in TS and NTS through a novel backtrace methodology paired with 

modeled winds. Using this methodology, K18 found that shear magnitude, low-level humidity, 

storm relative helicity, and LCL were significant discriminators between TS and NTS. Further, 

K18 produced average values of various thermodynamic and shear parameters for TS, supercells 

producing large hail, and severe straight-line wind events.  

All of these approaches provide observational evidence toward discriminating between TS 

and NTS and indicate that factors that could distinguish TS and NTS include thermodynamic 
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parameters (such as CAPE), moisture parameters (including the location of the LCL), and wind 

shear parameters (e.g. helicity and low-level wind shear). This work builds on the work done by 

K18 by determining the sensitivity needed to distinguish between these events in realtime and by 

examining the storm processes that change as environmental parameters are perturbed. The 

potential for space-based platforms that can add value in operational settings when distinguishing 

between TS and NTS is significant (K18). This is due to their enhanced spatial resolution and 

potential for high temporal resolution (with satellite constellations). However, it is critical to 

examine the sensitivity required of instrumentation to distinguish between TS and NTS 

environments before designing future satellite platforms. We do not present exact values of 

environmental conditions that indicate a tipping point between TS and NTS—readers are 

directed to the work of Coffer and Parker (2018) and others for this. Rather, the focus of this 

research is to examine the how large the difference is between TS and NTS environments. 

Determining the difference between these environments will then show how sensitive 

instruments, especially space-based instruments, need to be to vertical thermodynamic and wind 

profiles in order to add value when forecasting TS and NTS.   

3.2. Methodology 

a. Initial Sounding 

In order to understand the sensitivity of TS to environmental conditions and the mechanisms 

within that lead to TG, a suite of numerical model simulations was run that perturb the 

homogenous initial conditions of a control case (hereafter CTL). Slowly perturbing the initial 

conditions over a suitable interval of an environment of a TS until TG fails to occur will allow 

for examination of the processes that change with changing environmental conditions, thereby 
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addressing the first goal. The simulations also provide insight on how sensitive instruments must 

be to environmental conditions, and thus addressing our second goal.  

 The initial homogeneous environmental conditions were based on the thermodynamic 

profile from Grasso (2000) and are shown in black in Figure 3.1. This sounding has produced TS 

in previous numerical simulation work (Gaudet et al. 2006; Lerach et al. 2008; Lerach and 

Cotton 2011) and rapidly leads to the development of a robust supercell, which is useful when 

conducting a large suite of numerically intensive simulations. For the wind profile, a quarter 

circle hodograph previously shown to produce supercellular storms was used (Weisman and 

Rotunno 2000; Dennis and Kumjian 2017).  

Given that proximity sounding studies, including K18, have shown that CAPE and the cloud 

base (typically collocated with the LCL) and both proximity sounding studies and modeling 

studies, including Coffer and Parker (2016, 2018) have indicated that low level wind shear are 

potential discriminators between TS and NTS, this study will focus on these three parameters. 

For this work, CAPE will be defined as the surface-based CAPE, with the parcel starting at the 

lowest height available in the sounding. The LCL was calculated using a parcel that begins at the 

surface with Romps (2017)’s exact LCL calculation. The wind shear used was the 0-1 km wind 

shear as low level wind shear has been shown to be a strong discriminator between TS and NTS 

(e.g. Coffer and Parker 2016; K18).  

b. Sounding Perturbations 

To investigate the effects that different environmental conditions have on tornadogenesis 

within supercells, the CAPE, LCL, and low-level wind shear were perturbed independently while 

holding all other integrated quantities constant where possible. To determine the magnitude of 

the perturbations to apply in order to distinguish between TS and NTS, the results from K18 
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were used. The research presented in K18 examines all storm reports recorded in the US 

National Center for Environmental Information from 2003-2016 to calculate their averages, 

making these perturbations robust. For the perturbations in this work, the difference between the 

K18 Tornado EF4+ and HAIL categories was used, resulting in an initial perturbation in CAPE 

of approximately 300 J kg-1, an initial perturbation in LCL of 100m, and an initial perturbation in 

0-1 km wind shear of 3 m s-1, which will be discussed in detail below. These perturbations allow 

for a baseline estimate of the environmental condition sensitivity between TS and NTS for our 

simulations. Three sets of simulations were then performed that perturb the CAPE, the LCL, and 

the 0-1 km wind shear independently. To the authors’ knowledge, this is the first study that 

examines tornadic environmental conditions by perturbing the CAPE and LCL independently 

and holding all other variables constant. 

c. CAPE Experiments 

To change the CAPE without changing other thermodynamic or moisture parameters 

(e.g. the equilibrium level [EL] or LCL), the mid-level temperature was perturbed to be warmer 

using a height-weighted gaussian function with a maximum perturbation such that the desired 

perturbation in CAPE was achieved. The temperature perturbations were made from 750 hPa to 

300 hPa,  which allowed for the LCL and EL to be kept constant. The different CAPE 

perturbation simulations, labeled CAPE# where # is an approximate value for the CAPE in J 

kg-1, and their various thermodynamic parameters are listed in Table 3.1. Table 3.1 also shows 

the magnitude of the temperature perturbation used to perturb the CAPE. This shows that the 

change in 300 J kg-1 in CAPE only required a mean temperature change of 0.5 K. As also shown 

in Table 3.1, all four CAPE simulations have a significant tornado parameter much greater than 

1, which is considered the value at which storms will be strongly tornadic (Thompson et al. 
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2002). The thermodynamic profiles used in the CAPE experiments are shown in shades of red on 

the Skew-T Ln-P plot in Figure 3.1. The surface based CIN for all CAPE experiments was held 

constant at 0 J kg-1. The wind profile used for all CAPE perturbation simulations was the CTL 

wind profile.  

d. LCL Experiments 

When changing the LCL, the low-level water vapor mixing ratio was perturbed using a 

one-sided gaussian function from 1000 hPa to 850 hPa, with the maximum perturbation at the 

lowest level of the thermodynamic profile. As elevating the LCL without changing the 

temperature profile will necessarily lower the CAPE, the temperature from 725 hPa to 200 hPa 

was negatively perturbed such that the CAPE of each of the LCL perturbation simulations was 

within 1 J kg-1 of the CTL case. While changing the temperature profile will hold CAPE 

constant, the change to the lower level moisture will change the total integrated water vapor in 

the column, something that was allowed to occur in these simulations. Although our starting 

perturbation in LCL in this work, as informed by K18, is a 100m change in the LCL height, only 

the simulation where the LCL is 200m is presented here, as the simulation where the LCL is 

raised by 100m produces a storm that is was nearly identical to the CTL case. The parameters of 

the LCL perturbation simulations, labeled LCL# where # is the approximate LCL height in 

meters, are listed in Table 3.2.  and are shown in teal in Figure 3.1. Table 3.2 shows the water 

vapor perturbation at the surface necessary to raise the LCL by 200 m, indicating that a 10% 

perturbation of water vapor at the surface was necessary to raise the LCL by 200m. Further, as in 

the CAPE experiments, the STP for the LCL1700 case is greater than 1, which is a STP that is 

considered sufficient for tornadic supercells. The winds from the CTL environmental conditions 

are used for the LCL perturbation simulations, similar to the CAPE perturbation simulations. As 
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the LCL is increased as the CAPE is held constant, we can begin to determine whether the LCL 

height is a valuable metric in tornadogenesis. Further, the sensitivity that an instrument would 

need to have to lower-level humidity and temperature in order to distinguish between tornadic 

and nontornadic LCL heights can be found.  

e. Wind Shear Experiments 

To perturb the low level wind shear, the initial parameters of the function that produced the 

quarter-circle hodograph as described in Dennis and Kumjian (2017) were changed to produce 

the shear required. The CTL case was run with a wind shear of 25 m s-1 as this is a reasonable 

wind shear for TG (e.g. Coffer and Parker 2018). The sensitivity experiments were then 

negatively perturbed by 3 m s-1, the starting point as described in Section 3.2b, until 

tornadogenesis ceased. The parameters for all shear simulations are described in Table 3.3, 

where they are labeled Shear# where # is the approximate 0-1 km wind shear in m s-1. The 

different wind profiles used are also shown in the hodograph in Figure 3.1. The CTL 

thermodynamic profile was used for all wind shear experiments (shown in black in the Skew-T 

Ln-P in Figure 3.1). Reducing the shear while holding the thermodynamic profile constant will 

provide insights into what the sensitivity to lower-level winds would need to be to distinguish 

between TS and NTS producing environments. Further, although previous studies have 

examined tornadic sensitivity to lower-level wind shear in models, including that of Coffer and 

Parker (2018), this study examines wind shear perturbations in the context of comparison against 

thermodynamic perturbations.  

f. Model Setup Details and Tornado Definition 

The open-source Regional Atmospheric Modeling System (RAMS) version 6.2.08 was used 

to perform the numerical model simulations for this study (Cotton et al. 2003b; Saleeby and van 
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den Heever 2013). RAMS is a nonhydrostatic mesoscale model that is frequently used to 

simulate deep convective storms (e.g. Barth et al. 2007; Nair et al. 2013; Federico et al. 2014; 

Grant and van den Heever 2014) including TG (e.g. Gaudet et al. 2006; Lerach et al. 2008; 

Lerach and Cotton 2011). The model parameters specific to these experiments are listed in Table 

3.4. Highlights include a constant surface roughness, a convergence zone initialization, no 

coriolis force, and a 250 x 225 x 20 km model domain with horizontal grid spacing of 125m and 

a stretched vertical grid with 10m grid spacing at the surface stretched to 100m. The high 

resolution enables simulation of tornado like vortices as have been observed in previous studies 

of similar resolution (e.g. Gaudet et al. 2006; Lerach and Cotton 2011; Markowski and 

Richardson 2013; Coffer and Parker 2016, 2018). 

For the simulation to be considered tornadic, we require vertical vorticity (𝜁) at the 

lowest above-ground model level greater than 0.1 s-1 and co-located horizontal wind speed 

greater than 29 m s-1 (the minimum wind speed for an EF-0 tornado), which are similar 

thresholds that have been used in previous literature (e.g. Gaudet et al. 2006; Lerach et al. 2008). 

As we are defining our tornado based in part on the vertical vorticity at the surface, it is useful to 

examine the vertical vorticity tendency equation in order to understand the source of surface 𝜁. 

The tendency of 𝜁 with time, when making the Boussinesq approximation, is expressed as: 

 𝜕𝜁
𝜕𝑡 = −𝑣⃗ ∙ ∇��⃗ (𝜁 + 𝑓) + 𝜔��⃗ ∙ ∇��⃗ 𝑤 + 𝑓 𝛿𝑤𝛿𝑧 + 𝑘� ∙ ∇��⃗ × 𝐹⃗ 

(3.1) 

where 𝜁 is the vertical vorticity (s-1), t is time (s), 𝑣⃗ is the three dimensional wind velocity vector 

(m s-1), 𝑓 is the Coriolis force (0 in the simulations presented in this work), 𝜔��⃗  is the three 

dimensional vorticity vector (s-1), w is the vertical wind speed (m s-1), z is height (m), and 𝐹⃗ is 

the three dimensional friction variable (m s-2). Within expression (3.1), −𝑣⃗ ∙ ∇��⃗ (𝜁 + 𝑓) is 

typically referred to as the advection term, 𝜔��⃗ ∙ ∇��⃗ 𝑤 is referred to as the tilting/stretching term, 
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𝑓  ¡
 ¢  is the Coriolis force term, and 𝑘� ∙ ∇��⃗ × 𝐹⃗ is the viscous effects term. The only two sources of  

𝜁 in the simulations presented here are the tilting/stretching term and the viscous effects term. 

This is because while advection can be a local source/sink, it cannot create nor destroy grid 

integrated 𝜁 and the Coriolis term will be 0 as the Coriolis force is disabled in the simulations 

presented here.  

3.3. Results 

a. The Control Simulation 

Before proceeding to discuss the sensitivity to environmental conditions that distinguish 

TS from NTS, the control simulation (hereafter CTL) will be analyzed to determine whether the 

initial sounding produced a TS and to understand the characteristics of the storm and the strength 

of the tornado, if one is produced. Figure 3.2 shows both a 3-D view of the CTL simulation 

(3.2a) and a plan view time series (3.2b-e) of the evolution of the storm. The 3-D view, which 

shows a white isosurface of total condensate (excluding rain which has been omitted for visual 

clarity but does not change the appearance of the storm structure) and a red isosurface of all 

points matching our definition of a tornado (described in Section 3.2d), indicates that the CTL 

simulation produces a vigorous supercell with developed convective and anvil regions. The 

identified tornado reaches the ground, which indicates that the supercellular storm produced with 

the CTL environmental conditions is tornadic. Further, the time series (Figure 3.2b-e) shows that 

the vigorous supercell quickly splits into right-moving and left-moving storms with their own 

independent updrafts, as would be expected for this idealized quarter-circle hodograph (Weisman 

and Rotunno 2000). The two condensate contours demonstrate that the storm develops a large 

anvil, extending over the main condensate region. The condensate region in the midlevels shows 

evidence of a splitting supercell, although the separation in condensate is less clear than the 
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separation in updrafts at this level. For the remainder of this work, we will focus on the right-

moving storm as the right-moving storm is the more vigorous storm in all cases, and it is this 

storm that produces the tornado in all tornadic cases.  

Figure 3.3a shows the track of the tornado and the evolution of the low and mid-level 

updrafts for the right moving storm for the CTL case. To show the track of the tornado, the 

tornado intensity, and the tornado width, the tornado track product shown here is the maximum 

wind speed for each grid point over all times that met the tornadic threshold. It should be noted 

that the output interval for all simulations was 30 seconds due to computational limits and the 

tornado tracks were not interpolated in space or time. This occasionally results in gaps in the 

contoured tornado tracks in this product, as demonstrated by the CTL simulation in Figure 3.3a 

even though the simulation produces a tornado that is not interrupted as shown in Table 3.1. The 

low (red contour; 20 m s-1) and mid (gold contour; 25 m s-1) level updrafts in this figure are 

drawn every 10 minutes beginning at t=30 minutes. Further, Table 3.1 shows the maximum 

tornado horizontal wind speed and the tornado duration for the CTL simulation, indicating that 

the CTL simulation produced a long-lived tornado that reached EF-2 strength.  

b. CAPE Perturbation Experiments 

In this section, results from the simulations that only perturb the CAPE will be examined. 

Figure 3.3 shows tornado tracks and the evolution of the low and mid-level updrafts for the right-

moving storm for all CAPE cases. The times where a tornado was identified for the CTL case 

and all of the associated perturbed CAPE cases are noted in Table 3.1, along with the maximum 

horizontal wind speed of the tornado and its EF rating. Figure 3.3 and Table 3.1 indicate that the 

CTL and CAPE4200 cases produced a strong tornado, with the CAPE4200 simulations 

producing a slightly stronger and wider tornado than in the CTL case. The processes causing the 
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increase in tornadic intensity when reducing cape from the CTL to the CAPE4200 experiment 

will be investigated below. While the CAPE3900 simulation does produce a tornado for 1 

minute, the maximum wind speed of the tornado in this case is barely above the EF-0 threshold 

imposed by our tornadic definition (as seen in Table 3.1). The CAPE3600 simulation does not 

produce a tornado. Thus, there is a 300 J kg-1 range in CAPE between CAPE3900 and 

CAPE3600 which results in cessation of TG in the supercell. These results therefore indicate 

that, in order for an instrument to be able to distinguish between an environment that will 

produce TS from one that will produce only NTS, it must be able to capture CAPE to an 

accuracy of at least 300 J kg-1, which corresponds to an average change in temperature of 

approximately 0.5K throughout the column.  

The processes that result in tornadogenesis (or lack thereof) with changing CAPE will 

now be investigated. Figure 3.3 shows the mid (4.5 km) and lower level (1 km) updrafts at 25 m 

s-1 and 20 m s-1 respectively at t=30, 40, and 50 minutes. Figure 3.3 indicates that as CAPE 

decreases, the size of the region of strongest updrafts in the mid-levels decreases, as would be 

expected. Figure 3.4 shows the 1 km updraft field (filled contours), 4.5 km updraft (gold contour; 

at 25 m s-1 only), and the location of the tornado (if applicable; green dot) at 33.5 minutes after 

simulation initialization, the first instance of a tornado in the CAPE4200 simulation. It is evident 

that all four simulations produce the characteristic horseshoe-shaped lower-level updraft, 

emblematic of a vigorous supercellular storm with a collocated mesocyclone (Lemon and 

Doswell 1979; Byko et al. 2009; Grant and van den Heever 2014). It has been shown in previous 

literature that the region of downdrafts located in the center of the lower-level updraft region is a 

likely location of tornadogenesis, a result that is repeated in this case for the CTL and 

CAPE4200 storms (Markowski et al. 2011).  
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It is reasonable at this point to wonder why the CAPE3600 simulation fails to produce a 

tornado. All four CAPE simulations produce a horseshoe-shaped low-level updraft with the mid-

level updraft either overlaid or nearby, which has been noted as a distinguishing factor between 

TS and NTS (Coffer and Parker 2016). Each simulation has a similar magnitude of horizontal 

vorticity available to be tilted into vertical vorticity in the lower levels at the time of 

tornadogenesis for the CAPE4200 simulation (not shown), and sufficient updraft strength, shape, 

and area to tilt and stretch the horizontal vorticity. Further, the surface roughness characteristics 

were identical for all simulations, reducing significant impacts from differences in the frictional 

vorticity generation term. One possible distinguishing factor between the TS and NTS is in the 

large difference between the four storms’ cold pools. Figure 3.5 shows the perturbation density 

potential temperature at 34 minutes, where 𝜃�£ = 𝜃� −	𝜃�,r¤s, 𝜃�,r¤s is the initial homogenous 

𝜃�, and 𝜃� = 𝜃(1 + 0.61𝑟 − 𝑟¥), where 𝜃 is the potential temperature, 𝑟 is the mixing ratio of 

water vapor, and 𝑟¥ is the mixing ratio of liquid water. As 𝜃� is a measure of density, negative 

values of 𝜃�£  indicate regions of denser, more negatively buoyant air. Overlaid on Figure 3.5 are 

streamlines of near-surface horizontal winds (grey) and low and mid-level updrafts (as in Figure 

3.3). This figure demonstrates that as CAPE decreases, the cold pool gets colder, and more 

negatively buoyant air is transported into the inflow and updraft region. 

The reason for an increase in cold pool strength with decreasing CAPE is not necessarily 

intuitive. As CAPE is reduced, the onset of precipitation at the surface in these simulations is 

earlier as the lower CAPE values produce a weaker updraft and a storm that begins to precipitate 

sooner. Therefore, at this relatively early time in the storm’s development, the weaker CAPE 

simulations have a stronger cold pool in the rear flank downdraft region than the storms in 

higher-CAPE environments due to the earlier onset in precipitation. This means that at the time 



60 
 

of tornadogenesis the CTL case has a very weak cold pool, therefore limiting the amount of 

negatively buoyant air that is transported into the updraft region. At the same time in the lower 

CAPE experiments the cold pool gets stronger, and therefore more negatively buoyant air is 

transported into the updraft region. For the CAPE4200 case, this results in a strengthened 

tornado, but for the CAPE3900 and CAPE3600 cases which have stronger cold pools, the 

transport of strongly negatively buoyant air into the updraft reduces the updraft strength and 

eventually results in a NTS.   

The result from the CAPE perturbations appears to be in keeping with the work done in a 

highly idealized dry framework by Markowski and Richardson (2013). As in their work, TG in 

the four CAPE simulation storms appears to be modulated by the strength of the cold pool, with 

the moderate strength cold pool in the CAPE4200 simulations producing the strongest tornado. 

High temporal resolution trajectories would be necessary to confirm this hypothesis, but were too 

computationally expensive to conduct. 

In these experiments, a difference of 300 J kg-1 of CAPE resulted in the failure of 

tornadogenesis between the CAPE3900 and CAPE3600 cases, indicating that instruments 

seeking to distinguish between TS and NTS environments must be able to capture CAPE to 

within 300 J kg-1. Further, a difference of 300 J kg-1 in CAPE also resulted in a change of 

tornadic strength from a damaging EF-3 to a weak EF-0 between the CAPE4200 and CAPE3900 

simulations. This indicates further that instruments that can retrieve temperature to within 0.5 K 

in the vertical profile, the temperature accuracy necessary to calculate CAPE to within that 

threshold, may be able to provide insights on tornadic strength.  
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c. LCL Perturbation Experiments 

While the suite of experiments that perturb the CAPE provide insights into the accuracy 

that an instrument would need in terms of temperature retrievals in order to distinguish between 

TS and NTS environments, our methodology does not perturb the moisture when perturbing 

CAPE. This section now examines the accuracy that a sensor would need when retrieving 

moisture to distinguish between TS and NTS environments. We will focus on the low-level 

moisture on these cases through perturbing the LCL as the effects of perturbing mid-level 

moisture on supercells has been examined by Grant and van den Heever (2014) and others. The 

different LCL thermodynamic profile that forms the LCL perturbation experiment can be seen in 

teal on Figure 3.1 and is described further in Table 3.2. CAPE is held constant in these 

experiments. 

Figure 3.6 shows the integrated tornado tracks and updraft evolution, similar to Figure 

3.3, for the CTL (LCL height of 1597 m) and LCL1700 (LCL height of 1797 m) cases. This 

figure indicates that when changing the LCL, but holding CAPE constant, that the tornado gets 

slightly weaker and does not last as long. Figure 3.3 also indicates that, as the LCL is raised, the 

area of the strongest mid-level updrafts increased. However, both the CTL and LCL1700 cases 

still produce a tornado of similar strength, with the LCL1700 case having a slightly weaker 

tornado. The processes that cause the higher LCL environmental conditions to produce a TS will 

be investigated further. However, it is important to first address why the LCL was not 

continuously raised until tornadogenesis ceased, but was only raised 200 m in these experiments. 

In order to examine the LCL height independently, the CAPE and equilibrium level were kept 

constant by reducing the environmental temperature in the midlevels. If the LCL were to be 

perturbed higher, the temperature perturbation necessary for the CAPE and equilibrium level to 
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remain constant would result in a statically unstable layer in the environmental sounding, which 

would quickly mix out in the atmosphere. 

The changes to the storm structure and tornadogenesis when the LCL is raised will now 

be examined. Figure 3.7a-b shows the lower-level updrafts at the time of tornadogenesis (31.5 

minutes after initialization) for both the CTL and LCL1700 cases at 1 km (similar to Figure 3.4). 

The updraft structure at 1 km and 5 km represented in Figure 3.7a-b indicates that both the low 

and mid-level updraft change as the LCL is raised. However, examining a constant height cannot 

be done in this case as the LCL has been raised by 200m. Figure 3.7c-d shows the low level 

updraft 200m above Figure 3.7a-b for both the LCL1700 and CTL cases. These figures indicate 

that even when shifting our horizontal cross-section by the amount of the LCL increase, that the 

updraft structure is still different between the LCL1700 and CTL cases. At both 1 km and 1.2 

km, the updraft is horseshoe-shaped and strong. Although the LCL1700 case has a prominent 

updraft region that does not dissipate earlier than the updraft in the CTL storm (demonstrated in 

Figure 3.6), the tornado is still shorter-lived and weaker in the LCL1700 case than the CTL case. 

This suggests that updraft strength is not the only contributor to the earlier cessation of the 

tornado in the LCL1700 case. 

One possibility, as in the CAPE simulations, is that the tornado strength is controlled by 

the buoyancy of the air in the RFD. Figure 3.8, as in Figure 3.5 (although with a shifted color 

bar) shows 𝜃�£  at 31.5 minutes after initialization and 5 minutes later. In the CTL case, the 

development of the weak cold pool can be seen, especially at the later time. However, in the 

LCL1700 case, a positive 𝜃�£  is shown in the RFD region. This is an unusual finding as the RFD 

is usually a region of rainfall with an associated area of cooler, more dense air that generates and 

drives the cold pool. However, in this case, the RFD transports higher 𝜃� air. Rainfall in the 



63 
 

downdraft starts to evaporate at a higher elevation because of the lower environmental humidity 

in the boundary layer in the LCL1700 case. This is because the condensate in the downdraft 

evaporates before reaching the ground, thereby eliminating the contribution of lower-level 

evaporative cooling in the thermodynamics of the downdraft. The air in the downdraft therefore 

starts to warm near the surface due to compressional warming and the entrainment of higher 𝜃� 

air from above. This region of positively buoyant air in the inflow region of the storm in the 

LCL1700 case does not appear to hinder the early development of the tornado. This is likely due 

to the fact that this higher 𝜃�£  does not appear in this region until 29 minutes after initialization. 

The transport of higher 𝜃�£  air from the RFD reduces the temperature contrast between the 

updraft and downdraft, which decreases the amount of horizontal vorticity generated until the 

tornado ceases. This is similar to the CAPE results and is also keeping in line with Markowski 

and Richardson (2013) who indicated that a weaker cold sink will result in a weaker tornado.  

Although the LCL was not perturbed sufficiently to cease tornadogenesis, these 

simulations do indicate that an instrument may be able to distinguish between the strength of the 

tornado produced by TS if it is able to capture the LCL to within 200 meters. Achieving this 

LCL accuracy would require an instrument that is able to measure surface water vapor pressure 

to within 2.3 hPa. In this case, the tornado intensity was weakly controlled by the LCL height, 

with a higher LCL height producing a slightly weaker, shorter lived tornado than that in an 

environment with a lower LCL height. Others have also found that the LCL is a weak 

discriminator between TS and NTS (Rasmussen and Blanchard 1998b; Thompson et al. 2004). 

As the LCL height is correlated with CAPE, it is possible that the LCL height as observed in 

K18 and other studies is simply a proxy for CAPE, reinforcing the results found in the CAPE 

experiments.  
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d. Shear Perturbation Experiments 

In this section, changes to the storm and the associated tornadogenesis that occurs as the 

lower level wind shear is reduced will now be discussed. Figure 3.9 shows the tornado tracks and 

low and mid-level updrafts for the three Shear perturbation experiments. From this figure it is 

apparent that the tornado is weaker when the lower-level wind shear is reduced by 3 m s-1,  the 

magnitude discussed in K18. When further reducing the wind shear, tornadogenesis does not 

occur as is evident from the Shear22 results. These simulations therefore suggest that an 

instrument would need to be able to differentiate wind shear to an accuracy of at least 3 m s-1 in 

0-1 km wind shear in order to distinguish between TS and NTS environments, and is in keeping 

with the findings of K18.  

In order to determine why reducing the shear ceases tornadogenesis, the lower-level 

updraft field will be examined at the time that a tornado is first identified in the Shear25 

simulation, the case with the weakest tornado of the shear simulations. At this time, while the 

CTL storm has a strong updraft wrapped around a weaker region of downdrafts, the Shear25 and 

Shear22 cases produce a progressively weaker lower-level updraft, albeit with a similar shape to 

that of the CTL case. The decrease in updraft speed with decreasing wind shear is expected and 

has been reported on previously in the literature (e.g. Weisman and Klemp 1982). Although the 

reduction in updraft speed will necessarily reduce the magnitude of the tilting/stretching term in 

expression 3.1, this does not provide a full reason for why reducing the wind shear in these cases 

does not produce a tornado.  

When examining the CAPE and LCL experiments, the changes to the tornado appear to 

be primarily due to modulation of the cold pool strength. However, in the Shear experiments, the 

cold pool strengths are nearly identical (not shown), thus eliminating that process as a reason for 
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the change in tornadic strength. However, as would be expected when reducing the vertical wind 

shear, the horizontal components of the vorticity decrease as the wind shear decreases. Figure 

3.11 shows, for all Shear cases, the value of 𝑉¦����⃑ ∙ 𝜔¦�����⃑  (m s-2, in shaded contours) at approximately 

400 m above ground. This figure indicates that the amount of horizontal vorticity transported 

into the updraft region, both positive and negative, is much larger in the cases with higher 

vertical shear (CTL). This transport is reduced as the vertical wind shear is reduced. This 

indicates that, even for the same updraft velocities, there would be less vertical vorticity 

generated through tilting of horizontal vorticity as there is less horizontal vorticity available to 

transport. In this case, it thus appears that tornadogenesis does not occur due to a combination of 

weaker low-level updrafts and reduced horizontal vorticity in the weaker wind shear cases. 

The results from this section indicate that the wind shear is a strong control on whether a 

supercell would become tornadic. Similar results have been previously observed (e.g. Markowski 

and Richardson 2009; Coffer and Parker 2016, 2018). An instrument that may be able to provide 

value in distinguishing between TS and NTS environments would need to observe the 0-1 km 

wind shear to within 3 m s-1.  

3.4. Conclusions 

The primary goals of this study were to (1): examine how the dynamic and microphysical 

processes are modified within the storm as the environmental conditions are perturbed and what 

causes TS or NTS to be produced and (2): improve our understanding of the instrument 

sensitivity that is required to distinguish between TS and NTS environments. To examine this, 

seven high resolution numerical simulations were performed in which CAPE, LCL, and shear 

were progressively varied. The magnitude of the perturbations were based on differences 

between strong tornadic storms and hail producing storms found in Kalmus et al. (2018). The 
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control simulation was initialized with environmental conditions emblematic of a tornadic 

supercell (Section 3.3a). A strong, splitting supercell with an EF-2 tornado was produced in this 

simulation.  

To determine how accurate an instrument would need to be to capture the differences in 

CAPE between environmental conditions that will produce TS from those that will produce only 

NTS and to examine how the supercell changed as the environment was perturbed, the CAPE 

was systematically perturbed. The perturbation experiments indicated that an instrument that 

could retrieve temperature to within 0.5 K, corresponding to a change in CAPE of 300 J kg-1, 

could distinguish between both TS and NTS and between damaging TS and weakly-damaging 

TS. The mechanism that modulated tornado strength in these simulations appears to be related to 

the strength of the cold pool. The results of these simulations are in support of the idealized 

results described by Markowski and Richardson (2013) and increase the robustness of their 

results as the simulations here present a much more realistic storm that includes condensate than 

was presented by Markowski and Richardson (2013), which were highly idealized dry 

simulations. After examining the sensitivity required in CAPE, perturbations to the control 

environmental conditions in the LCL were examined. It was found that an instrument would not 

need a particularly high sensitivity to the LCL to discriminate between TS and NTS 

environments, with our experiment indicating that even a 200m raise in the LCL, which is 

associated with a change in the lower level moisture of about 10% when keeping CAPE constant, 

would still result in a tornado, albeit a weaker tornado. Finally, sensitivity to low-level wind 

shear was examined. The sensitivity experiments showed that differences in 0-1 km vertical wind 

shear of 3 m s-1 separated TS from NTS. This result is in keeping with the statistical study of 
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K18. The result demonstrates that if an instrument is able to retrieve 0-1 km wind shear to that 

accuracy, it could add value in distinguishing between TS and NTS environments.  

If a platform could add value to TS nowcasting by retrieving CAPE to within 300 J kg-1 

and 0-1 km wind shear to within 3 m s-1, as our work demonstrates, it is prudent to examine 

existing instruments to understand where these measurement targets are already being met and 

where development of proposed new platforms may help. Currently, only ground-based 

measurements can meet both of these criteria, with instruments such as radiosondes and ground-

based remote sensing instruments being the only instruments capable of measuring the wind 

shear. However, the infrastructure requirements and cost of these platforms make them difficult 

to deploy worldwide at a sufficient horizontal resolution, and with the exception of field 

campaigns are strictly limited to land. The advent of space-based thermodynamic profiling, such 

as the Atmospheric InfraRed Sounder (AIRS) on the Aqua satellite, can provide global coverage 

at a much higher horizontal spatial resolution (approximately 45 km) than ground-based 

instruments (ground-launched soundings are spaced hundreds of km apart in the US), although 

they can only retrieve thermodynamic profiles and not wind profiles. However, this work 

indicates that they still may be significantly useful for tornadogenesis forecasting if they are able 

to retrieve CAPE to within 300 J kg-1, requiring a temperature accuracy of ~0.5 K.  

Fortunately, several instruments currently in orbit are able to provide temperature profiles 

that have an accuracy to within 0.5K. However, these platforms are typically polar-orbiting and 

can therefore only provide observations twice per day. On the other hand, as our work and other 

work has shown that lower-level wind shear is an important predictor on tornadogenesis, these 

satellites or other associated platforms would also need to observe winds in the lower levels, 

something that is difficult to do from a space-based platform. Some work has demonstrated skill 
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in space-based observations of wind (Bessho et al. 2006), but little work has examined how 

accurate this is in the lowest levels of the atmosphere, particularly over land. Our work indicates 

that if satellite lower-level wind retrievals are improved that this, coupled with their current 

ability to retrieve the thermodynamic profile globally, would mean that space-based platforms 

could add significant value in discriminating between TS and NTS environments.  

While our study has suggested several accuracy thresholds that instruments may need to 

meet in order to add value when observing environments to distinguish between TS and NTS 

production, there are limitations to this study and hence we suggest the following areas as future 

research. Homogeneous environments have been widely used to produce simulations that 

demonstrate supercell processes (e.g. Gaudet et al. 2006; Lerach and Cotton 2011; Markowski 

and Richardson 2013; Grant and van den Heever 2014; Coffer and Parker 2016), however real-

world environments are seldom, if ever, homogenous. This study also utilized a single idealized 

sounding and perturbed its CAPE, LCL, and low-level wind shear. While this allowed for a 

consistent control case to compare the environmental perturbations with, it also limits the 

conclusions that this work can make given that it is based on one set of initial environmental 

conditions. Future work should consider more soundings and could incorporate an ensemble 

approach similar to Coffer and Parker (2016) to further evaluate the ranges determined here over 

a wider range of environmental conditions. Despite these limitations, this study does present 

accuracy ranges required for platforms to add value when observing TS and NTS environments.  
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3.5. Tables and Figures 

Table 3.1: Parameters and tornado information for the CAPE simulations. The calculations for 
Significant Tornado Parameter use Helicity values calculated with (Bunkers et al. 2000) right-
moving storm motion 
 

Parameter CTL CAPE4200 CAPE3900 CAPE3600 

SBCAPE (J/Kg) 4517 4217 3917 3617 

Fixed Layer STP 2.34 2.18 2.03 1.87 

Maximum Temperature 

perturbation (K) 

N/A -2.43 -4.85 -7.31 

Maximum temperature 

perturbation (%) 

N/A -0.9% -1.9% -2.8% 

Mean Temperature 

Perturbation (K) 

N/A -0.50 -1.05 1.58 

Mean Temperature 

Perturbation (%) 

N/A -0.2% -0.4% -0.6% 

Times with tornado 

(minutes after 

initialization) 

31.5-35.5; 

37-56 

33.5-53.5 38-39 N/A 

Tornado Maximum Wind 

Speed (m s-1) and EF 

Rating 

54.7 (EF-2) 72.2 (EF-3) 34.2 (EF-0) N/A 
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Table 3.2: Parameters and tornado information for the LCL simulations. The LCL here was 
calculated with the (Romps 2017) exact LCL formulation. 

Parameter CTL LCL1700 

LCL (m) 1597 1797 

SBCAPE (J/Kg) 4517 4517 

Fixed Layer STP 2.34 1.17 

Maximum Water Vapor 

perturbation (hPa) 

N/A 2.33 

Maximum Water Vapor 

perturbation (%) 

N/A 9.5% 

Mean Temperature 

Perturbation (K) 

N/A 1.37 

Mean Temperature 

Perturbation (%) 

N/A 0.53% 

Times with tornado 

(minutes after 

initialization) 

31.5-35.5; 37-56 31.5-40.5; 42.5-47 

Tornado Maximum Wind 

Speed (m s-1) and EF 

Rating 

54.7 (EF-2) 49.0 (EF-1) 
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Table 3.3: Parameters for the Shear simulations. The helicity described here is a 0-1 km helicity 
using the (Bunkers et al. 2000) right moving storm motion. 
 

Parameter CTL Shear25 Shear22 

0-1 km Wind Shear (m s-1) 28.35 25.35 22.35 

0-1 km Helicity (m2 s-2) 192.91 166.50 139.0 

Fixed Layer STP 2.34 2.02 1.69 

Times with tornado (minutes 

after initialization) 

31.5-35.5; 37-

56 

37-41 N/A 

Tornado Maximum Wind 

Speed (m s-1) and EF Rating 

54.7 (EF-2) 52.3 (EF-2) N/A 
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Table 3.4: Model Parameters 

Parameter Value 

Grid spacing ∆x = 125	m; ∆z stretched from 10	m to 100	m at a stretch ratio 

of 1.075 

Grid  2000 x 1800 x 225 grid points (250 x 225 x 20 km) 

Boundary Conditions Horizontal: periodic; bottom: horizontally homogenous surface 

roughness with roughness length of 3 cm. Top: Rayleigh damping 

layer through 600m.  

Radiation None 

Simulated time 60 minutes; ∆t = 0.5s 
Microphysics Fully double-moment RAMS microphysics that includes three 

liquid and five ice hydrometeor species. (Saleeby and Cotton 

2008; Saleeby and van den Heever 2013) 

Initialization Convergence zone as in (Loftus et al. 2008; Schumacher 2009). 15 

km radius with maximum convergence 5 × 10@j	𝑠@A extending 

from the surface to 4.5 km for 10 minutes, increasing to the 

maximum convergence linearly over 10 minutes. 

Surface Roughness Constant roughness length of 3 cm 
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Figure 3.1.  A skew-T ln-P representation of the initial homogenous initial thermodynamics used 
for all simulations. Temperature for the simulations are represented by the solid lines, dew point 
is represented by the dashed lines, with the CTL thermodynamic profile used for all Shear 
simulations. The inset plot is a hodograph representing the initial vertical wind profiles for all 
simulations, with the CTL wind profile used for all LCL and CAPE simulations. 
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Figure 3.2. (a) 3-D plot of control simulation at 40 minutes after initialization. The white 
isosurface of 1 g/kg total condensate (excluding rain for visual clarity), and the red isosurface is 
an isosurface of 0.1 s-1 ζ. (b-e) timeseries of total condensate at 5 km (0.5 g kg-1, grey/purple), 
11.5 km (0.5 g kg-1 , light purple), 1 km W (15 m/s, red outline), and 5 km W (25 m/s, gold 
outline) 
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Figure 3.3. Tornado tracks and updrafts for all four simulations (the CTL case has CAPE of 4517 
J kg-1). The filled contour in all panels is the wind speed where the winds are collocated with an 
identified tornado as described in the text. The winds are plotted in 30s increments. Contour lines 
in all panels are updrafts at 10 minute increments. Brown lines are updrafts at 4.5 km at 30 m/s 
and red lines are updrafts at 1 km at 20 m/s. 

 



76 
 

 

Figure 3.4.  1 km vertical velocity (m s-1; shaded), 4.5 km updraft (25 m s-1 only; gold contour), 
and the location of the maximum 𝜁 for simulations that have a tornado (green dot) at 𝑡 =34	𝑚𝑖𝑛𝑠 for the CTL simulation and all three CAPE perturbation simulations.  
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Figure 3.5.  Perturbation (from initial conditions) θ⍴	at	5	m	above	the	surface	(as described in 
text, K), 4.5 km updraft contoured at 25 m s-1  (gold), 1 km updraft contoured at 20 m s-1  (red), 
and surface wind streamlines for the CTL case and all three CAPE perturbation simulations 
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Figure 3.6.  As in Figure 3.3, but for the CTL (LCL height of 1597 m) and LCL1700 (LCL 
height of 1797 m) case. 
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Figure 3.7.  As in Figure 3.4 for the CTL (left) and LCL1700 (right) cases. The top two panels 
show vertical velocity at 1 km, the bottom two at 1.2 km. 
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Figure 3.8.  As in Figure 3.5 for the CTL (left) and LCL1700 (right) cases. The top two panels 
show 𝜃�£  at 31.5 minutes after initialization, the bottom two panels show 𝜃�£  at 36.5 minutes after 
initialization.  
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Figure 3.9.  As in Figure 3.3 for the CTL case (0-1 km wind shear of 28 m s-1) and Shear 
perturbation cases. 
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Figure 3.10.  As in Figure 3.4 for the CTL case and Shear perturbation cases. 

  



83 
 

  

Figure 3.11.  𝑉¦����⃑ ∙ 𝜔¦�����⃑  (m s-2, in shaded contours) at approximately 400 m above ground, where 
𝑉¦����⃑  is the horizontal wind vector and 𝜔¦�����⃑  is the horizontal vorticity vector, the winds at that level 
(grey streamlines), the updraft at 1 km (black outline, 20 m s-1), and the location of the maximum 
vertical vorticity within the tornadic region (green dot) for the CTL case (left panel) and the two 
Shear perturbation cases (center and right panels). 
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CHAPTER 4:  CONCLUSIONS 

 

4.1.  Summary of studies 

Supercell thunderstorms have been observed and acknowledged for decades as strong 

storms that produce deadly and destructive hazards. However, our ability to forecast these 

hazards falls short due to both a lack of understanding of the processes that generate the hazards 

and a lack of observations of the environments that produce the storms. The overall goal of the 

research presented in this thesis has been to improve both process-level understanding and 

forecasts of these hazards associated with supercells. Improvements to the prediction of rainfall 

were examined in Chapter 2 by investigating the sensitivity of rainfall and rainfall processes to 

changes in (1) the shape parameter of the raindrop size distribution and (2) the collision 

efficiency of rain and cloud particles. Improvements to tornadogenesis forecasts were examined 

in Chapter 3 through examining supercell tornadogenesis sensitivity to environmental conditions, 

as well as the processes that lead to tornadogenesis within supercells.  

The research presented in Chapter 2 indicated that forecast precipitation within supercell 

thunderstorms was strongly dependent on the a priori width of the raindrop size distribution and 

weakly dependent on the liquid collision efficiency dataset used. As the drop size distribution 

narrowed (which occurs when the shape parameter increases), the total rainfall that was produced 

decreased by up to 130% due to a) decreased rain production due to increased evaporation, b) 

slower raindrop fall speeds leading to longer residency time and changes in rain self-collection, 

and c) decreased rain production due to decreased ice melting. Wider DSDs were also found to 

result in increased hail precipitation at the surface. On the other hand, changing the collision 

efficiency dataset used did not change total rainfall substantially within the simulated supercell, 
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but it did change the processes that result in rain production, including changing the amount of 

rainfall produced by autoconversion of cloud and drizzle drops into rain. The results in Chapter 2 

indicate that rainfall forecasts in supercells could potentially be improved, maybe significantly, 

by switching to a triple moment or bin representation of the microphysics, which do not rely on a 

fixed DSD width. This finding is particularly important for improving forecasts of flooding, as 

the substantial differences in predicted accumulated rainfall could differentiate whether a flood 

will occur or not. 

The research presented in Chapter 3 investigated the processes that change in tornadic and 

nontornadic supercells when the initial environmental conditions are perturbed and examined 

why some supercells failed to produce tornadoes. Three sets of experiments were presented in 

Chapter 3, which modulated the CAPE, LCL, and low level wind shear of an initial control case.  

The results demonstrated that when reducing CAPE and low level wind shear, the environment 

can change from one that will support tornadic supercells to one that will only support 

nontornadic supercells. The results when modulating the LCL were more mixed, indicating only 

that as the LCL is raised, tornado strength decreases. When examining the processes in the 

Chapter 3 experiments, it appears that cold pool strength may have a strong modulating effect on 

tornadogenesis and tornado strength as first described in Markowski and Richardson (2013). 

This implies that tornado warnings could be improved by better and more frequent observations 

of cold pools and better understanding of cold pool processes. Although cold pool strength in this 

work was an influencing factor on tornadogenesis in the CAPE experiments and to a lesser 

degree in the LCL experiments, it did not explain the modulation of tornado strength with 

changing wind shear. Reducing the wind shear both reduces the updrafts and the horizontal 
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vorticity, reducing the amount of vertical vorticity that is able to be generated and therefore 

reducing the strength of the tornado.  

Using the CAPE, LCL, and low level wind shear experiments presented in Chapter 3, it 

was determined that observational instrumentation could potentially add value in distinguishing 

between environments that will produce tornadic supercells from environments that will produce 

nontornadic supercells. However, any potential instrumentation would have to meet several 

accuracy thresholds to distinguish between tornadic and nontornadic environments. The 

experiments shown in Chapter 3 indicated that an instrument would need to observe CAPE to an 

accuracy of 300 J kg-1 and lower level wind shear to an accuracy of 3 m s-1 to distinguish 

between tornadic and nontornadic environments. Although current satellite platforms are able to 

observe CAPE to the required accuracy, no current satellites are able to observe low-level winds 

reliably. However, this research implies that with a sufficiently accurate retrieval platform that 

can obtain both thermodynamic and wind profiles, lead times for tornadogenesis forecasting can 

be improved.  

In summary, this thesis has presented two major forecasting problems with supercells and 

has demonstrated possible solutions to address them. Rainfall forecasts within supercells could 

be greatly improved by improvements to models that reduce the number of a priori parameters 

selected, specifically removing the dependence on an a priori drop size distribution width. 

Supercell tornado forecasts could be improved by deploying more sufficiently accurate platforms 

that measure the environments that the supercells form in. Currently, existing platforms lack the 

ability to observe low-level winds at high spatial and temporal resolution. Developing 

instrumentation that is able to retrieve low-level wind shear at high accuracy and spatiotemporal 

resolution would be beneficial in tornado forecasting.  
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4.2. Future Work 

In addition to the immediate improvements that can be made to supercell forecasting 

discussed in Chapters 2 and 3, this research raises many research questions for future work, some 

of which are listed below: 

• How sensitive are other types of precipitation-generating systems to the rain drop size 

distribution width and the liquid collision efficiencies? 

• How sensitive are precipitation and precipitation processes to the liquid collision 

efficiencies in bin microphysics schemes (which do not require a shape parameter)? 

• Will predicting three moments of the rain drop size distribution alone improve rainfall 

forecasts or will rainfall forecasts be highly sensitive to other a priori parameters? 

• Is it possible to diagnose a third moment of the rain drop size distribution from other 

predicted variables in a way that improves supercellular rain forecasts? 

• How does tornadogenesis within supercells respond to different shapes of the temperature 

perturbation? 

• Does the height of cloud base impact tornadogenesis substantially at all if moisture is 

kept the same in the boundary layer? 

One of the important outcomes of the studies in this thesis is to acknowledge that while our 

understanding of supercells and the dynamic and microphysical processes that happen within 

them has improved in the 70 years since the Thunderstorm Project, more research still must be 

conducted on these storm systems. Given the danger of the hazards spawned by supercells, from 

tornadoes to floods to severe hail, it is important to continue to improve our understanding of 

severe thunderstorms through improved observations and more complex numerical models.  
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Improving our observations of supercells has been a theme of several recent field projects, 

including the 2016-2017 Colorado State University Convective Cloud Outflows and UpDrafts 

Experiment (C3LOUD-Ex). The primary goals of C3LOUD-Ex were to observe the updraft 

velocities and cold pools produced by convective storms, including supercells. As indicated in 

Chapter 3, both the updraft velocities and cold pool strengths play a role in modulating 

tornadogenesis. C3LOUD-Ex has a rich dataset of in situ observations near supercells, including 

at least one weakly tornadic supercell. With detailed analysis, the C3LOUD-Ex dataset could 

begin to answer some of the dynamical questions presented above. However, the C3LOUD-Ex 

field campaign lacked detailed microphysical observations, as have many other supercell-

focused campaigns, owing in part to the difficulty of getting instruments inside supercell 

thunderstorms. Some field campaigns have attempted to observe the microphysical development 

of strong convective storms above the surface using in situ instrumentation, however, these data 

are spatially and temporally limited and are further limited by the accuracy of aircraft-based 

instruments. Novel instrumentation, such as small Unmanned Aerial Systems (sUAS; also 

known as drones) can help to bridge this gap as they can fly into supercells without danger to any 

humans onboard. However, a number of technical and regulatory hurdles must be overcome to 

deploy instrumented sUAS into a supercell that will withstand the violent motions and large hail 

found within the storm.  

While more observations will help to improve our understanding of supercellular structure, 

current instruments are unable to directly observe the microphysical and dynamic processes 

within the storms and thus present an incomplete picture of the storms. More advanced 

numerical models running at even finer resolutions than the two studies presented here will begin 

to provide better insight into small-scale supercellular processes. However, the results of higher 
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resolution simulations would still be subject to the assumptions about microphysical processes 

that are made, necessitating an approach that blends models and observations. Increasing our 

understanding of supercell processes and the small-scale microphysical and dynamical structure 

of supercells will improve forecasts by allowing for better developments of models and 

observational tools. Although full understanding of supercell structure and processes will require 

future observations and numerical models, the research presented in this thesis represents a step 

toward improving both process-level understanding and forecasting.  
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