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ABSTRACT

COMMUTATIVE ALGEBRA IN THE GRADED CATEGORY WITH APPLICATIONS TO

EQUIVARIANT COHOMOLOGY RINGS

Let G be either a finite group or a compact Lie group, and let k be a field of characteristic

p. In [22], [23], Quillen proves the following conjecture of Atiyah and Swan: Let H∗(G, k) be

the group cohomology ring of G, then the Krull dimension of H∗(G, k) is equal to the maximal

rank over all elementary abelian p subgroups of G. Recall that an elementary abelian p-subgroup

is defined as any group isomorphic to a product of Z/p’s, and the rank is the number of factors.

To prove the conjecture, Quillen uses an argument “by descent", showing the statement is true in

the following more general setting: Suppose that G acts continuously on some topological space

X (which satisfies some mild topological conditions), then the Krull dimension of the equivariant

cohomology ring H∗
G(X, k) is equal to the maximal rank of an elementary abelian p-subgroup A

for whichXA 6= ∅. In the case where the topological spaceX is taken to be a point, the equivariant

cohomology ring equals the group cohomology ring, thus proving Atiyah and Swan’s conjecture.

In the same series of papers, Quillen sets the stage for a more general study of the commu-

tative algebra of equivariant cohomology rings by showing that the prime spectrum of H∗
G(X, k)

is directly related to the elementary abelian p-subgroup structure of G, and the geometry of the

G action on X . Since then, several studies have been done in this direction. For example, in [9]

Duflot produces an isomorphism between the localization of H∗
G(X, k) at a minimal prime, and

that of the equivariant cohomology ring of the centralizer of the corresponding elementary abelian

p-subgroup. In another paper [8], Duflot shows that the depth of H∗
G(X, k) is bounded below by

the rank of a central elementary abelian p-group which acts trivially on X .

More recently, Lynn [18] shows that the degree of the group cohomology ring has a summation

decomposition which fits nicely into the geometric picture described above. She ends her paper by
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posing the question of whether or not her decomposition can be generalized to the full equivariant

cohomology ring. One of the main results of this dissertation is the development of a generalized

degree formula, that answers this question in the affirmative. To derive this formula, it was neces-

sary to begin with a study of the commutative algebra of graded objects in general. The dissertation

is thus divided into two parts.

The intent of part 1 is to present a theory of localization and multiplicity for the graded cate-

gory. Serre [25] gives the first full treatment of the theory of intersection multiplicities for varieties,

and we wish to adapt this theory to the graded category. Our motivation stems from the fact that

equivariant cohomology rings generally do not come with a standard grading (i.e. generated by

a finite number of elements of degree 1,) and moreover, the grading they are endowed with often

contains important geometric information. For example, the generators of an equivariant cohomol-

ogy ring may arise as Chern classes of a particular vector bundle associated to a representation of

the group G ( [4] pg. 49.) In short, it was critically important that we understood the role of the

grading when computing multiplicities, so we adapted the theory to make sure that the grading was

accounted for.

Chapters 1 and 2 can be viewed as a completely self-contained account of this transition. While

many of these results are known, we are unaware of one source which makes the details explicit.

All rings are assumed to be commutative. We begin as generally as possible, over the graded

category grmod(A), where A is a full Z-graded Noetherian ring. We define graded analogues of

the typical measures from commutative algebra, which we denote by a *. For example, consider the

graded field F ∼= k[x, x−1], where k is a field (Example 1.10). Then, the ordinary Krull dimension

of F is equal to 1, since F is a PID which is not a field. However, since we are focused on the

grading, we are interested in the graded analogue, ∗ dim(F ), which computes the longest length

of graded prime ideals in F . In this case, ∗ dim(F ) = 0 since the only graded ideals are F and 0.

This example drives much of the analysis which follows: define *composition series (and hence

*length) using graded fields, in analogue to the ungraded case. Carrying out this style of analysis

eventually leads us to a definition of *multiplicity.
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We present for the Z-graded category a fundamental theorem of *dimension theory for *local

rings (Theorem 2.10.) Also, Theorem 2.26 shows that the *Koszul multiplicity agrees with the

*Samuel multiplicity, mimicking the ungraded theory.

When it makes sense to compare the graded and ungraded measures, we do. For example, in

the Z-graded category, the *Krull dimension can only differ from the ungraded Krull dimension by

1 (Corollary 1.35,) and when taking the graded localization at a minimal prime, length and *length

agree (Theorem 1.26.) In the positively graded case, there is no difference between the graded

and ungraded versions of length and Krull dimension. However, localizing a positively graded

ring yields a ring which is no longer positively graded, and we wanted to pin down precisely what

happens in this case. Using various different ways to localize in the graded category, we show how

the difference under length and Krull dimension is controlled.

Chapter 3 restricts the focus to positively graded rings R, where R0 = k is a field. This is the

category where equivariant cohomology rings live, and we show that in this case, the traditional

theory of multiplicities agrees with the graded theory developed in chapters 1 and 2, if one simply

“forgets" the grading. We conclude chapter 3 with a discussion of the degree of a graded module,

which we connect to the geometry of equivariant cohomology rings in the main theorem of part 2

of the dissertation. The degree is defined: deg(M) = limt→1(1− t)∗dim(M)PM(t), where PM(t) is

the Poincare-series of M .

We prove two main theorems about the degree measure. First, we relate the degree to *multi-

plicity (Theorem 3.8). Let M 6= 0 be in grmod(R). Suppose x1, . . . , xD(M) ∈ R are of degrees

d1, . . . , dD(M), and they generate the graded ideal I which has the property that ∗ℓ(M/IM) ≤ ∞

(later we make formal the idea that the x’s form a graded system of parameters, x̄, with I a graded

ideal of definition.) Let ∗e denote the *Samuel multiplicity, and let ∗χ denothe the *Koszul multi-

plicity. Then,

deg(M) =
∗eR(M, I, D(M))

d1 · · · dD(M)

=
∗χR(x̄,M)

d1 · · · dD(M)

.

The next result on degree (Theorem 3.6) gives an “algebraic" summation decomposition of the

degree by taking the graded localization of M at minimal primes: Let M ∈ grmod(R), and D(M)
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be the set of minimal prime ideals p ∈ Spec(R), necessarily graded, such that ∗ dimR(R/p) =

∗ dimR(M). Then,

deg(M) =
∑

p∈D(M)

∗ℓR[p]
(M[p]) · deg(R/p).

Ultimately, this result is used in part 2 of this thesis to prove our main theorem on the degree of an

equivariant cohomology ring.

Part 2 of the dissertation begins with an introduction to equivariant cohomology, and some

examples from the cohomology of groups. In chapter 5, we review some of Quillen’s foundational

results which set the stage for a commutative algebraic study of equivariant cohomology rings. In

particular, H∗
G(X) is a graded Noetherian ring. All cohomology coefficients are taken to be in a

field k of characteristic p for p prime.

The multiplicative structure ofH∗
G(X) is given by the cup-product, which is not a commutative

product for p odd. This led Quillen to consider just the even degree part of the ring when p is odd

(denoted HG(X),) which is commutative. Quillen then shows that H∗
G(X) is a finitely generated

graded module over HG(X). This puts us in position to apply the graded commutative algebra

from part 1. We present two of Quillen’s main theorems 5.6, 5.8, which establish a relationship

between the geometry of the G-action on X , the subgroup structure of G, and the prime spectrum

of HG(X).

In section 3 of chapter 5 we present a localization result of Duflot which we make use of to

prove our main theorem on degree in chapter 6. Our main theorem (Theorem 6.8) is:

deg(H∗
G(X)) =

∑

[A,c]∈Q′
max(G,X)

1

|WG(A, c)|
deg(H∗

CG(A,c)(c)).

To derive this, we apply the algebraic decomposition of degree stated at the end of part 1, to

H∗
G(X) ∈ grmod(HG(X)). Our proof establishes that each decomposition is equal term-by-term,

and the result can be thought of as a geometric translation of the algebraic degree sum formula

when applied to equivariant cohomology.
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Chapter 1

Introductory Results in the Graded Context

In this chapter we set notation, note some standard facts about graded rings and present some of

the foundational ideas for Z-graded algebraic objects, which are the main focus of this dissertation.

Recall that a ring A is a Z-graded ring if there exist abelian subgroups An of A such that A =

⊕n∈ZAn and An · Am ⊆ An+m, for any integers n and m. Elements of the subgroup An are called

homogeneous elements of degree n. Note that 0 ∈ An for every n. For every a ∈ A, a may be

written uniquely as a = Σn∈Zan, where an ∈ An and aj = 0 for |j| sufficiently large. The an are

called homogeneous components of a.

If M is an A-module, then M is said to be a Z-graded module if there exist abelian subgroups

Mn of M such that M = ⊕n∈ZMn and An ·Mm ⊆ Mn+m, for any integers n and m. If M and

N are graded A-modules, and ψ : M → N is an A-module homomorphism, then ψ is a graded

homomorphism of degree d if for every integer n, ψ(Mn) ⊆ Nn+d.

Throughout part 1 of the dissertation, we use the convention that A is a Z-graded ring. Later,

we use the letters R and S for positively graded rings.

If M is a graded A-module, then the set of homogeneous elements of degree j is denoted by

Mj . The shifted A-module M is denoted M(d) and defined by:

M(d)j
.
=Md+j,

for every j ∈ Z.

Definition 1.1. The Category grmod(−)

Suppose A is a graded ring. The category grmod(A) has objects finitely generated graded A-

modules. The morphisms of grmod(A) are the A-module homomorphisms which are graded of

degree zero (i.e. degree-preserving).
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1.1 Basic Results in grmod(A)

Let A be a graded ring. Recall that an ideal I of A is a graded ideal if and only if it is generated

by homogeneous elements; this is equivalent to the condition that for every element of I, all of

its homogeneous components are in I. To check whether a graded ideal I is prime we need only

check that I is a proper ideal and for all homogeneous elements x, y ∈ A with xy ∈ I, we have

x ∈ I or y ∈ I.

If M is a graded A-module,

AnnA(M)
.
= {a ∈ A | am = 0 for every m ∈M}

is a graded ideal of A. Note that, by definition,

AnnA(M) = AnnA(M(d)),

for every d ∈ Z.

For an ideal I in a graded ring, I∗ is defined as the largest, graded ideal contained in I; i.e. I∗

is the ideal generated by all homogeneous elements of I. It’s easily verified that if if p is a prime

ideal in A, p∗ is also a prime ideal.

Recall the following definitions from commutative algebra: An associated prime for an A-

module M (forgetting any gradings) is an element p ∈ Spec(A) such that p is the annihilator of

an element m ∈ M . The set of associated primes is denoted by AssA(M). Equivalently, p ∈

AssA(M) if and only if there exists an A-module homomorphism between A/p and a sub-module

of M . Next, the support of an A-module M , is the set SuppA(M)
.
= {p ∈ Spec(A) : Mp 6= 0}.

For M finitely generated over A, p ∈ SuppA(M) if and only if AnnA(M) ⊆ p.

A prime ideal of A that contains AnnA(M), and is minimal amongst all primes containing

AnnA(M) is called a minimal prime for M . If M = A/I for an ideal I of A, then a minimal

prime for M is called a minimal prime over I.

3



Note that every prime in AssA(M) is in SuppA(M). We collect some standard results about

AssA(M) for the graded category below.

Proposition 1.2. Let A be a graded ring with M a graded A-module.

i) If p ∈ AssA(M), then p is a graded ideal of A and is the annihilator of a homogeneous

element in A.

ii) Therefore, if I is a graded ideal in A, all primes in AssA(A/I) are graded.

ii) If p is a minimal prime for M , then p ∈ AssA(M); thus, all minimal primes for M are

graded.

It’s useful to note the following. Let M ∈ grmod(A), M 6= 0, and p ∈ AssA(M) with

p = annA(m) for a homogeneous element m ∈M . Suppose m ∈Md. There is a graded injective

homomorphism φ : A/p(−d) →֒ M , defined a 7→ a · m, yielding a graded isomorphism of

A/p(−d) and a graded A-submodule of M .

1.1.1 Noetherian graded rings

When we say that a graded ring A is Noetherian, or a graded A-module M is a Noetherian

A-module, we mean that it is Noetherian in the usual sense, forgetting the grading. In line with

our efforts to set up the right environment for a transition of Serre’s theory of multiplicities to the

graded category, we look at properties of the graded associated primes of a module. In lemma

1.5, we show that for any M ∈ grmod(A) a filtration of M exists by graded submodules, such

that each successive quotient of the filtration is graded isomorphic to A/pi(di), for integers di, and

primes pi. Analogous to the ungraded case, we use this fact later (corollary 2.8) to derive a sum

decomposition for graded multiplicity.

One can show [5] that the following conditions on A are equivalent:

• A is Noetherian.

• Every graded ideal in A is generated by a finite set of homogeneous elements.
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• A0 is Noetherian andA is a finitely generatedA0-algebra by a set of homogeneous elements.

This allows us also to note that if M is a finitely generated graded A-module, and A is Noethe-

rian, then M is Noetherian, so that

• Every A-submodule N of M is finitely generated over A, and if N is graded, it is generated

over A by a finite set of homogeneous elements.

• For every j, Mj is a Noetherian A0-module and so every A0-submodule of Mj is finitely

generated: If one has an ascending chain X1 ⊆ X2 ⊆ · · · of A0-submodules of Mj , then

letting AXi be the (graded) A-submodule generated by Xi, we must have AXi = AXi+1 for

all i greater than or equal to some fixed N . But Xi = AXi ∩Mj for every i, so Xi = Xi+1

for i ≥ N .

Definition 1.3. The graded support of M , ∗SuppA(M), is the set of all graded prime ideals in the

support of M . If I is a graded ideal in A, the graded variety of I, ∗V (I), is the set of all graded

primes in A containing I. Recall that if J is any ideal in A, graded or not, V (J ) is the set of

prime ideals in A containing J .

Lemma 1.4. If A is a graded Noetherian ring and M ∈ grmod(A),

a. SuppA(M) = V (AnnA(M))
.
= V (M), so that ∗SuppA(M) = ∗V (AnnA(M))

.
= ∗V (M).

b. If I is a graded ideal in A, ∗V (M/IM) = ∗V (M) ∩ ∗V (I) = ∗V (AnnA(M) + I).

c. If I and Ĩ are two graded ideals in A then ∗V (I) = ∗V (Ĩ) if and only if
√
I =

√

Ĩ.

Proof. The proof of a. can be found in [25]; also [25] tells us that V (M/IM) = V (M)∩V (I) =

V (AnnA(M) + I) and so b. follows from this. For c., the forward implication follows since all

minimal primes over I are graded, thus occur as minimal elements both in V (I) and ∗V (I), and
√
I is the intersection of the (finite number of) minimal primes over I. Note that if I is graded, so

is
√
I.
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The filtration described in the following lemma provides a useful way of organizing information

about how the sub-module structure of M is related to the associated primes of M . Later, it is used

to give a summation decomposition of graded multiplicity over the minimal primes (Corollary

2.8 pg. 38) and degree (Theorem3.6 pg.56), both of which are invariants that are central to this

dissertation.

Lemma 1.5. If A is a Noetherian graded ring and M ∈ grmod(A) is nonzero, there exists a

finite filtration M• of M by graded submodules (M0 = M ;Mn = 0), integers di and graded

primes pi ∈ Spec(A) with graded isomorphisms of graded A-modules, M i/M i+1 ∼= A/pi(−di).

Furthermore, given a finite list of graded primes (pi | 1 ≤ i ≤ n) in Spec(A) (not necessarily

distinct), and a graded filtration M• of M by graded submodules as above, we must have

AssA(M) ⊆ {pi | 1 ≤ i ≤ n} ⊆ ∗SuppA(M)

and these three sets must have the same minimal elements, the set of which consists of the minimal

primes of M . Finally, if p is a minimal prime for M , forgetting all gradings and using the fact that

the ordinary localization Mp is a finitely generated Artinian Ap-module, the number of times that

A/p, possibly shifted, occurs as a graded A-module isomorphic to a subquotient of M• is always

equal to the length of Mp as an Ap-module and is thus independent of the choice of the graded

filtration M•.

Proof. We remind the reader of the proof of the first statement, adapted to the graded case:

Using the Noetherian hypothesis, since M 6= 0, AssA(M) 6= ∅, so we may pick an element

p1 ∈ AssA(M). Then p1 is graded and there exists a homogeneous element m1 ∈ M such that

p1 = annA(m1). Suppose deg(m1) = d1, then A/p1(−d1) is graded isomorphic to a graded

A-submodule of M which we call M1.

If M1 = M , we are done. If not, we take the A-module M/M1, notice that it is nonzero,

and produce an associated prime p2 ∈ AssA(M/M1). Since M/M1 is a graded A-module p2 is

also graded. Suppose p2 = AnnA(m2) where m2 /∈ M1 is a homogeneous element in M and
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deg(m2) = d2; m2 is the coset of m2 in M/M1. Thus there is a graded submodule M1 ⊆M2 such

that M2/M1 is graded isomorphic to A/p2(−d2). Continue this process until the chain of graded

submodules (M i) necessarily ends by the Noetherian hypothesis.

For the last two statements, we refer to [25].

1.1.2 *Simple modules, *maximal ideals and *composition series

As usual, letA be a Z-graded ring. A motivating example of the differences between the graded

and ungraded categories is example 1.10 of a graded field. In this section we use graded fields to

define the graded analogue of length, and show (lemma 1.15) for positively graded rings, length

and *length are equal.

Definition 1.6. A *simpleA-module is a nonzero gradedA-module with no nonzero proper graded

submodules. A *composition series for a graded module M ∈ grmod(A) is a chain of graded A-

submodules of M , 0 = M0 ⊂ · · · ⊂ Mn = M such that each successive quotient M i/M i−1 is

isomorphic as a graded A-module to a *simple module. The length of the *composition series

0 =M0 ⊂ · · · ⊂Mn =M is defined to be n.

The only simple A-modules in the ungraded case are A-modules of the form A/m, where m is

a maximal ideal of A (recall all rings are commutative). Thus we are led to define graded fields.

Theorem 1.7. [11] Let F be a graded ring. The following are equivalent:

1. Every nonzero homogeneous element in F is invertible.

2. F0 is a field and either F = F0, or there exists a d > 0 and an x ∈ Fd such that F ∼=

F0[x, x
−1] as a graded ring. In fact, in this last case, d > 0 is the smallest positive degree

with Fd 6= 0.

3. The only graded ideals in F are F and 0.

A ring satisfying any of these three equivalent conditions is called a graded field.
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Lemma 1.8. Suppose that M is a finitely generated graded module over a graded field F =

F0[t, t
−1], where t has positive degree d and F0 is a field. Then

a) M is a free graded F -module, of finite rank, on a set of homogeneous generators.

b) M0 is a finite-dimensional vector space over F0 of F0-dimension less than or equal to the

rank of M over F0.

Proof. Assume M 6= 0. Say M is finitely generated over F by homogeneous elements e1, . . . , er,

where r ≥ 1 is the minimal number for a homogeneous generating set forM as an F -module.Then

M is free on the ejs: certainly this set spans M over F . Suppose that there is a relation
∑

j αjej =

0, with αj ∈ F . We may assume that all the αjs are homogeneous. If αr 6= 0, then it is invertible

in F , so
∑r−1

j=1 α
−1
r αjej+er = 0, implying that r is not minimal. Therefore αr = 0; and continuing

the process, αj = 0 for every j.

Set dj = deg ej . Now, note that X
.
= {t−dj/dej | 1 ≤ j ≤ r and d divides dj} is a basis for M0

over F0; of course, if d does not divide any dj , then M0 = 0. To see this, note that X is linearly

independent over F0, since the ejs are linearly independent over F . If x ∈M0, then x =
∑

j αjej ,

where αj is a homogeneous element of F and degαj + dj = 0, ∀j. Now, if αj 6= 0, d divides its

degree, by definition of F . Thus, d divides dj for every j such that αj 6= 0. If d divides dj , then

αj = βjt
−dj/d, where βj ∈ F0. Thus x is in the F0-span of X .

Definition 1.9. If A is a graded ring, a graded ideal N is *maximal if and only if N 6= A and N

is a maximal element in the set of all proper graded ideals of A.

Example 1.10. If F is a graded field with a nonzero positive degree element, then F is *simple as

a module over itself, but it is not simple as such. To see this write F = F0[t, t
−1], with deg(t) =

d > 0, and F0 a field. So F is certainly *simple, but if J is the ungraded ideal generated by

t+ 1, J is a nonzero proper F -submodule of F , so F is not simple. Furthermore, F has a unique

*maximal ideal, the zero ideal, but has as least as many ungraded nonzero maximal ideals as the

nonzero elements of F . While F has a *composition series, it has no composition series.
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For a graded A-module M , we use the notation ℓA(M) to denote the length of M as an A-

module, forgetting all gradings.

Similarly to the ungraded case, M is a *simpleA-module if and only if there exists a *maximal

idealN of A, an integer d and a graded A-module isomorphism M ∼= (A/N )(d): if M is *simple,

let x be any nonzero homogeneous element of M , say deg(x) = −d. Then, the submodule of M

generated by x is nonzero and graded, so must be all of M . The homomorphism A(d) → M of

graded A-modules defined by a 7→ ax is thus surjective; its kernel is a graded ideal in A(d) of

the form N (d) for some graded ideal N of A; since M is *simple, N must be *maximal. The

converse is left to the reader.

Other facts parallel to the ungraded case include: 1) for every proper graded ideal I in A, there

exists a *maximal idealN containing I; 2) ifN is a proper graded ideal of A, thenN is *maximal

if and only if A/N is a graded field. Thus, every *maximal ideal in A is a graded prime ideal.

Furthermore, if N is *maximal in A, then N0 is a maximal ideal in A0.

The fundamental theorem about *composition series mirrors that in the ungraded case. The

proof of the following is nearly identical to the ungraded case ( [11],Theorem 2.13), with only

minor adjustments made to account for the grading, and we leave this effort to the reader.

Theorem 1.11. Suppose for M ∈ grmod(A) that a *composition series of length n for M exists.

Then, every chain of graded submodules ofM has length≤ n, and can be refined to a *composition

series of length n. Every *composition series for M has length n.

Definition 1.12. If M has a *composition series as an A-module, the *length of M ∈ grmod(A)

is defined to be the length of a *composition series for M . We use the notation ∗ℓA(M) for this

number.

Some properties of ∗ℓA are:

• If 0 → M → N → P → 0 is an exact sequence in grmod(A), then N has a *composition

series if and only if both M and P do; and in this case, ∗ℓA(N) = ∗ℓA(M) + ∗ℓA(P ).

• If d ∈ Z, then ∗ℓA(M(d)) = ∗ℓA(M).
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Definition 1.13. M ∈ grmod(A) is said to be a *Artinian module ifM satisfies DCC on all chains

of graded A-submodules of M .

Unlike the Noetherian case, an A-module M can be *Artinian without being Artinian: an

example is given by A =M , where A is a graded field with a nonzero positive degree element.

Similarly to the ungraded case, we have

Lemma 1.14. Suppose thatA is a graded Noetherian ring andM ∈ grmod(A). Then the following

are equivalent:

a) M is *Artinian.

b) ∗ℓA(M) <∞.

c) ∗V (M) consists of a finite number of *maximal ideals.

Proof. The proof of the equivalence of a) and b) in the ungraded case, as in [3], adapts in a straight-

forward way to the graded case. Note that the proof of “b) implies a)" does not require A to be

Noetherian.

To see how b) implies c), assume that M has a *composition series

0 =M0 ⊂M1 ⊂ · · · ⊂Mn−1 ⊂Mn =M ;

the *simplicity of the subquotients means that there are *maximal graded ideals mi of A and inte-

gers di such thatM i/M i−1 ∼= (A/mi)(di) as gradedA-modules. Thus, m1m2 · · ·mn ⊆ AnnA(M).

If p is a prime minimal over AnnA(M), then we have seen that p is graded. Since m1 · · ·mn ⊆ p,

we must have mi ⊆ p for at least one i. But mi is *maximal, so mi = p. Therefore ∗V (M) ⊆

{m1, . . . ,mn}.

For c) implies b), since
√

AnnA(M) is the intersection of the primes minimal over AnnA(M),

and there are a finite number of these, all graded, the hypothesis implies that this finite list of

primes consists entirely of *maximal ideals; say these ideals are m1, . . . ,mn. Thus, there is an N

such that (m1 · · ·mn)
N ⊆ AnnA(M) and there is a sequence m̃1, . . . , m̃nN of *maximal ideals in
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A, not necessarily distinct, whose product is contained inAnnA(M). Analogously to the ungraded

case, one can then construct a *composition series for M .

A graded ring S is positively graded if and only if Si = 0 for i < 0. The graded ideal S+ of

S is defined as ⊕i>0Si. Note that if M ∈ grmod(S), since S is positively graded, there exists an

integer e such that Mi = 0 for all i < e. Also, for a proper, graded ideal m of S, the following are

equivalent:

• m is *maximal in S.

• m = m0 ⊕ S+, and m0 (the degree zero elements of m) is a maximal ideal in S0.

• S/m is a graded field, concentrated in degree zero.

• m is a maximal ideal in S.

For positively graded rings, there is no difference between *length and length:

Lemma 1.15. Suppose that S is a positively graded Noetherian ring, and M ∈ grmod(S) is such

that ∗ℓS(M) <∞. Then, ∗ℓS(M) = ℓS(M).

Proof. Since ∗V (M) consists of a finite number of *maximal ideals, there is a sequence of graded

S-modules

0 =M0 ⊂M1 ⊂ · · · ⊂Mn−1 ⊂Mn =M,

*maximal graded ideals mi of S and integers di such that M i/M i−1 ∼= (S/mi)(di) as graded S-

modules. By the remark above, S/mi is concentrated in degree 0 and each mi is a maximal ideal in

S. So, forgetting gradings everywhere, the given *composition series is a composition series.

Even in the cases where *length and length coincide, we’ll usually just talk about *length,

emphasizing constructions using graded modules only. For example,

Lemma 1.16. Suppose S is a positively graded ring and X ∈ grmod(S).

a) If ∗ℓS(X) <∞, there exists an integer J such that if j > J , then Xj = 0.

11



b) If Si is finitely generated as an S0-module for every i, then Xj is a finitely generated S0-

module, for every j.

c) Suppose S0 is Artinian, Si is finitely generated as an S0-module for every i, and there exists

an integer J such that if j > J , then Xj = 0. Then, ℓS0(Xj) < ∞ for every j, and

∗ℓS(X) = ℓS0(X) <∞, where ℓS0(X)
.
=

∑

j ℓS0(Xj) is the (total) S0-length of X .

Proof. For every t ∈ Z define X≥t
.
= ⊕s≥tXs. Since S is positively graded, X≥t is a graded

S-submodule of X . Since X is finitely generated over S, and S is positively graded, there exists a

t0 ∈ Z such that X≥t0 = X . So we have a descending chain of graded S-submodules of X

· · · ⊆ X≥t0+k ⊆ X≥t0+k−1 ⊆ · · · ⊆ X≥t0+1 ⊆ X≥t0 = X.(∗)

For a), if ∗ℓS(X) < ∞, X is *Artinian, so this chain stabilizes. By definition, this means that

there exists an J ≥ t0 such that Xj = 0 for j > J .

For b), let t0 be defined as in the first paragraph above; assume that Xt0 6= 0. Then, one can

prove, by induction on j, that each Xj is finitely generated over S0 as follows. If j = t0, then

since X is finitely generated as an S-module, say by x1, . . . xN , if βt0 = {xi | deg(xi) = t0},

Xt0 must be generated by βt0 as an S0-module. Assume that j > t0 and Xu is finitely generated

over S0 for u < j. Then, X<j = ⊕j−1
u=t0Xu = ⊕u<jXj , is finitely generated over S0. Choose

a finite set β<j of homogeneous elements that generate X<j over S0. Choose finite generating

sets αu for each Su over S0. Let βj = {xi | deg(xi) = j}. The claim is that the finite set

Bj
.
= {ae | a ∈ αu, e ∈ β<j and u + deg(e) = j} ∪ βj spans Xj over S0: if x ∈ Xj , then

x =
∑

i aixi, with ai homogeneous in S for every i, and if aixi 6= 0, deg(ai) + deg(xi) = j; from

now on we’ll just talk about the indices i such that aixi 6= 0. If deg(ai) = 0, then xi ∈ βj ⊆ Bj

and ai ∈ S0. If deg(ai) > 0, then deg(xi) is strictly less than j so that xi is in the S0-span of β<j;

certainly, ai is in the S0-span of αdeg(ai), so aixi is in the S0-span of Bj .

For c), given J such that XJ = 0 for j > J , and choosing t0 ≤ J such that Xj = 0 for

j < t0, the chain (*) terminates at the left in 0, and has successive quotients isomorphic to a graded
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S-module Xj (concentrated in degree j), where the S-module structure is determined by rx = 0 if

r ∈ S+. Since b) says that each Xj is finitely generated over S0, and S0 is Artinian, the chain (*)

may be refined to a *composition series of X , of length equal to
∑

j ℓS0(Xj).

Lemma 1.17. Let A be a graded Noetherian ring which is a finitely generated graded algebra

over a field k ⊆ A0, M ∈ grmod(A), V a graded finite dimensional vector space over k, and say

that vdimk(V ) = d. If a ∈ A, m ⊗ v ∈ M ⊗k V , then give M ⊗k V an A-module structure by

a · (m⊗ v) .= (a ·m)⊗ v. Then

∗ℓA(M ⊗k V ) = ∗ℓA(M) · d.

Proof. Since V is finite dimensional, there exists an n such that j > n implies Vj = 0. Define a

graded filtration of M ⊗k V by graded A-modules: F i .= M ⊗k (V0 ⊕ · · · ⊕ Vn−i) for 0 ≤ i ≤ n,

and Fn+1 .
= 0. Consider that F i/F i+1 ∼= M ⊗k Vn−i, and the additive property of length allows

∗ℓA(M ⊗k V ) =
∑n

i=0 ∗ℓA(F i/F i+1) =
∑n

i=0 ∗ℓA(M ⊗k Vn−i).

By hypothesis, each graded component Vj of V is a finite dimensional graded vector space

concentrated in degree j. Thus, there is a graded isomorphism for each j, Vj ∼= kf(j)(−j) where

f(j) is a function giving the vector space dimension of Vj . Since M ⊗k Vj ∼= M ⊗k k
f(j) ∼=

⊕f(j)
1 M(−j), we have that ∗ℓA(M ⊗A Vj) = ∗ℓA(M) · f(j). By hypothesis,

∑n
j=0 f(j) = d,

the total vector space dimension of V , and finally ∗ℓA(M ⊗k V ) =
∑n

i=0 ∗ℓA(M ⊗k Vn−i) =
∑n

i=0 ∗ℓA(M) · f(n− i) = ∗ℓA(M)
∑n

i=0 f(n− i) = ∗ℓA(M) · d.

1.2 Graded Localization

Localizing in the graded category can be done in a few ways. We may localize as usual,

forgetting the graded structures, we may localize at sets consisting of homogeneous elements, or

as in Grothendieck [13], consider the degree zero part of this last localized module. In this section

we make the relevant definitions, and compare the different methods. Localization is a vital tool
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which we employ when studying the commutative algebra of equivariant cohomology rings in part

2 of this dissertation.

Definition 1.18. Let T be a multiplicatively closed subset (MCS) consisting entirely of homo-

geneous elements of A. We’ll call this a “GMCS". Since T is an MCS we may construct the

localization T−1M as usual. By definition, T−1M is graded by: (T−1M)i
.
= {m

t
∈ T−1M |

m is homogeneous and degm − deg t = i}.With this grading, T−1M becomes a graded T−1A-

module. In the case where p ∈ Spec(A), and T is the set of homogeneous elements of A − p, we

use the notation M[p] to denote the localization T−1M , graded as above.

For a GMCS T , we’ll assume from now on that 1 ∈ T and 0 /∈ T .

The following list of lemmas collect some facts about graded localizations.

Lemma 1.19. Let p ∈ Spec(A). The set of homogeneous elements in A − p is equal to the set of

homogeneous elements in A− p∗. Therefore, M[p] =M[p∗]

Lemma 1.20. Let p and q be prime ideals of A, with q graded. Then, (A/q)[p] 6= 0 if and only if

q ⊆ p∗. If p is a minimal prime of A, then (A/q)[p] 6= 0 if and only if q = p.

Lemma 1.21. If M ∈ grmod(A), and T is a GMCS in A, then

a) T−1M ∈ grmod(T−1A).

b) If A is a Noetherian ring then T−1A is a Noetherian ring and T−1M ∈ grmod(T−1A).

c) There is a one-one, inclusion-preserving correspondence between the prime ideals in A that

are disjoint from T , and the prime ideals in T−1A given by p 7→ T−1p; moreover this

correspondence restricts to a one-one correspondence between the graded prime ideals in

A disjoint from T and the graded prime ideals in T−1A, and further restricts to a one-one

correspondence between the ideals (all graded) in AssA(M) that are disjoint from T , and

the ideals (also all graded) in AssT−1AT
−1M .

Lemma 1.22. Let M ∈ grmod(A), T a GMCS in A, and let d be any integer. Then there is a

graded isomorphism of graded T−1A-modules T−1(M(d)) ∼= (T−1M)(d).
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Of course, the degree zero part of T−1M is of interest, so we start with setting notation: Let

T be a GMCS in A. As usual, for every j, (T−1M)j denotes the degree j part of the graded

localization. If p ∈ Spec(A), then we denote the degree 0 part of M[p] by M(p). Then, M(p) is an

A(p)-module.

Lemma 1.23. Suppose that M ∈ grmod(A).

a) p ∈ SuppA(M) if and only if M[p∗] 6= 0 if and only if p∗ ∈ ∗V (M). Therefore,

∗V (M) = ∗SuppA(M) = {q ∈ ∗V (A) |M[q] 6= 0}.

b) If 0→ M → N → P → 0 is a short exact sequence in grmodA, then ∗V (N) = ∗V (M) ∪

∗V (P ).

Proof. Since V (N) = V (M) ∪ V (P ), b) follows.

For a), it’s straightforward to see that the ungraded object Mp 6= 0 implies that M[p∗] 6= 0. If

M[p∗] 6= 0, and AnnA(M) is not contained in p∗, then since both are graded ideals, there exists

a homogeneous element r ∈ AnnA(M) such that r /∈ p∗. But then, m/t = 0/r = 0 for every

m ∈M and homogeneous t /∈ p∗. Finally, suppose thatAnnA(M) ⊆ p∗, yetMp = 0. If x1, . . . , xj

are homogeneous elements of M generating M as an A-module, since xi/1 = 0 for every i, there

exist si /∈ p such that sixi = 0 for each i. We may assume that each si is homogeneous, since xi

is. Since si /∈ p, si /∈ p∗, so that s = s1s2 · · · sj /∈ p∗ and is homogeneous. Furthermore, sm = 0

for every m ∈M , so s ∈ p∗, a contradiction.

Lemma 1.24. For p a graded prime inA, T a GMCS, (T−1p)0 = T−1p∩(T−1A)0, and if p∩T = ∅

then (T−1p)0 is a prime ideal in (T−1A)0.

Example 1.25. IfA is a graded ring, p is a graded prime ideal inA, and T is the GMCS consisting

of the homogeneous elements of A− p, then T−1p
.
= p[p] is a *maximal ideal in T−1A

.
= A[p] and

p(p) is a maximal ideal in A(p).
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Now, if M is a graded A-module and p is a graded prime ideal, we know that the standard

localization Mp isn’t usually graded as we allow inhomogeneous elements of A not in p to be

inverted. If p is a minimal prime ideal, it must be graded, as we have seen, and from ungraded

commutative algebra, we know thatMp has finite length as anAp-module. But we can also consider

the graded localization M[p] and the comparison between length and *length:

Theorem 1.26. Suppose that A is a Noetherian graded ring. Let M ∈ grmod(A), and p be a

prime minimal over the graded ideal AnnA(M). Then, a *composition series exists for the graded

A[p]-module M[p]. Moreover,

∗ℓA[p]
(M[p]) = ℓAp

(Mp).

Proof. We will produce a *composition series for M[p], as an A[p]-module and calculate its length.

Construct a graded filtration M• as in Lemma 1.5, and then localize this filtration using the

graded localization. We now have a filtration of M[p] by graded A[p]-submodules which looks like

0 = (M r+1)[p] ⊆ (M r)[p] ⊆ · · · ⊆ (M)[p]. By exactness of localization and the condition on

successive quotients of M• we have that (M i/M i+1)[p] ∼= (A/pi(−di))[p] is a graded isomorphism

of A[p]-modules, for appropriate integers di, where the graded primes pi are chosen as in 1.5.

There is a graded isomorphism ((A/pi)(−di))[p] ∼= (A/pi)[p](−di), and

(A/pi)[p](−di) 6= 0 if and only if p = pi (by minimality of p).

In the case that p 6= pi, (A/pi)[p] = 0 and we have (M i+1)[p] = (M i)[p]. Now throw away all

such submodules (M i)[p] which are equal to the submodule (M i+1)[p] to get a reduced filtration

((M
j
)[p]) of M[p], where for each j, (M

j+1
)[p] ⊂ (M

j
)[p] is a strict inclusion, (M

s+1
)[p] = 0 for

some s ≤ r, and the zeroth term is equal to M[p]. The claim is that this reduced filtration forms a

*composition series for M[p] of *length equal to the number of times that A/p, shifted, appeared

as a successive quotient in the original filtration M•.

For each j the successive quotient (M
j
)[p]/(M

j+1
)[p] is graded isomorphic to (A/p)[p](−dj),

as an A[p]-module. But (A/p)[p] is a graded field, since A[p] has a unique graded prime ideal p[p];

thus, (M
j
)[p]/(M

j+1
)[p] ∼= (A/p)[p](−dj) is a *simple A[p]-module for each j.
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Going back to the original filtration M• and forgetting the grading everywhere, recall that the

number of times that A/p appears as a successive quotient in any finite filtration of M which has

successive quotients isomorphic to A/q for some prime q, graded or not, is always the same, and

is equal to ℓAp
(Mp).

1.2.1 *Local rings

Definition 1.27. If A is a graded ring, then A is *local if and only if there is one and only one

*maximal ideal of A.

Some examples of *local rings are immediate. For example, a graded field is always *local,

with unique *maximal ideal 0. This shows that generally, a *maximal ideal of a graded ring A may

not be a maximal ideal of A. If p is a graded prime in A, then A[p] is a *local ring with unique

*maximal ideal p[p].

Also, as one might expect, if A is a *local graded ring, with unique *maximal ideal N , then

• For every proper ideal I (graded or not) of A, I∗ ⊆ N .

• Every homogeneous element ofA−N is invertible: i.e., for every x ∈ A−N with deg x = d,

there exists a y ∈ A−N of degree −d such that xy = 1 ∈ A0.

• A/N is a graded field; also, for every y ∈ Nj and every x ∈ A−j , 1 − xy ∈ A0 is a unit in

A0.

Lemma 1.28. (Graded Nakayama’s lemma) Suppose (A,N ) is a *local ring and M is a finitely

generated graded A-module with N a graded A-submodule of M . If q is a proper graded ideal in

M , then N + qM =M implies that M = N .

Proof. (Slight variation of proof in [3].) We may assume N = 0 by passing to M/N . Say M 6= 0;

choose a homogeneous generating set x1, . . . , xr for M over A with a minimal number r ≥ 1 of

nonzero homogeneous elements. Suppose that qM = M ; then there are homogeneous elements
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αj ∈ q ⊆ N such that xr = α1x1+ · · ·+αrxr; we must have degαj +deg xj = deg xr for every j

such that αjxj 6= 0. By minimality, αrxr 6= 0 and so degαr = 0. Using the remarks above, 1−αr

is an invertible element of A0. Thus, we may write xr as an A-linear combination of x1, . . . , xr−1,

contradicting the minimality of r.

Proposition 1.29. If A is *local and Noetherian with unique *maximal ideal N , and M is a

nonzero finitely generated graded A-module with N a minimal prime over AnnA(M), then M is

a *Artinian A-module, and for each j ∈ Z, Mj is an Artinian A0-module and ℓA0Mj ≤ ∗ℓAM.

If, in addition, there is a homogeneous element of degree 1 (or , equivalently, -1) in A − N ,

ℓA0Mj = ∗ℓAM for every j.

Proof. M is *Artinian, since ∗V (M) = {N} by hypothesis. In fact, in this case, M has a *com-

position series with the property that each successive quotient is annihilated by N and is also free

of rank one over the graded field A/N . Taking the degree j part of each module in this *composi-

tion series, we get a chain of A0-submodules of Mj and the dimension of each successive quotient

over the field K
.
= (A/N )0

.
= A0/N0 is either zero or 1. Thus, since N0 also annihilates each

successive quotient in this “degree j" filtration, we see that we can make appropriate deletions in

the “degree j" part of the *composition series for M to yield a composition series for Mj over A0

of length less than or equal to ∗ℓA(M).

For the last statement, supposing that there is a homogeneous element of degree 1 in A − N ,

then there are nonzero elements of every degree in the graded A-module (A/N )(d), for every

d ∈ Z; to see this, note that A/N is a graded field, equal to K[T, T−1], where T has least positive

degree in A/N , namely degree 1. So, each successive quotient in the *composition series for M is

nonzero in every degree. After taking the “degree j" part of this *composition series, each quotient

must be of rank 1 over K. Thus the equality holds.

Corollary 1.30. Suppose that A is a Noetherian graded ring. Let M ∈ grmod(A), and p be a

prime minimal over AnnA(M), necessarily graded. Then A[p] is a *local ring, A(p) is a local ring,
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M[p] is an *Artinian A[p]-module and M(p) is an Artinian A(p)-module. Also,

ℓA(p)
(M(p)) ≤ ∗ℓA[p]

(M[p]) = ℓAp
(Mp).

In addition, if there is a homogeneous element of degree 1 in A− p, then

ℓA(p)
(M(p)) = ∗ℓA[p]

(M[p]) = ℓAp
(Mp).

1.3 Krull Dimension in grmod(A)

The height of a prime ideal p of A, graded or not, is the longest length n (which always exists,

using the Noetherian hypothesis) of a chain of primes p0 ⊂ · · · ⊂ pn = p; this height is denoted

ht(p). Similarly, we define the graded height of a graded prime ideal p in the ring A, as the

longest length m (which always exists, using the Noetherian hypothesis) of a chain of graded

primes p0 ⊂ · · · ⊂ pm = p. We denote the graded height of the graded prime p by ∗ht(p).

For every graded prime p, ht(p) ≥ ∗ht(p).

Forgetting the grading on A and M , one defines the Krull dimension of a graded A-module M

as usual; here this is denoted by dimA(M). As usual, dim(A)
.
= dimA(A).

Definition 1.31. The graded Krull dimension of a graded A-module M , denoted ∗dimA(M), is

the greatest D such that there exists a strictly increasing chain

p0 ⊂ . . . ⊂ pD

of graded prime ideals in A such that AnnA(M) ⊆ p0. If no such greatest D exists, M has infinite

graded Krull dimension. For the zero module, we define ∗dim(0) = −∞.

Of course, ∗dim(A)
.
= ∗dimA(A).

For any graded A-module M ,

• ∗dimA(M) ≤ dimA(M).
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Also, since AnnA(M) = AnnA(M(n)), for every n ∈ Z,

• dimA(M) = dimA(M(n)), for every n ∈ Z.

• ∗dimA(M) = ∗dimA(M(n)), for every n ∈ Z.

Example 1.32. Let F be a graded field of the form F ∼= F0[t, t
−1], where deg(t) > 0. The only

graded prime in K is 0, so that ∗dim(F ) = 0. On the other hand, dim(F ) = 1.

Example 1.33. If A is *local with unique *maximal idealN , andN is also a minimal prime ideal

in A, then A is a *Artinian ring with ∗dim(A) = 0, and A0 is an Artinian ring of Krull dimension

zero with unique nilpotent maximal ideal N0.

Lemma 1.34. Suppose that p ∈ Spec(A). (p may or may not be graded.) We know that p has finite

height; say ht(p) = d.

i) If q ∈ Spec(A) and p∗ ⊆ q ⊆ p then either q = p or q = p∗.

ii) There exists a chain of primes q0 ⊂ · · · ⊂ qd = p, such that q0, · · · , qd−1 are all graded.

iii) If p is graded then there exists a chain of graded prime ideals such that

p0 ⊂ p1 ⊂ · · · ⊂ pd = p,

so that ht(p) = ∗ht(p).

iv) If p is not graded (p∗ is a proper subset of p), then

ht(p) = ht(p∗) + 1 = ∗ht(p∗) + 1.

Proof. i) If p is graded then p∗ = p and thus q = p∗ = p. So, suppose instead that p is

ungraded, that is, p∗ is a proper subset of p. Replacing A by A/p∗, we may assume that A is

a domain and p∗ = 0.
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Take the GMCS T to be the set of all nonzero homogeneous elements of A. Then, T−1A is

a graded field, and has Krull dimension equal to 0 or 1. However, 0 ⊆ T−1q ⊆ T−1p is a

chain of primes in T−1A and so either q = 0 or q = p.

The proofs for parts (ii)-(iv) may be found in [5].

Corollary 1.35. If A is a graded Noetherian ring, then

∗dim(A) ≤ dim(A) ≤ ∗dim(A) + 1;

therefore if M ∈ grmod(A),

∗dimA(M) ≤ dimA(M) ≤ ∗dimA(M) + 1.

Proof. If A has finite Krull dimension, the first inequality is always true; also, there is a maximal

ideal m of A, not necessarily graded, such that ht(m) = dim(A). But then dim(A) = ht(m) ≤
∗ht(m∗) + 1 ≤ ∗dim(A) + 1. If A does not have finite Krull dimension, then for every positive

integer e there is a prime ideal p of height larger than e. But then ∗ht(p∗) is larger than e − 1, so

∗dim(A) is infinite as well.

Krull dimension for modules over positively graded rings

Definition 1.36. If S is a positively graded ring,

Proj(S)
.
= {p ∈ Spec(S) | p is graded and S+ 6⊆ p}.

Note that if p ∈ Proj(S), then the set of homogeneous elements of S − p has at least one

nonzero element of strictly positive degree. Also, N is *maximal ideal in S if and only if N =

N0 ⊕ S+, with N0 a maximal ideal in S0. Thus, Proj(S) contains no *maximal ideals.

For positively graded rings, there is no difference between ∗dim and dim:
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Lemma 1.37. Let the ring S be a positively graded Noetherian ring of finite Krull dimension and

M ∈ grmod(S). Then,

i) dim(S) = ∗dim(S); therefore,

ii) dimS(M) = ∗dimS(M).

For graded localizations of positively graded rings, the following is well-known:

Theorem 1.38. Suppose that S is a positively graded Noetherian ring of finite Krull dimension,

and p is a graded prime ideal of S. Then, if S+ ⊆ p, dim(S[p]) = ∗dim(S[p]), and if S+ 6⊆ p,

dim(S[p]) =
∗dim(S[p]) + 1.

Proof. Since S[p] is a localization of S, it is Noetherian. Ignoring the grading and recalling the

standard order-preserving correspondence between the set of all primes of S disjoint from T and

the prime ideals of of T−1S, for any MCS or GMCS T in S. So∞ > dim(S) ≥ dim(S[p]).

We have already seen, then, that ∗dim(S[p]) ≤ dim(S[p]) ≤ ∗dim(S[p]) + 1.

Now let T be the GMCS consiting of all homogeneous elements of S not in p.

In the case where S+ ⊆ p, we must have p = (p ∩ S0) ⊕ S+. For any element t ∈ T , this

forces deg t = 0. Thus, S[p] is a positively graded Noetherian ring of finite Krull dimension, so

dim(S[p]) =
∗dim(S[p]).

Now, S[p]/p[p] = (S/p)[p] is a graded field, and it does have a positive degree element since

S+ 6⊆ p: Choose any homogeneous t ∈ S+, t /∈ p. Then t ∈ T , and has positive degree, thus

(t+ p)/1 is a nonzero, positive degree element of (S/p)[p]. Forgetting the grading, this domain has

dimension 1. Thus, there must exist a prime q, necessarily ungraded, of S[p] such that

p[p] ⊂ q.

Therefore

dim(S[p]) ≥ ht(p[p]) + 1 = ∗ht(p[p]) + 1 = ∗dim(S[p]) + 1,

yielding the conclusion.
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The following lemma establishes a relationship between primes in the localized ring and primes

in the degree 0 part of the localization, the ideas are implicit in [13].

Lemma 1.39. Suppose that S is a Noetherian positively graded ring, and T is any GMCS that

contains at least one element of positive degree. If q is a prime ideal in (T−1S)0, then there exists

a unique graded prime p ∈ Proj(S), disjoint from T , such that q = (T−1p)0.

Proof. Uniqueness is left to the reader. To establish existence, let q ∈ Spec(T−1S)0. Define for

i ≥ 0,

pi
.
= {x ∈ Si | ∃j > 0, t ∈ Tj s.t.

xj

ti
∈ q},

so that, since q is prime,

p0 = {r ∈ S0 |
r

1
∈ q}.

Define p
.
= ⊕i≥0pi, we will show that p satisfies the required conditions.

First, each pi is an abelian group with respect to +. For if x, y ∈ pi, i ≥ 0, then there

exists a k1, k2 > 0 and s ∈ Tk1 , t ∈ Tk2 such that xk1

si
and yk2

ti
are in q. Then, (x + y)k1+k2 =

∑

α+β=k1+k2
c(α,β)x

αyβ , for the binomial coefficient c(α,β) ∈ S0. Now, either α ≥ k1 or β ≥ k2. If

α ≥ k1, then xαyβ

siti
= xk1

si
· xα−k1yβ

ti
. This is a product of an element in q with an element in (T−1S)0,

so it must be in q. A similar computation handles the case that β ≥ k2. Therefore, (x+y)k1+k2

(st)i
∈ q,

and so x+ y ∈ pi.

To show that that p is an ideal in S, one needs only to show that Sipj ⊆ pi+j for every i, j.

Suppose s ∈ Si and x ∈ pj . There exists k > 0, t ∈ Tk with xk

tj
∈ q. Then, (sx)k

tj+i = sk

ti
· xk

tj
,

the product of an element in (T−1S)0 with an element in q, and therefore sx ∈ pi+j so that p is a

graded ideal in S.

Furthermore, p ∩ T = ∅: if not, choose a t ∈ pi ∩ T . So, there exists a k > 0 and an s ∈ Tk
such that tk

si
∈ q. However, the product si

tk
· tk
si

must also be in q, which contradicts that 1 6∈ q. Since

T has at least one nonzero element of positive degree, and p ∩ T = ∅, S+ 6⊆ p.
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To verify that p is prime, suppose that f ∈ Sn, g ∈ Sm, and fg ∈ pn+m. There exists a k > 0

and t ∈ Tk such that (fg)k

tm+n ∈ q. Now, (fg)k

tm+n = fk

tn
· gk
tm
∈ q, and by primality of q, together with the

definition of p, either f ∈ pn or g ∈ pm.

We have established that p ∈ Proj(S), and it only remains to show that q = (T−1p)0. Suppose

that ξ ∈ q, so ξ may be written as x
t
, with x ∈ Si, t ∈ Ti. If i > 0 , then xi/ti = ξi ∈ q, so x ∈ pi

by definition, and ξ = x
t
∈ (T−1p)0. If i = 0, then t

1
ξ = x

1
∈ q, so x ∈ p0 and ξ = x

t
∈ (T−1p)0.

On the other hand, suppose that x
t
∈ (T−1p)0, x ∈ pi, t ∈ Ti. By definition, there exists a

k > 0, and an s ∈ Tk such that xk

si
∈ q. Then, si

tk
· xk

si
∈ q since si

tk
∈ (T−1S)0 and xk

si
∈ q. Of

course, si

tk
· xk

si
=

(

x
t

)k
, and by primality of q, x

t
∈ q.

Thus we have

Theorem 1.40. Suppose S is a positively graded ring, and T is a GMCS in S containing at least

one element of positive degree. Then, there exists a one-to-one inclusion-preserving correspon-

dence

{p ∈ Proj(S) | p ∩ T = ∅} ↔ {q ∈ Spec(T−1S)0};

this correspondence takes p to (T−1p)0.

Using the correspondence of the above theorem, we have, as expected,

Corollary 1.41. Suppose S is a positively graded Noetherian ring of finite Krull dimension. Let

p ∈ Proj(S). Then S(p) is a local Noetherian ring of finite Krull dimension and

dim(S(p)) =
∗ht(p) = ∗ht(p[p]) =

∗dim(S[p]) = dim(S[p])− 1.

Finally, we point out that, in many cases, *local graded rings are graded localizations of posi-

tively graded rings at graded prime ideals.

Suppose that (A,N ) is a *local ring. Then, there exists a homogeneous element of strictly

positive degree in A − N if and only if there exists a homogeneous element of strictly negative

degree in A − N : if s ∈ A − N is homogeneous of degree d > 0 then, since every homogenous
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element of A − N is invertible, there exists a t ∈ A − N that is homogeneous and st = 1 ∈ A0.

Necessarily, the degree of t is −d. Since the argument is reversible, we have the conclusion.

Thus, we have two alternatives:

• There are homogeneous elements of A−N of strictly positive and strictly negative degrees;

or

• Nd = Ad for all d 6= 0, and N0 is the unique maximal ideal of A0. In this case, it’s required

that AdA−d ⊆ N0 for all d, else N can’t be a graded ideal in A. If A is already positively

graded, that condition is certainly satisfied, and since the set of homogeneous elements of A

not inN is the set A0−N0, the elements of which are already invertible in A, A is certainly

a graded localization of a positively graded ring, namely itself. If A is not positively graded,

though, in this case, one might not be able to obtainA as a localization of a positively graded

object. But we will not generally consider these rings.

Anyway, in the case of the first of the two alternatives, let

S(A) = ⊕d≥0Ad

be the “positive part" of A; this too is a graded ring, and it is certainly positively graded. Con-

sidering the graded abelian subgroup S(N ) = ⊕d≥0Nd of S(A), we see that it is a graded prime

ideal in S(A). We claim that S(A)[S(N )] is isomorphic as a graded ring to A, with N correspond-

ing to S(N )[S(N )], under the well-defined injective homomorphism of graded rings defined by

a/b 7→ ab−1, if a ∈ S(A)d and b is a homogeneous element of degree e ≥ 0 in A − N . To see

that the homomorphism is surjective, suppose that x is a homogeneous element of degree j in A.

If j ≥ 0, x/1 7→ x, and x/1 ∈ S(A)[S(N )]. If j < 0, the assumption of the first alternative says that

there is a homogeneous element t ∈ A−N with deg(t) = k > 0. Then, there is a positive integer

l such that lk + j > 0 so that tlx/tl ∈ S(A)[S(N )] and tlx/tl 7→ x.
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Poincaré series and dimension for positively graded rings

The ring Z[[t]][t−1] is denoted by Z((t)); thus an element of Z((t)) is a formal Laurent series

f(t) with integer coeffiicients; there always exists an n ∈ Z with tnf(t) ∈ Z[[t]].

In order to define the Poincaré series, we must assume that S is a positively graded Noetherian

ring, with S0 Artinian. So, for every i, Si is a finitely generated S0-module; if M ∈ grmod(S),

then Mj = 0 for j << 0 and Mj has finite length over S0.

Definition 1.42. Suppose S is a positively graded ring, with S0 Artinian, and M is a finitely

generated graded S-module. Then the Poincaré series of M is the formal Laurent series with

integer coefficients

PM(t) =
∑

i∈Z

ℓS0(Mi)t
i,

where ℓS0(Mi) is the length of the finitely generated module Mi over the Artinian ring S0.

Whenever we write down a Poincaré series, we make the assumption that S is positively graded,

Noetherian and S0 is Artinian, but we won’t always restate this.

Sometimes the Poincaré series is called the Hilbert series, or the Hilbert-Poincaré series.

Theorem 1.43. (The Hilbert-Serre Theorem) [3] Let S be a positively graded Noetherian ring with

S0 Artinian, M ∈ grmod(S). Suppose that S is generated as a S0-algebra by elements x1, . . . , xn

of positive degrees d1, . . . , dn. Then,

PM(t) =
q(t)

∏n
i=1(1− tdi)

,

where q(t) ∈ Z[t, t−1].

Furthermore, if M has no elements of negative degree, q(t) ∈ Z[t].

Example 1.44. • Find the Poincare series of the ring k[x0, · · · , xr], where k is a field and

the degree of each xi is 1. By definition, k[x0, x1, · · · , xr]d is the set of all monomials in

r + 1 variables whose degree is d. An arbitrary element looks like xa00 x
a1
1 · · · xarr where

a0 + a1 + · · · + ar = d. We recognize that calculating the the dimension of the degree d
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component is equivalent to the counting problem, "How many ways can d chips be placed in

r + 1 buckets?" One can readily check the answer is

(

r + d

r

)

.

The function 1/(1− t) has power series equal to 1 + t+ t2 + t3 + · · · and recall the power

series for 1/(1− t)r+1 is given by
∑∞

d=0

(

d+r
r

)

td. For a quick check of this fact, one can take

successive derivatives of 1/(1− t) and observe the pattern.

Thus, the dth coefficient of the function 1/(1−t)r+1, written in power series form, is identical

to the dimension of the dth component of the graded polynomial ring in r variables over K.

• Find the Poincare series of the ring k[x0, · · · , xr], where k is a field and each xi has

deg(xi) = di > 0. A similar computation reveals,

P (k[x0, · · · , xr]) =
1

Πi(1− tdi)
.

• Let R = k[x1, . . . , xn] where the degree of each xi equals 1, and let f be a degree d homo-

geneous polynomial in R. For the reader familiar with algebraic geometry, the ring R/(f)

is the coordinate ring of a degree d hypersurface in projective space. Then, there is a short

exact sequence in grmod(R), 0 → R(−d) ·f−→ R → R/(f) → 0, using the additivity of the

Poincare series and that PR(−d)(t) = tdPR(t), we have

PR/(f)(t) = PR(t)− PR(−d)(t)

=
1

(1− t)n −
td

(1− t)n

=
(1− t)(1 + t+ · · ·+ td−1)

(1− t)n

=
1 + t+ · · ·+ td−1

(1− t)n−1
.
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Notice that the Krull dimension of R/(f) is n − 1 and that this is also the order of the pole

at t = 1 of the Poincare series - this is not a coincidence as we shall see later.

Suppose now that we have a non-standard grading on R, say that the degree of xi is equal

to di. We compute

PR/(f)(t) = PR(t)− PR(−d)(t)

=
1

(1− td1) · · · (1− tdn) −
td

(1− td1) · · · (1− tdn)

=
(1− t)(1 + t+ · · ·+ td−1)

(1− t)n(1 + t+ · · ·+ td1−1) · · · (1 + t+ · · ·+ tdn−1)

=

(

1

1− t

)n−1 [
1 + t+ · · ·+ td−1

(1 + t+ · · ·+ td1−1) · · · (1 + t+ · · ·+ tdn−1)

]

.

More elementary facts about Poincaré series are collected below. The graded rings S, Ŝ are as

in the Hilbert-Serre Theorem.

• Suppose that the graded abelian group M is simultaneously in grmod(S) and grmod(Ŝ) and

S0 = Ŝ0. Then whether we consider M as an S-module or as a Ŝ-module, its Poincaré series

does not change. For example, if y1, . . . , ys ∈ S+ are homogeneous, and Ŝ = S0〈y1, . . . , ys〉

is (by definition) the graded subring of S generated by S0 and y1, . . . , ys: if M is also a

finitely generated Ŝ-module, whether we consider M as an S-module, or as an Ŝ-module,

its Poincaré series is the same.

• If M ∈ grmod(S), then so is M(n), for every n ∈ Z, and

PM(n)(t) = t−nPM(t).

• If 0→ P →M → N → 0 is a short exact sequence in grmod(S), then

PM(t) = PP (t) + PN(t).
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• If M,N ∈ grmod(S), then PM⊗S0
N(t) = PM(t)PN(t), if M ⊗S0 N is given the usual

grading.

Definition 1.45. Let M be in grmod(S), M 6= 0.

• If M ∈ grmod(S), d1(M) is the least j such that there exist positive integers f1, . . . , fj with

(

j
∏

i=1

(1− tfi))PM(t) ∈ Z[t, t−1].

By definition, d1(M) = 0 if and only if PM(t) is in Z[t, t−1].

• s1(M) is the least s such that there exist homogeneous elements y1, . . . , ys ∈ S+ with M

finitely generated over S0〈y1, . . . , ys〉 ⊆ S. By definition, s1(M) = 0 if and only if M is a

finitely generated graded S0-module.

Note that if M 6= 0, d1(M) exists by the Hilbert-Serre theorem and s1(M) exists: for a finite

set of homogeneous generators for S+, the number of elements in that set is an upper bound for

s1(M). It’s also important to point out that d1(M) is the order of the pole of PM(t) at t = 1.

We “define", for convenience, d1(0) = s1(0) = −∞.

Note that if n ∈ Z, then d1(M(n)) = d1(M), since PM(n)(t) = t−nPM(t). Also, s1(M(n)) =

s1(M) by definition and ∗dimS(M(n)) = ∗dimS(M).

The following theorem and proposition could be considered “folklore", but the paper of Smoke

cited is, as far as we know, the first appearance of these statements in the literature; the last equality

of the theorem was proved earlier in this dissertation.

Theorem 1.46. Smoke’s Dimension Theorem (Theorem 5.5 of [24])

Suppose that S is a positively graded ring of finite Krull dimension, with S0 Artinian. Let M ∈

grmod(S). If d1(M), s1(M) are defined as above, we have

d1(M) = s1(M) = ∗dimS(M) <∞ .
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Under the hypotheses of the theorem, we’ve already seen that ∗dimS(M) = dimS(M), so all

of these numbers equal dimS(M) as well.

1.3.1 Graded systems of parameters

Returning to the more general case of A a Z-graded ring, we define analogously to Serre, a

graded system of parameters.

Definition 1.47. LetA be a positively graded Noetherian ring of finite Krull dimension, or a *local

Noetherian ring with unique *maximal ideal N . Define m to be the graded ideal A+ in the first

case, and the ideal N in the second. Suppose M 6= 0 is in grmod(A). A sequence y1, . . . , yD of

homogeneous elements of m, such that

• the graded A-module M/(y1, . . . , yD)M has finite *length over A and

• D = ∗dimA(M)

is called a graded system of parameters (GSOP) for the A-module M .

Note that by definition, a GSOP for M is also a GSOP for M(n), for every n ∈ Z (and vice

versa).

In the positively graded case, an alternative definition of a GSOP is given by:

Lemma 1.48. Suppose that S is a positively graded Noetherian ring of finite Krull dimension,

with S0 Artinian, and y1, . . . , yu are homogeneous elements of S+. Let M ∈ grmod(S). Then,

M/(y1, . . . , yu)M has finite *length over S if and only if M is a finitely generated graded

S0〈y1, . . . , yu〉-module.

Proof. Let t0 ∈ Z be chosen such that Mj = 0 for j < t0. Suppose that X
.
= M/(y1, . . . , yu)M

has finite *length over S. We’ve seen that there exists an integer t0 ≤ t1 such that Xj = 0

if j > t1. Using Lemma 2.9, Mj is finitely generated over S0, so for every j such that t0 ≤

j ≤ t1 we may choose a finite set Ej of generators, possibly empty, for Mj over S0. Then,

we prove that M is generated by the finite set E
.
= ∪t1j=t0

Ej over S0〈y1, . . . , yu〉; to do this we
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show, using induction on deg(z), that a homogeneous element z of M is in the submodule of

M generated by E over S0〈y1, . . . , yu〉. To start the induction, note that if deg(z) ≤ t1, the

claim is certainly true. Let s > t1 and suppose that the inductive hypothesis holds for every

homogeneous w of degree strictly less than s. Let z be a homogeneous element of M of degree

s. Since s > t1, (M/(y1, . . . , yu)M))s = 0, so s ∈ (y1, . . . , yu)M. Write z =
∑u

α=1 yαmα.

Since deg(yα) + deg(mα) = s for every α such that yαmα 6= 0, and deg(yα) > 0 for every such

α, we must have deg(mα) < s for every α with yαmα 6= 0. Thus by induction, mα is a linear

combination of elements of E, with coefficients in S0〈y1, . . . , yu〉. Clearly, then, so is z. Note that

this part of the proof never used that S0 is Artinian.

Conversely, suppose M is generated by a finite set E of nonzero homogeneous elements as

a graded S0〈y1, . . . , yu〉-module. Set I .
= (y1, . . . , yu). Let t = max{deg(e) | e ∈ E}. Then,

for j > t, (M/IM)j = 0: If x ∈ Mj , j > t, write x =
∑

e∈E fee, where fe ∈ S0〈y1, . . . , yu〉

is homogeneous. If deg(fe) 6= 0, and fee 6= 0, then fee ∈ IM . Therefore, x is equivalent

to
∑

fe 6=0,deg(fe)=0 fee mod IM . However, for every summand in this last sum, we must have

deg(e) = deg(x) > t if fee 6= 0, a contradiction. Thus, x is equivalent to 0 mod IM . Lemma 2.9

tells us that since S0 is Artinian, ∗ℓS(M/IM) <∞.

The following proposition is another part of the “folklore" knowledge, but the citation is the

first that we know of in the literature.

Proposition 1.49. (Theorem 6.2 of [24]) Suppose that S is a positively graded Noetherian ring

of finite Krull dimension, with S0 Artinian, and M 6= 0 is in grmod(S). Let D(M)
.
= d1(M) =

s1(M) = ∗dimS(M) = dimS(M), so Theorem 1.46 and Lemma 1.48 tell us that a GSOP exists

for M . Moreover, D(M) is the length of any GSOP and if y1, . . . , yD(M) ∈ S+ is a GSOP for M ,

y1, . . . , yD(M) are algebraically independent over S0.
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Chapter 2

Multiplicities for graded modules

In this chapter we define *Samuel multiplicity and *Koszul multiplicity for modules in

grmod(A), where A is a Z-graded ring. All of this work is done analogously to Serre, and com-

pletes our transition of Serre’s theory of multiplicities to the graded category.

The *Samuel multiplicity is explored using the tools of the graded category which we have

developed thus far: *length, *dimension, graded localization, etc. The *Koszul multiplicity is

defined using tools from homological algebra. In each case, to adapt the theory from the ungraded

case, we have the added complication of our objects being bi-graded - the internal grading that the

module inherits from grmod(A), and an external grading coming from either the associated graded

module in the case of Samuel multiplicities, or the complex grading for Koszul multiplicities. By

carefully keeping track of the bi-grading, we verify that all morphisms respect both gradings, and

as one might expect, the bi-grading does not cause any problems. We show, as in the ungraded

case, the two multiplicities agree.

Finally, the graded multiplicity theory agrees with the ungraded theory by simply forgetting

the grading, when we work over positively graded rings. This is to be expected, for we have shown

that *length and length agree in the positively graded case. We treat positively graded rings in

more detail in chapter 3.

2.1 *Samuel polynomials and *multiplicities

We begin by outlining the procedure for defining the Hilbert and Samuel polynomials in the

ungraded case (see [25] for full discussion/proofs).

Suppose that H is a positively graded ring with H0 Artinian, and that H is generated as an

H0-algebra by a finite number of homogeneous elements x1, . . . , xu in H1. Such a ring H is

then called a “standard" graded ring. For any finitely generated, positively graded H-module M ,

Mn is a finitely generated H0-module for every n. Since H0 is Artinian, the Hilbert function,
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n 7→ ℓH0(Mn), is defined for all integers n ≥ 0. Using induction on the number of generators

for H as an H0-algebra, and the additivity of length over exact sequences, one may prove that the

Hilbert function is polynomial-like; in other words there is a unique polynomial f with rational

coefficients such that f(n) = ℓH0(Mn) for all n sufficiently large. The polynomial describing the

function n 7→ ℓH0(Mn) is called the Hilbert polynomial of M (over H).

Recall the delta notation from the theory of polynomial-like functions: if f is a function with

an integer domain, then ∆f is the function defined by ∆f(n)
.
= f(n+ 1)− f(n). Then, we know

that f is polynomial-like if and only if ∆f is polynomial-like. We may iterate the operator “∆" on

integer domain functions, obtaining operators ∆r, for r ≥ 0.

As previously, we will use upper indices for filtrations of A-modules, whether graded or un-

graded. Sometimes we’ll use increasing filtrations and sometimes decreasing though. We’ll use

notations like M• or often F(M) for filtrations of M by A-modules.

To define a Samuel polynomial, for this and the next two paragraphs, suppose that A is an

ungraded Noetherian ring, M an ungraded finitely generated A-module, and I is an ideal of A

such that M/IM has finite length over A; this last is true if and only if V (I+AnnA(M)) consists

of a finite number of maximal ideals in A.

Definition 2.1. A filtration F(M) with F i+1(M) ⊆ F i(M) for every i ≥ 0, is called I-bonne (or

in English, I-good) if IFn(M) ⊆ Fn+1(M), for every n ≥ 0, and with equality for n >> 0.

Example 2.2. If I is an ideal in A, the I-adic filtration · · · ⊆ Ij+1M ⊆ IjM ⊆ · · · ⊆ IM ⊆M

is I-bonne.

Summarizing the discussion in [25], given an ideal I with ℓA(M/IM) < ∞ and an I-bonne

filtration F(M), ℓA(M/Fn(M)), is well-defined. Now, V (M/IM) = V (AnnA(M)+I) consists

of a finite number of maximal ideals; without loss of generality we may assume thatAnnA(M) = 0

and V (M/IM) = V (I) consists of a finite number of maximal ideals, so that A/I is an Artinian

ring. The positively graded associated graded module gr(M) = ⊕n≥0Fn(M)/Fn+1(M) is finitely

generated over the positively graded associated graded ring gr(A) = ⊕n≥0In/In+1. Furthermore
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gr(A) is generated over gr(A)0 = A/I, an Artinian ring, by elements of degree one, and the

Hilbert polynomial for gr(M) as a gr(A)-module exists.

Then, n 7→ ℓA(M/Fn+1(M)) − ℓA(M/Fn(M)) = ℓA(Fn(M)/Fn+1(M)) is polynomial-

like, and the general theory of polynomial-like functions tells us that the Samuel function n 7→

ℓA(M/Fn(M)) is also polynomial-like. The polynomial describing this function is called the

Samuel polynomial p(M,F , n) of the A-module M with respect to the filtration F and the ideal

I.

We make new, similar definitions in the graded category, now assuming A is a graded Noethe-

rian ring and M ∈ grmod(A).

To define the *Hilbert polynomial, start with M and H as above except require that they are

bigraded objects: Suppose that H is a bigraded ring such that Hi,j = 0 for i < 0, H0,∗
.
= ⊕j∈ZH0,j

is a graded ring that is *Artinian and H is generated as an bigraded algebra over the graded ring

H0,∗ by a finite number of elements in H1,∗
.
= ⊕j∈ZH1,j . M is taken to be a bigraded H-module

such that Mi,j = 0 for j < 0 and M is generated as an H-module by a finite number of bi-

homogeneous elements. Then, for each k ≥ 0, Mk,∗
.
= ⊕j∈ZMk,j is a finitely generated graded

H0,∗-module, so ∗ℓH0,∗(Mk,∗) is well-defined for every k ≥ 0. Furthermore, the function k 7→

∗ℓH0,∗(Mk,∗) is polynomial like. To see this, following the argument in [25] for the ungraded

case, use induction on the number of bihomogeneous generators (taken from H1,∗) for H as an

H0,∗-algebra, and additivity of ∗ℓ over exact sequences of graded modules. The exact sequence

used in Theorem II.B.3.2 of [25] becomes an exact sequence of graded modules, with middle map

multiplication by a generator of bidegree (1, d):

0→ Nn,∗ →Mn,∗(−d)→Mn+1,∗ → Rn+1,∗ → 0;

there is a shift for the second graded degree in the second term, and the rest of proof is the same

otherwise with length replaced by *length. Furthermore, using the argument of Theorem II.B.3.2

of [25] for the ungraded case, we see that if H is generated as a bigraded algebra over H0,∗ by r

elements of bidegree (1,−), then the *Hilbert polynomial has degree less than or equal to r − 1.
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In the same spirit, we define a *Samuel function by making appropriate changes to consider

the grading, as follows.

Suppose A is a graded ring, I is a graded ideal in A and F(M) is a graded I-bonne filtration

of M : the meaning of I-bonne is the same as in the ungraded case; in this case the I-adic filtration

is a graded, I-bonne filtration.

Note that if I is a graded ideal in A, F(M) is a graded I-bonne filtration of M , and d ∈ Z is

a fixed integer, we may shift degrees by d throughout the filtration yielding an I-bonne filtration

F(d) of M(d): F(d)n(M(d))
.
= (Fn(M))(d). To see that this filtration is also I-bonne, just

compute that I(F(d)n(M(d))) = (IFn(M))(d) as follows. Suppose that x ∈ (IFn(M))(d)j =

(IFn(M))d+j , so that x =
∑

t αtmt, where αt ∈ I,mt ∈ Fn(M) are all homogeneous and

deg(αt) + deg(mt) = d + j whenever αtmt 6= 0. Thus, deg(mt) = d + (j − deg(αt)) for

all such t, so that mt ∈ (F(d)n)(M(d))j−deg(αt), αtmt ∈ I(F(d)n(M(d)))j for every t and

x ∈ I(F(d)n(M(d)))j. The converse is similarly proved. In particular, the d-shift of the I-adic

filtration on M is the I-adic filtration on M(d).

Adding a new definition,

Definition 2.3. A graded ideal I of A such that ∗ℓA(M/IM) < ∞ is called a graded ideal of

definition for M (a GIOD for M ).

(This is a little different from Serre’s definition [25] of an ideal of definition in the ungraded

case.) We’ve seen that I is a graded ideal of definition for M if and only if all graded primes

containing I + AnnA(M) are *maximal. Given a GIOD I for M , and a graded I-bonne filtra-

tion F(M), ∗ℓA(M/Fn(M)), is then well-defined. Passing without loss of generality to the case

AnnA(M) = 0 as in the ungraded case, we see that A/I is a *Artinian ring and that the associated

bigraded module gr(M) = ⊕n≥0Fn(M)/Fn+1(M), where gr(M)n,j
.
= Fn(M)j/Fn+1(M)j , is

finitely generated over the associated bigraded ring gr(A) = ⊕n≥0In/In+1 (where gr(A)n,j
.
=

Inj /In+1
j ). Note that gr(A) is generated by elements of bidegree (1,−), as an algebra over the

*Artinian graded ring A/I and thus the *Hilbert polynomial for gr(M) as a gr(A)-module exists.
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Definition 2.4. Suppose that I is a GIOD for M ∈ grmodA and F is an I-bonne filtration of

M . The *Samuel function with respect to F and I is defined on the nonnegative integers by

n 7→ ∗ℓA(M/Fn(M)).

Since ∗ℓA(M/Fn+1(M)) − ∗ℓA(M/Fn(M)) = ∗ℓA(Fn(M)/Fn+1(M)), the ∆ operator ap-

plied to the *Samuel function is polynomial-like, so

Lemma 2.5. If M ∈ grmod(A) and I is a GIOD for M , the *Samuel function for the graded

I-bonne filtration F(M) is polynomial-like.

To set notation, the polynomial that calculates ∗ℓA(M/Fn(M)) for n >> 0 will be called

∗p(M,F , n), and if F is the I-adic filtration on M , we will instead write ∗p(M, I, n).

Lemma 2.6. Suppose that M ∈ grmod(A) and F(M) is a graded I-bonne filtration of M for

some GIOD I for M . Then

a) For every d ∈ Z, I is a GIOD for M(d), F(d)(M(d)) is an I-bonne filtration of the graded

A-module M(d) and ∗p(M(d),F(d), n) = ∗p(M,F , n).

b) ∗p(M, I, n) = ∗p(M,F , n) + R(n), where R is a polynomial with nonnegative leading

coefficient and degree strictly less than that of the degree of ∗p(M, I, n).

c) If (AnnA(M) + I)/AnnA(M) is generated by r homogeneous elements, then the degree

of ∗p(M, I, n) is less than or equal to r, and ∆r(∗p) is a constant less than or equal to

∗ℓA(M/IM).

d) If 0→ N →M → P → 0 is a short exact sequence in grmod(A), and I is a GIOD for M ,

then I is a GIOD for both N and P and

∗p(M, I, n) +R(n) = ∗p(N, I, n) + ∗p(P, I, n),

where R is a polynomial with nonnegative leading coefficient and degree strictly less than

that of ∗p(N, I, n).
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e) If I and Î are two GIODs for M such that ∗V (I +AnnA(M)) = ∗V (Î +AnnA(M)), then

the degree of ∗p(M, I, n) equals the degree of ∗p(M, Î, n).

Proof. We’ve already noted that I(F(d)n(M(d))) = (IFn(M))(d); so that F(d)(M(d)) is an

I-bonne filtration of M(d). The *Samuel polynomials are identical since M(d)/F(d)n(M(d)) =

M(d)/(Fn(M)(d)) = (M/(Fn(M))(d), for every n. The proofs of b)-e) follow exactly the proofs

in Section II.B.4 of Lemma 3 and Propositions 10 and 11 of [25], adapted with clear notational

changes to the graded case, and are not given here.

Since we will be interested in the leading coefficient of *Samuel polynomials, b) above tells us

that we may as well just consider I-adic filtrations and suppress all talk about I-bonne filtrations;

the need to consider general I-bonne filtrations F is indicated in the proof of d), even though we

haven’t given it, since the proof of d) uses the Artin-Rees lemmas, which also holds in the graded

context.

Definition 2.7. Suppose thatM ∈ grmod(A), I is a GIOD forM and d ∈ Z, d ≥ deg(∗p(M, I, n)).

The *Samuel multiplicity of M with respect to I is defined as

∗e(M, I, d) .= ∆d(∗p(M, I, n)).

By properties of the finite difference operator ∆, we see that ∗e(M, I, d) = 0 whenever d >

deg(∗p(M, I, n)). When d = deg(∗p(M, I, n)), ∗e(M, I, d) is a positive integer. Further, one

may compute that

∗p(M, I, n) = ∗e(M, I, d)
d!

nd + lower order terms.

Using Lemma 2.6d), we see that if

0→ N →M → P → 0

is a short exact sequence in grmod(A), I is a GIOD for M and d ≥ deg(∗p(M, I, n)), then both

∗e(N, I, d) and ∗e(P, I, d) exist and
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∗e(M, I, d) = ∗e(N, I, d) + ∗e(P, I, d).

Therefore, using Lemma 2.6a) as well, we have

Corollary 2.8. Suppose that M ∈ grmod(A), I is a GIOD for M and M• is a graded filtration of

M such that 0 =M0 ⊂M1 ⊂ · · ·MN−1 ⊂MN =M, and, for eachN ≥ i ≥ 1, there are graded

prime ideals pi in A, integers di and graded isomorphisms of A-modules (A/pi)(di) ∼= M i/M i−1.

Then,

i) I is a GIOD for A/pi and ∗p(A/pi, I, n) exists, for 1 ≤ i ≤ N .

ii) If D
.
= max{deg(∗p(A/pi, I, n)) .= di | 1 ≤ i ≤ N} and D(M•)

.
= {pj | dj = D},

∗e(M, I, D) =
∑

p∈D(M•)

np(M
•)(∗e(A/p, I, D)),

where np(M
•) is equal to the number of times A/p, possibly shifted, occurs as an A-module

isomorphic to a subquotient of the filtration M•. Furthermore, all of the integers on both

sides of the equation are strictly positive.

Finally, we point out

Remark 2.9. If S is a positively graded Noetherian ring with S0 Artinian,M ∈ grmod(S) and I is

a GIOD for M , then Lemma 1.15 tells us that, when we forget the grading, I has the property that

ℓS(M/InM) = ∗ℓS(M/InM) < ∞. Therefore, ∗p(M, I, n) = p(M, I, n), where p(M, I, n) is

computed as in [25] after forgetting the grading. So, if d ≥ deg(∗p(M, I, n)) = deg(p(M, I, n)),

∗e(M, I, d) is the exact same multiplicity e(M, I, d) defined in [25] in the ungraded case, after

forgetting the grading.

In the case that (A,N ) is a *local Noetherian ring such that A − N has a homogeneous

element of degree 1, then lemma 1.16 tells us that for every j, and every X ∈ grmod(A) such that

∗ℓA(X) < ∞, ℓA0(Xj) = ∗ℓA(X) for every j. For any graded ideal J for M , it turns out in this

case that (JM)0 = J0M0: the containment “⊇" is clear; if T ∈ A − N has degree 1, every
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element of (JM)0 has the form
∑

j ajxj where aj ∈ J and xj ∈ M and deg(aj) + deg(xj) = 0

whenever ajxj 6= 0. However, T is invertible in A, and
∑

j ajxj =
∑

j(ajT
− deg(aj))(T deg(aj)xj) ∈

J0M0. Therefore, if I is a GIOD for M , we see that I0 has the property that ℓA0(M0/In0M0) =

∗ℓA(M/InM) < ∞ for every n, thus ∗p(M, I, n) = p(M0, I0, n), where p(M0, I0, n) is the

ordinary Samuel polynomial constructed in the ungraded case for the A0-module M0. Therefore,

in this case, for d ≥ deg(∗p(M, I, n)) = deg(p(M, I, n)), ∗e(M, I, d) is equal to the multiplicity

e(M0, I0, d) defined in the ungraded case.

2.1.1 *Dimension, *Samuel polynomials and GSOPs for *local rings

In this section, A is a *local Noetherian graded ring with unique *maximal graded ideal N .

Here we present an analogue in the graded category to the fundamental theorem of dimension

theory for local rings. This theorem shows the relationship between *Krull dimension, graded

systems of parameters, and the degree of the *Samuel polynomial.

When working over grmod(R), for R positively graded and R0 a field, we combine the fun-

damental dimension theorem for *local rings to Smoke’s dimension theorem (1.46). In this case,

the order of the pole of the Poincare series at t = 1, equals the measures from the fundamental

*local dimension theorem, which in turn equal the ungraded Krull dimension. This is summarized

in corollary 2.11. Returning to the theory of multiplicities, we conclude the section with a sum

decomposition of the *Samuel multiplicity by minimal primes (corollary 2.13).

Suppose that I is a GIOD for M , thus the only graded primes containing I + AnnA(M) are

*maximal. But N is the only graded *maximal ideal in A, thus I is a GIOD for M if and only if

N is the only graded prime ideal of A containing I +AnnA(M). The previous section shows that

the degree of the *Samuel polynomial of M with respect to the I-adic filtration does not depend

on the choice of I. We call this degree ∗d(M). Of course, N is always a GIOD for M .

If M ∈ grmod(A), M 6= 0, ∗s(M) is defined to be the least s such that there exist homo-

geneous elements w1, . . . , ws ∈ N such that the graded A-module M/(w1, . . . , ws)M has finite

*length over A. Note that ∗s(M) = 0 if and only if ∗ℓA(M) <∞.
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The fundamental theorem for *local dimension theory is:

Theorem 2.10. If (A,N ) is a *local Noetherian ring and M ∈ grmod(A), then

∗ dimA(M) = ∗d(M) = ∗s(M).

Proof. The proof of this mimics the proof of the analogous theorem in the ungraded, local case

given in [25] in Section III.B.2, Theorem 1, but we give a sketch anyway. First, if x is a homoge-

neous element of N , let xM be the graded A-module consisting of all elements m of M such that

xm = 0. If deg(x) = d, then there are short exact sequences in grmod(A)

0→x M(−d)→M(−d) ·x→ xM → 0,

0→ xM →M →M/xM → 0.

If I is a GIOD for M , it is also a GIOD for every module in the exact sequences above. Further-

more, the short exact sequences and Lemma 2.6 say that ∗p(xM, I, n)−∗p(M/xM, I, n) is a poly-

nomial of degree strictly less than ∗d(M). It’s straightforward to see that ∗s(M) ≤ ∗s(M/xM)+1.

We may as well assume that the GIOD we are using to calculate ∗d(M) is N .

Next, set D(M) to be the (finite) set of all p in ∗V (M) with the property that ∗dimA(M) =

∗dimA(A/p) = ∗dim(A/p); it’s important to note that D(M) could also be defined as the set of

all primes in V (M) with dimA(M) = dimA(A/p) since the minimal elements in the sets ∗V (M)

and V (M) are exactly the same. If a homogeneous element x is not in any prime of D(M), then

∗dimA(M/xM) < ∗dimA(M); this is true for exactly the same reason as in the ungraded case:

∗V (M/xM) = ∗V ((x) + AnnA(M)).

Finally, one proceeds to the proof by first arguing that ∗dimA(M) ≤ ∗d(M), then ∗d(M) ≤

∗s(M), and lastly, ∗s(M) ≤ ∗dimA(M).

For the first inequality one uses induction on ∗d(M). Note that ∗d(M) = 0 means that there is a

q such that ∗ℓA(M/N iM) = ∗ℓA(M/N i+1M) for all i ≥ q. But this forcesN qM = N q+1M and
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graded Nakayama’s lemma says that N qM = 0, so that ∗V (M) has exactly one ideal, N in it. By

definition, ∗dimA(M) = 0. Supposing that ∗d(M) ≥ 1, as in [25], we reduce to the caseM = A/p

for some graded prime ideal p properly contained in N . Taking a chain of graded prime ideals

p
.
= p0 ⊂ p1 ⊂ · · · ⊂ pn in A, we may suppose that n ≥ 1, and thus may choose a homogeneous

element x in p1 that is not in p. Since x /∈ p, but x ∈ p1, the chain p1 ⊂ · · · ⊂ pn corresponds to a

chain of primes in ∗V (M/xM). Since M = A/p, and x /∈ p, xM = 0, so that ∗p(M/xM,N , n)

has degree strictly less than ∗d(M), and by induction, ∗dimA(M/xM) ≤ ∗d(M/xM). Thus,

n− 1 ≤ ∗dimA(M/xM) ≤ ∗d(M)− 1 and n ≤ ∗d(M). This forces ∗dimA(M) ≤ ∗d(M).

For the second inequality, if x1, . . . , xk is a list of homogeneous elements of N that generate a

GIOD I for M , we must have that ∗V (I + AnnA(M)) contains only N , so that ∗p(M, I, n) and

∗p(M,N , n) have the same degree ∗d(M). But, Lemma 2.6 says that ∗p(M, I, n) has degree less

than or equal to k. Thus, ∗d(M) ≤ ∗s(M).

For the third inequality, use induction on ∗dimA(M), which we may assume to be at least 1,

since ∗dimA(M) = 0 if and only ifN is the only prime in ∗V (M), so thatM has finite *length and

∗s(M) = 0 by definition. If ∗dimA(M) ≥ 1, none of the primes in D(M) are *maximal, so there

is a homogeneous element x ∈ N such that x is not in any of the primes in D(M). We’ve noted

above that ∗s(M) ≤ ∗s(M/xM) + 1 and ∗dimA(M) ≥ ∗dimA(M/xM) + 1. These inequalities

plus the induction hypotheses give us the result.

If R is a positively graded ring with R0 = k a field, then (R,R+) is a *local ring, so we may

apply the fundamental theorem for *local dimension. On the other hand, recall Smoke’s dimen-

sion theorem (theorem 1.46). For any M ∈ grmod(R) the hypotheses for Smoke’s dimension

theorem are satisfied, and we may therefore combine the two dimension theorems. For the reader’s

convenience we reprint the definitions of d1(M) and s1(M) from Smoke’s theorem:

• If M ∈ grmod(R), d1(M) is the least j such that there exist positive integers f1, . . . , fj with

(
∏j

i=1(1− tfi))PM(t) ∈ Z[t, t−1].
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• s1(M) is the least s such that there exist homogeneous elements y1, . . . , ys ∈ R+ with M

finitely generated over R0〈y1, . . . , ys〉 ⊆ R.

Combining the two dimension theorems yields:

Corollary 2.11. If R is a positively graded Noetherian ring with R0 a field and M ∈ grmod(R),

then

∗ dimR(M) = ∗d(M) = ∗s(M) = s1(M) = d1(M) = dimR(M).

Going back to the definition of a GSOP for the A-module M , as a corollary to Theorem 2.10.

we have

Corollary 2.12. If (A,N ) is a *local graded Noetherian ring and M ∈ grmod(A), then a GSOP

exists forM , and the length of every GSOP is equal to ∗ dimA(M) = ∗d(M) = ∗s(M). Moreover,

if A−N has a homogeneous element T of degree 1, necessary invertible, and d(M0) is the degree

of the ordinary Samuel polynomial p(M0,N0, n), then d(M0) = ∗d(M), and if x1, . . . , xD is

a GSOP for M , where D = ∗dimA(M) = ∗d(M) = d(M0), then x1T
−e1 , . . . , xDT

−eD is an

ordinary system of parameters for M0 as an A0-module, if ei = deg(xi).

Proof. The first statement is clear using 2.10; for the second use Remark 2.9 to see that ∗d(M) =

d(M0); if x1, . . . , xD generate a GIOD I for M , then I0 is generated by x1T−e1 , . . . , xDT
−eD .

Therefore, the ungraded dimension theorem ensures that D = d(M0) = dimA0(M0), so

x1T
−e1 , . . . , xDT

−eD is an ordinary system of parameters for M0.

We also have a corollary to Corollary 2.8; here D(M) is defined as the set of minimal primes

of maximal dimension (as in the proof of Theorem 2.10)

Corollary 2.13. Suppose that (A,N ) is a *local graded Noetherian ring, M ∈ grmod(A), I is

a GIOD for M and M• is a graded filtration of M such that 0 = M0 ⊂ M1 ⊂ · · ·MN−1 ⊂

MN =M, and, for each N ≥ i ≥ 1, there are graded prime ideals pi in A, integers di and graded

isomorphisms of A-modules (A/pi)(di) ∼= M i/M i−1. Then, if D
.
= ∗dimA(M),
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∗e(M, I, D) =
∑

p∈D(M)

∗ℓA[p]
(M[p])(∗e(A/p, I, D)).

Proof. Lemma 1.5 tells us that, for every minimal prime p for M , there is at least one subquotient

of the filtration isomorphic to the graded A-module A/p, possibly shifted. Therefore, adding the

*local hypothesis,

• D(M•) = D(M) since we now know that, for every shift d, the degree of

∗p((A/p)(d), I, n) = ∗p(A/p, I, n) is independent of the choice of I and is equal to

∗dimA(A/p). Theorem 2.10 also tells us that the D in this corollary is exactly the same

D as in Corollary 2.8.

• Moreover, for every prime p in D(M), A/p, possibly shifted, occurs exactly ∗ℓA[p]
(M[p]) =

ℓAp
(Mp) times (using Theorem 1.26 and Corollary 2.8) as a subquotient of the filtration M•,

so that np(M
•) = ∗ℓA[p]

(M[p]) = ℓAp
(Mp).

2.2 Koszul complexes in grmod(A) and *Koszul multiplicities

As usual, A is a Noetherian Z-graded ring and M ∈ grmod(A).

The definition of a complex of modules in grmod(A) is as usual: this is a sequence (M, ∂)

· · · →Mj
∂j→Mj−1

∂j−1→ · · · → ∂1→M0

of objects and morphisms in grmod(A), such that ∂∂ = 0 everywhere. The sequence of morphisms

∂ above is called the differential for the complex.

The subscripts j seem assigned ambiguously, but here’s what we mean: If (M, ∂) is a complex

in grmod(A) as above, then the set of elements of Mj of degree i is equal to

(Mj)i
.
=Mj,i.
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In other words, when speaking of a complex in grmod(A), a single integer subscript denotes

the sequential index of the complex, and a doubly-indexed subscript is read as “first index is the

complex index, second is the graded-module index". We will often suppress the internal gradings,

so if there is just one subscript, it refers to the “complex index". Hopefully this won’t be too

confusing.

To further set notation, we will regard any M in grmod(A) as a “complex concentrated in

degree 0"–this is the complex with all differentials equal to zero, with Mi = 0, if the “complex-

index" i 6= 0, and M0 =M , for “complex-index " 0.

The homology groups of a complex (M, ∂) are defined as “ ker ∂/im ∂” of course, and are also

in grmod(A):

Hj(M)i = ker(∂ :Mj,i →Mj−1,i)/im(∂ :Mj+1,i →Mj,i).

Morphisms of graded complexes and short exact sequences of graded complexes are defined in

the usual way.

A short exact sequence of graded complexes in grmod(A) gives rise to a long exact sequence

on homology: if 0 → A
α−→ B

β−→ C → 0 is a short exact sequence of graded complexes in

grmod(A), there exists a graded morphism ω of complex degree −1 such that the sequence

· · · ωj+1−−→ Hj(A)
α∗−→ Hj(B)

β∗−→ Hj(C)
ωj−→ Hj−1(A)

α∗−→ · · ·

is an exact sequence in grmod(A).

Definition 2.14. The *Euler characteristic of a complex (M, ∂) in grmod(A) is defined when

(M, ∂) is such that eachA-moduleMi has ∗ℓA(Mi) <∞ and for all but finitely many i, ∗ℓA(Mi) =

0 . Given these conditions, the following sum is well defined:

∗χ(M)
.
= Σi(−1)i ∗ ℓA(Mi).

44



Since ∗ℓ sums over short exact sequences, we get the following lemma.

Lemma 2.15. Let 0 → A → B → C → 0 be a short exact sequence of graded complexes in

grmod(A). Then, the *Euler characteristic of B is defined if and only if the *Euler characteristics

of A and C are, and ∗χ(B) = ∗χ(A) + ∗χ(C).

If the two conditions for a well-defined *Euler characteristic of a complex are not met, there

may be a way to salvage the situation by passing to homology.

Definition 2.16. Let (M, ∂) be a complex in grmod(A) such that for every i, Hi(M) has finite

∗length over A, and for i >> 0 ∗ℓ(Hi(M)) = 0. We define the *Euler characteristic of the

homology to be ∗χ(H(M))
.
= Σi(−1)i ∗ ℓA(Hi(M)).

With the proof exactly analogous to that in the ungraded case, we have

Theorem 2.17. When the *Euler characteristic ∗χ(M) is defined, then ∗χ(H(M)) is also defined,

and we have that ∗χ(M) = ∗χ(H(M)).

Note however that the converse is not necessarily true; i.e. ∗χ of the homology may be defined

but ∗χ of the complex not.

Using the additivity of ∗ℓ, and the long exact sequence on homology, if A  B ։ C is a

short exact sequence of graded complexes in grmod(A) such that the *Euler characteristic of the

homology of each complex is defined, then,

∗χ(H(B)) = ∗χ(H(A)) + ∗χ(H(C)).

If A is a graded ring, we may do homological algebra in grmod(A) quite analogously to how

it’s done in the ungraded case. In particular, graded A-modules TorAi (M,N) ∈ grmod(A) for

every i ≥ 0, and M,N ∈ grmod(A) may be defined mimicking the constructions and definitions

in the ungraded category: beginning with the graded tensor product M ⊗A N . (For the definition

of the graded tensor product of graded modules over a graded ring, see [13].) The tensor product

M ⊗A N has a natural grading on it: if m ∈ Mi and n ∈ Nj are homogeneous elements, then
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deg(m ⊗ n) = i + j. Then, one proceeds to talk about projective resolutions, and arrives at the

definition of TorAi (M,N) ∈ grmod(A). We do not give further details here.

2.2.1 The Koszul complex

Standard properties of the Koszul complex in the ungraded case may be found in [25]. We use

Serre’s notation: if x̄
.
= x1, . . . , xu is a sequence of elements in A, then the Koszul complex is

denoted by K(x̄, A).

If we pass to the graded category, with A a graded ring, and choose a sequence x̄
.
= x1, . . . , xu

of homogeneous elements of A, the definition of the graded Koszul complex is briefly summa-

rized as follows. Recall that the tensor product of graded complexes C ⊗A D is defined exactly

analogously to the ungraded case, and is again a graded complex; keep in mind in particular

the definition of the differential of a tensor product of complexes: if c ∈ Ci and d ∈ Dj , then

∂C⊗AD(c ⊗ d) = ∂C(c) ⊗ d + (−1)ic ⊗ ∂D(c). Starting with the case u = 1, K(x1, A) is the

two-term complex in grmod(A)

K1(x1, A) = A(−d) ·x1→ K0(x1, A) = A,

where d is the degree of x1. Then, if x̄ = x1, . . . , xu is a sequence of homogeneous elements in A,

K(x̄, A)
.
= K(x1, A)⊗A · · · ⊗A K(xu, A).

If M ∈ grmod(A), the Koszul complex associated to the graded A-module M and x̄ is:

KA(x̄,M)
.
= K(x̄, A)⊗A M.

If we’re always regarding a graded abelian group M as an A-module, for a fixed graded ring A, we

will often delete the superscript A.
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Setting notation, K0(xi, A) is identified with A as a free, graded A-module (in other words, the

free generator lies in degree zero, and is identified with 1 ∈ A0). For K1, choose exi
of deg(xi)

and identify K1(xi, A) with the free graded A-module generated by the homogeneous element exi
.

Then, Kp(x̄, A) is the free graded A-module isomorphic to the free graded A-module generated by

the homogeneous elements exi1
⊗· · ·⊗exip

of degree deg(xi1)+· · ·+deg(xip) where i1 < · · · < ip,

so is isomorphic to the graded exterior product

Λp(A(− deg(x1))⊕ · · · ⊕ A(− deg(xu))).

In addition, both the pth part of the Koszul complex KA(x̄,M), and its differential have exactly the

same form as described in [25], IV.A.2 in the ungraded case. A particular consequence is that, as a

graded A-module, KA
p (x̄,M) is a direct sum of

(

u
p

)

copies of M , each shifted: the copy associated

to the multi-index i1 < · · · ip looks like M(−(deg(xi1) + · · ·+ deg(xip))); if I is the graded ideal

of A generated by x1, . . . , xu, and k ≥ 0, then KA
p (x̄,M)/IkKA

p (x̄,M) is, as a graded A-module,

isomorphic to
(

u
p

)

copies of M/IkM , each shifted as described above.

The pth homology group of the graded Koszul complex KA(x̄,M) is denoted by Hp(x̄,M),

or HA
p (x̄,M) if we need to emphasize the role of A. These homology groups are also graded

A-modules.

Definition 2.18. Suppose that x1, . . . , xu is a sequence of homogeneous elements in A and M is

in grmod(A). This sequence is a M -sequence if and only if x1 is not a zero-divisor on M , and for

each i > 1, xi is not a zero-divisor on M/(x1, . . . , xi−1)M .

The following may all be proved as in the ungraded case (see [25]):

Proposition 2.19. Let A be a graded ring and M ∈ grmod(A). If x̄ is a M -sequence, then the

Koszul complex KA(x̄,M) is acyclic. As in the ungraded case, HA
0 (x̄,M) =M/(x1, . . . , xu)M .

Conversely, in the *local Noetherian case one has

Proposition 2.20. If (A,N ) is a *local Noetherian ring, and M ∈ grmod(A), then the following

are equivalent, for a sequence of homogeneous elements x̄
.
= x1, . . . , xu of N :
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• HA
p (x̄,M) = 0, for p ≥ 1.

• HA
1 (x̄,M) = 0.

• x̄ is an M -sequence in A.

The proofs of the above Propositions are exactly analogous as that of IV.A.2, Propositions 2,

3 in [25], replacing any use of Nakayama’s lemma with the graded Nakayama’s lemma (Lemma

1.28); similarly, IV.A.2, Corollary 2 yields, in the graded case,

Corollary 2.21. If (A,N ) is a *local Noetherian ring, M ∈ grmod(A), and x̄ = x1, . . . , xu are

homogeneous elements of N that form an A-sequence for A, then there is a natural isomorphism

of graded A-modules

ψ : HA
i (x̄,M)→ TorAi (A/(x̄),M).

Example 2.22. Hilbert’s syzygy theorem states that for a finitely generated graded moduleM over

a polynomial ring R = k[x1, . . . , xn], a free resolution of length at most n exists.

Certainly x̄ forms an R-sequence and thus, KR(x̄, R) is a free and acyclic complex which

forms a free resolution of k.

Thus, TorRi (k,M) ∼= TorRi (M, k) = HR
i (x̄,M). It is a standard fact that M has a free

resolution of the form · · · → TorRi (M, k)⊗k R → · · · → TorS0 (M, k)⊗k R → 0 , but each term

TorRi (M, k) = HR
i (x̄,M) and since the exterior algebra is 0 past the dimension of n, so too is

this resolution.

Finally, IV.A.2, Proposition 4, has the analogous

Proposition 2.23. Suppose that (A,N ) is a *local graded Noetherian ring and M ∈ grmod(A).

If x1, . . . , xu are homogeneous elements of N , then (x̄) + AnnA(M) ⊆ AnnA(H
A
i (x̄,M)).

As a corollary,

Proposition 2.24. Suppose that (A,N ) is a *local graded Noetherian ring , and M ∈ grmod(A).

Let I be a GIOD for M , generated by the homogeneous sequence x̄ = x1, . . . , xu ∈ N . Then,

HA
j (x̄,M) has finite *length over A for every j ≥ 0.
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Proof. Since I + AnnA(M) ⊆ AnnA(H
A
j (x̄,M)), and {N} = ∗V (I + AnnA(M)), if

HA
j (x̄,M) 6= 0, {N} = ∗V (AnnA(H

A
j (x̄,M))).

Thus, in the *local case the *Euler characteristic of the homology of the graded Koszul complex

is well defined:

Definition 2.25. Suppose that (A,N ) is a *local, Noetherian graded ring and M ∈ grmod(A).

Let I be a GIOD for M ∈ grmod(A) generated by a homogeneous sequence x̄ = x1, . . . , xu. We

define the *Koszul multiplicity ∗χA(x̄,M) to be the *Euler characteristic of the homology of the

graded Koszul complex:

∗χA(x̄,M) =
u

∑

i=1

(−1)i ∗ ℓA(HA
i (x̄,M)).

2.2.2 Equality of *Samuel and *Koszul multiplicities

As in the ungraded case [25], IV.A.3, the *Koszul multiplicity is equal to a certain *Samuel

multiplicity. This section concludes our account of the theory of multiplicities adapted to the Z-

graded category.

Let (A,N ) be a *local, Noetherian graded ring, M ∈ grmodA and x̄ = x1, . . . , xu a sequence

of homogeneous elements contained in N . If I is the graded ideal of A generated by x̄, suppose

also that I is a GIOD for M .

One then filters the graded Koszul complex, yielding graded complexes F iK for every i, with

F iKp
.
= I i−pKp for every p (we’ve dropped the arguments x̄,M for expediency). Notice we have

three indices now: the filtration index, the complex index and the internal gradings of the various

A-modules involved. We are suppressing the internal grading. This filtration defines the associated

graded complex gr(K)
.
= ⊕iF iK/F i+1K.

If gr(A) is the associated bigraded ring to the I-adic filtration, then denote the images of

x1, . . . , xu in gr(A)1,∗ by ξ1, . . . , ξu. Let gr(M) be the bigraded gr(A)-module associated with the

I-adic filtration of M . Then, there is an isomorphism of graded objects gr(K) ∼= K(ξ̄, gr(M)).
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Moreover, one argues that the homology modules Hp(ξ̄, gr(M)) have finite *length over gr(A),

for all p, since A/(I + AnnA(M)) is *Artinian. This in turn, enables one to argue that there

exists an m ≥ u such that the graded homology groups of the complex F iK/F i+1K all vanish for

i > m, and so one sees that the graded homology groups the complex F iK all vanish if i > m.

Continuing as in [25], IV.A.3, (which is really a spectral sequence argument), this means there

is an m such that if i > m, then Hp(K) ∼= Hp(K/F iK) for i > m and for all p.

Using the fact that *Euler characteristics don’t change when passing to homology, ∗χ(x̄,M) =
∑

p(−1)p ∗ ℓ(Hp(K/F i(K)) = ∗χ(K/F iK), for i > m. As noted in the previous section,

(K/F iK)p is isomorphic as a gradedA-module to a direct sum of
(

u
p

)

copies ofM/I i−pM , shifted

appropriately, and since the *length of a shifted A-module M(d) is the same as the *length of M ,

the remainder of the proof is argued exactly as in [25], IV.A.3, with length replaced by *length, p

(a Samuel polynomial) replaced by ∗p and e replaced by ∗e.

Thus, we have

Theorem 2.26. Let (A,N ) be a *local Noetherian ring. Let x1, . . . , xu ∈ N be homogeneous

elements generating a graded ideal of definition I for M ∈ grmod(A). Then,

∗χA(x̄,M) = ∗e(M, I, u),

so ∗χA(x̄,M) is a strictly positive integer if ∗dimA(M) = u, and ∗χA(x̄,M) = 0 if u >

∗dimA(M).
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Chapter 3

Multiplicities and Degree for Positively Graded

Rings

In this chapter, we specialize to the case of a positively graded Noetherian ring R with R0 a

field k; all graded modules are in grmod(R). Set m = R+ and note that (R,m) is then a *local

graded Noetherian ring. We do not want to make the assumption that R is generated by elements

in degree 1.

In this chapter we may use the * notation even though we could just as well omit the * (e.g.

If M ∈ grmod(R), then ∗ dimR(M) = dimR(M).) This is done to emphasize the fact that all

computations may be done in the graded category using the theory developed in the previous two

chapters (which is often simpler than the ungraded theory.)

We introduce the degree of a graded module, show how it relates to *multiplicity (Theorem

3.8), and give a sum decomposition of degree by a certain set of minimal primes (Theorem 3.6.)

Looking ahead, the main theorem of part 2 of this dissertation (theorem 6.8) is essentially a ge-

ometric recasting of the algebraic degree sum formula when applied to equivariant cohomology

rings.

Since R0 = k, ℓk(Mi) = vdimk(Mi) for every i, so the Poincaré series for M is equal to

PM(t) =
∑

i∈Z

vdimk(Mi)t
i.

Furthermore, this Laurent series has a pole at t = 1 using the Hilbert-Serre theorem, and the order

of the pole d1(M) at t = 1 is, by Smoke’s dimension theorem, is exactly ∗dimR(M).

This leads to the definition of degR(M):

Definition 3.1. If R is a positively graded Noetherian ring with R0 = k a field, M ∈ grmod(R),

M 6= 0 and D(M) = ∗dimR(M), then
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degR(M)
.
= lim

t→1
(1− t)D(M)PM(t)

is a well-defined, strictly positive, rational number. For convenience, define degR(0) = 0.

Often we delete the subscript R and just write deg(M).

3.1 Multiplicities and Euler-Poincaré series

If X ∈ grmod(R) has finite *length as an R-module, since each Ri is finite-dimensional as

a vector space over k, we may use Lemmas 1.15 and 1.16 to conclude that ℓR(X) = ∗ℓR(X) =

vdimk(X), where vdimk(X) is the total dimension
∑

j vdimk(Xj) of the graded k-vector space

X . We may then prove:

Lemma 3.2. Suppose R is a positively graded Noetherian ring with R0 = k, a field, and X ∈

grmod(R) is such that ∗ℓR(X) < ∞. If B is a graded subring of R, Noetherian or not, with

B0 = k = R0, then X ∈ grmod(B), ∗ℓB(X) < ∞ and ∗ℓB(X) = ∗ℓR(X) = ℓR(X) =

vdimk(X) <∞.

Proof. For, using Lemma 2.9 applied to R, each Xi is finite-dimensional over k, and there are

integers t0 and J such that t0 ≤ J with X = ⊕J
j=t0

Xj . Also, ∗ℓR(X) = vdimk(X). However,

since k ⊆ B ⊆ R, X is a finitely generated B-module. Whether B is Noetherian or not, since

Bj ⊆ Rj for every j, and Rj is finite-dimensional over k, so is Bj . Thus, using Lemma 2.9 applied

to B, ∗ℓB(X) = vdimk(X) as well.

If M ∈ grmod(R), then m is a GIOD for M , and we may then calculate a *Samuel polynomial

∗pR(M,m, n) for M ; Remark 2.9 says that this is the ordinary Samuel polynomial pR(M,m, n);

Corollary 2.11 says that the degree of this polynomial is

D(M)
.
= ∗d(M) = ∗s(M) = s1(M) = d1(M) = ∗dimR(M) = dimR(M).

Now, suppose that x̄ = x1, . . . , xD(M) is a GSOP for the R-module M . If I is the graded ideal

in R generated by x̄, I is a GIOD for M . We can change rings to B
.
= k〈x1, . . . , xD(M)〉, note
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that this is a graded polynomial ring over k in the indicated variables. The ideal Î generated by x̄

in B is also a GIOD in B since clearly ÎnM = InM for every n. Therefore Lemma 2.9 and the

previous lemma guarantee that, for every n, the polynomials below are all equal, as indicated:

∗pR(M, I, n) = pR(M, I, n) = pB(M, Î, n) = ∗pB(M, Î, n);

in particular, they all have the same degree D(M), and the following positive integers are also all

equal:

∗eR(M, I, D(M)) = eR(M, I, D(M)) = eB(M, Î, D(M)) = ∗eB(M, Î, D(M)).

3.1.1 Euler-Poincaré series

The following lemma is found in Avramov and Buchweitz [1]; [24] contains a similar result.

Lemma 3.3. (Lemma 7 of [1]) If M,N ∈ grmod(R), then

a. For each i, the graded R-module TorRi (M,N) has finite dimensional (over k = R0) ho-

mogenous components TorRi (M,N)j , for every j; also, for every i, TorRi (M,N)j = 0 for

j << 0. Thus one may form the Laurent series

PTorRi (M,N)(t)
.
=

∑

j∈Z

vdimk(Tor
R
i (M,N))jt

j.

b. Furthermore,the alternating sum

χR(M,N)(t)
.
=

∑

i≥0

(−1)iPTorRi (M,N)(t),

which is by definition the Euler-Poincaré series of M,N , is a well-defined Laurent series

with integer coefficients and

PR(t)χR(M,N)(t) = PM(t)PN(t).
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If a GSOP x̄ is given for M ∈ grmod(R), B
.
= k〈x̄〉 ⊆ R is then a graded polynomial

ring over k (Proposition 1.49), and M ∈ grmod(B), using Lemma 1.48. Whether we consider

M ∈ grmod(R), or M ∈ grmod(B), the Poincare series of M does not change.

Example 2.22 (the Hilbert Syzygy Theorem) shows that the graded Koszul complex Kk〈x̄〉(x̄, k)

is acyclic, thus is a free, finite graded resolution of k as a graded k〈x̄〉-module. In particular, we

may tensor this resolution withM and use it to compute Tork〈x̄〉i (k,M) = Tor
k〈x̄〉
i (M, k), showing

that

Tor
k〈x̄〉
i (M, k) = H

k〈x̄〉
i (x̄,M).

Lemma 3.4. Let x̄ = x1, . . . , xD(M) be a GSOP for M ∈ grmod(R), and let I be the graded

ideal in R generated by x̄. For every i, P
Tor

k〈x̄〉
i (M,k)

(t) ∈ Z[t, t−1], and therefore χk〈x̄〉(M, k)(t) ∈

Z[t, t−1]. Furthermore,

χk〈x̄〉(M, k)(t) =

D(M)
∑

j=0

(−1)jP
H

k〈x̄〉
j (x̄,M)

(t),

and evaluating this Laurent polynomial at t = 1, we compute

χk〈x̄〉(M, k)(1) = ∗χk〈x̄〉(x̄,M) = ∗eR(I,M,D(M)) = ∗χR(x̄,M),

where D(M) = ∗dimR(M).

Proof. Lemma 3.3 shows the first part of the statement, and since the resolution Kk〈x̄〉(x̄, k) is in

any case zero for complex degree larger than D(M), Tork〈x̄〉i (M, k) is also zero for i > D(M), so

χk〈x̄〉(M, k)(t)
.
=

∑

j≥0

(−1)jP
Tor

k〈x̄〉
j (M,k)

(t) =

D(M)
∑

j=0

(−1)jP
H

k〈x̄〉
j (x̄,M)

(t),

being a finite sum of Laurent polynomials, is a Laurent polynomial.

Setting B
.
= k〈x̄〉 yields,
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∗ℓB(HB
i (x̄,M)) = ℓB(H

B
i (x̄,M)) = vdimk(H

B
i (x̄,M)),

so

∗χB(x̄,M) =

D(M)
∑

j=0

(−1)jℓB(HB
j (x̄,M)) =

D(M)
∑

j=0

(−1)jvdimk(H
B
j (x̄,M))

.
= χB(M, k)(1).

As noted at the beginning of this section, if Î is the ideal generated by x̄ in B, then

∗eB(M, Î, D(M)) = ∗eR(M, I, D(M)) and Theorem 2.26 says that

∗χB(x̄,M) = ∗eB(M, Î, D(M)) = ∗eR(M, I, D(M)) = ∗χR(x̄,M).

3.1.2 Degree of a Graded Module in grmod(R)

Given M ∈ grmod(R), deg(M) > 0, if M 6= 0, we can read off the degree of a module

directly from the Poincare series if we expand it as a Laurent series about t = 1:

PR(t) =
deg(M)

(1− t)D(M)
+ "higher order terms".

Lemma 3.5. Suppose that 0→ N →M → P → 0 is an exact sequence in grmod(R). Then,

• D(M) = max{D(N), D(P )}.

• If D(N) < D(M), then deg(M) = deg(P ).

• If D(P ) < D(M), then deg(M) = deg(N).

• If D(P ) = D(N) = D(M), then deg(M) = deg(N) + deg(P ).

• deg(M(d)) = deg(M), for every integer d.

This immediately yields:
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Theorem 3.6. Let M ∈ grmod(R), and D(M) be defined as in Theorem 2.10: this is the set

of prime ideals p in R, necessarily minimal primes for M and graded, such that ∗dimR(R/p) =

∗dimR(M). Then,

deg(M) =
∑

p∈D(M)

∗ℓR[p]
(M[p]) · deg(R/p).

Proof. Choose a graded filtration M• of M of the form in Lemma 1.5 We know that if p ∈ D(M),

then the graded R-module R/p, possibly shifted, occurs exactly ∗ℓR[p]
(M[p]) = ℓRp

(Mp) times

(using Theorem 1.26) as a subquotient in the filtration. The lemma above then gives the result.

We want to compare degree to our previously studied multiplicities.

Letting x̄ be a GSOP for M ∈ grmod(R), we’ve seen that k〈x̄〉 is a graded polynomial ring,

and one directly calculates that

Pk〈x̄〉(t) =
1

∏D(M)
i=1 (1− tdi)

,

where di is the degree of the homogeneous element xi.

Now, using M ∈ grmod(k〈x̄〉), and recalling that PM(t) is the same whether we consider

M ∈ grmod(R) or M ∈ grmod(k〈x̄〉), Lemma 3.3 gives that

Pk(t)PM(t) = Pk〈x̄〉(t)χk〈x̄〉(M, k)(t).

Also, χk〈x̄〉(M, k)(t) ∈ Z[t, t−1]. Since Pk(t) = 1, we have

Theorem 3.7. If M ∈ grmod(R) and x̄ is a GSOP for M , then

PM(t) =
χk〈x̄〉(M, k)(t)
∏D(M)

i=1 (1− tdi)
,

with χk〈x̄〉(M, k)(t) ∈ Z[t, t−1].

Since

(1− t)D(M)PM(t) =
χk〈x̄〉(M, k)(t)

∏D(M)
i=1 (1 + t+ · · ·+ tdi−1)

,
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taking the limit as t approaches 1 yields:

Theorem 3.8. IfM 6= 0 is in grmod(R), and x1, . . . , xD(M) of degrees d1, . . . , dD(M) form a GSOP

for M , generating the graded ideal I of R, then

deg(M) =
∗eR(M, I, D(M))

d1 · · · dD(M)

=
∗χR(x̄,M)

d1 · · · dD(M)

.

Thus, the ratio

∗eR(M, I, D(M))

d1 · · · dD(M)

is independent of the choice of system of parameters x1, . . . , xD(M) for M .

Note that we can delete the “stars" in the equalities of the above theorem and retain the equali-

ties, using Remark 2.9.

Example 3.9. Let R = k[x, y, z]/(zy2 − x3) have the standard grading. We have that

PR(t) =
1 + t+ t2

(1− t)2 .

If we expand as a Laurent series about t = 1 we get

PR(t) =
3

(1− t)2 −
3

1− t + 1.

Thus, deg(R) = 3.

Now, suppose that R = k[x, y]/(y2 − x3), with deg(x) = 2 and deg(y) = 3. Then,

PR(t) =
1

(1− t)1
[

1 + t+ · · ·+ t5

(1 + t)(1 + t+ t2)

]

=
1

(1− t)1 − t.

Here, the change in grading correspondingly changes the degree: deg(R) = 1. Note that x ∈ R

forms a GSOP for R, since R is finitely generated as a k〈x〉-module by 1, y. Similarly, y is also a
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GSOP for R, generated by 1, x, x2 as a k〈y〉-module. One may compute directly that ∗e(R, x) = 2

and ∗e(R, y) = 3. Also, using the above theorem:
∗e(R,x)

2
= ∗e(R,y)

3
= deg(R).
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Part II

Applications to Equivariant Cohomology

Rings
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In this part of the dissertation we will consider the case where G is a compact Lie group (or

finite group) and X is a topological space on which G acts continuously.

Below we will recall some basic definitions. Some references for this material are [4] [7]. A

compact Lie group is a group which is also a compact smooth manifold (second countable and

Hausdorff), such that the following two maps are smooth with respect to the topology on G: The

multiplication map µ : G × G → G defined µ(g, h)
.
= gh, and the inversion map ν : G → G

defined ν(g)
.
= g−1.

Assume that X has a left G-action. The orbit space X/G is the quotient space on X defined by

the equivalence relation x ∼ y if and only if there exists a g ∈ G such that x = gy. Given an x ∈ X ,

the isotropy subgroup is definedGx
.
= {g ∈ G : gx = x}. The reader can verify thatGx is actually

a subgroup of G for all x ∈ X . An orbit of x ∈ X under G is defined Gx
.
= {gx ∈ X : g ∈ G}.

It’s straightforward to make corresponding definitions for a right G-action on X .

A principal G-bundle is a fiber bundle p : E → B, with a right G-action on E, fiber equivari-

antly homeomorphic toG, with the standard rightG-action, and an added equivariant-type require-

ment on the usual local triviality condition of fiber bundles. That is, there must exist an open cover

{Uα} of B, homeomorphisms {φα} such that φα : Uα × F → p−1(Uα), and φα(b, g) = φα(b, 1)g,

for all b ∈ B, g ∈ G. The local triviality condition buys us that G acts freely on E and E/G ∼= B

(i.e. the orbit space is homeomorphic to the base space.)
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Chapter 4

Equivariant Cohomology Introduction

Most of the results of this section can be found in Quillen [22]. For any compact Lie group G

(or any finite group), there exists a “universal principal bundle" for G, denoted EG → BG (See

Milnor for a construction [21].) The universal principal bundle for a compact Lie group G is a

principal G-bundle such that EG is contractible. As mentioned in the previous section, being a

principal G-bundle implies that G acts freely on EG and EG/G ∼= BG.

The associated fiber bundle is formed using the “Borel construction": EG ×G X
.
= (EG ×

X)/G, where G acts diagonally on EG ×X . The equivariant cohomology ring of the G-space

X is defined

H∗
G(X)

.
= H∗(EG×G X).

For our purposes, H∗ represents singular cohomology, and we will assume that coefficients are

taken in a field k. In Quillen’s formulation [22] he uses sheaf cohomology, but we don’t lose any

of the fundamental properties by switching to singular cohomology (this is explained on pg. 1163

in [26].) We now establish the functoriality of H∗
G(−).

If G and G′ are compact Lie groups with X a G-space and X ′ a G′ space, consider a pair of

maps (u, f) : (G,X) → (G′, X ′) such that u is a Lie group homomorphism, and f a continuous

map that is u-equivariant, i.e. f(gx) = u(g)f(x) for all g ∈ G and all x ∈ X .

If P → B and P ′ → B′ are principal G and G′ bundles respectively, then there is a commuta-

tive diagram, where G acts on P ′ using the map u, and on P × P ′ diagonally:

(P × P ′)×G X
p2−−−→ P ′ ×G′ X





y

p1





y
f̄

P ×G X
v×f−−−→ P ′ ×G′ X ′

In the diagram p1 and p2 are induced by the projection maps onto the first and second factors

respectively, and v : P → P ′. Provided that P ′ is contractible, we see that P × P ′ ×X ≃ P ×X
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and so (P × P ′) ×G X ≃ P ×G X (all homotopies need to be G-equivariant for this to be true,)

then p1 is a locally trivial map. As shown in [22], p∗1 is an isomorphism on cohomology. Therefore,

H∗
G(X) ∼= H∗ ((P × P ′)×G X), and so we get a map (p∗1)

−1p∗2f̄
∗ : H∗(P ′ ×G′ X ′)→ H∗(P ×G

X). This map is denoted

(u, f)∗ : H∗
G′(X ′)→ H∗

G(X).

If G ≤ G′ and X ⊆ X ′, we call the map restriction and denote it by resG
′

G : H∗
G′(X ′) →

H∗
G(X). Equivariant cohomology is a contravariant functor from the category of pairs (G,X) to

the category of graded k-algebras.

Provided that the map v : P → P ′ is u-equivariant, there is a well-defined map s : P ×GX →

(P × P ′) ×G X defined [p, x] 7→ [p, v(p), x]. In fact, for any [p, x] ∈ P ×G X , p1 ◦ s([p, x]) .
=

p1([p, v(p), x])
.
= [p, x]. Therefore, s is a section of p1. Applying the cohomology functor to

p1 ◦ s = id we get s∗ ◦ p∗1 = id, and since p∗1 is an isomorphism we see that s∗ = (p∗1)
−1.

Now consider the map (u, f)∗ : H∗
G′(X ′) → H∗

G(X). By definition, (u, f)∗
.
= (p∗1)

−1p∗2f̄
∗ =

s∗p∗2f̄
∗. Computing by the definition of each of these maps reveals that f̄ ◦ p2 ◦ s([p, x]) =

[v(p), f(x)]. Therefore, if v is a u-equivariant map we have

(u, f)∗ = v × f ∗
.

As an application we have the following lemma:

Lemma 4.1. Inner automorphisms act trivially on equivariant cohomology: Pick an element h ∈

G, and consider the pair of maps (ch, µh) : (G,X) → (G,X) where ch is defined for each g ∈ G

by ch(g)
.
= hgh−1, and µh is defined for each x ∈ X by µh(x) = hx. Then, (ch, µh)

∗ : H∗
G(X)→

H∗
G(X) is the identity map.

Proof. Define v : EG → EG by v(e)
.
= he for all e ∈ EG. For all g ∈ G, e ∈ EG, v(g · e) .

=

h(ge) = (hgh−1)he
.
= ch(g)v(e), and thus v is ch-equivariant. By the statements preceding

this lemma we know that (ch, µh)
∗ : H∗

G(X) → H∗
G(X) coincides with the map v × µh

∗. The

map v × µh : EG ×G X → EG ×G X is defined by [e, x] 7→ [v(e), µh(x)], but by definition
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[v(e), µh(x)] = [he, hx] = [e, x], so v × µh is the identity map. Therefore, v × µh
∗ is the identity

on cohomology.

While we are mainly interested in studying equivariant cohomology rings, it is worthwhile to

briefly mention the homotopy theory of universal principal bundles. Say that ξ
.
= G→ EG→ BG

is the universal principal G-bundle. Take any paracompact space B, the homotopy classes of maps

from B to BG are in bijective correspondence with principal G-bundles over B. Let [B,BG]

denote homotopy classes of maps from B to BG. Take any f ∈ [B,BG], and form the pull-back

bundle, f ∗(ξ), it turns out that this gives a principal G-bundle over B, and in fact every principal

G-bundle over B comes from a pull-back of ξ. For this reason, BG is called a classifying space

for G (it classifies all principal G-bundles!)

4.1 Group Cohomology

Equivariant cohomology is a generalization of group cohomology. In the case that X is a

point and G is discrete, equivariant cohomology and group cohomology coincide. The equivariant

cohomology of a point can be seen to be the cohomology ofBG sinceEG×Gpt ∼= EG/G ∼= BG,

and so H∗
G(pt)

.
= H∗(EG×G pt) = H∗(BG).

We briefly present the algebraic definition of group cohomology, followed by a theorem which

describes the relation to the topological definition of equivariant cohomology. In addition to pro-

viding a well-rounded overview of the theory of equivariant cohomology rings, the intent of this

section is to present a handful of examples of group cohomology rings. When studying H∗
G(X)

from an algebraic viewpoint, there is much to be gained by first studying just the group cohomol-

ogy ring H∗
G(pt).

Also of note is that the algebraic definitions of group cohomology are amenable to machine

computation, see Green [12] for a reference.

Given a ring R and a group G, the collection of maps α : G → R which are nonzero for only

a finite number of g ∈ G defines an object RG, called the group ring. An element of RG is is

a formal linear combination
∑

g∈G α(g) · g. RG is both a ring and a free module (generated by
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the elements of G over R). The ring structure is defined by
(

∑

g∈G α(g)g
)

·
(

∑

g∈G β(g)g
)

.
=

∑

g,h∈G(α(g)β(h))(gh) (essentially the distributive property.)

Suppose G is a group and A is an abelian group, if there exists a group homomorphism σ :

G→ Aut(A), we say that A is a G-module. A G-module A is a module over RG, and conversely

if A is an RG-module, then it is also a G-module.

Definition 4.2. For any group G, the nth cohomology group of G with coefficients in the (left)

G-module A is defined

Hn(G,A) = Extn
ZG(Z, A).

The nth homology group of G with coefficients in the (right) G-module B is defined

Hn(G,B) = TorZGn (B,Z).

In each case, Z is regarded as the trivial ZG-module.

Recall that Ext is defined as the derived functor of Hom and that Tor is the derived functor

of ⊗. See [15] for an in-depth description of the theory behind these functors. For example, to

compute the group cohomology H∗(G,A), one may start by taking a projective resolution of Z

(thought of as the trivial ZG-module). That is, an exact sequence of the form: · · · → Pi
δi−→ · · · δ1−→

P0 → 0, such that each Pj is a projective ZG-module, and δj ◦ δj−1 = 0 for each j. Next, apply

the functor HomZG(−, A), to the resolution P, and compute homology (kernel mod image). The

ith homology group (for i ≥ 1) defines H i(G,A), with H0(G,A)
.
= HomZG(G,A).

Said another way, Hn(−, A) is the nth right derived functor of HomZG(−, A). Recall that

if P1 and P2 are two projective resolutions of Z, then the chain complexes HomZG(P1, A) and

HomZG(P2, A) are chain homotopic, meaning that the homology groups of each complex are

isomorphic. In practice, a common choice of projective resolution to compute group cohomology

is the bar resolution ( [15] VI.13).

Since Hom(−,−) is a bi-functor, one can alternatively compute Hn(G,A) using injectives:

that is, by taking an injective resolution of A, and applying the co-variant functor HomZG(Z,−).
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That this injective formulation ofExt∗
ZG(Z, A) is naturally equivalent to the projective construction

above is a standard result in the theory of derived functors.

Example 4.3. • Let A be any G-module. Then, H0(G,A)
.
= Ext0

ZG(Z, A)
.
= HomZG(Z, A).

For any x ∈ ZG, and any φ ∈ HomZG(Z, A), φ(x · 1) = φ(1). This is because G acts

trivially on Z, so φ(x · 1) = φ(1), and since φ is a ZG-module homomorphism, φ(x · 1) =

x · φ(1). Thus we see that the image of φ lies in the fixed point set of A under G. It’s

straightforward to check that the map φ 7→ φ(1) defines an isomorphism:

H0(G,A) ∼= AG.

• Let 0→ A→ B → C → 0 be an exact sequence of G-modules. The theory of derived func-

tors gives us a long exact sequence 0 → AG → BG → CG → H1(G,A) → H1(G,B) →

H1(G,C)→ H2(G,A)→ · · · .

• If A is an injective G-module, then Hn(G,A) = 0 for all n ≥ 1. If B is a flat G-module,

then Hn(G,B) = 0 for all n ≥ 1. This follows from the definitions of injective and flat from

homological algebra [15].

The following two theorems give a topological description of group cohomology.

Theorem 4.4. ( [6] pg. 36) Let G be any group, and let K be a connected CW complex such that

π1(K) ∼= G and πi(K) = 0 for all i 6= 1 (So by definition, K is an Eilenberg-Maclane space of

type (G, 1).) For all n ≥ 0, and for a ring of coefficients R,

Hn(G,R) ∼= Hn(K,R)

Hn(G,R) ∼= Hn(K,R).

The left hand side is group cohomology with coefficients in a trivial G-module R, and the right

hand side is ordinary cellular cohomology of K with coefficients in R.
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Proof. We present a sketch of the proof, leaving the reader to consult [6] for a more detailed

explanation. The crux of the proof is that the cellular chain complex of the universal cover of

K forms a free resolution of Z by ZG-modules. Given any free resolution one may compute the

group cohomology ofG, but in this case since the free resolution comes from the topological chain

complex, we can also directly compute the cellular homology groups of K, showing that the two

are equal.

Let E
p−→ K be the universal cover of K. The theory of covering maps gives that πi(E) ∼=

πi(B) for all i ≥ 2, so therefore πi(E) is trivial for all i (since πi(B) = 0 for i ≥ 2, and E is also

assumed to be simply connected.) Now, Whitehead’s theorem for CW complexes implies that E

is contractible, for the inclusion of a 0-cell of E induces an isomorphism on all homotopy groups,

and therefore E is homotopy equivalent to a 0-cell (contractible).

We also need that E inherits a CW-structure from K such that the G-action on E freely per-

mutes the cells ( [6] pg. 15.) It is said that E → K is a regular or normal cover, with G equal to

the group of deck transformations of E.

The conditions that E is contractible, and G freely permutes the cells of E give us that that

augmented cellular chain complex C∗(E): · · · → Cn(E) → · · · → C0(E) → Z → 0, which is

used to compute the cellular homology of E, is such that each Ci(E) is a free ZG-module. Since

E is contractible, we know the homology of this complex is everywhere 0, or in other words,

the chain complex above is exact. Therefore, the cellular chain complex of E forms a projective

resolution of Z by ZG-modules.

Finally, let C∗(E)G be the complex formed by applying − ⊗ZG R to C∗(E). By definition,

taking homology of C∗(E)G is the group homology of G. On the other hand, one may show (pg.

34 [6]) that C∗(E)G is isomorphic to C∗(K), and therefore the group homology is isomorphic to

the cellular homology. Applying the hom functor gives the result for cohomology.

We note that the above theorem holds more generally in the case where R is any G-module if

one uses cohomology with local coefficients.
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Corollary 4.5. ( [4] Theorem 2.4.11) For G discrete, Milnor’s BG satisfies the hypotheses of

K in the previous theorem (with contractible universal cover EG), and therefore H∗(BG,R)
.
=

H∗
G(pt, R)

∼= H∗(G,R).

4.2 Examples

Example 4.6. (Group Cohomology of Finite Cyclic Groups) Let G be a finite cyclic group of

order n. We write G multiplicatively, G = 〈h〉. We form the following free resolution of Z by

ZG-modules:

· · · N−→ ZG
1−h−−→ ZG

N−→ · · · N−→ ZG
1−h−−→ ZG

ǫ−→ Z −→ 0,

where the map N is multiplication by the element N
.
= 1 + h + · · · + hn−1, the map 1 − h is

multiplication by the element 1 − h, and the augmentation map is defined by ǫ(
∑

g∈G ngg)
.
=

∑

g∈G ng.

A quick check reveals that this is in fact a resolution: Let ξ =
∑n−1

i=0 mih
i be an element of

ZG. Now, (1 − h) · ξ =
∑n−1

i=0 (mi − mi−1)h
i, where m−1

.
= mn−1. The sum of the coefficients

∑

imi − mi−1 = 0, and it’s easy to see that Im(1 − h) equals the set of all ξ ∈ ZG whose

coefficients sum to zero. By definition, this is also the kernel of ǫ, so ker ǫ = Im(1 − h). Further,

(1− n) · ξ = 0 if and only if mi −mi−1 = 0 for each i, and thus ξ ∈ ker(1− h) if and only if all

coefficients of ξ are equal.

Next, N · ξ =
∑n−1

j=0

(
∑n−1

i=0 mi

)

hj , so that Im(N) equals the set of ξ ∈ ZG such that all

coefficients of ξ are equal, and ξ ∈ ker(N) if and only if
∑

imi = 0. Thus, ker(1− h) = Im(N),

and ker(N) = Im(1− h) = ker(ǫ), and the sequence is a free resolution of Z by ZG-modules.

We are now in position to compute the group cohomology: LetA be any ZG-module, and apply

the functor HomZG(−, A) to the free resolution. Note that there is a ZG-module isomorphism

HomZG(ZG,A) ∼= A. This gives the chain complex
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0 // HomZG(Z, A)
ǫ∗
//

∼=
��

HomZG(ZG,A)
(1−h)∗

//

∼=
��

HomZG(ZG,A)
N∗

//

∼=
��

HomZG(ZG,A)

∼=
��

// · · ·

0 // AG ǫ∗
// A

(1−h)∗
// A N∗

// A
(1−h)∗

// · · ·

It follows that on the bottom row, (1−h)∗ andN∗ are defined by multiplication by the indicated

elements (this multiplication makes sense because A is a ZG-module.)

Since this complex alternates every other map, it is said to have period 2, and so H1(G,A)

determines every odd dimensional cohomology group, and H2(G,A) determines every even di-

mensional cohomology group. Further, since Hom(−, A) is left-exact, we have that ker(1−h)∗ =

Im(ǫ∗) = AG. Therefore,

H0(G,A) ∼= AG,

H2i−1(G,A) ∼= ker(N∗)/Im(1− h∗) for i ≥ 1,

H2i(G,A) ∼= AG/Im(N∗) for i ≥ 2.

Suppose that A = Z is the trivial G = Z/n-module. The computations above show that:

H0(Z/n,Z) ∼= Z,

H2i−1(Z/n,Z) = 0 for i ≥ 1,

H2i(Z/n,Z) ∼= Z/n for i ≥ 2.

Example 4.7. [4] (Principal G-bundles)

1. The map p : R→ S1 defined by t 7→ 〈cos t, sin t〉 defines a Z-principal bundle over S1. The

fiber Z acts on R via addition, and since R is contractible, it is a universal bundle.

2. p : Sn → RP n, defined by the map x ∈ Sn ⊆ R
n+1 7→ [x] ∈ RP n is a Z/2Z- principal

bundle. By defining S∞ as the limit of the sequence of inclusions · · · →֒ Si →֒ Si+1 →֒ · · · ,

we get the universal principal Z/2Z-bundle S∞ → RP∞.

Similarly, p : S2n+1 → CP n is an S1-principal bundle, and S∞ → CP∞ is the universal

principal S1-bundle.
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3. If G is a Lie group and H is a closed subgroup, then G→ G/H is a principal H-bundle.

4. There is a map p : V n(Rm) → Gn(Rm) from the Stiefel manifold to the Grassmanian,

defined by sending an orthonormal n-frame to the n-dimensional subspace that it spans.

If Y ∈ Gn(Rm), then the fiber p−1(Y ) is the set of orthonormal n-frames spanning Y , of

course we can identify each n-frame bijectively with an element of O(n). The fiber over

any point is a copy of O(n), and one may show that V n(Rm) → Gn(Rm) is a principal

O(n)-bundle.

Example 4.8. (Equivariant Cohomology with X = pt)

In the examples below where G is a discrete group, Corollary 4.5 implies the cohomology of

BG is isomorphic to the group cohomology, thus illustrating the topological viewpoint of group

cohomology.

• If G = Z then BG = S1. Therefore, H∗(BZ, R) ∼= R[x]/(x2), where deg(x) = 1.

• ( [7] Theorem 2.5) The following example is key to Quillen’s main theorems on equivariant

cohomology (5.6, 5.8). Let p 6= 2 be a prime, and G = Z/p.

H∗(B(Z/p), k) ∼= k[x]⊗k Λ[y],

where x ∈ H2, y ∈ H1, and Λ is the exterior algebra over k. For p = 2,H∗(B(Z/2),Z/2) ∼=

Z/2[y], where y ∈ H1.

Now, if A is the elementary abelian p-group of rank n, i.e. A ∼= Z/p× · · · × Z/p, applying

the Kunneth theorem yields:

H∗(BA, k) ∼= k[x1, . . . , xn]⊗k Λ[y1, . . . , yn],

where deg(xi) = 2 and deg(yi) = 1. Later, we make use of the fact that, modulo the

nilradical, the even degree part of this ring is polynomial.
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• For G = S1, BS1 = CP∞, and H∗(CP∞,Z) = Z[c] where c has degree two. More gener-

ally, if G = U(n) then BG = Gn(C
∞) (the Grassmananian on C

∞) and H∗(Gn(C
∞),Z) ∼=

Z[c1, . . . , cn] where deg(ci) = 2i.

Example 4.9. (Degree of Group Cohomology Rings)

• Let G = U(n), then H∗(BG, k) ∼= k[c1, . . . , cn] with deg(ci) = 2i. The Poincare series is:

PS(k[c1, . . . , cn]) =
1

∏n
i=1(1− t2i)

.

Then,

deg(H∗(BG)) = lim
t→1

(1− t)nPS(H∗(BG))

= lim
t→1

(1− t)n
∏n

i=1(1− t2i)

=
n
∏

i=1

1

2i
,

which is the reciprocal of the product of the degrees of the generators ci.

• Let H = k[x1, . . . , xr]⊗k Λ[y1, . . . , yr], where deg(xi) = di and deg(yi) = 1. The Poincare

series of H is:

PS(k[x1, . . . , xr]⊗k Λ[y1, . . . , yr]) = PS(k[x1, . . . , xr])PS(y1, . . . , yr)

=
1

∏r
i=1(1− tdi)

·
r

∑

i=0

(

r

i

)

ti

Now if A is the elementary abelian p group of rank r, the group cohomology ring of A is

H∗
A = k[x1, . . . , xr]⊗k Λ[y1, . . . , yr] where deg(xi) = 2 and deg(yi) = 1. From the formula

above we have that,
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deg(H∗) = lim
t→1

(1− t)r 1

(1− t2)r
r

∑

i=0

(

r

i

)

ti

= lim
t→1

(

1

1 + t

)r r
∑

i=1

(

r

i

)

ti

=

(

1

2

)r

2r

= 1
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Chapter 5

Commutative Algebra of Equivariant Cohomology

Rings

Quillen laid the foundation for the study of the commutative algebra of equivariant cohomology

rings. The two main theorems of Quillen’s papers ( [22], [23]) are presented below. These two

theorems relate the prime spectrum of H∗
G(X) to the elementary abelian groups which appear as

subgroups of G, and have fixed points when acting on X .

Recall that the product structure of a cohomology ring comes from the cup product. By con-

struction, the cup product has the following graded anti-commutative property: If α ∈ Hk(X), β ∈

Hj(X), then αβ = (−1)deg(α) deg(β)βα.

Thus, in general, H∗
G(X,R) will not be a commutative ring (although when char(R) = 2, we

do get commutativity.) Further, these rings often have a complicated nilpotent structure. Despite

these obstacles, Quillen showed that we can apply the tools of commutative algebra, and work

around the nilpotents. If char(R) is odd or 0, then the even degree part of H∗
G(X) (which is

a commutative ring) has some nice geometric properties. We denote the even degree part of an

equivariant cohomology ring by omitting the star, e.g. HG(X) is the even degree part of H∗
G(X).

If char(R) = 2 then H∗
G(X) = HG(X).

The following results allow for the study of geometric and commutative algebraic properties of

equivariant cohomology rings:

Theorem 5.1. ( [22] Corollary 2.2) Let G be a compact Lie group, and let X be a topological

space on which G acts continuously. Take all cohomology coefficients in a field k. If H∗(X) is a

finitely generated k-vector space, then H∗
G(X) is a finitely generated k-algebra.

Corollary 5.2. Let k be a finite field of characteristic p. If H∗(X) is a finite dimensional graded

k-vector space, then HG(X) is a finitely generated graded k-algebra.

A proof may be found in [18], Proposition 4.1.
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Lemma 5.3. H∗
G(X) is a finitely generated, graded module over the Noetherian, graded, and

commutative ring HG(X). Using the notation from part 1, H∗
G(X) ∈ grmod(HG(X)).

Theorem 5.4. ( [22] Corollary 2.3) If (u, f) : (G,X) → (G′, X ′) is a morphism such that u is

injective and H∗(X) is a finitely generated k-module, then (u, f)∗ : H∗
G′(X ′) → H∗

G(X) is finite;

i.e. H∗
G(X) is a finitely generated H∗

G′(X ′)-module.

When relating the equivariant cohomology ring of a subgroupG to that of the full groupG′, the

theorem above allows us to take advantage of the theory of integral extensions from commutative

algebra. A more thorough explanation of the theory of integral extensions can be found in [11].

For a subring R of S, an element s ∈ S is said to be integral over R if it is the root of a monic

polynomial with coefficients in R. When f : R → S is a ring homomorphism, we say that S is

integral over R when S is integral over the image f(R).

Given a ring homomorphism f : R→ S where S is a finitely generated R-module, a standard

result gives that S must also be integral over R. In the case of equivariant cohomology rings, the

theorem above implies that H∗
G(X) is integral over H∗

G′(X ′). A couple of useful theorems about

integral extensions are:

• The lying-over theorem. For an integral extension f : R → S, for every p ∈ Spec(R) there

exists a q ∈ Spec(S) such that f−1(q) = p.

• The going-up theorem. Suppose j < k, there is a chain of primes p1 ⊆ · · · ⊆ pk in R, and a

chain of primes q1 ⊆ · · · ⊆ qj in S such that f−1(qi) ∩ R = pi for i = 1, . . . , j, then there

is a way to complete the chain of q’s; i.e. there exist primes qj+1 ⊆ · · · ⊆ qk in S such that

f−1(qi) ∩R = pi for all i.

In the case that S is a finitely generated R-module, one may use the going-up theorem to

prove the Krull dimensions are equal: dim(S) = dim(R).
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5.1 Main Theorems of Quillen

Quillen’s main theorems hold in the following setting, which we assume for the remainder of

the dissertation: G is a compact Lie group which acts continuously on a space X . We also require

that X is Hausdorff, and that X is either compact, or is paracompact with finite mod-p cohomo-

logical dimension (see [22] for a definition.) Finally, all cohomology is taken with coefficients in

the field k
.
= Z/pZ for p a prime.

Given a pair (G,X) which satisfy the conditions above, we denote Quillen’s category of pairs

byQ(G,X). Objects of this category are pairs (A, c) whereA is an elementary abelian p-subgroup

ofG,XA 6= ∅, and c is a connected component ofXA. If (A, c) and (A′, c′) are objects inQ(G,X),

then there is a morphism between them if there exists an element g ∈ G such that gAg−1 ≤ A′ and

c′ ⊆ gc.

If there exists a morphism θg : (A, c)→ (A′, c′), we say that (A, c) is subconjugate to (A′, c′),

also written (A, c) . (A′, c′). We define conjugate objects, denoted (A, c) ∼ (A′, c′), to be two

objects that are isomorphic in Q(G,X).

The notions of conjugate and subconjugate give a partial ordering on the conjugacy classes of

Q(G,X). If [A, c] and [A′, c′] are conjugacy classes, then we say [A, c] ≤ [A′, c′] when (A, c) .

(A′, c′).

Definition 5.5. For X and G as above,

Q′(G,X)
.
= {[A, c] : (A, c) ∈ Q(G,X), [A, c] is maximal w.r.t ≤}.

WithinQ′(G,X), we are often interested in the elementary abelian subgroups which have maximal

rank, so we define

Q′
max(G,X)

.
= {[A, c] ∈ Q′(G,X) : rk(A) ≥ rk(B), ∀ [B, d] ∈ Q′(G,X)}.

We refer the reader to [20] for an example whereQ′
max(G,X) is distinct fromQ′(G,X), take

G = GLn(Z/p) for n ≥ 4.
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Two Main Theorems of Quillen [22] [23]:

Theorem 5.6. ( [22] Theorem 7.7) Assume (G,X) as above, and that H∗(X) is finite dimensional

as a vector space over k. Then, the Krull dimension of H∗
G(X) equals the maximal rank of an

elementary abelian p-subgroup such that XA 6= ∅. Recall that all cohomology is taken with

coefficients in k = Z/pZ.

For example, in the case where X is a point, Quillen’s theorem says that Krull dimension of

H∗
G equals the maximal rank of an elementary abelian p-group in G.

A useful restatement of Quillen’s theorem is in terms of isotropy subgroups. Let A be a max

rank elementary abelian p-group of G such that XA 6= ∅. For any x ∈ XA, we have A ≤ Gx.

By Quillen’s theorem, dim(H∗
Gx
) equals a max rank elementary abelian p-group of Gx. Since

A was assumed to be of maximal rank, dim(H∗
Gx
) = rk(A). Thus, we may restate Quillen’s

theorem: The Krull dimension ofH∗
G(X) equals the maximum Krull dimension from the collection

{H∗
Gx

: x ∈ X}.

Definition 5.7. Let (A, c) ∈ Q(G,X), and pick a point x0 ∈ XA. We define pA,c as the kernel of

the following composition

HG(X)
resGA−−→ HA(x0)→ HA(x0)/

√
0.

Since HA/
√
0 is a polynomial ring, the first isomorphism theorem implies that that pA,c ∈

Spec(HG(X)).

Theorem 5.8. ( [23] Proposition 11.2)

• The correspondence between pairs (A, c) ∈ Q(G,X) and primes p(A,c) is inclusion re-

versing. That is, p(A,c) ⊇ p(A′,c′) if and only if there exists a morphism in Q(G,X):

(A, c)→ (A′, c′).

• For each [A, c] ∈ Q′(G,X) there exists a unique minimal prime p ∈ Spec(HG(X)), and

p = p(A,c). On the other hand, for each minimal prime p ∈ Spec(HG(X)) there exists
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a unique class [A, c] ∈ Q′(G,X) such that p = p(A,c). Therefore, the correspondence of

maximal classes [A, c] and minimal primes in HG(X) is one-to-one.

5.2 Quillen’s Magic Space F

For any compact Lie group G, there exists a (not unique) unitary group U and an embedding

of G into U making G closed in U . Given a compact Lie group G, we often begin by fixing such

an embedding. Then, define S to be the set of diagonal matrices of order p in U , where p is a fixed

prime. Observe that U is equipped with both a left G-action and a right S action.

Quillen defined the space F
.
= U/S, and showed how the product space X × F can be used

to encode information about how G acts on X . Some general properties of F are outlined in the

following lemma (5.9). Note that if g ∈ G and uS ∈ F , then the action of G on F is defined by

g · (uS) .
= guS. Fix an embedding of the compact Lie group G into a unitary group U , and let

k = Z/pZ for p an odd prime.

Lemma 5.9. Let G be a compact Lie group, and fix an embedding into a unitary group U . Let

X be a compact G-space, and let F
.
= U/S be defined as above. Let the field of coefficients for

cohomology be k = Z/pZ. Then, with G acting diagonally on X × F ,

1. For (A, c) ∈ Q(G,X), (X×F )A 6= ∅. Also, let (x, e) ∈ X×F , and say that e
.
= vS for v ∈

U , then G(x,e) is an elementary abelian p-subgroup of G. Specifically, G(x,e) = Gx ∩ vSv−1.

2. Let [A, c] ∈ Q′(G,X) (i.e. [A, c] is maximal w.r.t ≤,) then for each (x, e) ∈ c × FA,

G(x,e) = A.

3. Take [A, c], [B, d] ∈ Q′(G,X), and suppose G · (c× FA)∩G · (d× FB) 6= ∅, then [A, c] =

[B, d].

4. For [A, c] ∈ Q′
max(G,X), dim(H∗

G(X × F )) = dim(H∗
G(G · (c× FA))).

5. Let (x, e) ∈ X × F , (x, e) 6∈ ∐[A,c]∈Q′
max(G,X)G · (c× FA), then

dim(H∗
G(x,e)

) < dim(H∗
G(G · (c× FA))), for all [A, c] ∈ Q′

max(G,X).
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Proof. (1) A acts diagonally on X × F , and by definition of Quillen’s category of pairs, we know

that XA 6= ∅. To see that FA 6= ∅, consider that S is the diagonal elementary abelian p-group in

U , and use that A is abelian to simultaneously diagonalize the matrices in A. That is, there exists a

unitary matrix u ∈ U such that u−1Au ⊆ S, and therefore a(uS) = uS for all a ∈ A. In particular,

uS ∈ FA. Thus, (X × F )A 6= ∅.

To prove the second statement, suppose (x, e) ∈ X × F , with e
.
= vS for v ∈ U . For any

g ∈ G with g · (x, e) = (x, e), it must be true that gx = x and ge = e (G is acting diagonally.)

Since gx = x we immediately see that G(x,e) ⊆ Gx. Also, ge = e ⇔ gvS = vS ⇔ v−1gv ∈ S.

Therefore, G(x,e) = Gx ∩ vSv−1.

Finally note that vSv−1 is elementary abelian, and G(x,e) is a subgroup, so G(x,e) is also ele-

mentary abelian.

(2) Suppose that [A, c] ∈ Q′(G,X). Let e = uS ∈ FA, and let x ∈ c ⊆ XA. We have that

A ⊆ Gx, since x ∈ XA. Also, for every a ∈ A, a · (uS) = uS, so u−1au ∈ S ⇔ a ∈ uSu−1.

Therefore, A ⊆ Gx ∩ uSu−1 = G(x,e). Note that we did not need the maximality hypothesis for

this direction of the inclusion.

Now we will show that G(x,e) ⊆ A. Let b ∈ Gx ∩ uSu−1 = G(x,e). Define A′ = 〈A, b〉.

Note that b commutes with everything in A since A ⊆ G(x,e), and G(x,e) is elementary abelian.

Therefore, A′ is commutative and all of its elements have order p, and it too is elementary abelian.

Now, x ∈ XA′
since A′ = 〈A, b〉 and both A and b fix x (Recall that b ∈ Gx and x ∈ XA.)

Then, there exists a unique connected component c′ of XA′
which contains x. Note that (A′, c′) ∈

Q(G,X).

By construction we have that XA′ ⊆ XA, and so c′ ⊆ c. Therefore, [A, c] ≤ [A′, c′]. By the

maximality assumption on [A, c], it must be true that [A, c] = [A′, c′]. This equality means that A

and A′ are conjugate, but in this case we also have A ⊆ A′, so in fact A = A′. Therefore, b ∈ A.

Since b was chosen arbitrarily, we have shown that G(x,e) = Gx ∩ uSu−1 ⊆ A.

(3) Take (z, f) ∈ G · (c×FA)∩G · (d×FB). Suppose (z, f) = g1(x1, e1) = g2(x2, e2), where

g1, g2 ∈ G, x1 ∈ c, x2 ∈ d, and e1 = u1S ∈ FA, e2 = u2S ∈ FB.
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By the previous part of this lemma,G(x1,e1) = A andG(x2,e2) = B. Now,G(z,f) = g1G(x1,e1)g
−1
1

= g1Ag
−1
1 , and G(z,f) = g2G(x2,e2)g

−1
2 = g2Bg

−1
2 . Let h = g−1

1 g2, then A = hBh−1.

Then, XA = hXB. Since multiplication by h is a homeomorphism, in particular, it establishes

a bijection between the connected components of XB and XA. Since x1 ∈ c and x2 ∈ d and

x1 = hx2, we conclude that c = hd. Therefore, (A, c) ∼ (B, d).

(4) Let (A, c) ∈ Q′
max(G,X), Quillen’s theorem implies that dim(H∗

G(X)) = rk(A). From

part 1 of this lemma, XA 6= ∅ ⇔ (X × F )A 6= ∅, so using Quillen’s theorem for the space

X × F , we have dim(H∗
G(X × F )) = rk(A). Another application of Quillen’s theorem implies

that dim(H∗
G(G · (c× FA) = max{p-rk(G(z,f)) : (z, f) ∈ G · (c× FA)}.

Pick a (z, f) ∈ G · (c× FA), we may write (z, f) = g · (x, e) for some g ∈ G, x ∈ c, e ∈ FA.

Then, G(z,f) = gG(x,e)g
−1. By part 2 of this lemma, G(x,e) = A, so G(z,f) ∼ A. Therefore, all the

isotropy for points in G · (c × FA) are maximal rank elementary abelian subgroups of G. Thus,

dim(H∗
G(G · (c× FA)) = rk(A).

(5) Let [A, c] ∈ Q′
max(G,X), so by Quillen’s theorem d(H∗

G(X)) = rk(A). Take (x, e) ∈

X × F with (x, e) 6∈ ∐[A,c]∈Q′
max(G,X)G · (c × FA). Define B

.
= G(x,e), and note that B is an

elementary abelian p-subgroup of G.

By definition of B, (x, e) ∈ (X × F )B which implies that XB 6= ∅. Therefore, B ∈ Q(G,X).

Since A is of max rank, rk(B) ≤ rk(A).

Suppose that rk(B) = rk(A). Let d be the unique component of XB containing x. Then by

definition, [B, d] ∈ Q′
max(G,X). This implies that (x, e) ∈ d× FB, with [B, d] ∈ Q′

max(G,X),

but this contradicts the assumption on (x, e). Therefore, rk(B) < rk(A), and by Quillen’s theorem

this is the same as d(H∗
G(x,e)

) < d(H∗
G(X)).

Quillen used the following result to prove the two main theorems of the last section(5.6,

5.8), and we make use of this result in the next section. Recall that a sequence of modules

A
h

// B
f

//

g
// C is called an equalizer sequence when 0 −→ A

h−→ B
f−g−−→ C is an exact se-

quence.
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Lemma 5.10. ( [22] Lemma 6.5) The following is an equalizer sequence of HG(X)-modules:

H∗
G(X)→ H∗

G(X × F ) ⇒ H∗
G(X × F 2);

defined by applying the equivariant cohomology functor to the sequence

X × F × F
π13

//
π12

// X × F π1
// X,

where π is the projection map onto the indicated components.

Quillen then shows there is an isomorphism of HG(X)-modules

H∗
G(X × F ) ∼= H∗

G(X)⊗Z/pZ H
∗(F ).

If r ∈ HG(X), x ⊗ y ∈ H∗
G(X) ⊗Z/pZ H

∗(F ), then the HG(X)-module structure is defined by

r · (x⊗ y) .= (x · r)⊗ y, i.e. by only acting on the first factor.

The following description of the space F comes in handy when proving lemma 5.14 of the

next section. Describe a point in F as a pair {(l1, . . . , ln); (v∗1, . . . , v∗n)}. Each li is a line in C
n,

and all lines are mutually orthogonal. Since we are working over C, where a line has two real

dimensions, we can pick a vector vi which lives on the unit circle of the plane defined by li. Then,

v∗i is defined to be the orbit of vi under the group of pth roots of unity living in the corresponding

copy of S1 ⊆ C
n.

For any g ∈ G, and {(l1, . . . , ln); (v∗1, . . . , v∗n)} ∈ F , the group action is defined by

g · {(l1, . . . , ln); (v∗1, . . . , v∗n)} = {(gl1, . . . , gln); (gv∗1, . . . , gv∗n)}.

For example, let u ∈ U(n) be a matrix which is a representative for a point uS ∈ F . Using the

notation above, the ith column of u spans the line li. Since the columns of a unitary matrix form

an orthonormal basis of Cn, the li’s are mutually orthogonal. Express the matrix u by its columns

79



as: u = [u1| · · · |un]. We can choose the vectors vi (as in the notation above) to equal the ui. We

see this as follows: Suppose that w ∈ U(n) and wS = uS, so that w−1u ∈ S. This implies that

there exists a diagonal matrix D ∈ S, such that u = wD. Say the ith diagonal element of D is

ξi, a pth root of unity. We see that u = [ξ1w1| · · · |ξnwn], or put another way, each column of w is

found by rotating a column of u by a pth root of unity in the corresponding plane. In fact, we see

that every unitary matrix which can serve as a representative for the point uS can be found in this

way, which validates the description of points in F as pairs {(l1, . . . , ln); (v∗1, . . . , v∗n)}.

5.3 A Localization Theorem of Duflot

The material developed in this section is leveraged to prove the main theorem of this paper

(Theorem 6.8). We do not present all of the details of Duflot’s localization proof, however we will

sketch a proof by explaining the most important ideas. Much like Quillen, Duflot passes a problem

about H∗
G(X) to the space H∗

G(X × F ), and uses the nice properties of F established in the last

section to prove her result.

Definition 5.11. Let G be a group, X a G-space, and let (A, c) ∈ Q(G,X).

• NG(A, c)
.
= {g ∈ G : gAg−1 = A} ∩ {g ∈ G : gc = c}

• CG(A, c)
.
= {g ∈ G : ga = ag, ∀a ∈ A} ∩ {g ∈ G : gc = c}

• WG(A, c)
.
= NG(A, c)/CG(A, c)

In the case thatX is just a point, we omit the c’s from the notation. e.g. NG(A) instead ofNG(A, c).

Duflot Localization Theorem:

Theorem 5.12. ( [9] Theorem 3.2) Suppose that (A, c) is a maximal pair of Q(G,X). Then there

is an isomorphism

H∗
G(X)[p(A,c)]

(res)p(A,c)−−−−−−→ H∗
CG(A,c)(c)

WG(A,c)
[p(A,c)]

.
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Remark: In the original paper [9], it was not clear whether the localization was ordinary lo-

calization or graded localization. In [10], Duflot makes this distinction clear, and we’ve added the

brackets here to indicate graded localization.

First, let’s make explicit how WG(A, c) acts on H∗
CG(A,c)(c) (forget any localization for the

time being.) For any n ∈ NG(A, c), we have the conjugation map on the pair (CG(A, c), c) →

(CG(A, c), c) which sends (g, x) to (ngn−1, nx). Refer to this map as ·n, and the induced map

on equivariant cohomology as n∗ : H∗
CG(A,c)(c) → H∗

CG(A,c)(c). Recall that inner-automorphisms

act trivially on equivariant cohomology, therefore if n ∈ CG(A, c) then n∗ = id on H∗
CG(A,c)(c).

Therefore, WG(A, c) has a well-defined action on H∗
CG(A,c)(c).

Another preliminary observation is that the restriction map takes H∗
G(X) into the ring of in-

variants H∗
CG(A,c)(c)

WG(A,c). This follows from the commutative diagram of pairs:

(G,X) ·n
// (G,X)

(CG(a, c), c)

i

OO

·n
// (CG(A, c), c)

i

OO

In the diagram ·n is the conjugation map defined above, and i is inclusion. By applying equivariant

cohomology we get a corresponding commutative diagram:

H∗
G(X)

resGC
��

H∗
G(X)n∗

oo

resGC
��

H∗
CG(A,c)(c) H∗

CG(A,c)(c)
n∗

oo

Now, lemma 4.1 implies that the conjugation map n∗ on H∗
G(X) is the identity map, so commu-

tativity implies that n∗ ◦ resGC = resGC , thus demonstrating that restriction lands in the ring of

invariants.

The remainder of the section comprises a sketch of a proof of Duflot’s localization theorem.

The central method of her proof is to take advantage of the following sequence of maps for a pair
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[A, c] ∈ Q′
max(G,X):

H∗
G(X)

1©−→ H∗
G(G · (c× FA))

2©−→ H∗
NG(A,c)(c× FA)

3©−→ H∗
CG(A,c)(c× FA)WG(A,c) (⋆)

Let’s investigate each of these maps in turn. Map (1) is a restriction map coming from the inclu-

sion of pairs
(

G,G · (c× FA)
)

→֒ (G,X). Map (2) is an isomorphism and is explained in the

following lemma and proof:

Lemma 5.13. ( [9] Lemma 3.4) For a maximal pair [A, c] ∈ Q′
max(G,X), there is an isomorphism

H∗
G(G · (c× FA)) ∼= H∗

NG(A,c)(c× FA)

Proof. Let θ : G ×NG(A,c)

(

c× FA
)

→ G ·
(

c× FA
)

be the map defined by θ([g, (x, f)])
.
=

(gx, gf). On the left side, NG(A, c) acts diagonally on G × (c × FA). For n ∈ NG(A, c) and

g ∈ G the action of NG(A, c) on G is defined by n · g = gn−1. Similarly, on the right side, G

acts diagonally on c × FA. It’s then straight-forward to check that θ is well-defined, continuous,

surjective, and open. By construction, θ is G-equivariant.

We now show that θ is injective, and is thus a G-equivariant homeomorphism. Suppose that

(gx, gf) = (hy, he) are images of [g, (x, f)] and [h, (y, e)] respectively. Take the element n =

g−1h. If we can show that n ∈ NG(A, c), then [x, (x, f)] = [h, (y, e)].

By lemma 5.9, Gf is an elementary abelian p-group. Then, B
.
= Gx∩Gf is also an elementary

abelian p-group. Further, since x ∈ XA and f ∈ FA we have A ⊆ B, which implies XB ⊆ XA.

Since x ∈ XB, there exists a component d ⊆ XA which contains x, and therefore (A, c) ⊆

(B, d) ∈ Q(G,X). However, (A, c) was assumed to be a maximal pair, and therefore (A, c) =

(B, d). The same argument on B′ = Gy ∩Ge implies that (A, c) = (B, d) = (B′, d′).

By hypothesis, (h−1g)x = y and (h−1g)f = e. Since n
.
= g−1h, we must have that n·Gy·n−1 =

Gx, and n · Ge · n−1 = Gf (note: the action on the right by n−1 means multiply by n on the left.)

Therefore, n · B′ · n−1 = B, and also nd = d′. Putting it all together, since A = B = B′ and

82



c = d = d′, we have n·A·n−1 = A and nc = c proving that n ∈ NG(A, c), and θ is aG-equivariant

homeomorphism.

Now, θ induces the homeomorphism

θG : EG×G

(

G×NG(A,c)

(

c× FA
))

→ EG×G

(

G ·
(

c× FA
))

where [e, [g, (x, f)]] 7→ [e, (gx, gf)].

By this definition we get:

EG×G

(

G×NG(A,c)

(

c× FA
)) ∼= [EG×G G]×NG(A,c) [c× FA]

∼= EG×NG(A,c) (c× FA)

Observe that EG serves as a model for ENG(A,c), so that EG×NG(A,c) (c× FA) is the total space

of the associated fiber bundle for the pair (NG(A, c), c × FA). Thus, θG gives a homeomorphism

on the total spaces, and taking cohomology gives the result.

Let’s return to the third map in Duflot’s sequence (⋆) of equivariant cohomology maps,

H∗
NG(A,c)(c× FA)

3©−→ H∗
CG(A,c)(c× FA)WG(A,c).

This map is a restriction map coming from the inclusion of pairs

(CG(A, c), c × FA) →֒ (NG(A, c), c × FA). Duflot shows that the map is an isomorphism. We

outline the relevant ideas in what follows.

Since we have fixed an embedding of G →֒ U(n), we get a unitary representation of A by re-

stricting the embedding map, let’s call this representation φ. Since A is abelian, the set of matrices

in φ(A) commute, so we can simultaneously diagonalize these matrices by some matrix Q. i.e. for

all a ∈ φ(A), Q−1aQ is a diagonal matrix. Further, since the matrices of φ(A) are unitary, Q is

unitary too (it is a change of basis matrix between orthonormal bases.) Then, for any a ∈ φ(A),

the columns of Q form a set of eigen-vectors for a with corresponding eigenvalues coming from
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the diagonal entries of Q−1aQ. Thinking geometrically, each column of Q spans a complex line in

C
n which is fixed by all the transformations a ∈ φ(A).

In the language of representation theory, we can be said to have found a set of 1-dimensional

irreducible representations of φ, whose corresponding characters χi assign to each transforma-

tion a ∈ φ(A) its ith eigenvalue (the ith diagonal entry of Q−1aQ). Say there are k distinct

1-dimensional characters {χ1, . . . , χk}, the corresponding columns of Q give an orthogonal de-

composition: Cn = V1⊥ · · · ⊥Vk. If vdim(Vi) = ni, then n = n1 + · · ·nk.

Recall from the last section the description of the space F = U/S where a point in F is given

by a pair {(l1, . . . , ln); (v∗1, . . . , v∗n)}. Using this description of F and the decomposition of Cn by

the irreducible characters of φ, we get the following description of the fixed point set FA:

FA =
˙⋃

σ∈Σ(n1,...,nk)
σ · (F (V1)× · · · × F (Vk)) . (⋆⋆)

Here F (Vj) denotes the flag space of the vector space Vj , elements of the flag space are a choice

of ordering on the basis lines of Vj , and the corresponding orbits in the unit circle for each line.

The action by σ serves to permute the ordering of the basis given by the flag on each Vj . Then,

if σ = (i11, . . . , i1n1 ; i12, . . . , i1n2 ; . . . ; ik1, . . . iknk
), we have a permutation which indicates how to

swap the ordered basis lines on each F (Vj). i.e.

σ ·
{

(l1, . . . , ln1 ; ln1+1, . . . , ln1+n2 ; . . .) ; (v
∗
1, . . . , v

∗
n1
; v∗n1+1, . . . v

∗
n1+n2

; . . .)
}

7→
{

(

li11 , . . . , li1n1
; li21 , . . . , li2n2

; . . .
)

; (v∗i11 , . . . , v
∗
i1n1

; . . .)
}

Also, it’s clear that σ ·F (Vj) gives a different flag than F (Vj), and so the disjoint union in equa-

tion (⋆⋆) is justified. To see that equation (⋆⋆) really is an equality, we only need to recall that the

basis lines for each Vj come from simultaneously diagonalizing the matrices in the representation

of A. On the right hand side of (⋆⋆) we have different orderings of these basis lines, but clearly

they are still fixed by A. On the other hand, any ordered collection of lines (and orbits) in F which

are preserved by A have to come from this same collection of lines.
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As topological spaces, σ · F (Vj) is homeomorphic to F (Vj) for every σ (since the only differ-

ence is an ordering of bases). And since F (V1)× · · · ×F (Vk) is connected and closed, we see that

these really are the connected components of FA.

Lemma 5.14. ( [9] pg. 99) For any pair (A, c) ∈ Q(G,X), WG(A, c) acts freely on the set of

components of (c× FA)i, i = 1, 2.

Proof. Let’s show that CG(A) fixes each component of FA. A component of FA has the form

σ · (F (V1)× · · ·F (Vk)). Since σ only permutes the order of lines in each flag space, we begin by

showing that for a given line l ∈ Vj , and for any choice g ∈ CG(A), g · l ∈ Vj . Say that l is the

C-span of a unit vector v. For any a ∈ A, ga = ag, so that ga ·v = ag ·v. On the left hand side, we

know that a acts on v by multiplication by the jth irreducible character of the unitary representation

of A, so ga · x = gχj(a)v = χj(a)g · v. Therefore, a · (g · v) = χj(a)(g · v). In other words, g · v

is an eigenvector for a with eigenvalue χj(a), and so g preserves the line spanned by v. Also note

that the orbit of v under the pth roots of unity in the line l is carried along by the action of g. Since

we’ve shown that CG(A) preserves each line in Vj , it must preserve the flag F (Vj) (which just

orders these lines). Since CG(A) preserves each flag, it preserves the product F (V1)×· · ·×F (Vk),

and hence any permutation of the ordering of bases, i.e. any σ ·(F (V1)× · · · × F (Vk)). Now, since

CG(A, c) ≤ CG(A), it’s true that for all g ∈ CG(A, c) and for all components d of FA, gd = d.

Finally, we need to verify that any element of NG(A) which fixes a component of FA is in the

centralizer. Let g ∈ NG(A) be such that g · (F (V1)× · · · × F (Vk)) = (F (V1)× · · ·F (Vk)). Then,

g takes lines in Vj to lines in Vj for each j. Then, if a ∈ A, and x ∈ Vj , we have a · (gx) =

χj(a)gx = g · (χj(a)x) = g · ax, so a−1g−1agx = x for every x and every a. Therefore, a−1g−1ag

is the identity transformation in U(n), and we have that g centralizes A.

Since NG(A, c) ≤ NG(A), and the components of c × FA are of the form c × d, where d is a

component of FA, if n ∈ NG(A, c), we know that n(c×d) .= nc×nd .
= c×nd. Then, n(c×d) =

c × d if and only if nd = d, which by the statements above happens only when n ∈ CG(A), and

since n was assumed to be in NG(A, c), it follows by definition that n ∈ CG(A, c).
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Corollary 5.15. ( [9] Lemma 3.5) If (A, c) ∈ Q(G,X), thenWG(A, c) acts freely on π0(c×(FA)i),

and Hq
CG(A,c)(c× (FA)i) is a free Z/pZ[WG(A, c)]-module for all i ≥ 1 and all q ≥ 0.

Lemma 5.16. ( [9] Lemma 3.6) For (A, c) ∈ Q(G,X), there is an isomorphism

H∗
NG(A,c)(c× FA) ∼= H∗

CG(A,c)(c× FA)WG(A,c).

Proof. LetEN be a choice of model for the total space of the universal principalNG(A, c)-bundle.

Since CG(A, c) is a subgroup of NG(A, c), we can take EN as a model for the total space of the

universal principal CG(A, c)-bundle. Let Z = c × FA, and let W = WG(A, c). Consider the

map EN ×CG(A,c) Z → EN ×NG(A,c) Z, which sends a class represented by (e, z) to a class

represented by (e, z) (only the quotient has changed.) We see that the fiber over any point [e, z] ∈

EN ×NG(A,c) Z is in bijective correspondence with elements of W . In fact, we get a principal

W -bundle: W → EN ×CG(A,c) Z → EN ×NG(A,c) Z.

The homotopy theory of universal principal bundles tells us that everyW -bundle is “classified"

by the universal W -bundle, so we get a commutative diagram of G-bundles:

EN ×CG(A,c) Z //

��

EW

��

EN ×NG(A,c) Z // BW

Now, the map EN ×CG(A,c) Z → EN ×NG(A,c) Z → BW is a Serre fibration, and we may apply

the Serre spectral sequence (see [22] for a definition). The E2-term of the Serre spectral sequence

converges: Hp(BW ; {Hq
CG(A,c)(Z)}) ⇒ Hp+q

NG(A,c)(Z). By the previous corollary, the coefficients

Hq
CG(A,c)(Z) are free modules for all q ≥ 0. Since W is a finite group, we can use the homological

algebraic tools of group cohomology to conclude that Hp(BW ; {Hq
CG(A,c)(Z)}) = 0 for all p > 0

and all q ≥ 0 (essentially since all higher Ext terms vanish on free resolutions).
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Thus, the spectral sequence degenerates so that H0
(

BW, {H∗
CG(A,c)(Z)}

)

∼= H∗
NG(A,c)(Z).

Finally, group cohomology gives us that H0
(

BW, {H∗
CG(A,c)(Z)}

)

∼= H∗
CG(A,c)(Z)

W , and the

result is proved.

We are now ready to present a sketch of a proof of Duflot’s localization theorem (5.12).

Theorem 5.17. ( [9] pg. 100) Fix an [A, c] ∈ Q′
max(G,X) with corresponding minimal prime

p(A,c)
.
= p. The following diagram is commutative, each of the vertical arrows are graded isomor-

phisms of R[p] = HG(X)[p]-modules, and the first and last rows are equalizer sequences.

H∗
G(X)[p] // H∗

G(X × F )[p]
1©

��

//
// H∗

G(X × F 2)[p]

��

H∗
G(G · (c× FA))[p]

2©
��

//
// H∗

G(G · (c× (FA)2))[p]

��

H∗
NG(A,c)(c× FA)[p]

3©
��

//
// H∗

NG(A,c)(G · (c× (FA)2))[p]

��

H∗
CG(A,c)(c× FA)

WG(A,c)
[p]

//
// H∗

CG(A,c)(G · (c× (FA)2))
WG(A,c)
[p]

H∗
CG(A,c)(c)

WG(A,c)
[p]

// H∗
CG(A,c)(c× F )

WG(A,c)
[p]

4©
OO

//
// H∗

CG(A,c)(G · (c× F 2))
WG(A,c)
[p]

OO

Taking the claims of this theorem for granted, Duflot’s localization result is obtained from this

diagram since each square is commutative, all of the vertical arrows are isomorphisms, and then

relating the exact sequence of the first row to the exact sequence of the last row. Let’s investigate

this diagram a bit more thoroughly.

We’ve seen already that vertical arrows 2© and 3© are isomorphisms without the localization.

Vertical arrow 1© comes from a restriction map, but is only an isomorphism after localization. We

have not explained how this map is an isomorphism, the details are explained in lemma 3.3 of [9].

Similarly, arrow 4© comes from a restriction map, but is only an isomorphism after localizing and

taking invariants underWG(A, c). That this map is an isomorphism is also an application of lemma

3.3 of [9].
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The exactness of the first and final rows of Duflot’s diagram 5.17 come from lemma 5.10.

Specifically, apply the result to the pairs (G,X) and (CG(A, c), c) respectively, to get the equalizer

sequences: H∗
G(X) → H∗

G(X × F ) ⇒ H∗
G(X × F 2), and H∗

CG(A,c)(c) → H∗
CG(A,c)(c × F ) ⇒

H∗
CG(A,c)(c × F 2). Since localization is exact, and taking invariants is left exact, we get ex-

actness of the top and bottom rows of Duflot’s diagram 5.17, and conclude that H∗
G(X)[p] ∼=

H∗
CG(A,c)(c)

WG(A,c)
[p] .
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Chapter 6

The Degree of an Equivariant Cohomology Ring

Recall from section 3 of part 1 the definition of the degree of a graded moduleM ∈ grmod(R):

deg(M)
.
= limt→1(1 − t)∗ dimR(M)PSM(t). We proved (Theorem 3.8) a relationship between this

numerical measure and the different notions of graded multiplicity from both commutative algebra

and homological algebra. We also presented (Theorem 3.6) a decomposition of the degree by

considering the irreducible components of Spec(R). In this section we prove the main result of

this part of the dissertation - For equivariant cohomology rings, the algebraic decomposition of

degree by irreducible components has an interpretation using Quillen’s identification of maximal

rank elementary abelian subgroups with minimal primes, and Duflot’s localization result.

6.1 Degree Decomposition of Lynn

This short section is intended to be a snapshot of Lynn’s results [18], and serves simply to give

a flavor of Lynn’s methods, rather than rigorously go through her approach. Her main result is a

summation decomposition of the degree of an equivariant cohomology ring in the case where X is

taken to be a point. This work was the starting point for our more general degree decomposition

of the full equivariant cohomology ring (Theorem 6.8.)

The reason Lynn is unable to produce a degree summation formula for the entire equivariant

cohomology ring seems to stem from a heavy reliance on topological methods (e.g. the Gysin

sequence) to derive results which we have produced using commutative algebra. We also point

out that the results of Lynn require stronger topological hypotheses than our results, namely, her

results require X to be a compact smooth manifold.

Theorem 6.1. ( [18] Theorem 4.21) LetG be a compact Lie group, and letX be a smooth, compact

G-manifold. Let Z = ∪ni=1Zi, where the Zi’s are closed, G-invariant, disjoint submanifolds of X

such that νZi
(the normal bundle) is orientable for all i. Assume that dim(H∗

G(X)) = dim(H∗
G(Zi)
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for all i, and if z 6∈ Z, then dim(H∗
Gz
) < dim(H∗

G(Zi)) for all i. Then,

deg(H∗
G(X)) =

n
∑

i=1

deg(H∗
G(Zi)).

By lemma 5.9, for any [A, c] ∈ Q′
max(G,X) the sub-spaceG·(c×FA) satisfies the hypotheses

of Zi in the above theorem, so we have:

Corollary 6.2. For X a compact, smooth manifold with G a compact Lie group acting smoothly

on X , deg(H∗
G(X)) =

∑

[A,c]∈Q′
max(G,X) deg(H

∗
G(G · (c× FA))

Lynn argues by descent (taking X to be a point), to derive the following summation decompo-

sition of degree.

Main theorem of R.Lynn:

Theorem 6.3. [18] Let G be a compact Lie group, and let Q′
max(G) be the set of conjugacy

classes of maximal rank elementary abelian p-groups of G. Then,

deg(H∗
G) =

∑

[A]∈Q′
max(G)

1

|WG(A)|
deg(H∗

CG(A)).

6.2 Main Theorem on Degree

As usual, we assume that G is compact Lie, and it acts continuously on the Hausdorff space X ,

which is compact or paracompact with finite mod-p cohomological dimension. Fix an odd prime

p, and take k = Z/pZ to be the field of coefficients for cohomology.

We will make use of Duflot’s localization result 5.12, so let’s look a little more closely at the

ring H∗
CG(A,c)(c) for a given pair (A, c) ∈ Q(G,X). A first observation is that H∗

CG(A,c)(c) may

be thought of as a module in the category grmod(HCG(A,c)(c)), or as a module in grmod(HG(X)).

Its structure as a finitely generated, graded module over HG(X) comes from the restriction map

resGC : H∗
G(X) → H∗

CG(A,c)(c) - an application of theorem 5.4. The following lemma relates the

minimal primes of H∗
CG(A,c)(c) given the two different module structures.
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Lemma 6.4. Let [A, c] ∈ Q′
max(G,X). Let R = HG(X), S = HCG(A,c)(c), and denote the

restriction map by resGC : R→ S. Observe that H∗
CG(A,c)(c) is naturally an S-module, and it is an

R-module via the restriction map. Then,

i. Q′
max(CG(A, c), c) = {[A, c]}

ii. pC
.
= ker

(

HCG(A,c)(c)→ HA/
√
0
)

is the unique minimal prime for H∗
CG(A,c)(c) as an S-

module.

iii. (resGC)
−1

(

pC
)

= p, where p
.
= ker

(

HG(X)→ HA/
√
0
)

.

iv. p is the unique minimal prime for H∗
CG(A,c)(c) as an R-module.

v. ∗ℓS
[pC ]

(

H∗
CG(A,c)(c)[pC ]

)

<∞ and ∗ℓR[p]

(

H∗
CG(A,c)(c)[p]

)

<∞; also,

deg
(

H∗
CG(A,c)(c)

)

= ∗ℓS
[pC ]

(

H∗
CG(A,c)(c)[pC ]

)

deg(S/pC)

= ∗ℓR[p]

(

H∗
CG(A,c)(c)[p]

)

deg(R/p).

Proof. (i) We use Quillen’s identification 5.8 of minimal primes with maximal rank classes of

elementary abelian subgroups to show that H∗
CG(A,c)(c) has a unique minimal prime. We have

that A ≤ CG(A, c) since it commutes with its own elements (it’s abelian by definition) and c is

a component of XA. Also, since we supposed (A, c) was a maximal rank pair in Q(G,X), it is

necessarily maximal in Q(CG(A, c), c). Suppose that (B, d) ∈ Q(CG(A, c), c) was some other

maximal rank pair.

Consider the group D
.
= 〈A, b〉 where b is any non-trivial element in B. D is a subgroup

of CG(A, c), and in fact must be an elementary abelian subgroup, for every element a ∈ A has

order p, so the element b has order p, and b commutes with every a ∈ A since it is an element

of the centralizer of A. Thus, D is an abelian group for which every element has order p, i.e.

it is elementary abelian. By the maximal rank assumption on A in G, D and A are elementary

abelian subgroups of the same rank; moreover, since A ⊆ D, they are on the nose equal. Since b
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was chosen arbitrarily in B, we have that A = B. Observe that d = c since d ⊆ cB, but c was

assumed to be a connected component, and is maximal by definition. d is non-empty by definition

of Quillen’s category of pairs, so d and c must be equal. Thus, there is a unique maximal class

[A, c] ∈ Q(CG(A, c), c). Then, Quillen’s theorem implies that pC is a unique minimal prime in

H∗
CG(A,c)(c) proving (ii).

(iii) The following diagram is commutative, the arrows are inclusions, and pt is any point in c:

(G,X) (CG(A, c), c)? _oo

(A, pt)
� ?

OO

*
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By functoriality, there is a commutative diagram:

HG(X)
resGC

//

π◦resGA
��

HCG(A,c)(c)

π◦resCAww

HA(pt)/
√
0

By commutativity, p = resGC
−1(pC).

(iv) By Quillen’s theorem, p is a minimal prime for H∗
G(X) as an R-module. Quillen’s

finiteness theorem gives that resGC : R → S is an integral extension. Let’s show that p is

a minimal prime for H∗
CG(A,c)(c) as an R-module. We need to show that p is minimal over

AnnR(H
∗
CG(A,c)(c))

.
=

{

r ∈ R : resGC(r) · x = 0, for all x ∈ H∗
CG(A,c)

}

. But H∗
CG(A,c)(c) is a uni-

tal ring, so it is clear that AnnR(H
∗
CG(A,c)(c)) = ker(resGC), and by commutativity of the diagram

ker(resGC) ⊆ p. Since p is minimal in R, it must be minimal over AnnR(H
∗
CG(A,c)(c)) and thus is

a minimal prime for H∗
CG(A,c)(c) as an R-module.

Finally, we need to show that p is the unique minimal prime for H∗
CG(A,c)(c) as an R-module.

We use the “lying over theorem" (chapter 5 section 0.) Let q ⊆ R be another minimal prime

for H∗
CG(A,c)(c) as an R-module, “Lying Over" implies there exists a q̃ ∈ Spec(S) such that
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(resGC)
−1(q̃) = q. But, pC is the only minimal prime in Spec(S), so pC ⊆ q̃. Thus, (resGC)

−1(pC) ⊆

(resGC)
−1(q̃) which implies that p ⊆ q, but by assumption q is minimal, and therefore p = q.

(v) For ease of notation, let N
.
= H∗

CG(A,c)(c). Parts ii and iv of this lemma show that p is

a minimal prime for N as an R-module and pC is a minimal prime for N as an S-module. By

Theorem 1.26 from part 1, N[p] is a *Artinian R[p]-module, and N[pC ] is a *Artinian S[pC ]-module,

which proves the claim on finite *length.

To prove the claim on degree, we use the algebraic summation decomposition of degree (The-

orem 3.6 part 1.) We restate the result here: For R any positively graded Noetherian ring with

R0 = k a field, if M ∈ grmod(R), then deg(M) =
∑

p∈D(M) ∗ℓR[p]
(M[p]) · deg(R/p), where

D(M) is the set of minimal primes of M such that ∗ dim(R/p) = ∗dimR(M).

We showed above, in parts ii and iv, that p is the unique minimal prime for N as an R-module,

and pC is the unique minimal prime for N as an S-module. Therefore, by applying the alge-

braic summation decomposition to N as an R-module, there is only one summand: deg(N) =

∗ℓR[p]
(N[p]) deg(R/p), and similarly the summation decomposition applied to N as an S-module:

deg(N) = ∗ℓS
[pC ]

(N[pC ]) deg(S/p
C). Since either formula computes the same number, they are

equal.

We state the following theorem in a general algebraic setting, and will demonstrate an applica-

tion (Theorem 6.6) to the cohomology ring H∗
CG(A,c)(c)

WG(A,c). As it relates to our main theorem

on the degree of equivariant cohomology rings, we aim to localize the invariant ring at the mini-

mal prime p[A,c] ∈ Spec(HG(X)) to produce a decomposition which allows for the computation

of *length. Specifically, we show that ∗ℓ
(

H∗
CG(A,c)(c)

WG(A,c)
p[A,c]

)

may be computed from the order

of the group WG(A, c) and ∗ℓ
(

H∗
CG(A,c)(c)p[A,c]

)

. In general settings, computing the length of an

invariant ring can be complicated, and may require some knowledge of invariant theory. For this

particular case, the free WG(A, c)-action simplifies things considerably.

Theorem 6.5. Let L be a Z-graded k-algebra for a field k (concentrated in degree 0,) and let P

be a graded L-module. Suppose the following:
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• π0 is a finite set indexing a direct sum decomposition of P by graded sub-modules. Specif-

ically, P = ⊕c∈π0Pc, where each Pc is a finite dimensional vector space over k in each

degree.

• W is a finite group which acts as a group of graded L-module automorphisms on P .

• W acts freely on the set π0, and in such a way that respects the decomposition of P ; that is,

for any x ∈ Pc, w · x ∈ Pw·c.

Given these suppositions, we prove that:

i. Let c1, . . . , ct ∈ π0 be a set of representatives for the orbits of W on π0. Note that t =

|π0|/|W |. For each j from 1 to t, define P [j] = ⊕w∈WPwcj . Then, P [j] is a graded submod-

ule of P with respect to both L and k[W ]. Also, P = ⊕t
j=1P [j].

ii. P is a free k[W ]-module. Here, k[W ] is regarded as a graded ring concentrated in degree 0.

iii. PW is isomorphic as a graded L-module to ⊕t
j=1Pcj .

iv. If P is a *Artinian L-module, then so is PW and,

∗ℓL(P ) = |W | ∗ ℓL(PW ).

Proof. (i) Note that for each j, P [j] really is an “internal" direct sum since for any w, w̃ ∈ W ,

Pwcj = Pw̃cj if and only if w = w̃ (this is due to the free action of W on the components.)

Therefore, Pwcj ∩ Pw̃cj = {0}.

The fact that P [j] is a graded L-submodule follows because the given decomposition

P = ⊕cPc is by graded L-submodules, and P [j] is a just a particular sum of these sub-modules,

so certainly the L-module structure is preserved. The k[W ]-multiplication on P [j] is closed since

the W -action on P is free on components, and P [j] contains the full orbit of Pcj under W . Note

that all W -actions preserve grading by hypothesis.
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Using the given decomposition P = ⊕cPc along with the fact that we’ve picked c1, . . . , ct

as representatives for the orbits under W (and hence P [j] ∩ P [i] = 0 for i 6= j) gives us the

decomposition by orbits: P = ⊕t
j=1P [j].

(ii) To show that P is a free k[W ]-module, we appeal to the graded structure on P and use

the decomposition P = ⊕t
j=1P [j] to produce a k[W ]-basis. Specifically, let {e1, . . . , en} be a k-

vector space basis for the degree d homogeneous component of Pcj . We claim that {e1, . . . , en} is a

k[W ]-basis for the degree d component P [j]d ⊆ P [j]. By picking a k-basis for every homogeneous

component, and every j, we get a k[W ]-basis for P = ⊕t
j=1P [j] (note that the basis will not be

finite in general.)

Let x ∈ P [j]d, and use the decomposition by orbits to write x as the unique sum: x =
∑

w∈W xw, xw ∈ Pw·cj . By properties of the W -action, w−1xw ∈ Pw−1wCj
= Pcj for each

w. Use the vector space basis of Pcj to write w−1xw =
∑

α(w)ei where α(w) ∈ k. Thus,

x =
∑

w xw =
∑

w

∑

iwα(w)ei, which is in the k[W ]-span of the {e1, . . . , en}.

It remains to be seen that the basis is linearly independent. Suppose
∑

i ξiei = 0 for ξi ∈

k[W ]. For each i, write ξi as a linear combination
∑

w∈W α(w)w, α(w) ∈ k. Then,
∑

i ξiei =
∑

i

∑

w α(w)wei =
∑

w

∑

i (α(w)wei). Now for each w ∈ W , w · {e1, . . . , en} is contained in

Pwcj , and w · {e1, . . . , en} is a vector space basis for the degree d homogeneous component of Pwcj

because w is a graded automorphism of P .

Using the fact that P [j] is an internal direct sum (since W acts freely on components), we get

that
∑

w

∑

i (α(w)wei) = 0 if and only if
∑

i (α(w)wei) = 0 for each w ∈ W . Put another way,

we are in the situation where for each w ∈ W there is a k-subspace Pwcj , and taken all together,

these subspaces are mutually disjoint. Then, for every individual subspace we picked a set of basis

vectors, and took a linear combination of all the basis vectors across all of the subspaces. This

linear combination can only sum to 0 if the linear combination taken on each individual subspace

is 0, because of the fact that all subspaces are mutually disjoint.
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Now,
∑

i (α(w)wei) = 0 for each w, so it must be true that w−1
∑

i (α(w)wei) = 0. Dis-

tributing the w−1 gives
∑

i (α(w)ei) = 0. Since {e1, . . . , en} is a vector space basis, we get that

α(w) = 0 for every i and for every w. Therefore ξi = 0 for all i.

(iii) Define θj : Pcj → P [j] by x 7→ ∑

w∈W w · x. Since each w acts as a graded L-module

homomorphism, and θj is a linear combination of these homomorphisms, it’s clear that θj is a

graded L-module homomorphism. Further, θj is injective since P [j] is an internal direct sum, so

the only way
∑

w∈W w · x = 0 is if w · x = 0 for every w. Assuming W is a non-trivial group, this

occurs only if x = 0.

We claim that the image of θj is P [j]W . If we can show the claim to be true, the result is ob-

tained since invariants distribute over direct sums of k[W ]-modules. i.e. PW = ⊕t
j=1

(

P [j]W
) ⊕jθj−−→

⊕t
j=1Pcj is an isomorphism.

Let x ∈ Pcj . We may write x uniquely as x =
∑

w∈W xw. Then, for all g ∈ W ,

g · θj(x) = g ·
∑

w∈W

w · x

=
∑

w∈W

g · w · x

=
∑

w∈W

(g · w) · x

=
∑

w̃∈W

w̃ · x

= θj(x).

The re-indexing by w̃ is due to the fact that W is a finite group, so any element g ∈ W acts as an

automorphism of W . In other words, multiplication by g just permutes the order of the summands,

but of course that doesn’t change the sum itself. Therefore, Im(θj) ⊆ P [j]W .

Let x ∈ P [j]W , and write x uniquely as
∑

w∈W xw. For every g ∈ W , g · ∑w∈W xw =
∑

w∈W gxw. Since gxw ∈ Pgwcj , and
∑

w∈W g · x = x for every g, we see that the action of

every g ∈ G is simply to permute the summands xw of x. Let xw∗ be the summand of x that is
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in Pcj . For each g ∈ W , there is one summand of x corresponding to xg−1w, and g · xg−1 ∈ Pcj ,

so g · xg−1 = xw∗ . Therefore, each g ∈ W sends the summand xw∗ to a unique summand xgw∗

of x, and taking the orbit of xw∗ under W recovers all of the summands of x. In other words,

θj(xw∗) =
∑

w∈W wxw∗ = x, and therefore, P [j]W ⊆ Im(θj).

(iv) Note that for each w and each cj , ∗ℓ(Pcj) = ∗ℓ(Pwcj) since W acts as a group of automor-

phisms, and must preserve length of submodules. Now we use that *length adds over direct sums

along with the decompositions established in this theorem: ∗ℓL(P ) =
∑t

j=1

∑

w∈W ∗ℓL(Pwcj) =

|W |∑t
j=1 ∗ℓL(Pcj) = |W | ∗ ℓL(PW ).

Theorem 6.6. Let [A, c] ∈ Q′
max(G,X). Consider H∗

CG(A,c)(c × FA) as an HG(X)-module. Let

p ∈ Spec(HG(X)) be the minimal graded prime corresponding to [A, c] under Quillen’s identifi-

cation. Then,

i. ConsiderH∗
CG(A,c)(c×FA) as a gradedHG(X)-module. Let π0 be the connected components

of c× FA, and let W = WG(A, c). Then,

(a) H∗
CG(A,c)(c× FA) is a free k[WG(A, c)]-module.

(b) If ci, 1 ≤ i ≤ t, are the representatives for the orbits of WG(A, c) acting on the set of

components of c× FA, then

H∗
CG(A,c)(c× FA)WG(A,c) ∼= ⊕t

i=1H
∗
CG(A,c)(ci).

ii. ∗ℓHG(X)[p]

(

H∗
CG(A,c)(c× FA)

WG(A,c)
[p]

)

= 1
|WG(A,c)|

∗ ℓHG(X)[p]

(

H∗
CG(A,c)(c× FA)[p]

)

Proof. We begin by showing that the hypotheses of the previous theorem (6.5) are met: Recall that

the W -action on H∗
CG(A,c)(c×FA) is induced by NG(A, c) acting by conjugation on CG(A, c), and

by multiplication on c and F . In corollary 5.15 we demonstrated that W acts freely on the set of

connected components of c × FA for any [A, c] in Quillen’s category. In section 5.3, we gave a

description of the connected components of FA by permutations of a flag space, of which there are
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only a finite number, and therefore there are only a finite number of connected components of FA.

Correspondingly, π0(c × FA), the set of connected components of c × FA, is a finite set, say of

size t.

For each w ∈ W , since w∗ has inverse (w−1)∗, each w∗ is an automorphism (graded) of

H∗
CG(A,c)(c× FA). Further, Quillen shows that W is a finite group ( [23]).

An elementary property of cohomology is that it adds over connected components. In this case,

for any q ≥ 0, Hq
CG(A,c)(c × FA) = ⊕ci∈π0H

q
CG(A,c)(ci). Since W acts freely on π0(c × FA), the

action on cohomology respects this direct sum decomposition.

Therefore, we are in position to apply Theorem 6.5: H∗
CG(A,c)(c × FA) is a free k[WG(A, c)]-

module frollows from part ii of 6.5, andH∗
CG(A,c)(c×FA)WG(A,c) ∼= ⊕t

i=1H
∗
CG(A,c)(ci) follows from

part iii.

Finally, localizing H∗
CG(A,c)(c × FA) at the minimal prime p gives us a *Artinian HG(X)p-

module (Corollary 1.30), and so we apply part iv of 6.5 which completes the proof.

Theorem 6.7. Let R = HG(X), and suppose that p ∈ Spec(R) is a graded minimal prime such

that ∗ dim(R/p) = ∗ dim(R), and (A, c) ∈ Q(G,X) is a maximal pair which corresponds to p

under Quillen’s identification (5.8). Then,

∗ℓR[p]
(H∗

G(X)[p]) =
1

|WG(A, c)|
∗ ℓR[p]

(H∗
CG(A,c)(c)[p]).

Proof. In this computation abbreviate CG(A, c) to CG, WG(A, c) to W , let R = HG(X), and

k = Z/p . We prove this theorem in five steps.

1) We use lemma 5.10, which is Quillen’s result that H∗
G(X × F ) ∼= H∗

G(X) ⊗Z/pZ H
∗(F ).

Now, F is a finite dimensional compact manifold, so H∗(F ) is a finite dimensional graded vector

space over k, let’s say it has dimension m. We use that *length adds over the tensor (lemma 1.17.)

Specifically,

∗ℓR[p]
(H∗

G(X × F )[p]) = ∗ℓR[p]
(H∗

G(X)[p] ⊗ ∗ℓZ/pZ(H∗(F )) = ∗ℓR[p]
(H∗

G(X)[p] ·m.
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2) Refer back to the diagram of theorem 5.17. The first vertical arrow of this diagram is an

isomorphisms: H∗
G(X × F )[p] ∼= H∗

CG
(c× FA)W[p] .

3) Part ii of Theorem 6.6, proved that we can rewrite the *length of H∗
CG(A,c)(c× FA)[p]:

∗ℓHG(X)[p]

(

H∗
CG(A,c)(c× FA)

WG(A,c)
[p]

)

=
1

|WG(A, c)|
∗ ℓHG(X)[p]

(

H∗
CG(A,c)(c× FA)[p]

)

.

4) By referring again to the diagram of theorem 5.17, the fourth vertical arrow gives an isomo-

morphism:

H∗
CG(A,c)(c× FA)[p] ∼= H∗

CG(A,c)(c× F )[p].

5) As in step 1, we apply Quillen’s result: H∗
G(X × F ) ∼= H∗

G(X) ⊗Z/pZ H
∗(F ), except this

time we replace G by CG, and X by c. Thus, H∗
G(c× F ) ∼= H∗

CG
(c)⊗Z/pZ H

∗(F ).

Putting these five results together gives us the following computation:

∗ℓR[p]
(H∗

G(X)[p])
(1)
=

1

m
∗ ℓR[p]

(H∗
G(X × F )[p])

(2)
=

1

m
∗ ℓR[p]

(H∗
CG

(c× FA)W[p]))

(3)
=

1

m

1

|W | ∗ ℓR[p]
(H∗

CG
(c× FA)[p])

(4)
=

1

m

1

|W | ∗ ℓR[p]
(H∗

CG
(c× F )[p])

(5)
=

1

m

1

|W | ·m · ∗ℓR[p]
(H∗

CG
(c)[p])

=
1

|W | ∗ ℓR[p]
(H∗

CG
(c)[p])

We are now in position to prove our main result of the dissertation.
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A Geometric Decomposition of Degree for Equivariant Cohomology:

Theorem 6.8. Let G be a compact Lie group which acts continuously on a topological space X .

All cohomology will be taken with coefficients in Z/p for p prime. Let X be either compact or

paracomapact with finite mod-p cohomological dimension. Then,

deg(H∗
G(X)) =

∑

[A,c]∈Q′
max(G,X)

1

|WG(A, c)|
deg(H∗

CG(A,c)(c)).

Also, recall the algebraic decomposition of degree (theorem 3.6) for a graded module M ∈

grmod(R):

deg(M) =
∑

p∈D(M)

∗ℓR[p]
(M[p]) · deg(R/p).

Our proof establishes that for M = H∗
G(X), and R = HG(X), each decomposition is indexed

over equivalent sets and the summands are equal term-by-term. Thus, the result can be understood

as a “geometric" interpretation of the algebraic sum formula.

Proof. For ease of notation let M = H∗
G(X), and R = HG(X). Let N = H∗

CG(A,c)(c), and

S = HCG(A,c)(c).

Let’s apply the algebraic decomposition of degree to M as an R-module (Theorem 3.6, which

is applicable since H∗
G(X) ∈ grmod(HG(x)).) Then,

deg(M)=
∑

p∈D(M)

∗ℓR[p]
(M[p]) · deg(R/p).

Recall that D(M)
.
= {q ∈ Spec(R) : dim(R/q) = dimR(M)}. By Quillen’s main theorem 5.6,

there is a bijective correspondence between D(M) andQ′
max(G,X), the set of maximal classes of

maximal rank in Quillen’s category.

Now, the *length factor in each summand of the degree formula may be re-written using the

previous theorem (6.7):

∗ℓR[p]
(M[p]) =

1

|W | ∗ ℓR[p]
(N[p]).
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Let [A, c] be any element of Q′
max(G,X), and consider the corresponding primes

p
.
= ker

(

resGA : H∗
G(X)→ HA/

√
0
)

, and pC
.
= ker

(

resGA : H∗
CG(A,c)(c)→ HA/

√
0
)

. In Lemma

6.4, we compared the sum formula for the degree of N given its R and S-module structures. In

particular, we showed that the degree of N has only one term in the sum decomposition, which

may be computed using either module structure as:

deg(N) = ∗ℓS
[pC ]

(

N[pC ]

)

deg(S/pC)

= ∗ℓR[p]

(

N[p]

)

deg(R/p).

We therefore have the computation:

deg(M) =
∑

p∈D(M)

∗ℓR[p]
(M[p]) · deg(R/p)

=
∑

[A,c]∈Q′
max(G,X)

1

|WG(A, c)|
∗ ℓR[p]

(N[p]) deg(R/p)

=
∑

[A,c]∈Q′
max(G,X)

1

|WG(A, c)|
∗ ℓS

[pC ]
(N[pC ]) deg(S/p

C)

=
∑

[A,c]∈Q′
max(G,X)

1

|WG(A, c)|
deg(N).
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Chapter 7

Future Work

Chapters 1 and 2 of part 1 of this dissertation provided an account of the transition of Serre’s

theory of multiplicities to the Z-graded category. Chapter 3 narrowed the line of inquiry to the

positively graded case, and we reviewed the degree invariant. Our account of graded multiplicities

could be made richer by re-working chapter 3 for the Z-graded category. If A is a Z-graded

ring with A0 Artinian, and M a finitely generated graded A-module, one could define a modified

Poincare series for M ∈ grmod(A) by PM(t)
.
=

∑∞
−∞ ℓA0(Mi)t

i. It would then be desirable to

relate this to a modified degree invariant.

In the positively graded case, we saw two important features of the degree. (1) Its relation to

multiplicity: deg(M) = ∗eR(M,I,D(M))
d1···dD(M)

. (2) The algebraic summation decomposition: deg(M) =
∑

p∈D(M) ∗ℓR[p]
(M[p]) · deg(R/p). We hope that similar results could be produced in the Z-graded

category, for *local rings A. In fact, since we’ve already defined graded multiplicity and graded

systems of parameters in grmod(A), one might simply take the definition of degree in the Z-graded

case to be (1).

For M ∈ grmod(R), R a positively graded Noetherian ring, the algebraic summation decom-

position of degree is indexed by the minimal primes ofM which have maximal dimension. In [27],

Vasconcelos considers various ways of extending this measure. He defines a geometric multiplicity

by summing over all minimal primes, not just the ones of maximal dimension, and he defines the

arithmetic multiplicity by summing over all associated primes. Now, if p is an associated prime,

and not a minimal prime, M[p] is no longer *Artinian and so the term ∗ℓR[p]
(M[p]) in the sum de-

composition needs to be replaced. A suitable replacement is found in the zeroth local cohomology

group H0
p (M), whose graded localization turns out to be a *Artinian R[p]-module (see [11].) Thus,

the arithmetic degree is defined
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Adeg(M) =
∑

p∈AssR(M)

∗ℓR[p]
(H0

p (M)p) · deg(R/p).

The zeroth local cohomology group has a natural interpretation in the context of irredundant

primary decompositions ofM ( [11]). In [10], Duflot proves a result on the primary decomposition

of equivariant cohomology rings with embedded components. Perhaps this result can be used to

ascertain a better understanding of these extended degree formulas. A good starting point would

be to work out the extended degree in the case where G is the extra-special p group of order p3

and exponent p. Duflot [10] explicitly describes all associated primes of the cohomology ring of

G, and in fact, there is only one embedded prime. Given her efforts, the extended degree for this

example may be computed without too much difficulty.

A more long-term research goal will be to understand how these algebraic results on localiza-

tion, multiplicity, degree, etc. fit into the homotopy theoretic picture of equivariant cohomology

using Lannes’ T-Functor [17]. The basic idea is that mod p cohomology is a functor from the

category of topological spaces into the category of graded, unstable modules over the Steenrod

algebra, Up. In this category, for every elementary abelian p-group A, H∗(BA,Z/p) is an injective

object. We can define N as a nilpotent module if and only if HomUp
(N,H∗(BA,Z/p)) = 0 for

all elementary abelian p-groups A.

For each elementary abelian p-subgroup of G, there is the restriction map resGA : H∗
G(X) →

H∗
A. Using restriction, we get the mapH∗

G(X)→ lim.inv(A,c)∈Q(G,X)H
∗
A.Quillen’s F -isomorphism

theorem (pg. 575 of [23]) states that this map is a homomorphism with certain nilpotent phe-

nomenon. This theorem may be re-interpreted in terms of nilpotent modules. Compare the follow-

ing theorem [14] to Quillen’s F -isomorphism theorem: A group G is a Quillen group if and only

if the following is an isomorphism,

HomUp
(H∗(BG, k), H∗(BA, k))← HomUp

(

inv.limV ∈Q(G,X)H
∗(BV, k), H∗(BA, k)

)

.
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Using Lanne’s T-Functor, one can obtain higher order information about H∗
G(X) using nilpo-

tent modules. We would like to understand if algebraic results on H∗
G(X), like those that were the

focus of this dissertation, are compatible with the homotopy theoretic perspective of Lannes’.
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