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ABSTRACT

SIMULATION OF ALPINE SNOW DISTRIBUTIONS IN THE NORTHERN
COLORADO ROCKY MOUNTAINS USING A NUMERICAL SNOW-TRANSPORT
MODEL

Two methodologies for simulating winter snow distributions in alpine terrain are presented.
First, a numerical snow-transport model (SnowTran-3D) is driven from direct meteorolog-
ical observations, and second, SnowTran-3D is driven from a regional atmospheric model
(ClimRAMS). In each case the simulated snow distributions are compared to observed
snow depth transects within two alpine sites in the Northern Colorado Rocky Mountains,
Rocky Mountain National Park, and Medicine Bow Mountains. The atmospheric condi-
tions at these sites are characterized by persistent westerly winds with average speeds of 13
m/s, which is significantly greater than the threshold for snow transport (approximately
5 m/s). Consequently, snow redistribution by wind is the dominate component in this en-
vironment. Drift features in these areas form around rocks, alpine vegetation, and small
and large topographic variations. The model successfully simulated the large-scale snow
drifts, but due to the relatively coarse resolution of the vegetation and topographic data
inputs (30 m), the model was unable to reproduce some of the smaller scale snow drift
features. The model built large drifts in the upper regions of the east facing cirques in
Rocky Mountain National Park, in regions where large perennial snow fields are observed.
The model results support the theory that snow transport by wind is an important factor

in sustaining these snow fields.

Ethan M. Greene
Atmospheric Science
Colorado State University
Fort Collins, Colorado 80523
Fall 1999
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Chapter 1

INTRODUCTION AND PREVIOUS WORK
1.1 Introduction

The redistribution of snow by wind is a major contributing factor to the spatial and
temporal distribution of seasonal snowcovers. In alpine environments it is a dominant
force behind the distribution of snow (Balk and Elder 2000; Billings 1973; Daly 1984;
Elder et al. 1991), and also plays a key role in determining the amount of snowcover
returned to the atmosphere by sublimation (Schmidt 1972, 1991). Hence, the physical
processes associated with blowing and drifting snow are of importance to a wide scope
of disciplines. The ability to accurately simulate or predict snow redistribution by wind
can improve spring runoff predictions in terms of both magnitude and spatial variability,
especially in areas where snow has been blown into a neighboring drainage catchment
(Luce et al. 1998). Redistribution of snow also affects the spatial distribution of early-
season soil moisture which can directly influence agriculture production (Olienyk 1979),
and alpine vegetation germination and growth (Evans et al. 1989; Walker et al. 1993). Re-
liable calculations of snow-mass redistribution by wind into avalanche-path starting zones
would allow more accurate avalanche stability predictions, assisting avalanche forecasters
in their efforts to safeguard highways and ski areas, and provide stability information for
backcountry areas (Perla 1970: LaChapelle 1980; Buser et al. 1985; Schmidt and Hartman
1986; Ferguson et al. 1990; McClung and Schaerer 1993; Birkeland 1997). Improvements
in our understanding and ability to simulate the erosion and deposition of seasonal snow
are expected to assist advancements in hydrology, agriculture, and avalanche forecasting
and safety. In the current study, the three-dimensional snow-transport model (SnowTran-

3D) developed by Liston and Sturm (1998) is applied to two alpine sites in Colorado.



The central feature of each study area are regions above treeline and north/south running
ridgelines. Atmospheric forcing inputs for the SnowTran-3D simulations are provided by,
1) meteorological observations, and 2) output from a regional climate model. In each case
the modeled snowdrift distribution is compared to the observed snow distribution.

The objective of this study is to evaluate our ability to simulate the physical processes
which govern the distribution of seasonal snow in an alpine environment. To accomplish
this we will use a numerical snow-transport model which has been shown to adequately
simulate these processes in an Arctic environment (Liston and Sturm 1998). We will also
examine the simulated snow distribution when the snow-transport model is driven with
1) direct meteorological observations, and 2) atmospheric fields generated by a regional
atmospheric modeling system. In each case, available atmospheric data are used to guide
the modeling portion of the study. Snow depth observations are observed along linear

transects over varying terrain and used as validation for the model results.

1.2 Previous Work

There have been many previous efforts to model snowdrift formation. Many of these
efforts have approached this process as a two-dimensional problem (Berg and Caine 1975;
Tabler 1975; Berg 1986; Uematsu et al. 1989; Liston et al. 1993; Sundsbg 1997, Naaim
et al. 1998). These studies examined snow transport over a barrier, creating snow-
distribution profiles on the windward and lee sides of the barrier. Moore et al. (1994)
used a two-dimensional model to study how snow drifting occurred around buildings in
the Antarctic. The Prairie Blowing Snow Model (Pomeroy et al. 1993) included important
processes such as sublimation in a blowing snow model capable of simulating equilibri-
um transport under steady-state conditions. Fewer studies have attempted to model the
three-dimensional distribution of snow deposited by wind. Using a model which computed
the air flow and predicted snowdrift rates, Uematsu (1993) simulated snowdrifts over a
level surface, and Uematsu et al. (1991) simulated wind-flow patterns and snow distribu-
tions around a small building and small hill. Pomeroy et al. (1997) modified the Prairie

Blowing Snow Model for use in the Arctic. Their study utilized a vegetation data set



which defined areas as either sources or sinks of blowing snow. The model was driven by
monthly-mean climatological data and produced an end-of-winter snow distribution. A
rule- and cell-based model of snow transport and distribution has also been applied to
a three-dimensional snow-distribution problem in Scotland (Purves et al. 1998). Gauer
(1998) used a three-dimensional numerical model to simulate snow-transport processes at
an alpine site in Switzerland. The snow-transport model contains two layers. The mass
concentrations with the turbulent suspension layer and saltation layer are computed and
interactions between the two are accounted for. The Navier-Stokes equations are solved
to compute the wind field and the model accounts for the mass-concentration increase of
airborne snow due to particle ejection. Liston and Sturm (1998) developed and used a
model to reproduce the three-dimensional, wind-modified snow distribution in Arctic Alas-
ka. This model performed well for a site which included complex terrain devoid of trees.
Previous researchers have used data from one or more meteorological stations to drive
their snow-transport model. In Chapter 3 a similar methodology is followed. In Chapter
4 the output from an atmospheric modeling system is used to drive the snow-transport

model.



Chapter 2

MODEL DESCRIPTION
2.1 SnowTran-3D

SnowTran-3D was developed to simulate blowing snow processes in complex terrain
(Liston and Sturm 1998). The snow-transport model is fully three-dimensional, in that it
is implemented in two horizontal dimensions (z and y), and evolves the snow and snow-
water-equivalent depth (the z dimension) over a topographically-variable domain. The
model considers only transport variations resulting from accelerating and decelerating
flow (i.e., convergent and divergent wind fields). The model does not account for non-
equilibrium transport due to temporal wind-speed accelerations and decelerations (e.g.,
transport variations due to turbulent wind fluctuations). The topography within the
model domain can vary from flat, to gently rolling, to highly varying, such as regions
containing sharp ridges, gullies, or valleys.

Figure 2.1 illustrates the key input parameters (solar radiation, precipitation, wind
speed and direction, air temperature, humidity, topography, vegetation snow-holding ca-
pacity), the key processes (saltation, turbulent-suspension, sublimation), and the key out-
puts (spatial distribution of snow erosion and deposition) from the model. The six primary
components of the snow-transport model are: 1) the computation of the wind-flow forcing
field, 2) the wind-shear stress on the surface, 3) the transport of snow by saltation, 4) the
transport of snow by turbulent suspension, 5) the sublimation of saltating and suspended
snow, and 6) the accumulation and erosion of snow at the snow surface, a lower boundary
that is allowed to move with time.

The foundation of this snow-transport model is a mass-balance equation which de-

scribes the temporal variation of snow depth at a point. Deposition and erosion, which
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Figure 2.1: Key features of the snow-transport model applied to topographically-variable
terrain (from Liston and Sturm 1998).

lead to changes in snow depth at a point are the result of 1) changes in horizontal mass-
transport rates of saltation, Qs (kg m™! s™!); 2) changes in horizontal mass-transport
rates of turbulent-suspended snow, Q; (kg m~! s™!); 3) sublimation of transported snow
particles, Q, (kg m~? s™!); and 4) the water-equivalent precipitation rate, P (m s™!).

Combined, the time rate of change of snow depth, { (m), is

% = p—ls (pw P- (dd% + ﬁ‘ + dd% + d‘gt) - Qv)-, (2.1)

where £ is time in s, £ and y are the horizontal coordinates in m of the west-east and north-

3

south directions, and ps and p,, are the snow and water density in kg m™, respectively.

Fiéure 2.2 provi,des a schematic of this mass-balance accounting. Equation (2.1) is solved
for each individual grid cell within a domain, and is coupled to the neighboring cells
through the spatial derivatives (d/dz,d/dy). Complete details of the formulation of each
term in Equation (1) can be found in Liston and Sturm (1998).

To drive the snow-transport model, the model requires a reference-level wind-flow
field over the domain of interest for each time step. This wind field is generated by

taking observed wind speeds and directions, and interpolating them to the model grid. To

account for topographic influences, the wind distribution is modified by multiplying by an
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Figure 2.2: Schematic of the SnowTran-3D snow-transport model mass-balance computa-
tion (from Liston and Sturm 1998).



empirically-based weighting factor, W,
W = 1.0 4+ 758 + 7S, (2:2)

where €, and (2. are the topographic slope and curvature, respectively, in the direction of
the wind, and 7, and ~. are positive constants that weight the relative influence of {25 and
2. on the wind speed. The slope and curvature are computed such that lee and concave
slopes produce 2, and ). less than zero, and that windward and convex slopes produce
), and (). greater than zero. Thus, lee and concave slopes produce reduced wind speeds,
and windward and convex slopes produce increased wind speeds.

The availability of snow for transport is determined by defining a snow-holding ca-
pacity, C,(m), for each vegetation type or land-surface classification within the domain.
This capacity is a function of vegetation height and density. Snow accumulates until the
depth exceeds the vegetation snow-holding capacity. Once the snow depth exceeds the

capacity, any additional snow is available for transport.

2.2 ClimRAMS

The Regional Atmospheric Modeling System (RAMS) was developed at Colorado
State University predominantly to facilitate research into mesoscale and regional, cloud
and land-surface atmospheric phenomena and interactions (Pielke 1974; Tripoli and Cot-
ton 1982; Tremback et al. 1985; Pielke et al. 1992; Walko et al. 1995a). This model is
fully three-dimensional; nonhydrostatic (Tripoli and Cotton 1980); includes telescoping,
interactive nested-grid capabilities (Clark and Farley 1984; Walko et al. 1995b); supports
various turbulence closure (Deardorff 1980; McNider and Pielke 1981; Tripoli and Cotton
1986), short and longwave radiation (Mahrer and Pielke 1977; Chen and Cotton 1983,
1987; Harrington 1997), initialization (Tremback 1990), and boundary condition schemes
(Pielke et al. 1992); includes a land-surface, energy-balance submodel which accounts for
surface fluxes due to vegetation, open water, and snow (Mahrer and Pielke 1977; McCum-
ber and Pielke 1981; Tremback and Kessler 1985; Avissar and Mahrer 1988; Lee 1992;

Liston et al. 1999); and includes several cloud microphysical submodels describing liquid



and ice processes related to clouds and precipitation (Meyers et al. 1992; Meyers 1995;
Schultz 1995; Walko et al. 1995a). In numerous publications RAMS has been shown to
successfully simulate weather processes. For the purposes of this study, multi-month sim-
ulations are required. To fulfill that need, a climate version of RAMS (ClimRAMS) has
been used (Liston and Pielke 1999)

In order to realistically simulate fall, winter and spring climates the model must
account for the effects of seasonal snowcover. Recent additions to ClimRAMS make multi-
seasonal simulations possible (Liston and Pielke 1999). In the model, snow accumulates on
the ground when the temperature of the lowest layer in the atmospheric model is less than
2°C. The snowcover is represented by one layer of constant density and thermal properties.
The surface albedo of the snow is modified depending on whether the snow is dry (albedo
= 0.8) or melting (albedo = 0.6) (Gray and Male 1981; Cline 1997); for thin snowcovers
(less than 5 cm snow-water equivalent), the albedo changes linearly to the albedo of
the underlying surface with decreasing snow depth. Snowcover also modifies the ground
heat flux computation and the surface roughness. When the snow melts in the model it
contributes directly to the soil moisture. Snow is assumed to fall through the vegetative
canopy where it modifies the under-canopy radiation budget; interception by the vegetative
canopy is not taken into consideration. Each vegetation type is assigned a characteristic
height, and once the snow depth exceeds that height, the surface characteristics become
that of snow rather than the vegetation.

The ClimRAMS land-surface scheme includes all the terms required to satisfy a sur-
face energy balance, and the energy available to melt snow is computed within this scheme.
Incoming shortwave radiation is a function of time of day and year, and is attenuated as
it passes though the atmosphere. Longwave radiation is emitted and absorbed by the
atmosphere. The vegetative canopy reduces the amount of radiation incident on the sur-
face below. The longwave fluxes from the vegetated and bare surfaces are a function of
the surface temperatures. The latent energy flux is a function of atmospheric pressure,
air density, wind speed, and the vapor pressure gradient above the surface. The sensible

energy flux is a function of air temperature, stability, wind speed, and the temperature



gradient between the lowest level of the atmosphere and the surface. The surface energy
balance is solved to yield the surface temperature. In the presence of snow, surface tem-
peratures greater than 0°C resulting from the surface-energy balance indicate that energy
is available for melting. The heat energy available for melting is computed by setting the

surface temperature to 0°C and recomputing the surface-energy balance.



Chapter 3

SNOWTRAN-3D FORCED BY METEOROLOGICAL OBSERVATIONS
3.1 Introduction

The first method used to simulate the snow drifting process was to drive SnowTran-
3D from direct meteorological observations. During this portion of the study, a weather
station was installed near Montgomery Pass, Colorado. The data collected at this site,
in combination with SNOTEL data, were used as the atmospheric forcing required by
SnowTran-3D. Observations of snow depth taken along a two-dimensional transect were

used to evaluate the performance of the model simulation.

3.2 Site Description

Montgomery Pass is situated in an alpine portion of the northern Colorado Rocky
Mountains. The pass lies in the Colorado State Forest section of the Medicine Bow
Mountains, north of Rocky Mountain National Park and Colorado Highway 14. At an
elevation of 3333 m, Montgomery Pass is above treeline and part of a north/south oriented
ridgeline (Figure 3.1).

The simulation domain is centered on the ridgeline containing Montgomery Pass. The
pass lies near the southern boundary of the domain (Figure 3.2). Elevations within the
simulation domain range between 3175 and 3521 meters above sea level. The domain is
2.7 km along the north/south axis, 2.25 km along the east/west axis, and includes dense

forest cover on both sides of the ridgeline.
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m intervals.
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3.3 Field Procedures

In mid-December 1997, a 3 m tower and instrumentation array were installed on the
ridgeline 800 m north of Montgomery Pass (Figure 3.2 and 3.3). The array contained
instruments capable of recording air temperature, relative humidity, wind direction, and
wind speed. Thirty-minute averages of these observations were recorded on a Campbell
CR-10 data logger. The weather station was in place from December 1997 until April
1998. Precipitation measurements were obtained from the snow pillow at the Natural
Resources Conservation Service SNOTEL site at Joe Wright. The Joe Wright site lies 4
km to the southeast of the weather station at 3066 m above sea level.

On February 18, 1998 the snow depth was observed along an east/west-running tran-
sect. The transect extended from the east treeline to the west treeline and crossed the
ridge crest near the weather station site. Using a set of probes marked in 10 cm incre-
ments, snow depth measurements were taken at 5 m intervals along this transect (Figure

3.4). These data were used to verify the SnowTran-3D simulations.

3.4 Methodology

For this portion of the study the model used a 30 m grid over the previously-described
domain (Figure 3.1). Temporal integrations were computed daily for 56 days. This time
period spanned from the installation of the weather station (December 24, 1997), until
the snow depth transect was observed (February 18, 1998).

Many studies have shown that precipitation amounts vary with location and elevation
in mountainous terrain (Hjermstad 1970; Baopu 1995; Johnson and Hanson 1995; Snook
and Pielke 1995; Obleitner and Mayr 1996). The simulations for this study were initially
run with the observed precipitation from the Joe Wright SNOTEL site. These simulations
produced a snowdrift distribution similar to that observed. However, the modeled drift
mass was less than the observed drift mass. In order to compensate for the difference
in elevation between the study site and the Joe Wright SNOTEL site, the precipitation
was increased until the model-simulated drift mass was within 1% of the observed. This

compensation for elevation differences increased the period precipitation by 2%. The
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Figure 3.3: The Montgomery Pass Weather Station. Looking west of the Medicine Bow
Mountains into North Park.
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Figure 3.4: Observational transect of snow depth (m) taken on February 18, 1998.
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combination of the atmospheric data collected by the instrumentation array, and the
adjusted precipitation data from the SNOTEL site were used to drive SnowTran-3D during
these simulations.

Since the initial snowdrift distribution was unknown, the model was initialized with
the October through December precipitation from the Joe Wright SNOTEL site. The
initial precipitation was subject to the same elevation compensation as the daily precip-
itation. This initial snowcover was assigned a density of 350 kg/m?; the average density
observed from snowpits in the study area. To run SnowTran-3D, several other parameters
must be defined, such as the threshold shear stress, the surface roughness length, and
the vegetation snow-holding capacity. Values for the parameters used in the simulation
are summarized in Table 3.1. In addition, the atmospheric forcing data used to drive the
model (air temperature, relative humidity, wind speed, wind direction, and precipitation)

are given in Figure 3.5.

Table 3.1: User-defined constants used in model simulations.

Cy vegetation holding snow-capacity (m)
5.0  evergreen trees
0.003 alpine tundra

20yeq vegetation roughness length (m)
0.8  evergreen trees (Pielke 1984)
0.1  alpine tundra

f 500.0 equilibrium fetch distance (m) (Pomeroy et al. 1993)

us, 0.25 threshold wind shear velocity (m/s) (Schmidt 1986)
2040w 0-005  snow roughness length (m)

Te 400 topographic curvature weighting factor

T, 10  topographic slope weighting factor

L 3.0  scaling constant for non-equilibrium saltation transport

ps  350.0 snow density (kg/m3)

O 0.5 cloud cover faction




17

Relative Humidity
®
038338

-

e

s

1JAN  GUAN 11JAN 16JAN 21JAN 26JAN 1FEB GFEB 11FEB 16FEB

NN
oo,

Wind Speed
(m/s)

oooO,m

26DEC 1JAN GJAN 11JAN 1BJAN 21JAN 26JAN {FEB GFEB 11FEB 16FEB

g 360 7

§§270 ................

og 180 ......

;év 90 ‘ :

0 260EC 1JAN GUAN 11JAN 16JAN 21JAN 26JAN 1FEB G6FEB 11FEB 16FEB

1997 1998

H 0.034"

©..0.024 o s g

48‘50.01'-

@ 0 : /\ .
260EC 1JAN GUAN 11JAN 16JAN 21JAN 26JAN 1FEB G6FEB 11FEB 16FEB
1997 1998
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3.5 Results

The model was able to adequately simulate the snow drift distribution across the
terrain barrier (Figure 3.6). Persistent westerly winds with velocities greater than 5 m/s
(Figure 3.5) eroded the majority of the snow on the west side of the terrain barrier and
transported it to the east side. The model left the winter snowpack unaltered within the
treed areas, while in the above-treeline areas the snowpack was eroded down to the surface
holding capacity (Table 3.1). The general snow-distribution profile and the relationships
between treed windward and lee slopes are illustrated in Figure 3.7, where the simulated
snow depth has been enhanced by a factor of three in order to make it easier to see the
snow distribution. On the east side of the terrain barrier, the model deposited the snow
in a well-defined row of drifts that run parallel to and between the ridge-crest and the
eastern treeline (Figure 3.8). This snow distribution trend, scoured on the east side with
a large drift on the west, was observed to be present along the entire ridgeline (Figure
3.9).

As part of the snow-transport scheme, the model computes the mass of snow returned
to the atmosphere due to sublimation of the blowing snow. Dividing this value by the
total precipitation input (both initialized and daily precipitation) yields the mass fraction
of the snow removed by sublimation. Figure 3.10 shows that over the ridge-crest between
9 and 15% of the snow was returned to the atmosphere by sublimation. Isolated points
along the terrain barrier sublimated up to 30% of the period precipitation. These numbers
are consistent with the findings of Pomeroy and Gray (1995), and Liston and Sturm (1998)

for regions of the Canadian Prairies and North American Arctic.

3.6 Discussion

The model simulation produced a snowdrift profile which compares well with the
observed profile. Figure 3.6 shows that the simulated drift has a similar slope and width
to the observed drift. The model was also able to simulate the rapid decrease in snow
depth at the transition from treeline to alpine tundra on the west side of the terrain barrier

(Figures 3.6 and 3.8). The maximum depth of the observed drift is nearly 2 m greater
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20

Height above sea level (m)
g

3300
600m 700m 800m 900m 1000m 1100m 1200m 1300m 1400m
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Figure 3.9: Looking south from the Montgomery Pass Weather Station. The snow distri-
bution is similar to that depicted in Figure 3.6 and to that observed along the ridgeline.
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than the simulated drift. We consider this result acceptable due to the difference in grid
increment between the observations and the model grid (model Az = 30 m, observation
Az = 5 m). Although the observations show a peak depth of 5.5 m, it is a sharp peak
occurring over a distance of 10 m. At the current resolution, the model is unable to resolve
features of this scale.

It is difficult to obtain a quantitative value for the amount of sublimation which
should occur in this type of environment. The governing physical processes are nonlinear
and cannot be directly measured. The model calculates the amount of sublimation using
the atmospheric fields provided. However, we have no way of determining the error in
these calculations. If our precipitation estimates do not adequately compensate for the
elevation differences, the sublimation calculations will be in error.

The least substantiated method used during this study was the precipitation adjust-
ment for elevation differences. Although it is widely accepted that in mountainous regions
precipitation varies with location and elevation, a method for adjusting precipitation data
that is both reliable and universal has not yet been established. In an alpine area, such as
Montgomery Pass, it is difficult to directly measure snowfall accurately due to relatively
high winds (Larson 1985).

Due to the combined effects of synoptic weather patterns and topography, the domi-
nant wind direction was from the west. This resulted in the majority of the above-treeline
snowpack being eroded from the west side of the ridgeline, and being transported and
deposited on the east side. The model simulated the physical processes associated with
the wind-transport of snow, building a drift on the east side of the terrain barrier whose
location, mass, width, and slope compared well with observations. Given the difference
in scales between the model grid and observation interval, the height of the drift also
compared well with the observations. An improved precipitation data set, obtained from
a position closer to the research site, would have allowed further scrutiny of the model’s

sublimation calculations.



Chapter 4

SNOWTRAN-3D FORCED BY CLIMRAMS

4.1 Flattop Mountain
4.1.1 Introduction

High elevation weather observations in mountainous regions are scarce. In such ar-
eas, where access is often poor, it is impractical to install and maintain weather observing
equipment. Hence for the second portion of this study we strived to compute the three-
dimensional snow distribution with minimal ground observations. In place of direct obser-
vations, output from an atmospheric modeling system was used. The atmospheric forcing
fields were produced by the Colorado State University climate version of the Regional
Atmospheric Modeling System (ClimRAMS). The atmospheric fields from ClimRAMS
were used to drive SnowTran-3D, which in turn simulated the snowcover distribution over
the Flattop Mountain plateau. The goal of this portion of the study is to simulate the
snow-transport processes that occur on the plateau, and reproduce the observed snow
distribution.

The domain of the ClimRAMS and SnowTran-3D simulations was large enough to
encompass both the Flattop Mountain and Montgorhery Pass sites. Due to the lack of
high elevation wind data within Rocky Mountain National Park (RMNP) and the larger
area within the Flattop Mountain site, this portion of the study focused on the Flattop
Mountain site. Within this chapter, we will first discus the procedures and results as they
relate to the Flattop Mountain site. In the second section of this chapter the results at

Montgomery Pass will be discussed.
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4.1.2 Site Description

Flattop Mountain is located in Rocky Mountain National Park (RMNP). It is part
of a north/south oriented plateau that lies on the Continental Divide. The landscape is
classified as alpine, and is characterized by a mosaic of short grass, talus, and boulders.
The elevation of Flattop Mountain is 3757 m, and the majority of the plateau lies within
100 m of the summit. The position of Flattop Mountain and its relation to Montgomery

Pass are shown in Figure 4.1.
4.1.3 Experimental Design

The experimental design for this portion of the study follows a methodology similar to
Chapter 3. There was a field component that collected atmospheric and snow distribution
data. The data obtained during the field portion were used to guide the modeling portion
of the study. However, in this section the atmospheric forcing fields required by SnowTran-

3D were produced by another modeling system, ClimRAMS.
Field Observations

In late November 1997, a series of Hobo temperature sensors were installed along a
transect from Bear Lake to Grand Lake. The purpose of this portion of the field campaign
was to obtain air temperature data within the ClimRAMS simulation domain which could
be used to check the atmospheric fields generated by ClimRAMS. The Hobo sensors and
data loggers were installed on existing objects such as trees and sign posts. Each temper-
ature sensor was placed in a white plastic cup, and the cup was mounted with the opening
facing down (Figure 4.2). This cup served as a radiation and precipitation shield. These
sensors sampled the instantaneous air temperature every 144 minutes (the observation
increment was dictated by the configuration of the data logger) from late November 1997
until early May 1998.

During the period of February 14-16, Dr. Liston and myself camped at treeline on
the east side of Flattop Mountain. During these three days we walked six transects along
the Flattop plateau (Figure 4.3). Along each transect the snow depth was measured at 50

m intervals using probe poles marked in 10 cm increments.
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Figure 4.2: Field setup of Hobo data logger and air temperature sensor. The temperature
sensor is placed in an inverted plastic cup that serves as a radiation and precipitation
shield. The data logger is located in a plastic jar below the radiation shield.
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Figure 4.3: Model topography and location of observational transects. Snow depth in
meters was recorded in 50 meter intervals along each transect. These transects were con-
ducted between February 14 and 16, 1998. Contours of topography are in 30 m intervals.
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In order to compare the observations (50 m spacing) with SnowTran-3D simulations
(Az = Ay = 30 m), the observations needed to be interpolated to the SnowTran-3D grid.
This process was completed using a kriging scheme (Deutsch and Journel, 1998). Kriging
involves combining a collection of generalized, linearized regression techniques in order
to minimize an estimation variance defined from a prior covariance model. The kriged
observations are shown in Figure 4.4. A more detailed explanation of the mathematical

development of kriging is given in Appendix A.

Model Configuration

ClimRAMS

For this study, ClimRAMS was used to simulate the evolution of the atmosphere from
October 1, 1997, through March 31, 1998, a period of 182 days. For these simulations the
model used three nested grids. Grid 1 extended from just off the west coast of the United
States into the central Great Plains at a horizontal grid spacing of 100 km (Az = Ay = 100
km) (Figure 4.5). Grid 2 is nested within Grid 1 and covers northern Colorado and
Southern Wyoming at a horizontal grid spacing of 25 km (Az = Ay = 25 km). Grid 3
covers the mountains of Northern Colorado including Rocky Mountain National Park and
Montgomery Pass at a horizontal grid spacing of 5 km (Az = Ay = 5 km). The model
contains 20 vertical levels. The spacing of the vertical levels was 0.125 km at the lowest
level and increases with increasing altitude, but never exceeds 2 km. Model integrations
for grid one, two, and three were performed using a time step of 120 s, 60 s, and 15 s
respectively.

The model used the present-day vegetation distribution, and the standard RAM-
S methodology to define the vegetation type, areal fraction and leaf area index (Liston
et al. 1999). The vegetation-classification data were obtained from the Earth Resources
Observation Systems (EROS) Data Center Distributed Archive Center (EDC DAAC), lo-
cated at the United States Geological Survey’s (USGS) EROS Data Center in Sioux Falls,
South Dakota (http://edcwww.cr.usgs.gov/landdaac/). The model topography is defined
using a global, 30 arc-second latitude-longitude topographic data set called GTOPO30



31

5km-"/‘

4m
4km<‘,‘
Im
2m
3km 1\ 22U
im
: ' 0.5m
xwmd 17 N
0.25m

{km -

Okm - AN
Okm 1km

Figure 4.4: Snow depth observation after kriging has been performed. Contours are of
topography in 50 m intervals.



32

(50.196, —127.392)

(50.196, —92.608)
A, |
N
ARANS |
? 1 i
| \\ \
/ \ \
I
]
T |
/
| L]
|
|
\ --—‘
N\ l
N |
N
\ {
k‘i
INHIEAY ki
qQ DI I\
(29.870, —122.748) Grid 1 AX = 100 km (29.870, -97.252)
Grid 2 AX = 25 km
Grid 3 AX = 5 km

Figure 4.5: ClimRAMS simulation domain and grid configuration. The corner coordinates
of grid one in degrees latitude and longitude appear in parentheses.



33

(Gesch et al. 1999). These data are also available through the USGS EROS Data Cen-
ter. In processing these data for the CimRAMS grids, procedures were implemented to
ensure compatibility of terrain heights between nested model grids, while allowing higher-
resolution terrain features to be included in the finer grids.

For the simulations utilized during this study, the “dump-bucket” precipitation
scheme was used. This method is the simplest and most computationally-efficient precip-
itation parameterization available in CimRAMS. The scheme is based on an orographic
precipitation model (Rhea 1978) and is currently used in the RAMS forecast model (Cot-
ton et al. 1995). In this parameterization, water vapor in excess of saturation is assumed
to condense. The precipitation amount is then computed and removed from the satu-
rated layer by applying a precipitation efficiency that is a function of the saturated-layer
temperature. The resulting precipitation is assumed to reach the ground without further
interaction within the atmosphere. This method does not distinguish between the various
types of precipitation (e.g., rain, snow, hail), and thus additional information is required
to identify whether liquid or ice-phase precipitation reaches the ground. This delineation
is achieved by assuming that when the air temperature in the lowest atmospheric model
layer is less than 2.0°C, snow reaches the ground; all other conditions lead to rain (Auer
1974).

ClimRAMS uses global, six hourly, reanalysis data sets from the National Centers for
Environmental Prediction (NCEP) (Kalnay et al. 1996) to define the initial and lateral
boundary conditions. The reanalysis data are available on a 2.5° latitude by 2.5° longitude
vertical pressure-level grid. These data were interpolated to Grid 1 and used to update
the lateral boundary conditions of this coarsest grid every 6 hours. This technique forces
the large-scale atmospheric patterns in the model to be consistent with observed patterns,
while allowing the model to adjust to surface changes within the domain and alter small-

scale processes.

The domain for the SnowTran-3D simulations covered an area comparable to the

smallest ClimRAMS grid. The simulation domain encompasses most of Rocky Mountain
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National Park, and extends north past Montgomery Pass and Clark Peak (Figure 4.1).
SnowTran-3D was run over a 1300 km? area, with a grid spacing of 30 m (Az = Ay = 30
m), and used a daily time step, starting October 1, 1997 and ending March 31, 1998.

The topography used in SnowTran-3D was defined using a 30 m digital elevation
model (DEM) from the United States Geological Survey. These data depict similar detail
to a 7.5 minute quadrangle, and cover an area equivalent to six, 7.5 minute quadrangles.

The model also requires vegetation data which corresponds to the DEM. A 30 m
vegetation data set for RMNP was provided by Jill Baron and Melannie Hartmann of
the Natural Resources Ecology Laboratory, Colorado State University. This data set was
modified so that it contained only five vegetation classifications (trees, grass, shrubs, rocks,
water). Although rocks and water are not vegetation, they are part of the landscape and
were therefore included in the vegetation data set. For the areas within the simulation
domain but outside of RMNP, vegetation type was assigned according to elevation. Areas
below 3333 m in elevation were classified as trees. Areas with elevations between 3334
m and 3545 m were classified as grass, and areas above 3546 m were classified as rocks.
These thresholds were determined from observations and the vegetation classification on
USGS maps. For many applications this type of methodology would not be appropriate.
However in SnowTran-3D, the vegetation classification is primarily used to define the snow
holding capacity of the vegetation, and since a more detailed vegetation data set does not
exist, this method was assumed adequate. The vegetation snow-holding capacity, along
with other user defined parameters for SnowTran-3D, are displayed in Table 4.1.

The atmospheric forcing required by SnowTran-3D came from the ClimRAMS simu-
lations. Due to the discrepancy between the grid sizes (Az = Ay = 5 km for ClimRAMS
grid 3, Az = Ay = 30 m for SnowTran-3D), the ClimRAMS data needed to be interpolat-
ed to the SnowTran-3D grid. This process was accomplished using a bilinear interpolator.
This post-processing produced spatially and temporally evolving fields of air temperature,
relative humidity, wind speed, wind direction, and precipitation on the SnowTran-3D grid.

In order to produce a snow distribution which resembled the distribution observed,

we used the limited atmospheric observations we had to guide the modeling portion of this
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Table 4.1: User-defined constants used in model simulations that differ from those defined
in Table 3.1.

Cy vegetation holding-snow capacity (m)
5.0 trees
0.5 shrubs
0.4 grass
0.4 rock

0.001 water/ice

20,eg vegetation roughness length (m) (Pielke 1984)

0.80  trees
0.1 shrubs
0.03  grass
0.01  rock

0.01  water/ice

study. A consistent methodology was followed. The modeled field and the observation
were compared for each atmospheric field that had a corresponding observation. If a
systematic error was detected, a correction was applied to that field.

One technique for determining model skill is to compute the standard deviations of
the modeled and observed data and the root mean squared error (Keyser and Athens 1977;

Pielke 1984). In general skill is demonstrated when:

(a) o = Oobs
(c) Euyp < Oobs

Where o, 001s, E, and Eyp are the standard deviations of the modeled and the observed
field, the root mean squared error, and the unbiased root mean squared error, respectively.
The air temperature data from the Flattop Mountain summit Hobo sensor and the cor-
responding grid cell from the ClimRAMS grid were compared using this technique. The
particular values are:

o = 5.27°C

oobs = 4.26°C
E = 15.67°C

Eyp = 2.53°C
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Since the values of o and o, are very similar (they differ by one), for our purposes
criterion a is satisfied. Criterion c is also satisfied, hence the model demonstrated skill
satisfying two of the above three criterion. However this analysis does indicate the presence
of a model bias.

As a further comparison, the modeled and observed air temperatures were plotted on
the same figure. Although the observed temperatures and the model data are on different
time scales (sample time for the observations is approximately 144 min, and for ClimRAMS
is 1 day) it is evident from this comparison (Figure 4.6) that ClimRAMS is capturing the
large-scale weather features (synoptic signal). However, ClimRAMS consistently produces
colder temperatures than those observed. On average, over the simulation period, this
difference was 11°C. This correction was applied to the modeled air temperature data
used to drive SnowTran-3D.

There were no above treeline wind data available from within RMNP during winter
1997-1998. However, the ClimRAMS simulation domain extended north encompassing
Montgomery Pass. The wind speed data from the Montgomery Pass weather station
were compared with the ClimRAMS grid cell located over Montgomery Pass. Again this
comparison showed that the model was able to capture the synoptic signal, but produced
wind speeds of lesser magnitudes than those observed (Figure 4.7). Over the simulation
period, ClimRAMS on average underestimated the wind speed by a factor of 2.8. Hence
this correction was applied to the wind speed field used in SnowTran-3D.

Many studies have shown that precipitation amounts vary with location and elevation
in mountainous terrain (Hjermstad 1970; Baopu 1995; Johnson and Hanso 1995; Snook
and Pielke 1995; Obleitner and Mayr 1996). Unfortunately there are no precipitation
observations near Flattop Mountain. The closest precipitation observation is a SNOTEL
site at Bear Lake. This site lies 7 km to the east and 850 m below the Flattop Mountain
summit. The total recorded precipitation (October 1 thru February 15) from the snow
pillow at the Bear Lake SNOTEL site was compared to the corresponding ClimRAMS
grid cell. This comparison showed that ClimRAMS underestimated the precipitation by a

factor of 3. This correction was applied to the precipitation field used in SnowTran-3D. It
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is well known that dramatic precipitation gradients occur in mountainous terrain. Using
this technique in no way ensures that the correct amount of precipitation is used in the

model; however, it can be used to estimate the lower limit of that field.
4.1.4 Results

Flattop Mountain and the adjacent plateau are alpine areas characterized by low
lying vegetation and rocks. At an elevation of 3757 m, it can be a truly windy place.
While conducting field work at this site, it was common to observe wind velocities of 20
m/s. The atmospheric fields produced by ClimRAMS for above treeline areas (Figure
4.8), and adjusted as described in the previous discussion, show the average wind speed
during the simulation period to be nearly 15 m/s. The threshold wind velocity for snow
transport is generally considered to be 5 m/s (Schmidt 1980; McClung and Schaerer 1993;
Li and Pomeroy 1997). Hence, in this region, when snow is available for transport there
are strong enough winds to initiate and facilitate snow transport. By examining the
wind direction only when the wind speed is equal to or greater than 5 m/s, the average
direction of transport was determined (Figure 4.9). For the above treeline areas of RMNP,
the average direction of transport is 238°WSW (Figure 4.8). This pattern of persistent
westerly winds with magnitudes greater than the threshold for transport is the first-order
process affecting snow distribution on the plateau.

In mountainous areas where the wind velocities are typically high er;ough to transport
snow, and the wind direction is generally consistent, we would expect to see a scoured
windward side of the mountain range and snow drifting occurring on the leeward side.
This pattern was both observed and simulated during the course of this study. Figure
4.10 depicts the simulated three-dimensional snow distribution on February 15, 1998 (the
date on which the observations were taken). The simulated snow distribution shows that
the model was able to capture the dominant snow transport processes, scouring the plateau
and building deep drifts in the east facing cirques.

Over the western portion of the domain, where the vegetation snow-holding capacity
is shallow enough to be exceeded by the period precipitation, snow transport occurs. In

these areas the wind erodes the snow until only that which is captured by rocks and
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vegetation remains. Throughout the entire domain in areas where the vegetation snow-
holding capacity is not exceeded by the period precipitation, all of the precipitation input
to SnowTran-3D remains. Thus precipitation gradients produced by the 5 km CimRAMS
grid can be seen in the forested areas of the domain. This gradient appears in Figure
4.10 as bands parallel to the ridgeline on either side of the Continental Divide. Along
the plateau where small catchment areas exist, snow drifts were formed. However, for the
most part, the snow was transported to the east side of the plateau and either sublimated
along the way or deposited into drifts on the leeward side of the plateau.

To evaluate the model’s performance on the Flattop Plateau, the ratios of the observed
snow depths to the simulated snow depths were calculated. As previously stated, the snow
depth observations were taken along two-dimensional transects on February 15, 1998. The
ratio of the observed to modeled snow depth for this date is displayed in Figure 4.11. The
average of this ratio, over all six transects, is 0.975. The average is very close to unity
which suggests the model successfully simulated the distribution of snowcover along the
plateau. However, closer examination of Figure 4.11 reveals almost equal areas where
the ratio (observed/model) is quite small, near unity, and quite large. Hence the model
successfully simulated the snowcover distribution over part of the area, but was unable to
capture many of the features observed.

As part of the SnowTran-3D mass balance computation for each grid cell, the mass
of snow removed due to sublimation of airborne snow is calculated. We can estimate
the percent of the annual precipitation input that is returned to the atmosphere due to
sublimation by dividing this calculated value by the amount of precipitation which falls
in that grid cell. The percent of annual precipitation removed due to sublimation for the
Flattop Mountain site is displayed in Figure 4.12. In the majority of the study site, less
than 20% of the seasonal snowcover is removed by sublimation of airborne snow. Keep in
mind that in forested areas the annual precipitation never exceeds the vegetation holding
capacity set in SnowTran-3D. As a result there was never any snow available for transport
and thus no sublimation occurred. However in areas where snow was transported, there are

large sections where greater than 40% of the seasonal snow was returned to the atmosphere
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Figure 4.11: Ratio of observed to modeled snow depth along observational transects for
February 15, 1998. Contours of topography are in 50 m intervals.
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by sublimation. There are also narrow regions along the tops of the east-facing cirques
where more than 100% of the seasonal snow was sublimated. Intuitively it does not
make sense for more than 100% of the precipitation to be removed due to sublimation.
Since snow is continuously being transported into these grid cells, there is a greater mass
concentration of airborne snow than would exist from precipitation alone. Hence more
snow can sublimate out of these grid cells than has fallen into them from precipitation

events.
4.1.5 Discussion

The goal of this portion of this study was to use an atmospheric modeling system
to drive a snow-transport model. Merely using one model to drive another would be of
little significance if the result were not at least intuitively correct. Qur desire was also to
simulate the evolution of seasonal snowcover in a alpine setting. On the large scale, this
goal was accomplished. The simulated snow distribution generally depicts the observed
snow distribution, scouring the snow from the west side of the plateau and depositing it
in large drifts on the east side. The model also built large drifts along the tops of the
east facing cirques along the plateau. These deep drifts were observed and contribute to
the formation of perennial snow fields and glaciers in several of the drainages. As a visual
example of the drifts that form in RMNP, Figure 4.13 shows the Tyndall Glacier. Several
other of the east facing drainages also contain features similar to the Tyndall Glacier.

The depths of the individual drifts are sensitive to the amount of precipitation and
sublimation that occur within the domain. The amount of sublimation that occurs is
sensitive to the air temperature, wind speed, and relative humidity of the atmosphere’s
lowest layer. However, in an area like the Flattop Mountain Plateau where the winds
generally are so strong that the snowcover is reduced to the vegetation snow-holding
capacity in virtually all areas except the drift traps, the location of the snow drifts and the
resulting accumulation patterns are most affected by the wind direction. Hence changes
in the atmospheric fields, with the exception of wind direction, would have little effect on

the location of the major snow drift features produced by this simulation. Rather, such
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Figure 4.12: Percent of year-to-date precipitation which was removed due to sublimation
of airborne snow for the Flattop Mountain Site. This is the distribution for February 15,
1998. Contours of topography are in 50 m intervals.
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Figure 4.13: Tyndall Glacier in August, southeast of Flattop Mountain. Several perennial
snow fields similar to the Tyndall Glacier occur along the east side of the Continental
Divide within Rocky Mountain National Park.
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changes would alter the snow depth and horizontal extent of these snow accumulation
features.

There were many small-scale drifts which the model was unable to simulate. These
drifts are the result of two factors. First, on the plateau there exists gently rolling topog-
raphy. Many of these rolls are large enough that snow drifts form around them. However,
their horizontal extent is small enough that they are not resolved by the 30 m DEM used
by SnowTran-3D. As a result, SnowTran-3D does not produce snow drifts in some of the
areas where they are observed. The presence of such drifts, and the inability of the model
to simulate them can be seen along the C transect in Figures 4.4 and 4.11, respectively.
Second, many drifts occurred in the lee of small to large boulders. These features are large
enough to create snow drifting but are not resolved in the topographic data set.

Although there was careful consideration of site location, the Flattop plateau may
not have been the best site for this study. The landscape on the plateau is a mixture
of short grasses and mid-sized boulders (Figures 4.14 and 4.15). It is an incredibly
windy place, where the relentless westerly winds remove most of the annual snowfall from
the plateau. Snow drifting occurs along shallow depressions and around rocks and rock
piles. Under these conditions SnowTran-3D was able to adequately simulate the snow
distribution, and it did capture the major feature by building large drifts on the lee side of
the plateau. However, the ratio of observed to modeled snow depth on the plateau (Figure
4.11) reveals the weaknesses of the model. In many areas the model merely removed all
of the snow above the determined vegetation snow-holding capacity. Thus, on average
the model obtained the correct result by merely blowing all of the snow away. In places
where terrain features were resolved by the DEM, the model produced snow drifts which
compare well with those observed (transect A in Figure 4.11). These results indicate that
more detailed topographic information is required for the model to resolve the smaller

features of the observed distribution.



49

Figure 4.14: Typical January snow distribution on the east side of the Flattop Mountain

Plateau looking south towards Long’s Peak. This photograph shows snowdrifts occurring
along shrubs and small rocks.
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Figure 4.15: February 15, 1998 on the Flattop Mountain Plateau. Snow drifts are occur-
ring along small rocky areas and shallow terrain roles. -



51

4.2 Montgomery Pass
4.2.1 Introduction

In the previous two chapters, we examined how SnowTran-3D simulates snow redis-
tribution processes using two different sources of atmospheric forcing data. In Chapter 3
direct meteorological observations were used to drive the model, while in Chapter 4 atmo-
spheric forcing fields were produced by ClimRAMS. In this chapter, we will compare these
two methodologies by examining how the simulations conducted for Chapter 4 compare
with the observed snow distribution at the Montgomery Pass site. This comparison is
possible since the model domains of ClimRAMS and SnowTran-3D encompass the Mont-
gomery Pass site. Again the observed snow distribution on a particular day is used to

examine the model’s performance.
4.2.2 Experimental Design

The experimental design is essentially identical to the one described earlier in this
chapter. The same model simulations (both ClimRAMS and SnowTran-3D) from Chapter
4 were used again here. The important difference is that in the previous section all of
the observations used to determine biases in the atmospheric forcing data were from the
Flattop Mountain site (the one exception was wind speed). In this Chapter, the model
data with corrections for the Flattop Mountain site were applied to the Montgomery Pass
site. Thus, this portion of the study evaluates the model and calibration on an independent
uncalibrated observation set. The study site is the same one described in Chapter 3, and

the same observational transect was used as validation for the model results.
4.2.3 Results

The simulated snow distribution produced by the current methodology is very similar
to that produced by the methodology described in Chapter 3. Figure 4.16 shows the
simulated snow distribution produced for the Montgomery Pass area. In the below-treeline
areas, the annual precipitation never excgeded the vegetation snow- holding capacity;

therefore, no snow was available there for transport during the simulation period. In
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the above-treeline areas, the vegetation snow-holding capacity was exceeded early in the
simulation and snow transport was quite prevalent.

The simulation shows that the windward side of the ridgeline was scoured until less
than 0.5 m of snow remained. Since the snow depth in this area exceeded the vegetation
snow-holding capacity, the majority of the annual snowfall was removed by wind erosion.
The model built a narrow drift band on the lee side, parallel to the ridgeline. Portions
of this drift band exceeded 2 m in depth, and the drift depth decreased to the east until
reaching the eastern treeline.

The ratio of observed snow depth to the simulated snow depth is displayed in Figure
4.17. The average of this ratio along the observed transect is 1.254. Since this value is
close to unity, on average the model did a good job of simulating the snow distribution.
However, closer examination of Figure 4.17 reveals that there are sections where the model
either over or under predicted the snow depth. To further scrutinize the performance of
the model, Figure 4.18 shows a comparison of the observed to modeled snow depth in
a profile format. This comparison shows that with the current methodology the model
was able to capture the trend in the snow depth changes. The modeled distribution does
depict the observed decline from treeline on the west side and its correct location. The
peak depth on the lee side is also in the correct location, however, the depth is too shallow
by 3 m.

The percent of the annual accumulated snowfall which was returned to the atmosphere
during snow transport events was again computed for this area. The computation was
completed using the same technique as described in the last two chapters. The amount
of mass removed due to sublimation was divided by the amount of snow which fell as
precipitation during the simulation period. Figure 4.19 shows a similar pattern as was
depicted in Chapter 3 (Figure 3.10). However the sublimation values are higher on the lee
side of the ridgeline. Over the ridgeline they are quite similar, although the area where

greater than 30% sublimated is slightly larger.
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Figure 4.16: Simulated three-dimensional snow distribution for February 15, 1998 pro-
duced by SnowTran-3D for the Montgomery Pass Site using ClimRAMS fields as atmo-

spheric forcing data. Contours of topography are in 25 m intervals.
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Figure 4.17: Ratio of observed to modeled snow depth along observational transect at
Montgomery Pass Site. The observational transect was produced on February 18, 1998.
Contours of topography are in 25 m intervals.
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Figure 4.18: a) Model topography along observational transect through Montgomery Pass
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Figure 4.19: Amount of year-to-date precipitation which has been removed due to subli-
mation of airborne snow at the Montgomery Pass Site. Contours of topography are in 25
m intervals.
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4.2.4 Discussion

The simulated snow distribution for the Montgomery Pass site (Figure 4.16) is very
similar to the one produced in Chapter 3 (Figure 3.8). Using this methodology, SnowTran-
3D was still able to capture the large-scale snow drift features. However, the depth of the
snow drifts produced for this chapter is much less than those shown in Figure 4.16. This
discrepancy is due to the precipitation inputs for SnowTran-3D. ClimRAMS produced
less snow than was observed at the Bear Lake SNOTEL site, and this was accounted
for in the adjustment described for the Flattop Mountain Site. However this comparison
and adjustment were performed for the Flattop Mountain site, and may not adequately
compensate for the amount of precipitation received at the Montgomery Pass site. The
simulated drift profile produced in with the current methodology (driving SnowTran-3D
from ClimRAMS) is quite similar to the one from Chapter 3 (Figure 4.18). SnowTran-3D
was still able to capture the snow distribution: decreasing from treeline into the windward
side, and building a lee drift whose depth decreases toward treeline. The snow depth
produced with the current methodology is also very similar to the profile from Chapter 3
(Figure 4.18). The main discrepancy is the peak depth of the lee side drift. There is a 1
m difference in this peak, which again was due to the precipitation field being adjusted
for a different area.

Figure 4.19 shows the percent of year-to-date precipitation which has been returned
to the atmosphere due the sublimation of airborne snow. The pattern produce under the
current methodology is quite similar to that produced in Chapter 3. However, the percent-
ages are significantly higher on the lee side of the ridgeline than the values computed in
Chapter 3. Sublimation is a highly nonlinear process which depends on air temperature,
relative humidity, and wind speed. Hence this discrepancy is due to the combined effects
of changes in these atmospheric fields. A partial explanation for the increased sublimation
values is portrayed in Figure 4.20. The upper panel shows the observed and modeled air
temperatures for the Montgomery Pass Site. Although the model did an excellent job of
capturing the synoptic signal, there are several periods where it did not capture the mag-

nitude of the temperature changes. As a result there are several periods where the model
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produced air temperatures warmer than those observed. Each one of these periods lasted
several days. The lower panel shows the observed and modeled wind speeds. From exam-
ining this panel it is evident that during the period where the model produced warmer
temperatures, the wind speeds are large enough to facilitate snow-transport. Hence for
several multi-day periods, the SnowTran-3D simulation driven by ClimRAMS had warmer
temperatures during blow snow events. Due to the increased air temperature during these

periods, more sublimation occurred in the ClimRAMS driven simulation.
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Figure 4.20: a) Observed and modeled air temperature for Montgomery Pass. b) Observed

and modeled wind speed for Montgomery Pass. In each panel the observations come from
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grid cell which corresponds to Montgomery Pass.



Chapter 5

CONCLUSION

Throughout the course of this study we have examined two methods for driving
a snow-transport model. In all cases the snow-transport model used was SnowTran-3D
(Liston and Sturm 1998). In Chapter 3, meteorological data collected at a remote weather
station were used to drive the snow-transport model, while in Chapter 4 atmospheric fields
generated by ClimRAMS were used to drive the snow-transport model. In both cases the
snow-transport model was able to capture the large-scale snow distribution features.

The weather at both study sites was characterized by persistent winds with velocities
at or above the threshold speed for transport (Schmidt 1980; McClung and Schaerer
1993; Li and Pomeroy 1997). Due to the combined effects of synoptic weather patterns
and topography, the dominant wind direction was from the west. This consistent wind
direction resulted in the majority of the above-treeline snowpack being eroded from the
west side of the ridgeline, and being transported and deposited on the east side.

The one observation missing in each portion of this study was direct precipitation
measurements. In each case, precipitation measurements from a near by but lower ele-
vation site were used. Precipitation may be the most important input for determining
the seasonal snowcover distribution. Certainly both the final snow distribution and the
amount of snow removed due to sublimation are both sensitive to this input. Howev-
er, it is very difficult to observe the amount of precipitation received at each study site.
The strong winds and treeless vegetation which characterize these sites make it nearly
impossible to directly measure precipitation on-site.

Currently, daily snow precipitation is measured in two ways for operational use

(Doesken and Judson 1996). First by measuring the depth which has been deposited
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during a 24 hour period. This depth along with a density measurement produces the
snow-water-equivalent (the input needed by SnowTran-3D). The second is to use a gauge
which catches and melts snow precipitation and then the snow-water equivalent can be
directly measured. Unfortunately both of these techniques are unreliable in the areas
where this study took place. Applying either of these methods to alpine sites is difficult
due to the prevalence of blowing-snow events. During a blowing snow event it is nearly
impossible to distinguish between snow falling as precipitation and snow being transport-
ed by wind. Hence the amount captured by a gauge is always generally in error. This
also makes measuring the 24 hour depth problematic since the snow is rarely allowed to
collect before it is transported by the wind. Brown and Peck (1962) found that gauges
in moderately sheltered areas, on average, caught 25% more precipitation than gauges in
unsheltered areas. Thus, a suspect measurement is even more suspect.

During the course of this study we have chosen to use SNOTEL observations as
precipitation inputs. In each case some adjustment to this data set has been made to
account for the elevation differences. Unfortunately, all snow depths and sublimation
calculations are sensitive to this input. The snow distribution patterns produced are not
nearly as sensitive to the precipitation input. The drift patterns produced by the model in
this case are more dependent on the surface characteristics. Throughout the entire study,
it was our intention to start with a data set from established measurement rather than
attempt to measure the precipitation on site.

In Chapter 3, the model simulated the physical processes associated with the wind-
transport of snow, building a drift on the east side of the terrain barrier whose location,
mass, width and sl<.)pe compared well with observations. Given the difference in scales
between the model grid and observation interval (Azops = 5 m, AZpoder = 30 m) the
height of the drift also compared well with the observations. In addition, we expect
a higher resolution DEM would have led to improved model simulation. An improved
precipitation data set, obtained from a position closer to the research site, would have
allowed further scrutiny of the model’s sublimation calculations.

In Chapter 4, the model was able to capture the trend in snow distribution along the

Flattop plateau. The model built drifts along the lee side of the terrain features resolved
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by the model’s DEM. Because many of the terrain features which produced drifts were
either rock piles or shallow rolls, the model was not able to produce all the observed drift
features. A more detailed topographic data set would most likely improve the results
obtained in areas dominated by such relatively small-scale terrain features.

An important result obtained in the Flattop Mountain simulations was the building of
large drifts along the east-facing cirques off the Continental Divide. Perennial snow fields,
such as Andrew’s and Tyndall Glaciers, occur in these regions (Outcalt 1965; Outcalt and
McPhail 1965). It has been postulated that the presence of these perennial snow fields is
due in part to the large amount of snow transport which occurs on the Flattop Plateau.
This high elevation plateau catches a large amount of snow during the winter months,
and the strong westerly winds move the majority of this snow into the upper reaches of
these east facing cirques. The model was able to capture this process and certainly lends
credence to this theory.

Blowing and drifting snow, and the snow distributions which these processes create,
have relevance to many disciplines. The ability to accurately predict this phenomena can
enhance work being done to improve safety and heighten economic goals. Examples of this
include, more accurate spring runoff estimates, the capture of snow to improve spring soil
moisture conditions for agricultural production, and more accurate avalanche forecasts
leading to shorter periods where transportation arteries are closed for control work. In
addition, the implementation of a wind and blowing snow model, with the ability to be
run in real time, could substantially assist avalanche prediction and control efforts in both
the public and private sectors. This study is put forth as an initial demonstration that the
tools and techniques required to simulate snow redistribution by wind in complex terrain

are now becoming available.
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APPENDIX A: STATISTICAL MAPPING USING ORDINARY KRIGING

Kriging is an geostatistical methodology developed to estimate the distribution of a field
when only a limited number of samples are known. This technique is based on empirical
work completed by D.G. Krige in South African gold mines (Olea 1991). An attractive
feature of kriging is that it starts from a statistical model of nature as opposed to a
model of an interpolating function (Chiles and Delfiner 1999). Although this technique
was developed for mining applications, during the last twenty years it has been applied to

many different disciplines.

Ordinary kriging involves combining a collection of linearized regression relationships in
order to minimize an estimation variance. The technique is often described as a “best linear
unbiased estimator” (B.L.U.E). Ordinary kriging is best because it strives to minimize the
error variance (0’%), it is linear because it utilizes linear regression relationships, and it is
unbiased because is attempts to have the mean residual error equal zero (mgr = 0). Often
it is difficult to maintain these strict criteria since mg and 0% are unknown. The kriging
method involves building a model of the available data, ensuring that average model error

(Thg) is exactly zero while minimizing the modeled error variance (5%).

In order to examine the development of a kriging model, we will follow the mathemat-
ical development discussed in Isaaks and Srivastava (1989). Kriging is developed from a
random function model. This approach allows us to express our estimation error as well as
its mean value and variance. At each point where the true value of the field is unknown,

we estimate the true value using weighted linear combinations of the data available:

n
U= ij L (Al)
j=1
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where v is the true value at that locations and hatv is our estimate. As estimates are
produced for values at different locations, the weighting factor is allowed to change. The
error in our estimation is defined as the difference between the estimation and the true
value (Error; = r; = %; — v;). Therefore the average error of our estimates (m,) is

1 i
m,-=-’;z ri:;i Vi—v; (A.2)
=1

=1

However this relationship is not terribly useful since all values of v are unknown.

In order to develop our model, we will look for a probabilistic solution. For our model
we will consider the field value at each estimation point (grid box) to be a random variable.
Hence each point within our domain (both actual samples and estimations) are outcomes
of random variables. The value at each point is a separate stationary random function
consisting of several random variables (V(z;)...V(z;)). The random variable at each
location is subject to the same probability law and is denoted as E[V]. Since any pair of
random variables has a joint distribution which depends on the separation between their
two locations, the covariance of the pair is Cy,(h) where h is the distance between the two
locations. Since each field value is a random variable, Equation A.1 is a linear combination

of random variables and it becomes

7 (50) = 3wV (32) (A3)
i=1
and the error
R(20) = V (o) - V (20) (A4)

is also a random variable. Equation A.4 will be more useful if it is expressed solely in

terms of random variables.

R(zo) =Y w;-V (zi) =V (z0) (A.5)

=1

As part of our objective to find the best linear unbiased estimation, we desire the error
at any and every location to be zero. To do this we apply the formula for the expected

value of a linear combination to expression A.5. This formula

F [z: w.-v,] Y wEWV] (4.6)
=1 f=1
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enables us to rewrite Equation A.5 as
E[R (z0)] = Z wi -V (z;) =V (z0)| = Xn:w,-E [V (zi)] - E[V (z0)] (A.7)

Since the function is stationary, we can write the righthand side in terms of expected
values of V(E[V]).
n
E[R(z,)] = Y wiB[V] - E[V] (A8)

=1

The expected value of the error at any location is also known as the bias. In order to

obtain the best estimation, we desire this error to equal zero.

E[R (z0)] = 0 = E[V] zﬂ:w,- — E[V]

n
Zwi =]
=1

This last expression is an additional constraint we place on our system, satisfying it will

ensure our solution is unbiased.

The second major component in developing our kriging methodology is to minimize
the error variance (0%). The error variance can be written as
2
k 1k 1k

(ri —mpg)® = z > |bi- v > (0 — v) (A.9)

$=1 =1 1=1

|
Ed

oy =
where v; ... vy, are the true values of our field and 9; ... 0,, are the estimated values. By

assuming that our mean error is equal to zero, Equation A.9 becomes

= 2 (ri - 0)? E [6: — vi]? (A.10)

This expression is similar to Equation A.2 in that ¥ and v are not always known. However,
we can again use random variables to avoid this potential dead end. Again we can write

an expression for our estimation as a weighted linear combination

V (z0) = En:'in (z:) (A.11)
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Similarly the error is expressed as
R(z0) = V (o) - V (20) (A.12)

The goal of this portion of the development is to minimize the variance of our estimation
errors. Since we do not know the actual values of the field, we can not minimize the
error in our estimation of these quantities. However, we can minimize the error of our
estimation within our model. We do this by finding an expression for the modeled error

variance and setting the various partial derivatives to zero.

In order to minimize the variance errors we must first find an expression which repre-
sents it. Since the error is a weighted linear combination of random variables, it too is a

random variable. The variance of a weighted linear combination can be expressed as

Var [i wj - V,-] = i zn:w,- -wj - Cov [V;V}] (A.13)
=1

i=1 j=1

Utilizing this expression and Equation A.12, we can express the variance of the error as:
Var R (2,)] = Cov [V () V (20)] — 2Cov [V (o) V (20)| + Cov [V (o) V (x0)] (A.14)

If we make the assumption that all of the random variables we are utilizing have the same

variance, then the last term in Equation A.13 can be rewritten.
Cov [V (o) V (20)] = 6° (A.15)

This allows us to express the error variance as

n n n
or=06+3. > wiw;Cij — 2> wiCio (A.16)
i=1j=1 i=1
and once the variance and covariances are known, the error variance becomes a function
of n variables (in this case the n variables are the weighting factors). In order to minimize
&fz, we would set its n partial first derivatives equal to zero. However, since our system
is still constrained, this operation is not appropriate. The constraint remains because we
elected to use unbiased conditions. Therefore we cannot accept any set of n weights as

a solution, but must restrict possible solutions to sets of weights whose sum is unity. In

order to obtain an unconstrained system we will utilize the Lagrange Parameter technique.



7

If we attempt to minimize Equation A.16 as an unconstrained system, we will obtain
a system of n equations and n unknowns. However, our unbiased condition adds an
additional equation leaving us a system of n + 1 equations and n unknowns. In order to
avoid this situation, we may add an additional variable known as a Lagrange Parameter.
Of course this parameter must be added so that the equality in A.16 is not disturbed. We

can determine what to add to Equation A.16 by examining our unbiased condition.

2p(iw,._1)=o

s=1

This last expression can be added to Equation A.16 without disturbing the equality. In
this expression, u is the Lagrange Parameter. With the addition of this last term, our
expression for the error variance becomes
n n n n
0 +ZZ ,w] i —2Zw,~5’,~o+2p (Zw,- — 1) (A.17)
i=1j=1 i=1 i=1
Now that we have an expression of the error variance in an unconstrained system, we
minimize expression A.17 by determining the first order partial derivatives in the equation
and setting them equal to zero. We will determine the derivatives of A.17 term by term.
For simplicity will take the derivatives with respect to w;. Expanding the summations in
the first term and taking the derivative with respect to the weighting factor yields:

- n o
(Z 2 WiW; ,o) a’w?Cu + 2w; 2 'chlj

n n
= =2u, C 2 E Cis =2 E Chi
6w1 Btin wy C11 + j=2w1 15 jzlwa 1j

for the second term
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and for the third term

o(1(£-1) oG B

Oun ow

Hence the first derivative of 6% with respect to w; is

0 (62 e ~ =
ﬂ =2) w;Cij —2C10+2u (A.18)
au)l j=1

Setting A.18 equal to zero yields
n ~ ~
Y w;Cij+p=Cro (A.19)
j=1

Similar equations can be obtained for the different weights, which allows us to write a

general expression
n
ijC,-,-+p=C,-o fori=1,...,n
=1
This is our ordinary kriging system. This system is often written in matrix form

C'ﬂ e 6‘111 1 21 510
~: e ~f N Chno (A.20)
Cri - Cpp 1 Wn

1 s 1 0 m 1

In order to solve for the weights, we multiply Equation A.20, by the inverse of the C

(covariance) matrix.
Cw=D -
Cl'.Cw=C1.D (A.21)
w=C1.D

At long last we have a solution. In order to minimize the modeled error variance, we must
first determine (n + 1) covariances which describe the spatial distribution of our random
function model. Once this is completed we can build the matrices needed in Equation

A.21.

Spline interpolation offers an alternate methodology which could be used for an appli-
cation similar to the one presented in this study. In order to use spline interpolation, one
must postulate a property of the field which is being interpolated. This is very different
from kriging where we are modeling the random function. However, utilizing either of

these techniques can lead you to an interpolation expression of the same form (Chiles
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and Delfiner 1999). In either case, it is important to keep in mind that neither technique
explicitly describes the physical processes which produce a distribution. Therefore any

structure which appears in the interpolated field and not the data is spurious.

Kriging is a complex technique which can be applied to a wide variety of geostatistical
applications. The kriging application contained in this study utilized only the most basic
attributes of this technique. For this application, we took a two-dimensional snow depth
data set with an observation interval of 50 m and kriged it to the model grid (Az =
Ay = 30 m). This process allowed us to compare the model output to the observations
on the same spatial scale. Although the kriging process took a two-dimensional data set
and computed a three-dimensional data set, the kriged data are still narrow strips which
follow the observational transects. During the kriging process, every attempt was made to
minimize the amount of non-observed structure introduced by this process by limiting the
search radius of the kriging algorithm. Any structure introduced can be seen in Figure

4.4 as structure within the narrow snow depth bands.



	FACF_0684_Bluebook_0001
	FACF_0684_Bluebook_0002
	FACF_0684_Bluebook_0003
	FACF_0684_Bluebook_0004
	FACF_0684_Bluebook_0005
	FACF_0684_Bluebook_0006
	FACF_0684_Bluebook_0007
	FACF_0684_Bluebook_0008
	FACF_0684_Bluebook_0009
	FACF_0684_Bluebook_0010
	FACF_0684_Bluebook_0011
	FACF_0684_Bluebook_0012
	FACF_0684_Bluebook_0013
	FACF_0684_Bluebook_0014
	FACF_0684_Bluebook_0015
	FACF_0684_Bluebook_0016
	FACF_0684_Bluebook_0017
	FACF_0684_Bluebook_0018
	FACF_0684_Bluebook_0019
	FACF_0684_Bluebook_0020
	FACF_0684_Bluebook_0021
	FACF_0684_Bluebook_0022
	FACF_0684_Bluebook_0023
	FACF_0684_Bluebook_0024
	FACF_0684_Bluebook_0025
	FACF_0684_Bluebook_0026
	FACF_0684_Bluebook_0027
	FACF_0684_Bluebook_0028
	FACF_0684_Bluebook_0029
	FACF_0684_Bluebook_0030
	FACF_0684_Bluebook_0031
	FACF_0684_Bluebook_0032
	FACF_0684_Bluebook_0033
	FACF_0684_Bluebook_0034
	FACF_0684_Bluebook_0035
	FACF_0684_Bluebook_0036
	FACF_0684_Bluebook_0037
	FACF_0684_Bluebook_0038
	FACF_0684_Bluebook_0039
	FACF_0684_Bluebook_0040
	FACF_0684_Bluebook_0041
	FACF_0684_Bluebook_0042
	FACF_0684_Bluebook_0043
	FACF_0684_Bluebook_0044
	FACF_0684_Bluebook_0045
	FACF_0684_Bluebook_0046
	FACF_0684_Bluebook_0047
	FACF_0684_Bluebook_0048
	FACF_0684_Bluebook_0049
	FACF_0684_Bluebook_0050
	FACF_0684_Bluebook_0051
	FACF_0684_Bluebook_0052
	FACF_0684_Bluebook_0053
	FACF_0684_Bluebook_0054
	FACF_0684_Bluebook_0055
	FACF_0684_Bluebook_0056
	FACF_0684_Bluebook_0057
	FACF_0684_Bluebook_0058
	FACF_0684_Bluebook_0059
	FACF_0684_Bluebook_0060
	FACF_0684_Bluebook_0061
	FACF_0684_Bluebook_0062
	FACF_0684_Bluebook_0063
	FACF_0684_Bluebook_0064
	FACF_0684_Bluebook_0065
	FACF_0684_Bluebook_0066
	FACF_0684_Bluebook_0067
	FACF_0684_Bluebook_0068
	FACF_0684_Bluebook_0069
	FACF_0684_Bluebook_0070
	FACF_0684_Bluebook_0071
	FACF_0684_Bluebook_0072
	FACF_0684_Bluebook_0073
	FACF_0684_Bluebook_0074
	FACF_0684_Bluebook_0075
	FACF_0684_Bluebook_0076
	FACF_0684_Bluebook_0077
	FACF_0684_Bluebook_0078
	FACF_0684_Bluebook_0079
	FACF_0684_Bluebook_0080
	FACF_0684_Bluebook_0081
	FACF_0684_Bluebook_0082
	FACF_0684_Bluebook_0083
	FACF_0684_Bluebook_0084
	FACF_0684_Bluebook_0085
	FACF_0684_Bluebook_0086
	FACF_0684_Bluebook_0087
	FACF_0684_Bluebook_0088

