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ABSTRACT

AN INTEGRATED VARIATION-AWARE MAPPING FRAMEWORK FOR FINET BASED

IRREGULAR 2D MPSOCs IN THE DARK SILICON ERA

In the deep submicron era, process variations and dark silicon consideration become
prominent focus areas for early stage networks-on-chip (NoC) design synihégitionally,
FINFETs have been implemented as promising alternatives to buBSCikhplementations for
22nm and below technology nodes to mitigate leakage power. While csysteim power in a
dark silicon paradigm is governed by a limitation on active canglsinter-core communication
patterns, it has also become imperative to consider processoveriat a holistic context for
irregular 2D NoCs Additionally, manufacturing defects induce link failures, with Hasu
irregularity in the NoC topology and rendering conventional minimaimrgwschemes for regular
topologies inoperable.

In this thesis, we propose a holistic process variation awaigndese synthesis framework
(HERMES) that performs computation and communication mapping while mingnenergy
consumption and maximizing Power Performance Yield (PPY). The frameamgdts a 22nm
FinFET based homogenous NoC implementation with design time liokefgin the NoC fabric,
a dark silicon based power constraint and system bandwidth constrainperformance
guarantees, while preserving connectivity and deadlock freedom inNdte fabric. Our
experimental results show that HERMES performs X.B&tter in energy, 1.29better in
simulation execution time and 58.44% better in PPY statisticsotiver state-of-the-art proposed

mapping techniques for various SPLASH2 and PARSEC parallel benchmar
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1 Introduction

Multi-processor system-on-chip (MPSoC) based designs are projectddli @ incredible
trend of increasing size, complexity and heterogeneity over thelaeatle, with tens of hundreds
of cores present on a single die. Network-on-chip (NoC) based fabnes draerged as a
significant design paradigm to establish an efficient commtiaicdamework between the cores,
as an alternative to bus based desigmdMPSoCs, while maintaining low-power consumption
and exhibiting fault-toleran¢g] — [3] . Regular tile-based mesh NoC architectures have been
proposed as a solution to meet the demanding performance requiremantsasingly complex
systems [#and [5]. A conventional regular mesh NoC architecture consistsmfreected matrix
of IP cores. Each core contains a compute core connected via a nétteofidce (NI) to an
embedded router that performs the function of connecting each core with thisoneigltores
via I/O ports. This connection is done via bidirectional links betweercorresponding routers,
which serve the function of ensuring communication flow between the, @srebown in Figure
1

Secondly, the routing algorithm determines the path taken by atpbetwveen a pair of
communicating nodes in the network, while ensuring low latemxy deadlock freedansuch
NoC routing algorithms can be classified into two categorig¢stdterministic routing schemes or
(b) adaptive routing schem§8]. Deterministic routing schemes use fixed, predefined (usually
minimal length) paths between routers, without taking the stateeafetwork into consideration.
On the other hand, adaptive schemes are classified into two furthetegaoes: partially
adaptive schemes and fully adaptive schemes. Adaptive schetmuekice path diversity and

selection logic between routers, and are generally preferabtbey provide a more suitable



lower-latency routing path that takes the state of the netwtarlaccount at runtime when making

decisions.

R R R R
/ / / /
NI NI NI NI
Core Core Core Core
R R R R
/ / / /
NI NI M NI
Core Core Core Core
R R R R
/s / / d
NI NI NI NI
Core Core Core Core
R R R R
/ / / /
NI NI NI NI
Core Core Core Core

Figure 1. A 4x4 NoC regular mesh topology with cores and routers and lirsk

Routing schemes can also be categorized as source or distriphiee, source routing
schemes store the entire path in the packet header whildutisttischemes store the final
destination in the packet header. This makes distributed routiregadly preferable in the context
of reduction in packet header size, reduction of storage requiremethis saurce router and
improving adaptivity, while introducing the added logic compiexit the overhead of route
computation and selection at each router. Finally, routing algorithmsalsa be classified into
two further categories based on the regularity of topologies to wineit are applied.
Conventional regular topology based routing schemes like dimension ordagrpXy), Odd

Even and West First are not applicable to irregular topologieshwaice component failures or



unevenly sized components. Topology agnostic routing schemes liKeOW, FX and
Segment-based Routing (SR) [33] have been proposed that ensure connectieityetwibrk in
addition to providing deadlock freedom and provisioning routing pathsvarieis classifications

of the routing algorithms are presented in Figure 2.

Routing Algorithms CLASSIFICATION
I
v !
Source ‘ Distributed ‘ [Implementation]
! 1
Regular Topology Based Topology Agnostic [Topology Based]
(XY, Odd Even, West First) (UP/DOWN. Segment Routing)
' !
Deterministic * [Network State Awareness]
! '
Partial Full

Figure 2: Routing Algorithm Classification

1.1 Motivation

Increasing core counts and decreasing transistor dimensions, egpicitie ultra-deep
submicron (UDSM) era, have brought into focus three emergent and kegrpsobl MPSoC
design: a) process variations that manifest as variatidhgwiiles and between dies, resulting in
significant variability in circuit parametef8] - [10], b) a limit on the total number of tiles that
can be switched on simultaneously to meet die power (dark-silioosjraintd14] - [18], and c)

design time component failures, resulting in irregularity of tb€ Xbpology[19]. It has become



imperative to explore these effects simultaneously and in detaitorporate their impact in early
system level design exploration, especially in the UDSM era.

For MOSFET devices, process variations manifest in three forms (Fajurg spatially
correlated WMID (within-die) variations manifesting as variations betwedifier@nt tiles —
constituted by a compute core, network interface and router, mamgfesi tileto-tile (T2T)
variations on the die, iiD2D (dieto-die) variations that exist as offsets between transistor
parameters between two separate dies on the same wafer, A2Mijvaferto-wafer) variations
that also exist as offsets between die/transistor parametersdoetwo separate wafers. Process
variations are typically manifested as variations in thresholdge §/1) and effective channel

length (es) Of transistors, resulting in considerable variability mkiege power and circuit delay

[71

. ‘R ¥
7 Y Wafer Wafer 1, Wafer 2, Wafer 3, ..

(a) (b) (<)

Figure 3: lllustration of a) tile to tile ( T2T) variations, b) die to die P2D) variations
(represented by different colored dies on the wafer) and c) waféo wafer (W2W) variations
(represented by different colored wafers)

Process variations at the system level are primarilgifiled into i) systematic anit) random

variations. Systematic variations are caused due to lithographstraints and aberrations, while



random variations, such as line edge roughness, are caused by rantkimoaB{afluctuating
effects and are more pronounced at very low feature sizes. It has afsolmszved with
constantly decreasing transistor dimensions that the randomioraigaimponent is expected to

play a greater role in process variations, than systematatioas [7].

High-k
Dielectric

Figure 4. Planar CMOS (left) vs FInFET (right) comparison [12]

In sub 22 nm technology nodes, static (leakage) power consumptionemasidserved as a
key problem area in implementations with traditional planar MERE To overcome this
problem, FINFET based devices have emerged as an effective desiggrmanadomparison to
bulk CMOS for mitigating leakage power, as shown in Figure 2. FinflEg slouble gate based
devices with “fins” to increase the overall channel width, enabling better contesltbe channel
current and minimizing leakage [11]. FInFET implementations hage begun replacing
traditional bulk CMOS at sub 22 nm nodes, due to better scalalgifititrol of short channel
effects, and provisioning for higher transistor density. With the evennale of the
semiconductor industry from planar CMOS to FinFETS, it is cruciabke this new design
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paradigm into consideration for any early design space exploratiosysksn. However, even

with the significant advantages presented by FiInFET basednmaptations, process variations
still remain a significant problem area and challenge in itidasign with FinFETs. Modeling and
mitigating the impact of process variations (b®%D and D2D) for FINFETs is essential for

efficient system-level with these devices][10

TRANSISTORS

| The Essential Element of Innovation

22nm

14nm 10 nm 70m
2011 2013 2015 2017

Figure 5: Intel FINFET Implementation Roadmap [13]

Additionally, using ITRS device scaling projections, multiceoaling is projected to hit a
“power wall” in which only a specified portion of cores can be powered on simultaneously, based
on the system power budget, referred to as the “dark silicon” paradigm [14][17]. With the failure
of Dennard scaling, threshold voltage cannot be scaled without expdlgenteeasing leakage
and needs to be held constant, leading to significantly largeéorseof the chip to be powered off

to meet the chip power budget. It has been projected that at 22 nm, 2#i8«chip size must be



powered off to meet power constraints and this figure is projectadrease to 50% at 8 nm [15].
Since future designs will be power limited, it is important to maahel examine the effects of

process variations on FINFET based implementations in the preseshieegpofver constraints.

Vdd 90/65nm

Strained Si

1% Gate Last [‘ -

HK/MG
,' 1% Gen

FinFET

2006,
2009 2010 2012 2013 2014(E)

* . 3
Source : Samsung Electronics Co., Ltd. Process Node

*Vdd : Supplying voltage of drain

Figure 6: Samsung FINFET Implementation Roadmap [13]

Finally, manufacturing defects in UDSM technology nodes are becomang and more
common, and can induce failed links between cores leading to anarr&pC topology on the
die. This irregularity prevents the adoption of typical NoC routing selketrat are designed for
regular topologies (e.g., dimension order XY routing scheme), gémmot operate viably and
in a deadlock-free manner in irregular topologieg [383]. Thus defects necessitate the selection
and integration of a suitable topology agnostic NoC routing algorithMPSoCs, to provision a
suitable routing path that can satisfy design objectives, iprésence of irregularities in the NoC

framework. The selection of a topology agnostic routing scheme sHsaldraserve connectivity



in the network, provide deadlock freedom, and offer path diversity for routiregn@&cessity of
path diversity is important in order to explore and select an appropmiatmal routing path
between communicating tiles, to balance communication trafticcasts.

All of these considerations necessitate a comprehensive apprqaath @fsearly design space
exploration for application mapping and subsequent routing on to irredgat@s with a set of
inactive (faulty) links, taking into consideration process variatiand dark silicon constraints
Existing application mapping techniques, outlime{B34]-[43], focus on design time mapping and
routing on NoCs to optimize various metrics of interest such as eartglatency on regular as
well as irregular NoC topologies. Application mapping techniquept®}-[53] focus on the
implications of process variations in the context of application mappin regular NoC
topologies. However, none of these prior works consider the combinedsedfedark silicon,
FINFET based implementations, process variation implications gplication mapping, and
routing path selection in the presence of failed links, for irregular NoCdgps. Our work is the
first to examine a combined consideration of process variation mgdahd dark silicon
constraints jointly in early design exploration of parallel apptices to be mapped on irregular
mesh-based NoC topologjesghile also using FINFET devices.

1.2 Contributions

The novel contributions of our framevosre summarized as follows:

e We designa holistic design-time synthesis framework (HERMES) to map cores
runnng parallel embedded applications to tiles on a FINFET-basedr@gular
mesh NoC die, while optimizing system energy and maximizing Powe

Performance Yield (PPYjJor a given dark-silicon power budget



e We design a custom GA implementation with a fast hash function serpee
solution diversity and deliver superior solution quality, along within-cost-max-
flow (MCF) approach to select the most appropriate bandwidth-constrained
minimal path from possible paths for all the pairs of communicailieg)

e Our framework explores the combined effects of process variationgoth
within-die (WID) and dieto-die (D2D) aspects on an irregular mesh NoC, with
design time faults at the 22 nm technology node, and perform sidtstiover
modeling of the compute cores and the NoC fabric for evaluation as part oflour ta
and communication mapping strategies.

e We perform a comprehensive comparison of our framework with techniques
proposed in prior work using selected parallel application benchmarks (from
SPLASH-2 and PARSEC suites), and perform sensitivity analyses for galaik

silicon based core selection scenarios, application sizes, and Imasgets.

Application Graph (APG) Architecture Graph (ARG)

Figure 7: lllustration of mapping and routing of 16 application cores (grea circles) toa
5x5 irregular 2D MPSoC with dark silicon constraints and proces variations on the tiles.
The figure shows both active (red) and inactive (grey) compute cores, with ‘x’ indicating
failed links and blue dotted arrows representing bi-directioral turn restrictions.
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1.3 Outline
The rest of the thesis is organized as follows:
e Chapter 2 provides a comprehensive overview on process variation modéhRg,T
based processor and NoC models, task mapping methodologies and roingssch

e Chapter 3 reviews the existing work done on process variation modelinkg; T, the

power evaluation model and the topology agnostic routing scheme ide@t®n.
e Chapter 4 describes the problem statement for the thesis.
e Chapter 5 provides the detailed methodology for evaluation of the framework.
e Chapter 6 presents the simulation setup and results.

e Chapter 7 concludes the thesis with a summary and future work.

10



2 Background

In this section, we describe the FINFET based network arclvigedhe process variation
model, the power evaluation model for its communication network and éfek petric under
consideration for the design space exploration.

2.1 Network Architecture

NETWORK PARAMETERS
Network parameters Value
Vpp (V) 0.9
Technology 22nm FinFET
Router ports 3~5
Flit size 128 bits
VCs per port 8
Buffers per port 48 flits (dynamically allocated)
Arbiter model Round Robin
Crossbar model Matrix

Figure 8: Network parameters [24].

At the system level, the network architecture under considerat@mmposed of nx n tiles,
interconnected as a 2-D mesh network. Each tile is composedarhpute core (Core) and a
router (R) connected, via a network interface (NI). The router is connedteelfour neighboring
tiles and its local processing element by bidirectional linkghe I/O ports and a matrix crossbar
switching fabric is used in the router. The arbiter model for tlitelsallocator used in the network
employsa fair round robin mechanism. The data packets in the network are broken down into

“flits” or “flow control bits” and wormhole based flow control is considered for data flow in the

11



network. The parameters for the network architecture and the conagpetare shown in Figure 8

and Figure 9, respectively.

PROCESSOR CONFIGURATION PARAMETERS
Parameter Value
Processor design Alpha
Number of cores |
Number of ALUs per core 4
Number of FPUs per core 1
.1 instruction cache capacity (K#) 64
L1 data cache capacity (KB) 64
L2 cache capacity (MB) 1.75
Cache block size (byies) 16
Cache associativity b
Cache access model UCA
Coherence protocol MOESI protocol
Technology 22nm FinFET
Frequency (GHZ) 1.2
Vop (V) (1.9
Temperature (K) 358
dg/u 10%

Figure 9: Compute core detailed parameters [25].

2.1.1 Router Architecture

The network router under consideration is divided into two parts, based orohahatnits:
control path and data path. The control path units comprise of the route camnputatual
channel allocation (VCA) and switch allocation (SA) units. The datayath are the /O ports,
I/O buffers, and the swihing fabric. The control path units collectively form the “intelligence”
for routing the flits through the network. The route computation logic isoiling table/logic for

that tile, which establishes the destination tile based on theestileréor the incoming flits. The

12



VCA selects the virtual channel, if used by the routing mechmris be used by the incoming
flits. The SA selects the I/0O ports on the switch to be used by the inconimgrihe detailed NoC

router architecture is shown in Figure 10.

/ Route \
Computation VC Allocat
R R R R I
Nl / NI { Nl i NI '3 " i Switch Allocator
Vel
Core Core Core Core m
/R / R / R / R Inputl | . . . | Output1
i ven i
NI N NI NI
Core Core Core Core i
R R R R i Inputs Buffers
NI NI NI | NI | H i
Core Core Core Core Inputs| i hick Iﬂ] Outputs
R R ‘R R >
—d e e —e veo [T LT S i
Core Core Core Core \ /

Figure 10: A 4x4 Networks©On-Chip regular mesh topology with detailed router
architecture.

R R—— R R——&
T P, P, R
| | N [ | [ [N
T | =i = —
Core Core | Core Core | Core
—x—E R R R
- e Il R .
] ] ] 0 ]
Core | Core Core Core Core |
Rt R R (R | (R
_____ W, . S .
] [ ) G [, e
Core Core | Core "l i | Core | i Core
[R—y—R} R (R | R
i Al an 2 Pah
L e S, (N LA
Core Core Core | ] Core | Core
(R R R: R: {R)
! S
7 (m [N Iy ]
Core Core | Core Core Core

Figure 11 lllustration of a 5x5 Networks-On-Chip irregular mesh topology with inactive
links and inactive cores due to a dark silicon power bugkt.
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2.1.2 FINFET based NoC implementation

At the device level, the entire NoC architecture is assumed itogdemented with FINFET
based technology. FINFET devices employ a thin fin as the chbodgl where the gate length
(Le) is equal to the fin length, with front and back gates. The fekriless (TSI) is small in
comparison to the gate length, ensuring effective contrdidgate over the channel, as shown in
Figure 12(a). FINFETs can be implemented in three different imvaddes: Shorted-gate (SG),
independent-gate (IG) and asymmetric-workfunction shorted gate (ASGhoavn in Figure
12(b). In the SG mode, the front and back gates are shorted together. d$is lbath higher on
state and leakage current values, while being less than piM@6 implementations. In the IG
mode, the back gates are subject to a reverse bias lowevaitigad of being shorted, leading to
much lower leakage current than IG mode. This comes at the cosigbiea implementation area,

due to the extra contacts required for the back gates.

Channel Voo vDDA Voo
4
Front gate | ! pFinFET pFinFET pFinFET
11
|_
Vin Vout Vin Vout Vin Vout
—
nFinFET nFinFET nFinFET
Back gate Gnd Gnd Gnd
v
VLCIW
T SG mode IG mode ASG mode
sl
(a) (b)

Figure 12: Representation of FInNFET geometry (left) and three mode[shorted gate (SG),
independent gate (IG) and asymmetric-workfunction SG (ASG)] of implementation (right).
[24]
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In the ASG mode, the front and back gates are tied together likeus@Gave different work
functions. The work function of a metal gate is defined as the mmienergy required to move
an electron from the gate to a point in the vacuum, just outsidetiheTgee ASG mode provides
the best tradeoff between the low leakage current of the IG mode andrabippégh on-currents
of the SG mode, and is the implementation of choice for our networkearitite. The advantages
offered by FINFETs over conventional planar CMOS implementationshamter delay, higher
on-state vs off-state current ratio, and significantly lowerdgakThe transistor design parameters

for the FINFET considered for the implementation are presented in Figure 13.

22-nm FinFET DESIGN PARAMETERS

FinFET parameters Value

Fin height, Hgpy (nm) 40

Gate length, Lg (nm) 20

Fin thickness, Tg; (nm) 10

Oxide thickness, Tox (nm) 1

Body doping, Ngopy (cm ™) 1010
Source/drain doping, Nsp {cm ™) 1020

Front/back gate thickness, Hgr,Hgg (nm) 34

Underlap near source/drain, Ly (nm) 5

Fin pitch, Fp (nm) 60

Supply voltage, Vpp (V) 0.9

Workfunctions (SG & 1G mode), Dgy /Dgp (eV) n/p-type: 4.4/4.8
Workfunctions (ASG mode), ®gr /P (V) n-type: 4.4/4.8; p-type: 4.8/4.4

Figure 13 Detailed FINFET parameters [24] and [25]

2.2 Process Variation Model
With decreasing transistor dimensions in the deep sub-microespecially in the 32 nm

technology nodes and below, factoring in process variations have b&spartant considerations
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in circuit design. Process variations are a combination of twpaoeants: a) systematic variations
due to lithographic constraints and b) random variations due to effettsasugopant density
fluctuations. With the semiconductor industry exhibiting ardiesand of moving to FInNFET based
designs, it has become imperative to characterize the effect adspreariations on network
architectures implemented using these devices, for a more canpiah early design space
exploration.
2.2.1 Variation Modeling

In our work, process variations are characterinetivo key components: a) WID (within-die)
variations and b) D2D (dis-die) variations, via an existing model called VARIUS, busding
the R statistical modeling tool [21]. The mathematical reptatien of the variation of a given

circuit parameter P, is given by:

AP = APWID + APDZD = (APS)/S + APrand ) + APDZD e (2.1)

In Equation 1, the variation in circuit parameter P is represestdtedotal of the within-die

variation componentAPy,;, (due to systematic variatiods?,,; and random variation&P,.,,)

and the die to die variation componéf,,,.WID variations for circuit parameters are modeled
as a combination of systematic and random components, while theddalons are modeled as
an offset value. According to empirical data and ITRS projecfamariability, the impact of the
systematic and random components are considered to be equal at 32 nm bamea ls@sumed to
be the same for the 22 nm technology node considered in this paper. FéDthariation model,

transistor parameters are modeled to be spherically correlated wittaacedi coefficientg). The

16



systematic and random components are considered to be normally didtabdtedependent of

each other, resulting in the total WID component to also be considemdidtributed normally.

Processor
configuration
Processor
model
Delay profile Power profile

Analyzer
Yield profile

Figure 14: McPAT-PVT model [25]

2.2.2 NoC Architecture Variation Modeling

The various components of the network architecture are modeleg m&an power and
standard deviation values from two FInFET based compute core, cacheo@handdeling
simulation frameworks [24] and [R5The compute cores are modeled from extensions to the
McPAT tool [25] and the NoC architecture is modeled using extensio@RION [23] and
CACTI [27] modeling tools, incorporating the effects of process vanation the various
functional units of the processor, NoC components and cache respectivebendnated power

profiles have mean peak dynamic and leakage components, with thestsegpandard deviation
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values for statistical modeling. The compute and NoC simulationetrerks, named McPAT-
PVT and FINCANON are illustrated in Figure 14 and Figure 15, respéctiThe power statistics
for the various NoC architecture components are generated as pardes$idpe space framework,
by a modified VARIUS implementation that accepts the mean pualaes and their respective
standard deviations to model the variations in the power values, forth®tWID and D2D

components.

I Target technology node I
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1 coenfigurations
FinFET design libra
[ B v J I_ Environment
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4 N
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CACTI-PVT PVT variation
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Delay estimation PVT variation model
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GEMS S5TA delay model
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!
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Router Input buffer Crossbar
configuration model model
MNetwork

configuration Arbiter Clock Link
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N o
' I '
Router Clock/link
delay/power delay/power
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Figure 15: FINnCANON (ORION-PVT and CACTI-PVT) model [24]

2.3 Power Evaluation Model

The power evaluation mechanism for the network architecture is etbdeltwo parts: a)

power consumption of the compute cores and b) power consumption of the networkTiabric.
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combined power consumption of the system is given by the sum of the candti®C elements

as,

_ Compute NoC
PCombined - PTotal + PTotal (2-2)

2.3.1 Compute Cores

The total power consumptidPreta for a single core on the die is modeled as the summation of
its leakage powelP. and peak dynamic powép values, generated from McPAAVT [15]. The
peak dynamic power component is chosen (to model the worst case dytaver consumption
scenario). The total peak dynamic power figure will chainga core to core, due to variation
induced deviations from the mean of the peak dynamic power Vfalug® leakage and dynamic

components. Mathematically,

PO = P+ Py ... (2.3)

For a total of C cores selected out of N total cores on a die due & padget constraints,
the total power is computed as the summation of the individual totak povwsumption values of
the selected cores on the die. The equation can be represented as,

Comput
Protal ¢ = Ziz1Pu+ Pp; .. (2.4)

2.3.2 NoC Fabric
A model for energy consumption of network routers was proposed in [27]. Usingdbe,

the power consumed by a bit of data moving through the network can be dedernivieof data
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being transported through a router has power consumption based on classiti¢atouter
functional units into two categories: a) control path and b) datafsthe data path components
significantly dominate over control path components in the power consunrgtatistics by an
order of magnitude [27], the control path components have been ignored foptbison. The
data path components are primarily comprised of the switch, /O bhuféerd internal
interconnection wires inside the switching fabric and their bit pmeasumption statistics are
designated aBsyitch » Ppusrer and Py , respectively. A bit of data being transported between
routers also incurs a power cost on the link connecting the routers desigeated aB, ;,,. The
average power consumed in sending one bit of data between routergldronag tiles, with a

single hop distance between them, is established as:

Ppit = Pswitcn + Pousfer + Pwire + Prink  -.- (2.5)

Again, as the NoC link power consumption is orders of magnitude mamelte power consumed

by the internal wires in the switching fabric and the buffers [27]ethmtion reduces to

Ppit = Pswiten + PBuffer + Prnk .- (2.6)

For one bit data to be transferred between two tjjee t,, with n hops between them,

Pyi(between t, and t,) = nx (Psyisen + PBuffer) +(n—1)* P ... (2.7)
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For B bits of data to be transferred in a single communication betweetléwo, to t,, with n

hops between them,

P.omm(between t, and t,) = B * [n * (PSwitch + PBuffer) +(—1)* Pl ... (2.8)

For M total communications on the NoC fabric, the total power consumbé entire NoC fabric

can be represented as,

P71y00t€ll = Zyzl Pcommj cee (29)

2.4 Power Performance Yield

In order to evaluate the number of dies meeting the performance and poweaittssa
proposed design metric calle®Y (Power-Performance Yield) [29] is used to evaluate the number
of dies out of a set number of test dies that meet the desigmaiotssPPY is calculated as the
percentage of test dies out of the total number of dies that meet tlee pod performance
constraints. This metric is extremely effective for estimatimggmost accurate yield of test dies
due to simultaneous consideration of power and performance constraints.

For X dies that meet the power performance constraint ot total test dies, th®PY is

defined as,

PPY = (5+100) ... (2.10)
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3 Problem Statement

The previous chapters established the context of several key fsudse design time
synthesis in the context of application mapping and routing on NoC stijeicess variations
and manufacturing issues, affecting the normal operating and réguddrihe NoC fabric
respectively. First, the increasing effect of process variationeeogerating parameters of the
chip, especially in the deep submicron nodes, cause of significargrnoncmodeling modern
NoC architectures for early design space exploration. Second, modelingrblot@caures for
novel device architectures has become imperative as more sysgdementation trends move
towards FIinFET based designs. Third, with a limit on the totpl atea that can be powered on
due to dark silicon considerations, design time exploration gieasteeed to incorporate power
constraints in the design process. These concerns merit a harbyicdesign space exploration
strategy that incorporates all of these considerations in the di&sign

For early design space exploration, application mapping to thetildse network architecture
Is performed to generate the core to tile mapping that correspondoftithezation objective of
the system. The mapping strategies are primarily classifieed &) numerical techniques like
Integer Linear Programming (ILP) based techniques and b) evoluti@@myiques like Particle
Swarm Optimization (PSO) and Simulated Annealing (SA). Witremsing system sizes trending
towards integrating hundreds of cores on chip, the choice of numericalgigeiras a mapping
strategy would be infeasible in terms of time consumption, as apphcagpping is a NP hard
problem and the algorithm time increases exponentially with sysiemj25]. However, while

evolutionary techniques may not produce the exact mapping sofatian given optimization
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objective, they are very scalable with system size in cosgamith other numerical techniques
and provide a good solution with comparable solution quality.

Again, with induced irregularities in the network fabric of the NdChas also become
imperative to select an appropriate topology agnostic routing sdoemegintain connectivity and
deadlock freedom in the network fabric, while ensuring optimizechoaamication flows between
the mapped tiles and meeting design constraints. Also, with thenmesof multiple paths between
tiles, appropriate path selection strategies also need to be expla®dct the most appropriate
path for mapping the communication flows. These combined consideratiohsh@eombined
integration of an effective routing scheme and path selection stratégyeéxploration framework
that performs comparably with regular routing schemes.

The goal of this thesis and the objective of our frameworkgeterate a ondo-one core to
tile mapping, andmap the communication flows between cores to the tilesn a 2-D irregular
mesh NoC, statistically modeled with process variations in a Z2nRET implementation, for a
given set of parallel applicationsuch that the system energy is minimized and PPY is
maximized, while the network connectivity and deadlock freedom is guarangeetthe link
bandwidth and dark silicon based power (computation and communication) tdssira met.
We also statistically model the distributions of the powemelds for the various network
architecture components for a 22 nm FInFET implementation and use thatvarious stages of

the design time framework.
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4 Related Work

A significant body of work has been done for process variation charatkemizapplication
mapping and topology agnostic routing algorithms in recent yeheseXploration areas can be
detailed as (1) Work on process variation modgdind FinFETs(2) Work on dark silicon based
exploration, (3) Work on routing techniques for irregular topologies, and ¢4 @h application
mapping for various optimization objectives.

4.1 Work on Process Variation Modeling, FINFETs

There has been a substantial amount of exploration in the areaslleenaiatal modeling and
characterization of process variations for planar CMOS and FinFET-Hesa&phs. The impact of
process variations and power/performance implications on multicoreegtcingds based on planar
CMOS was first studied in [7]. The usage of spherical and normalbdistrn models to
characterize WID and D2D process variations for planar CMOS ingmiextions was proposed
and modeled using the R statistical package in [21]. The leakager implications for FINFET
based devices over conventional bulk CMOS devices were exploréd]inThe effect of WID
process variations on FINFET based architectures was explored ancterimed in detail in [8].
Again, in [24] and [25], detailed WID process variation modeling Bm&ET based processor,
cache and various NoC components was performed from to generate poweagnaidels with
respective deviations from their mean and peak dynamic values. Howeverfribase efforts
have modeled process variations for FINFET based devices incorporating lidptand/ D2D
variations. For the first time, as part of our proposed HERMES framewerkerform variation

modeling of FINFET based NoC implementations that considers botrandId2D variatios.
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4.2 Work on Dark Silicon based Exploration

The impact of “dark silicon” on the active area of a die was explored in detail across various
benchmarks and architectures by Burger et al. in [14]. Taylor [15] expfanesis CMOS design
strategies for adapting to dark silicon based considerations and oattieesf dark silicon based
design principles to offset the effects caused due to the failure of idesocaling. Process
variation aware mapping problems have been explored in defdi6¥18]. In [49] and [50],
Kapadia et al. characterize process variations by modelingiations using the statistical model
proposed in [21] and formation of voltage islands to maximize power performaidestagistics
for various benchmarks. In [51], Mazjoub et al. propose a VI-awata@@island-aware) and
core-placement approach to achieve a balance between limits @fl spa¢nt of the WID
variations across cores, and communication patterns betweenyWarying the shape of Vis to
minimize total power. In [53 Wang et al. propose a mechanism to optimize performance yield by
utilizing multiple test-chips representative of the spatiedigrelated systematic WID variations in
addition to random variationslowever, thereis no existing work that explores the concept of dark
silicon with process variations, in the context of FINFET based devices. In our framework, we
model FINFET based irregular NoCs, in addition to considerations of design time faults, process
variations and dark silicon power constraints, for a more comprehensive and evolutionary
framework.
4.2 Work on Routing Techniques for Irregular Topologies

There is also a substantial body of work undertaken to address the poflsaurting packets
for a NoC topology with an irregular configuration. In [30], Schroder et al. prdpmskeadlock
free technique for constructing routing tables for an irregular NoC topaolsigg a breadth first

search (BFS) algorithm to maintain connectivity in an irregular t@yoty creating a breath first
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spanning (BFS) tree and then placing bidirectional routing rastrécto ensure deadlock freedom.
However, this technique causes significant traffic imbalandbe network by concentrating all
traffic around the root node of the BFS tree. In order to mitigate this proalaew technique to
preserve connectivity was proposed in [31] and [32], designated SegmenRbased (SR). SR
starts with a root node and performs a random search for segments tth tisitn@twork nodes
and links. After the search process is completed and the segmewtsaeted, bidirectional
routing restrictions are placed in every computed segment lsetreh process. The placement
of the bi-directional turn restrictions in a segment are indepemdduatn restrictions placement
in the other computed segments. This maintains deadlock freedibenewabling greater freedom
in the placement of routing restrictions in the computed segntentaihtain better traffic balance
in the NoC. A comprehensive study on the performance of various topa@gmstic routing
schemes was studied in [33], which established that Sedrmaeatt Routing offered better overall
performance, among all the evaluated topology agnostic routing hlgeritin our framework,
we extend the concept of SR by implementing a min cost max flow (MCF) based path selection
mechanism as an additional layer to select the best bandwidth constrained path to perform routing
between communicating tile pairs.
4.3 Work on Application Mapping for Various Optimization Objectives

Finally, there has also been extensive exploration into a dikemnge of application mapping
techniques with different optimization objectives. Mapping techniqaese primarily classified
into three key categories: (1) techniques like ILP (Integer Lineardroging) and UNISM [36]
that produce an exact solution to the problem with a given optimizatiortiobjg@) Evolutionary
techniques like GA (Genetic Algorithm), PSO (Particle Swanptir@ization) and SA (Simulated

Annealing) that produce a “good” enough, if not exact, optimal solutions that meet the
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optimization objectives while maintaining constraints, and (3inewies like CART [41] that use
algorithms to perform iterative improvement of solutions, with ddfitermination logic to
converge on a possible “close to optimal” solution.

With trends indicating increasing system sizes into tens of hunafedsres, techniques
producing an exact solution are increasingly becoming infeasible @x¢éremely large simulation
timings to compute the solution to the optimization problem. Thesdwsulted in evolutionary and
specialized techniques being increasingly used as a prefgstien to explore the solution space
to generate a suitable solution for the optimization problem widoredole simulation timings. In
[34]-[43] and [48], various linear and evolutionary techniques such asGRPPSO and SA are
used to explore the solution space for various constrained singliwdjand multi objective
optimization problems to optimize metrics like energy, delaypaveer. In [34], Hu et al. propose
a branch and bound technique to perform energy and bandwidth aware mapping &mnegal
networks to optimize communication energy while maintaining pedooa by link bandwidth
restrictions, which forms the basis of our exploration. This is compaeedonventional simulated
annealing approach thitalso used to find the bandwidth constrained, energy optimal one to one
core to tile mapping solution, for a regular homogenous NoC. In [41] andd4atal search
technique is employetb perform bandwidth constrained mapping to minimize NoC power
consumption, with a single pair of cores being swapped at a tirmadbriteration of the algorithm,
similar to the SA approach, until the power value settles and no furtheniements @ observed.

A set of random seeds are used to perturb the core tile mapping a bet diiterations, every
time the value settles to give enough flexibility to expldre entire solution space. In [48], a
modified PSO technique is proposed using the concept of desigwatogty values as core

swaps between tiles, for updaiithe particle’s position for every epoch to maintain the ordered
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nature of a mapping and to avoid illegal mappings (same core thapgdferent tiles)While the
above techniques cover process variations related application scheduling and mapping, our work
is the first to perform holistic integration of process variations in the context of FINFET devices
and dark silicon regime based power budgets in a framework for early design space exploration

on irregular mesh NoCswith design time faults, due to manufacturing defects.
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5 Methodology

In this chapter, we describe the flow of our HERMES framework. fWge describe the
problem formulationfollowed by the variation- aware generation of the power maps for dies
power-aware core selection, custom Genetic Algorithm (GA) for wetiéee mapping, and finally
the topology agnostic routing scheme with min cost max flow (MCFdamiting path selection.

Our proposed framework introduces novelty in the form of an integratecelgletisn, task
mapping, communication routing, and path selection strategy in thextaftprocess variation
modeling on FINFET based NoC architectures with a dark silicon p@mstraint. Our framework
emphasizes system energy minimization along with maximjavger performance yieldPpY).

5.1 Problem Formulations and Assumptions

We assume the following inputs to our problem:

e A 2D die with an irregular 2D mesh NoC, defined as an architectapd ARG)G(T,L),
with dimensionsrf, n) and number of tile$ = mxn, with each tile composed of a compute
core connected to a NoC router via a network interface (NILaodal links connecting
the tiles. A percentage of thelinks is considered to be inactive due to manufacturing
defects, inducing irregularity the NoC fabric by the loss of some connectivity across the
network. A fixed and rated core frequerfcis considered for the all compute cores in the
set of tilesT, the routers, and the links for a given die, and subsequently for all @hdielO

under consideration.

e A power magd P-Map] set (peak dynamicRp}, leakage f.}) is defined for components

for an individual die constituting theoverall distribution modeling WID (within-die)
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process variations. A set of power maps are then genei@tatie 100 dies under

consideration, with an offset value to model D2D variations.
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Figure 16: Design Flow of the HERMES synthesis framework

e A set of link bandwidth constrainBW, defined as BW;, BW>, to BW } for the given

operational subset df links. The constraint values will be used to evaluate bandwidt

violations on the links by the communicating cores on the NoC frameadkare

30



dependent on the routing configuration applied to the network. The linkr psiatestics

PLink are generated for varying link lengths with NoC size.

e An application graph (APG3(V,E) with a set ofV vertices representing homogenous
application cores on which tasks have been mapped, and a set oEedgessenting
communication volumes between communicating cores. The sgipti€ation graphs
under consideration are assumed to be independent sets of parallel taskseto

concurrent communications.

Objective: Given the above inputs, the objective of the framework is to geremmab@eto-one
core to tile mapping, and map the communication flows between toithe tiles on a D
irregular mesh NoC, statistically modeled with process variatitnsa 22nm FinFET
implementation, for a given set of parallel applications, suchhbagytstem energy is minimized
and PPY is maximized, while the network connectivity and deadieeklom is guaranteed, and
the link bandwidth and dark silicon constraints are satisfied.
5.1.1 Generation of NoC and Compute Core Power Maps for 100 Dies

The power maps for the compute core and NoC components are modeled using t&SVARI
[21], FINCANON [24], and McPAT-PVT [25] tools, for all the 100 diésitt are considered as
inputs to our framework. VARIUS is built using the R statistgackage using thgeoR and
RandomFields packages to model the spherical distribution of normal distributioparameters.
It incorporates both the WID (within-die) and D2D (tliedie) variations and models both
systematic and random variations and generakésmap based on the WID standard deviation
(owp), D2D standard deviatiorrifzp) and spherical correlation coefficiert)(values. McPAT-
PVT and FINCANON are extensions to the original tools, takiig consideration process

variations on FinFET based processor, cache and NoC implementations.
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McPAT-PVT and FINCANON generate a set of mean peak dynamicesldde power
statistics with their respective standard deviation vala@s) for the processor and the various
NoC components, respectively. We have modified VARIUS to genpoater maps directly for
the various die components and for multiple dies from the mean powetasidrsl deviation
values from McPAT-PVT and FInCANON.

5.1.2 Tile Selection for Mapping

The algorithm to perform selection of tiles for mapping applicatisrwutlined in Figure 17.
Once the power values are assigned, the compute cores are thesdntbasis of their overall
power @ynamic + leakage) consumption valuesiep 1 and 2. The overall power values for the
individual compute cores in a die will be different due to processizaria As core to tile mapping
is performed on a on@-one basis, the total necessary number and location of tiles argedele
from the sorted seft(Pp1, Pi1)... (Pot, PL1)}, on the basis of the total number of cores in the
application core graphstep 3. The number of selected tiles for mapping are the ones with the
least total power values from the ranked set. This results setbetion of the compute cores that
minimize overall compute powestep 4. The NoC fabric, including the attached routers to the
unused compute cores is assumed to be active, to preserve conneativigaehability in the
entire die.

5.1.3 GA-based Mapping Algorithm

In this step, we perform communication power minimization betweersdleeted tiles for
mapping, by using a custom Genetic Algorithm (GA) heuristic. Vidt®us steps for the GA are
outlined in Figure 18 and are as follows:

e Initial Population Generation — The GA takes an initial set of randomly assigned ordered

core to tile mappings, as the input population to the algorithmtilElsen the mappings
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are the selected tiles from the tile selection portion of the framewith the least total
compute power consumption. The initial set of application core-tile mgpjs generate
using the inbuilt C++ rand function, to generate the desired number of mappitgs
population. The initial crossover and mutation probabilitiesand Pm are set to chosen
values and the prime numbpris selected for generating the hash values for removing

duplicates in the solutiorstep J).

Algorithm 5.1: Core Selection
inputs: Dynamic and leakage power values for compute coreson thedie

1: Compute the total compute powdt. ¢Pp) for compute cores for eag

tile and store the tile ids, for all the tiles in the die.

2: Perform sorting of the power values and store tile ids in an ascesrdiaig

with the total compute power.

3: Choosean equal number of tiles from the sorted set, as the numb

application cores, to perform mapping.

4: Calculate and store the total compute power from the equation:
Cc

Compute _
PSelected Tiles : :PLl + Pp;
i=1

output : Sorted list of selected NoC tiles with power values

Figure 17: Core selection pseudo code

Cost Evaluation— Each mapping is then evaluated for the total communication power and
the cost is stored with the mapping. The cost of each mappinglisagd for each set of
communicating pairs over the NoC data path components with theostimax flow based
multi commodity flow (MCF) techniqug¢36] (Section 4.5), for a suitable bandwidth
constrained path. In the event a suitable path is not found, the mapgdisgarded and a

new mapping is evaluated for a solution. A ranking function én tbhsed to sort the
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mappings based on their costs and the best mapping with the stosédsto be compared
with the best mapping of subsequent iterations of the algoritep 2 and §. The
mapping with the best communication cost is stored for everatibn of the algorithm

(step 12.

Algorithm 5.2: Custom Genetic Algorithm
inputs: set of coretile mappings with communication power values

1: Generate initial random populatiéhof individuals of sizeN, set
crossover and mutation probabilitiisandPm and an initial prime
numberp for hash generation.
2: Evaluate the cost of the individuals for every communicatingtilere
pair and store the initial best mapping.
3: for number of generationsax_generations
while size of new populatioR’ < N
Select two members froR using tournament selection.
if (Pxover > Pc), perform two point crossover for the members.
if (Pmutation > Pm), perform random swap on the new members.
Generate hash values usimépr new members and add 9,
if there are no duplicates and update the best mapping.
9: end while
10: endfor
11: Evaluate and return the best mapping.

NG A

output : coretile mapping with minimum communication power

Figure 18: Genetic Algorithm Pseudo code

e Candidate Selection- The selection of candidates for crossover and mutation is done by
binary tournament selection (without replacemef@8]. Tournament selection is
performed by running tournaments between several randomly chosen mappihgs in t
population and selecting the ones with the best fitness cost for aas$ournament
selection is a very efficient way to perform candidate selectimmg the GA population

set, with the selection pressure being the probability of indmN&being selected. The
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selection pressure can be adjusted by simply changing the tournsineetd expand the
search space and allow for weaker individuals to be selected. In ofnra@®Awork, we
perform binary tournament selection without replacement, by choosirbgshérom two
selected mappings and then taking the chosen mapping out of contentiba,réanaining

tournaments to prevent the mapping being selected more than once fott tipeneeation

(step 9.

- Start _ ey (2Mdom population of

Generate initial

tile/task mappings of
specified size.

l

Evaluate and store Perform mutation on

- S o _’ maintaining diversity | i
mappmgwr_ih the best | s sl Faish fm oy children basedon

| Generate new population '

tati bability.
-:ns‘l‘___ i mutation probability
| Perfarm two point
Isthe M Perform tournament Erusﬂrmer 2 pamn
stopping — selection of candidates for ]—_ P
jEaria | = | candidates based on
cri crossover and mutation. ar
met? | crossover probability. I

l‘r
Store anddisplay
best mapping.

End

Figure 19: Genetic Algorithm Flowchart

Partially Matched Crossover (PMX) — The crossover mechanism considered for this

scheme is partially matched crossover (PMX), as the populatiom asdered set and
conventional single-point and two-point crossovers would resulegal mappings, as the

same application core could be mapped to different tiles, as shaguire 20. Partially
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mapped crossover is an ordered crossover technique that preserves the setjered
avoiding illegal mappings. It has been illustrated in [46] X offers superior solution
quality in comparison to other ordered crossover techniques like cyobsover and
ordered crossover. To perform cross over and mutation, two candidates are yandoml|
selected from the mapping pool and crossover probabMiyw() and Pmutation) are
randomly generated, every time the selection occurs. \Whela exceedsPc, PMX
crossover is performed between the selected mappsigs 6. Again, whenPwmutation
exceedd’c for two new child mappings, mutation is performed on the new mapping, by
selecting two random indices to swap based on the Linear Congrueseti@raBor

algorithm[34] (step 7). The partially matched crossover process is illustrated in Figure 21

57 1EIBE4 5 2 57 1EAB 5 2

v

Figure 20. Generic Two point crossover with illegal mappings
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Figure 21: lllustration of partially mapped crossover

e Hash Generation— The removal of duplicates in the generated GA population has been

shown to improve the solution quality and convergence speed of théhmgddowever,
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with an increase in system and population size, one to one comparisomesecery time
consuming as every single generated individual needs to be compdhedther
individuals present in the new population. A new technique was proposed hig [Rbfja
with the use of unique hash values assigned to each individual in theajmmpund
comparison of the hash values, in order to add a newly generated indteidbeal new
population. The algorithm to create hash values for a given maphgvis; in Figure 22
First, a prime number c is chosen, typically 10x more the populaizenctep 1). We
choose a mapping from the population and set both the start indexheairdtial hash

value r as Ogtep 2.

Algorithm 5.3: Hash Generation Algorithm
inputs: core tile mapping as genotype x

1: Choose a prime numbey typically greater than 10x the
population sizéy.

2: Set the start indek=1 and initial hash of the mappingas 0.

3: Calculate the hash value

r=(r * l+x(i)) mod c

wherd is the number of genes per genotyp@) is the gene value
at locationl in the genotypex.

4: Increment the index valueby 1.

5:1f iis less than 1, go tstep2

6: Store the value af as the hash value for the given mapping.

output : generated hash value for genotype x

Figure 22 lllustration of Hash Gene generation [38]

We then update the hash value iteratively for the entire mappimg, th& given formula and
store it with the mappingsteps 3 to §. We then compare the hash value of the newly generated

child mappings with the hash values of the existing mappings in the new population P’. The
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procedure is repeated till the new population P’ reaches the population limit of N (Figure 18, step
8).
5.1.4 Routing Path Allocation and Selection

In this section, we describe the routing implications for irregoddwork topologies and the
choice of a suitable routing algorithm. The routing logic for tigerdhm could be deterministic
or adaptive in nature, with deadlock freedom for packets ensured usidgectional or
bidirectional turn restrictions in the network to break cycles. Wewealue to the irregular nature
of the network under consideration due to failed links, conventional diomeosder routing
techniques designed for regular networks are not applicable for packet riouthnagy irregular
scheme. There are several proposed topology agnostic determinigi&rtialty adaptive routing
algorithms like UP/DOWNS30], FX [36] and Segment-based routifgi], which have been used
for routing packets in irregular networks. Performance comparisons betweeearious topology
agnostic routing schemes have indicated that a properly choserergdgased routing
configuration performs significantly better than the other schemes fayusaoptimization
objectives [33

In the NoC fabric, we consider each router to contain a routing table pEpwiah routing
entries using Segment-based routing (SR) logic. Segment-basedgr¢8fR) is a topology
agnosic deterministic routing technique that is based on the placeohdndirectional routing
restrictions based on a segmentation technique performed on the topolog$2BIThe process
of computing segments for an irregular topology starts with the clobee initial router and the
neighboring routers and links are visited in a recursive mannéhgtiihitial router is encountered

again and the visited routers and links are designated as visitedsegment is designated. New
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initial routers are selected from the visited set and subsequgnésts are discovered recursively
till all routers and links are marked as visited.

This preserves connectivity in the network, as well as idessBgments to place bidirectional
restrictions independent of other segments. The process of searchiagni@nss can be repeated
for various root nodes resulting in different sets of possible routinggcwaftions. However, the
number of possible routing configurations rises significantly waitinaasing system size, causing
exhaustive exploration of routing configurations to be a potentialectggd with future systems.
A segment routing configuration on ax% irregular mesh topology with 10% link faults and

bidirectional turn restrictions is illustrated in Figure 23.

Figure 23. Example of Segment Routing (SR) based segments and routing restrisis (blue
arrows) for a 5x5 irregular mesh topology with 10% faults (failed Inks indicated by red
crosses on links)process variations and dark silicon based active (red) andactive (gray)
cores.
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For a given application core to tile mapping selected from thetl@X,outing paths need
to be selected and analyzed for communication between the cores, befafeeagdch iteration
of the GA. Since there could be multiple valid paths between twesc minimization of
communication power is achieved by selection of the routing pathmimimum hops that meets
the link bandwidth constraints without any violations. This is nmemtledls a minimum cost
maximum flow (MCF) problem and solved using a linear programming) (solver
implementation|p_solve [54], for all communicating tile pairs. Given the netw@KT, L), edge

| € L having capacity(t; t;). For each tile pait;, t; € T, there existK candidate paths with
attributesk; = {t;,t;,;}, where h is the required link bandwidth. The communication flow

between the tiles is representedfhy!;).

In Equations (4.1 4.3), we define the various constraints for the MCF problem formulation.
Equation 4.1 formulates the capacity constraints for all the NoC linkething the sum of all m
communication flowsf,,(l;) through a link i, to be less than or equal to the bandwidth constraint
for that link between tile i and tile j.

MCF Formulation:

Capacity Constraints:

Y=t fm ) < c(tyty) ... (4.1)

Flow conservation:

ZneTfm(li) =0 .. (4.2)

whenu # t,t;Vu,v, fr,(;) = —fr(ly)
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Demand satisfaction:

ZWETfm(ti'W) = ZweTfm(W:tj) = hi (43)

Minimize hop count * communication volume:

Z(h) €E (h(ll) * §n=1 fm(ll)) (4-4)

Equation 4.2 formulates the communication flow integrity checkditing the total sum of
flows between the tiles as zero. Equation 4.3 formulates the requike@adndwidth check to
check if the communication flows meet the required link bandwidtiwhich is also less than

c(t;, t;). Equation 4.4 establishes the optimization objective as a product dbttilelink

bandwidths of the total number links involved in the communication fla@s) and the m
communication flowg,, (;) through the links.
5.1.5 Best Case System Energy and Overall PPY Evaluation wi@onstraints

The overall power consumption is evaluated as the sum of the compataticommunication
power of the selected and mapped tiles from the entire NoC, per dieoifipeitation power is
evaluated as the sum of the dynamic and leakage powers of thedn@pppute cores. The
communication power is estimated from the bit model proposed in [27], falathedependent
NoC components.

The total power is evaluated for all the 100 dies and compared ather@wer budget to
evaluate the percentage of dies that meet the constraint andteathal®PY based on Equation

2.10. The best case system energy consumgtian.,,, for the mapping with the lowest total
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power consumptionP;,;,; among all the 100 dies and corresponding simulation execution

time Ts;,,,, is defined as:

Esystem = (Protar * Tsim) ... (4.5)
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6 Results

In this chapter, we present the setup and results of our simulatewak. In section 6.1, we
briefly discuss the various components of the simulation frameworktl@dsetup of the
frameworks under comparison. In section 6.2, we present process variapgrfonthe various
NoC components under consideration. In section 6.3, we present the pgerall statistics and
system energy consumption for all the frameworks under consideration, athmsschmarks. In
section 6.4, we perform sensitivity analyses for system energy andgtB#stics across varying
system sizes and faults. Finally in section 6.5, we conclugedsgnting execution time overhead
analysis results for all the frameworks under consideration.
6.1 Simulation Setup
6.1.1 Benchmarks, NoC and Evaluation Framework

Our simulations were performed using eight parallel benchmarks fronSRMeASH-2
(cholesky, fft, lu and ocean) and PARSEC Kackscholes, dedup, canneal and fluidanimate)
benchmark suites [55] - [57]The compute cores attached to the NoC are modeled after the
ALPHA [22] processor, using a 22 nm low leakage asymmetric fgatgion (ASG) FInFET
model, with a core frequency of 1.2 GHz. The single core design hat/4 &id 1 FPU, and a
superscalar and out-of-order execution based design. The L1 instrarttiatata cache capacities
are 64 bits with the L2 cache capacity set to 1.75 MB. The caauwnfigured with a block size
of 16 bytes, associativity as 8, access model as UCA and M¢&ESitence protocol. The router
buffers are assumed to have a capacity of up to 48 flits, with easizél being 64 bits. The link
power statistics for the NoC are generated using DSES[Ifor the 22 nm technology node for

a frequency of 1.2 GHz, with data width of 64 bits and link lengtlisrofm for the 1Z 12 NoC
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and 0.5 mm for the 14 14 NoC. We use a 144 tile NoC topology with 10% failed links as the
base case, in a X212 square mesh configuration for evaluation, of which up to 100 tiles can be
selected at a given time due to dark silicon constraints.

For evaluation, the power budgets for the system of 100 tiles (selemtethe 144 total tiles
due to dark silicon scenario), are set to 170W (stringent) and 180W (norfonakss
communication intensive benchmarks likikolesky, ocean, blackscholes and fluidanimate,
designated as theomm_int_low benchmark set and 230W (stringent) and 240W (nominal) for
more communication intensive benchmarks Ildeelup, canneal, lu and fft, designated as the
comm _int_high benchmark sefhe link bandwidth constraints are empirically set at 47 MBps for
cholesky 100 andocean 100, 12.5 MBps forblackscholes 100 andfluidanimate 100, 160 MBps
for dedup_100, 134 MBps forlu_100, 155 MBps forcanneal 100 and 136 MBps foifft_100
respectively.

6.1.2 Comparison of HERMES with proposed prior techniques

The HERMES framework is compared with proposed frameworks using Settllanealing
(SA) [34], Local Search technique (CART) [41] and [42] Particle Swaptin@zation (PSO)
based approaches [48]s the optimization techniques in the proposed frameworks do not employ
FINnFETSs, dark silicon considerations and process variation amapping, we have modeled them
to the best of our knowledge in terms of our framework for a fair comparisondrethedifferent
techniques. Additionally, we have modified the implementation84] and [48] to model an
irregular topology configuration with varying fault rate with thepegtive routing tables created
using the Segment Routing (SR) methodology, as the original imptatitms are based on

regular topologies with conventional dimension order routing. Finakyalso apply the MCF
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based path selection model {84], [41] and [48] to ensure a fair comparison between the
techniques for path selection on irregular mesh topology configurations.

Due to the computationally intensive nature of the cost function, we r@etietic Algorithm
(GA) in our simulation framework for a population range of 50 to 100, with adimthe number
of generations till 300. The crossover probability is set to 0.6 andutation probability is set to
0.02. We set the prime number as 50021 for the hash generation technique in [4fjtaanm
population diversity in the GA.

As for the compared techniques, we use a start temperature = 1003éy, thith a total limit
on the number of iterations as 200. For the PSO, we use a swawh Sz 100, with a limit on
the number of epochs till 300, similar to the GA. The local probghviitiable is set at 0.3 and the
global probability variable is set at 0.1. For the local ses&chnique (CART), we run the
algorithm for an iteration count limit of 100 for 3 random seeds performirdpra perturbations
on a mapping to explore a new solution space.

We evaluate and compare the energy consumption, simulationtierettone and the power
performance yield (PPY) for all 4 techniques and 8 benchmAdditionally, for a sensitivity
analysis, v conduct the fault rate variation scenario on a 100 core system withaf@svarying
from 10% to 30% of failed links in the network topology. We also conducysters size variation
scenario with varying compute core selection sizes of 64, 100, 142b&rambmpute cores, with a
fixed fault rate of 10% failed links. We select 64, 100 and 144 cores to pehferamalysis from
the base case system of 144 cores. We also perform additional aobfysigstem of 256 cores
with 10% faults to observe the scalability in performance of HERMES aeahda the other

proposed frameworks.
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6.2 Simulation Results
6.2.1 Process Variation based Power Maps

The process variation maps are generated from a modified VARIpI8rmentation using the
geoR and RandomFields packages, using power values for the compute core, NoC switch and
crossbar from McPAT-PVT for a 22nm process node for a 12x12 mesh NoC topolotpgaKdge
and dynamic process variation maps are generated with a fixed gploerielation coefficient
(¢) = 0.5 for WID variations and an offset of 6% for D2D variatiofise mean leakage and mean
peak dynamic power values and their respective standard deviatiortse ferghificant NoC
components are shown in Table 1. In Fig 24 (a), we plot the proceatovarnaps for peak
dynamic power (mean = 1.11777 W, std. deviation = 0.036289 W) and leakage power=(mea
0.338900 W, std. deviation = 0.10048 W) for the compute core on the tile. 24 Kig), we plot
the process variation maps for peak dynamic power (mean = 0.00246344 W ysttorde
0.000749449 W) and leakage power (mean = 0.0172786 W, std. deviation = 0.000406458 W) for
the NoC buffer in the router. In Fig 24 (c), we plot the process variatips foapeak dynamic
power (mean = 0.000202701 W, std. deviation = 3.50856e-05 W) and leakage power (mean =
0.00177863 W, std. deviation = 5.99292e-05 W) for the NoC crossbar in the routersdNe al
observe that the variation maps for peak dynamic power and lepkage exhibit differences
due to different standard deviation values, indicating no correlation betwedeling of peak

dynamic and leakage power for the models in [24] and [25].

Table 1. Mean total power and standard deviation values for NoC congments

Leakage Power (W) Peak Dynamic Power (W)
Mean Std. Deviation Mean Std. Deviation

Compute Cor{ 0.338908 0.10048 1.11777 0.036289
NoC Buffer | 0.0172786 | 0.000406458| 0.00246344 | 0.000749449
NoC Crossba] 0.00177863 | 5.99292e-05| 0.000202701| 3.50856e-05
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Figure 24: The generated power maps for the respective leakage (left) and pedgnamic

components (right) of the various compute core and NoC componentsttvirespective
sigma (standard deviation) values.

6.2.2 Total Power and System Energy Consumption
In Figure 25, we present the results of the total power, withrahge of power values
represented by error bars, across all the 100 dies focatien int_low and comm_int_high

benchmark sets. In Figure 26, we present the results for thealsestystem energy consumption

47



across all the 100 dies (from the die with the lowest total povi@r)the comm_int_low and
comm_int_high benchmark sets. For execution time figures to evaluate the systergy
consumption, from Equation 4.5, we considered the best case die Exetigtion time values

across the various algorithms, we tabulate the results i Pabl

Table 2: Execution times for the PARSEC and SPLASH-2 suites [100 of 144 es}

RunTime (seconds) SA HERMES PSO CART

blackscholes 100 [PARSEC] 8665 6700 7123 8523
dedup 100 [PARSEC] 8723 6965 7333 8632
fluidanimate 100 [PARSEC] 8821 6854 7435 8535
canneal_100 [PARSEC] 8735 6745 7395 8594
cholesky 100 [SPLASH-2] 8698 6731 7112 8412
fft_ 100 [SPLASH-2] 8780 6774 6992 8292
ocean_100 [SPLASH-2] 8432 6814 7213 8213
lu_100 [SPLASH-2] 8541 6790 7011 8311

The SA, while providing a lowest total power value close to that ¢gedvby the GA as
observed in Fig 25, is observed to perform poorly in searching asalig@n space for a suitable
solution at larger system sizes as observed in Table 2, duapping random core tile pairs and
repeated evaluation of an expensive cost function to evaluate theucocation power figure.
The CART technique also provides poor power and run times statistigigr 0 the SA, due to
the randomized nature of the local search technique resulting iofaviriance in the final power
statistics. The performance gain of our framework over the PSO based gnégghinique is
marginally lower than the GA because we observe that, whilsvilap based particle update

mechanism is very effective as is PMX crossover technigeeairching a large solution space, it
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still loses out on the solution quality and convergence speed offetbé bast hash function and
generates slightly higher power statistics and execution tiompared to the GA.

Again, using the power statistics in Fig 25 and tabulated erectitne figures in Table 2 in
Equation 4.5, we observe that our HERMES framework offers excellpnbw@ment in best case
system energy consumption over the SA and CART technigudsth thecomm int_low and
comm_int_high benchmark sets, due to the much faster execution times of the GAnutbed i
framework as observed in Table 2, owing to the effective PMX cvessechnique [46] and the

fast hash algorithrf#7] that offers faster convergence with excellent solution quality
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Figure 25: Total power consumption across all 100 dies for all eight benchmarker 100
active cores from a base system size of 144 cores
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In Fig 26, for thecomm int low benchmark setblackscholes 100, fluidanimate 100,
cholesky 100 andocean_100, we observe improvements across all benchmarks, up t& fbi28
the SA, 1.1k for the PSO and 1.3%or CART. Again, for thecomm_int_high benchmark set
dedup_100, canneal_100, lu_100 andfft_100, we observe improvements across all benchmarks,
up to 1.2% for the SA, 1.18for the PSO and 1.28or CART. Overall, our HERMES framework
provides maximal improvements of at least ¥,2911x and 1.3 in energy consumption for the
comm_int_low and comm_int_high based benchmarks, compared to the[$#, PSO[48] and

CART [41] and [42] techniques, respectively.
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Figure 26. Best case system energy consumption for all eighénchmarks for 100 active
cores from a base system size of 144 cores

6.2.3 Power Performance Yield (PPY)
In Figure 27, we present the results for the Power Performance Yiel) $Rfistics among

all the dies for the comm_int_low benchmark set with a stringentrpoovestraint of 170 W and
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a nominal power constraint of 180 W. Quantitatively expressingPiR¥ statistics for the
comm_int_low benchmark set with a power constraint of 170 W, we@bseprovements up to

30% over the SA, 53% over CART and up to 36% over the PSO implementatiortivetpec
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Figure 27 : Power Performance Yield (PPY) for thecomm_int_low benchmark set witha
stringent power constraint of 170 W and a nominal power constrat of 180 W

Again, for thecomm_int_low benchmark set with a power constraint of 180 W, we observe an
improvements of up to 23%, 35.9% and 43.5% for a nominal power constraint of 180 té
SA, PSO, and CART based implementations, respectively. We velbdsenaximum overall
improvements of up to 30%, 36%, and 53.33% in energy consumption fgortime int_low
benchmark set with a stringent power constraint of 170 W; ofup to 35%, and 43%
improvement in energy consumption for twnm_int_low benchmark set with a nominal power

constraint of 180 W compared to the $3¥%], PSO[48] and CART [41] and [42] techniques,
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respectively. We observed a higher PPY for all solutions in #se,decause a relaxed power
constraint allows the inclusion of more dies that meet the relaxed pgowstraint. In Figure 28,
we present the results for the Power Performance Yield (PPY) staéistang all the dies for the
comm_int_high benchmark set with a stringent power constraint o\288d a nominal power
constraint of 240 W. Here we also observe that HERMES performs cotlgisteith
improvements up to 16.92%, 36.92%, and 50.77% across the board with a 230 W poinsntons
and up to 19.23%, 39.74%, and 58.44% for a nominal power constraint of 240 W, o8¢, the

PSQ and CART implementations, respectively. Again, we observedgleeth PPY for all

»
q\yﬁ“

algorithms with a relaxed power constraint, as it allows forrtbleision of more dies.
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Figure 28: Power Performance Yield (PPY) for thecomm_int_high benchmark set witha
stringent power constraint of 230 W and a nominal power constrat of 240 W

In summay, for PPY evaluation scenarios for the benchmark sets, we cleasgrve that

HERMES offers excellent gains over the PSO, SA and CART impletirdaowing to the
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superior solution quality exhibited by use of the hash algorithm,trgguh very competitive
power statistics in both the stringent and the relaxed scen&@hissresults in more dies that meet
the power constraints and exhibiting far superior PPY statistiopared to the other algorithms.
The PSO while offering competitive execution times loses out oricolgiiality due to the lack
of a diversity maintenance function, while the SA does not contisterovide the best power
results for all the dies. CART suffers from the randomized nature of thetlalgaand offers the
least in terms of PPY statistics.
6.2.4 Sensitivity Analysis - Execution Time

In Figure 29, we plot the variation of execution time versus the changgstem size for all
four techniques, as described in Section 6.1.2, for blaekscholes benchmark from the
comm _int_low set anddedup benchmark from theomm int_high set, for varying system sizes
ranging from 64, 100 and 144 compute cores selected from a 144 core systehass\®6b6 core
system. We also observe here that HERMES scales vedywaal system size, with the
combination of the PMX crossover and hash algorithm providing extrefagtlyconvergence,
compared to other techniques. Quantitatively expressing the trerldsiftackscholes benchmark
for a 64 core system HERMES exhibits a performance advantage gboleizhe SA, 1.1¥over
CART, and 1.18 over the PSO, respectively. Comparing this to the base cas@%8 eores
system with all 256 active cores, we observe that HERMES proegeellent execution time
gains of 3.84 over the SA and 3.%over the PSO, and maintains a steady advantage of 1.10
over the PSO, respectively. This highlights the ability of HERMdBe able to efficiently search
a much larger solution space compared to the other techniqudarigifar the dedup benchmark,
we also observe a trend with HERMES scaling very well compard#te other techniques. We

observe that HERMES offers a performance improvement ok b\is the SA, 1.24over CART,
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and 1.0% over the PSO respectively, for a 64 core selection scenario from afelédystem
These statistics improve up to 3x80ver the SA, 3.92over CART and 1.30over the PSO
technique respectivelyor a 256 core system with all active cores. Again in Figure 3(@lotghe
variation of execution time versus the change in fault rateallfeour techniques with a low fault
rate of 10% failed links, up to a high fault rate of up to 30% failed Imkse NoC topology for a
144 core system with 100 cores selected, foblaekscholes benchmark from theomm_int_low
benchmark set and for tliedup benchmark from theomm _int_high set. We observe a similar
trend with HERMES being the most efficient with an effective comation of an efficient
crossover (PMX) technique and fast hash function resulting in subdialueér execution times

than the techniques proposed in [34], [41], [42] and [48].

Simulation Execution Time vs System Size
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Figure 29 Sensitivity analysis of execution time with varying system sigéhaving 64, 100
144 and 256 cores respectively fdiackscholes and dedup with 10% faults
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Quantitatively expressing the trends for thackscholes benchmark, for a low fault rate of
10%, HERMES exhibits a performance advantage ofxia®@r the SA, 1.2¢over CART and
1.06x over the PSO, respectively. Comparing this to a high faulscateario of 30%, we observe
that HERMES maintains the execution time gains of X @&r the SA and 1.32over the PSO

and 1.14x over the PSO, respectively.

Simulation Execution Time vs Fault Rate
(100 active cores out of 144)
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Figure 30: Sensitivity analysis of execution time with varying fault rateof 10%, 20% and
30% respectively forblackscholes and dedup with 100 active cores from 144 cores

Expressing the trends for tdedup benchmark, for a low fault rate of 10%, HERMES exhibits
a performance advantage of 1x28ver the SA, 1.24 over CART and 1.06over the PSO,
respectively. For high fault rate scenario of 30%, we observe that HERKkHiSains the
execution time gains of 1.2%Pver the SA and 1.30over the PSO and 1.22ver the PSO,

respectively.
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6.2.5 Sensitivity Analysis - System energy

In order to perform sensitivity analyses for system energy consumptiocgnseler a set of
single benchmarks, each from theomm int low benchmark set b{ackscholes) and
comm_int_high benchmark setdédup) to analyze the impact of varying fault rates and system
sizes on the simulation execution time of the various algorithntsya conduct performance
comparison in terms of energy and execution time. In Figure 3pjow¢he variation of energy
consumption versus the change in system size for all four techmigiineixed a 10% fault rate
for the blackscholes benchmark from theomm_int low set anddedup benchmark from the

comm _int_high set, for varying system sizes, as outlined in Section 6.1.2.
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Figure 31: Sensitivity analysis of energy consumption witkiarying system sizes havin®4,
100144 and 256 cores respectively fdilackscholes and dedup with 10% faults

Here we observe a similar scaling trend with execution @®#)e system energy consumption

computation is directly proportional to the execution time. Quantitatesgressing the system
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energy consumption statistics, for thleackscholes benchmark at 64 cores, we observe a gain of
1.12x over the SA, 1.19x over CART, and Ixddver the PSO, respectively. Increasing the system
size to the base case of all active cores for a 256 core syeseifts in excellent gains with 3.83
over the SA, 3.97over CART and a steady gain of 1x2®%er the PSO. Similarly, for traedup
benchmark at 64 cores, we observe a gain ofxlo¢ér the SA, 1.18over CART and 1.08over

the PSO respectively. This significantly improves with syss&re to 3.8R over the SA, 3.96

over the PSO and 1.8bver the PSO, at the case of all active cores, for a 256 core sydgtem

all active cores.
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Figure 32 Sensitivity analysis of energy consumption with varying faultates of 10%, 20%
and 30% respectively forblackscholes and dedup with 100 active cores from 144 cores

In Figure 32, we plot the variation of energy consumption versus the cimafaydt rates for
all four techniques with a low fault rate of 10% failed links, up tagha Fault rate of up to 30%
failed links in the NoC topology, for thelackscholes benchmark from thecomm int_low
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benchmark set and for tliedup benchmark from theomm_int_high set. In these varying fault
scenarios, the MCF path selection mechanism in our framewoitkitsxn steady scaling trend in
terms of execution time with an increasing fault rate. Sincéhave included the MCF-based
mechanism in all of the algorithms for a fair comparison, we obssteady scaling in the
execution time for all the algorithms with increasing fault raighlighting the effectiveness of
the path selection mechanism in selecting appropriate bandwidth coedtpaths between all
communicating core tile pairs with a marginal impact on exegutioe. Expressing the results
guantitatively for theblackscholes benchmark, we observe a steady trend for all the techniques
with increasing fault rates from 10% to 30%, with HERMES maintgimairsteady performance
gain of up to 1.28over the SA, 1.39over CART, and a marginal gain of 1xl18ver the PSO
technique. Similarly for thdedup benchmark, we also observe a steady trend for all the techniques
with increasing fault rates from 10% to 30%, with HERMES maintgimirsteady performance
gain of up to 1.20over the SA, 1.3d4over CART, and a marginal gain of 1x1&ver the PSO
technique.
6.2.6 Sensitivity Analysis- PPY

In Figure 33, we plot the variation 8PY time versus the change in system size for all
four techniques, as described in Section 6.1.2, for ltlaekscholes benchmark from the
comm_int_low set anddedup benchmark from theomm _int_high set, for varying system sizes
ranging from 64, 100 and 144 compute cores selected from a 144 core systehass\®66 core
system. Here, wagain observe that HERMES scales very well with systemasideoffers very
competitive power figures across all the 100 dies, with the conndminaitthe PMX crossover and
hash algorithm providing extremely fast convergence and improwedrpalues, compared to

the other techniques in [34], [41] and [48]. Quantitatively expressing the tfendthe
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blackscholes benchmark for a 64 core system, HERMES exhibits a performance advahtage
26.67% over the SA, 46.67% over CART, and 35% over the PSO, respectively. Corttpaiing
the case of a 256 cores system with all 256 active cores, we olisarW¢ERMES maintains
steady gains of 29.03% over the SA and 51.61% over the PSO, and aastesmatpge of 38.71%
over the PSO, respectively. This highlights the abditftHERMES to be able to provide quality
power values and resulting in more dies meeting the power cotstreadmpared to the other
techniques. Similarly for thdedup benchmark, we also observe a trend with HERMES scaling
very well in comparison to the other techniques. We observe tERIMES offers a performance
improvement of 20% over the SA, 49.33% over CART and 40% over the PSO respeitiely,
64 core selection scenario from a 144 core system. These statigtiose up to 20.27% over the
SA, 48.65% times over CART and 40.54% over the PSO technique respedtively256 core

system with all active cores.
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Figure 33: Sensitivity analysis of PPY with varying system sizexcross 64, 100, 144 and 256
cores respectively fotblackscholes and dedup with 10% faults
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Finally in Figure 34, we plot the variation of PPY versus the ahamfpult rates for all four
techniques with a low fault rate of 10% failed links, up to a high fate of up to 30% failed links
in the NoC topology for a 144 core system with 100 cores selected, fdathediholes benchmark
from the comm_int_low benchmark set and for the dedup benchmark from the ioonimgh
set. We also observe a similar trend with HERMES being the efiisient with an effective
combination of an efficient crossover (PMX) technique and fast hash funcsiolirrg in more
dies meeting the power constraints, than the techniques proposed in [34gnE1}8].
Quantitatively expressing the trends for the blackscholes benkhfoaa range of faults rate of
10% to 30%, HERMES exhibits a performance advantage of up to 35.42% o%,thé.17%
over CART, and 36.07 % over the PSO, respectively. Expressing thas tfer the dedup
benchmark, for a range of faults rate of 10% to 30%, HERMES exhibits a panrfmradvantage

of 27.69% over the SA, 55.28% over CART, and 39.74% over the PSO, respectively.

PPY vs Fault Rate
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Figure 34: Sensitivity analysis of PPY with varying fault rates of 10%, 20% ad 30%
respectively forblackscholes and dedup with 100 active cores from 144 cores
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In summary, we observe that our HERMES framework gives us verpetidive energy,
simulation time and PPY statistics compared to the SA, GARB@ techniques for parallel
benchmarks of varying communication loads from the SPLASH-2 and PARSEGmark suite.

It also provides excellent scalability for execution timetesysenergy and PPY with system size
and varying fault rates for both less and more communication intensiehrbarks. It provides
us the perfect balance of solution quality and speed compared to othdgueshmhile including
process variations, dark silicon considerations, and routing pathiGeleechanisms in a holistic

framework.
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7 Conclusions and Future Work

Due to the increasing impact of process variations in deep submiaiomokegy nodes,
especially in FINFET based designs, it has become increagimgtytant to incorporate process
variation based models in the application mapping and routing sigtteesework. Conventional
design flows where power evaluation is done without process variataremess, design time
fault consideration and dark silicon based power budgets tend to gendraptiraal solutions
with budget overruns and higher power dissipation. For the first tiveehave incorporated
process variation aware FiINFET based design methodology into ancostpping and routing
framework for irregular mesh based NoCs to generate an optimal powenitiueegiven system
power budget. Our framework also incorporates a custom GA-based applicasipping
mechanism with a topology agnostic routing scheme to genehatissac solution that performs
up to 1.32x better in energy, 1.29x better in simulation executicey amd 50% better in PPY
statistics respectively, than other proposed schemes for a base sigg@f 100 active cores out
of 144 total cores. Our scheme also maintains steady séailiegergy, execution time and PPY
values with up to up to 3.97x better in energy, 3.92x better in dionkexecution time, and 55.38
% better in PPY statistics, respectively, for varying systezes of 64 to 256 cores and fault rates
of 10% to 30%.

There are several key areas that merit attention as posdifsiexs to our work, which can
be outlined as follows:

e Near-threshold computing (NTC) has been proposed as the next evolutioergy e

efficient computing with dark silicon power budgets. NTC based methgiésldave

threshold voltages closer to the supply voltage compared to camarguper-threshold
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computing (STC) and loer frequencies, which enables lower power dissipation but results
in more leakage. The inclusion of this consideration with processtivais in our design
time mapping framework would be a very relevant extension for furtisearch.

e With decreasing transistor dimensions below 22 nm, random variatiengredicted to
play a greater role in process variation, necessitating maede¢xploration, especially
for FINFET based implementations. It has become imperativectod® more detailed
models for random variations to explore process variations in more tcdataifor deep
submicron process geometries.

e We have considered a simple model to show faulty links in a NoCompaelith two
possible states for links, as either active or disabled. Howeweerporation of a process
variation model for the active links would add an extra dimensiotheoexploration
methodology.

e We have considered mapping of a single application to a homogéddeQuigbric in our
framework. Extension of our framework to include multi-application mappng
heterogeneous NoC fabric with multiple types of FINFET based procesgsold add an
interesting perspective to the problem.

The inclusion of these considerations in the system level designesigis left as a very

promising frontier for future work and would be very interesting extesgmithe framework.
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