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ABSTRACT

MACHINE LEARNING MODELS APPLIED TO STORM NOWCASTING

Weather nowcasting is heavily dependent on the observation and estimation of radar echoes.
There are many different types of deployed nowcasting systems, but none of them based on ma-
chine learning, even though it has been an active area of research in the last few years. This work
sets the basis for considering machine learning models as real alternatives to current methods by
proposing different architectures and comparing them against other nowcasting systems, such as
DARTS and STEPS. The methods proposed here are based on residual convolutional encoder-
decoder architectures, and they reach the state of the art performance and, in certain scenarios,
even outperform them. Different experiments are presented on how the model behaves when using

recurrent connections, different loss functions, and different prediction lead times.
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Chapter 1

Introduction

Nowcasting is the forecasting and description of the weather in a short period of time ahead,
normally ranging from O to 6 hours, and comprising mesoscale features such as individual storms.
The main purpose of nowcasting is to make accurate short-term predictions to warn the public, in-
dustries, and local authorities about hazardous situations like floods, hail, cyclones, thunderstorms
and tornadoes. This way fatalities, accidents, and property damage can be prevented, open-air ac-
tivities can be planned accordingly, flights and ships can set safe routes, etc. In contrast with fore-
casting, the short-term window allows meteorologists to harness the highly detailed and continuous
information provided by radar echoes not needing to rely on satellite data or time-consuming nu-
merical models. Extrapolating the radar echoes allows having a location-specific forecast of how
a storm develops in that area, as it provides information on the shape, intensity, size, direction, and
speed of storms.

Nowcasting systems deployed worldwide are currently mostly based on optical flow methods
to extrapolate the radar echoes in order to estimate the upcoming weather. However, around 2015
machine learning (ML) techniques started to become more popular in the field of video prediction,
which can be directly applied to nowcasting. Some of this work has been done in this specific area
but as the author’s best of knowledge, no running system based on neural networks is currently
being used for nowcasting. The difference of using machine learning compared to the other meth-
ods is that it is a physics-free approach, which does not require any prior knowledge about weather
physics and it relies entirely on the data fed to the network. Moreover, in the last years, neural net-
works have proven to outperform many of the traditional approaches in different fields that require
expertise in feature extraction, and nowcasting is also showing promising results. Normally, in
many fields, machine learning models suffer from the lack of data to be trained which limits their
ability to generalize the learning successfully. However, radar data has been recorded for many

decades so the problem is not the availability of data but a motivation to harness it.



1.1 Problem statement
The extrapolation of weather radar echoes is the prediction of the distribution, intensity, and
appearance of future sequences based on historical observations. This problem can be described as
a sequence-of-images to sequences-of-images translation or a spatio-temporal prediction problem.
Given a sequence of n past frames < f;_,, fi_n+1, ..., f+ > itis desired to estimate the k future

frames < fiy1,..., ft+x >, so the goal is to find a model M such that

M(< ft—nvft—n-i—la .- '7ft >) ~< ft-‘rl) .- '7ft+k >

In this work, an event refers to a sequence of images or frames. In Figure 1.1 an extrapolation

of input radar echoes is shown and compared to the actual observation.

+ 30 min + 40 min

observation

2016-08-20 13:00:00 + 0 mun
- . - 2

N

prediction

input frames
output frames

Figure 1.1: Example of a nowcasting systems’ input-output.

The parameters involved in this problem are the number of input frames (named history or
context), the number of predicted frames, the time increment between frames, and the metrics to
evaluate the predictions against the observations (ground truth).

For simplicity in this thesis, the time step between frames is assumed to be constant throughout

an event and no time-stamp information is used to make the predictions.



1.2 Research Objectives

The main goal of this thesis is to lay the foundations for future researches using machine learn-
ing to create nowcasting models. For this, a thorough literature review is done, and many of the
suggestions and models are implemented making a benchmark including not only pre-existing and
new ML models but also other nowcasting systems that are currently deployed in meteorological
centers.

Secondly, the research is centered on a specific radar network (NEXRAD), and the performance

of the models used on it.

1.3 Overview

The thesis is structured as follows. First, an introduction to the problem with all the background
information needed to understand this work is presented. Then, the literature review is done where
many of the problems to be addressed here are introduced. After that, the methods and experiments
along with the results are displayed. Finally, these results and possible research paths are discussed,

followed by the conclusions.



Chapter 2

Background information

Precipitation is the result of condensation of atmospheric water vapor falling to Earth’s surface
in solid or liquid state such as rain, drizzle, snow, graupel, hail, ice pellets, and sleet. It is part of the
hydrological cycle, which consists of water going to the atmosphere as vapor due to evaporation or
transpiration, the vapor condensates as it gets cooler creating clouds. Once the droplets are heavier
than what the vertical motion of the atmosphere can hold, precipitation occurs. There are two basic
precipitation generation types which are dynamic (stratiform precipitation) and thermodynamic
(convective precipitation). Stratiform precipitation results when a warm front meets a mass of cold
air while overriding it and producing extensive horizontal development clouds. The precipitation
from this mechanism tends to last longer and to have less intense rain as well as a uniform intensity.
Convective precipitation occurs when localized air is heated more than the surroundings creating
instability. As the density of the air mass diminishes, it rises and gets cooler, forming clouds
with vertical development called cumuliform. Normally, the type of rain it produces is short and
localized with rapid changes of intensity.

Meteorology is a branch of atmospheric sciences that studies weather processes with a focus
on forecasting. To do so, they capture and analyze different variables to create a model that can
represent the behavior of the atmosphere, oceans, and land surface so future events can be pre-
dicted. Those variables can be obtained by a suite of observing systems distributed worldwide
such as satellites, radars, and surface weather observations. Commonly, for time scales of several
hours or days, a numerical weather prediction (NWP) method is used, which consists of creating
a three-dimensional grid of the atmosphere and computing physical equations that can describe
it. On the other hand, short term predictions of a few hours are normally done by extrapolating
current weather trends using only statistical methods rather than physics-based ones.

Precipitation estimation is done by measuring rain rate (RR), which represents how much rain

is falling in height by time, normally expressed in mm/hr. There are different ways to estimate



RR, where measuring directly at the surface with a rain gauge is the most accurate. Nevertheless,
it is possible to use radar echoes to estimate the current rainfall. The radar measures the presence
of hydrometeors, which are any product of water vapor condensation or deposition, by means
of the reflectivity factor Z (explained in more detail in the upcoming paragraphs), which can be
converted to rain rate (RR) by using an empirical relation Z-R. This method has certain limitations
due to calibration errors, overshooting of the radar beam (when the beam becomes more elevated
above the Earth’s surface while increasing range), and the complexity of the Z-R relation (different
drop size distribution can yield same reflectivity but different rain rate) [1], but it has considerable
practical use to remote estimate rain rate and more importantly to make extrapolations in the future.

A weather radar progressively emits a constant wavelength beam at different elevation angles
and every direction by rotating 360 degrees. However, it does not emit parallel to the ground nor
perpendicular. Each of these sweeps is called a Plan Position Indication (PPI) scan and the accu-
mulation of all PPIs is the Volume Coverage Pattern (VCP). The energy emitted can be dissipated,
absorbed, or reflected. When some of the emitted energy hits a target a portion is reflected back
to the emitter called the echo and is sampled by the radar to obtain information about how far and
how big the target is. The radar echoes correspond to obstacles from a certain volume as the beam
expands with distance from the radar. This volume, called gate, depends on the specifications of
the radar, such as beam wavelengths and pulse repetition time, and it can be thought of as the
pixel size of the resulting data matrix. As the volume increases with the distance from the radar,
the rainfall intensity is increasingly underestimated, the rainfall coverage is increasingly overesti-
mated, and obstacles present in only a portion of the volume are averaged over the whole volume.
Thus, the resolution is not constant and decreases with distance.

The reflected power can be interpreted as what is called base data or composite data. The
former consists of a single scan of the radar while the latter is the highest measurement within a
vertical column. Because water can evaporate at higher elevations, only the lowest scan is used
for estimating the rain rate, while for other purposes another scan and composite data are more

suitable to analyze.



The most important measurement from the radars is the reflectivity factor or Z factor. Normally,
it is expressed in decibels (dBZ). As the range of Z goes from 0.001 mmS/m? (caused by light
fog) to 36,000,000 mm®/m? (large hail), dBZ goes from -30 dBZ to 75 dBZ [2]. Z is computed as

the sum of the sixth power of the hydrometeor diameter overall hydrometeors in a unit of volume:

Z:/OON(D) D% dD 2.1)
0

where D is the diameter of the hydrometer in mm and N is the distribution function of the hy-
drometers.
To get to the Z-R relationship mentioned above the most common drop size distribution used

is the Marshall-Palmer which fits the data to an exponential function, with Ny and A as constants.

N(D) = Nye™P (2.2)

and the rain rate (R) is measured as depth of water per unit of time,

R= %/OO D?® N(D) w,(D) dD (2.3)
0

where wy 1s the terminal velocity.

From both equations 2.1 and 2.3, the following relationship can be obtained:

Z =aR® (2.4)

Unfortunately, the parameters a and b cannot represent accurately every type of precipitation.
Numerous studies have tried to establish common parameters between different types of rains
(stratiform, thunderstorm, ice, snow), but no prevalent parameters fit best as they widely vary
within different rains and different places [3]. Nevertheless, having the reflectivity information is

extremely useful to predict rain.



Chapter 3

State of the Art

Nowcasting methods have been evolving since the earliest subjective interpretation of what
could happen in the next few hours to modern methods that try to automate the predictions using
models of different complexities. They could vary from simple extrapolations of radar echoes
to more elaborate and generally more accurate systems combining multiple observation systems
such as satellites, radars, and surface stations. When the time-lapse is short and the scale is small,
extrapolation techniques are the most frequent choice. As shown in Table 3.1, radars are the main
observation type that can be used to issue warnings. For this reason, the following review of
nowcasting techniques is focused on using radar data.

Nowcasting systems needs to run in real-time, thus complex models often do not perform well,
especially NWP where their normal update time is 3 hours or more, and the meteorological pa-
rameters can have a high sampling frequency such as 1 minute for radars. However, there are
adaptations of NWP that are intended to perform faster. Due to the complexity of finding global
parameters for weather, many of the methods used have different advantages and limitations and
they normally perform better for the region and the main goal they were developed for, such as
issuing warnings for flood or tornados. Table 3.2, taken from the 2017 version (last available)
Guidelines for Nowcasting Techniques by the World Meteorological Organization [4], lists some
of the operational systems divided into different categories according to how they approach the
predictions. Some methods first detect the precipitation area and then track it, while others extrap-
olate the whole radar image. It is common for the latter ones to use optical flow methods to obtain
the motion vectors and then apply semi-lagrangian advection schemes to make the prediction.
More complex methods integrate several inputs and different nowcasting algorithms. It is worth
remarking that no machine learning approach is listed by the time the Guidelines for Nowcasting

Techniques was written.



Table 3.1: Warning observation types. Table taken from [4].

Surface Dense Upper-air Lightnin, NWP
Weather phenomena . Surface PP . Satellite £ . £ | Radar global/
stations . observations detection .
Station regional
Thun.derstorm 4 ) 5 1% 1 1 53
location
Hail size 5 2 3 3 5 1 5/4
Tornado 6 5 5 4 5 1 6/5
Microburst 5 2 5 4 5 1 54/4
String surface wind 4 2 3 4 5 1 5/3
Iﬁle?}é pI‘ZCIPItathHI 4 1 5 3 5 1 53
s ) 00 ) 4 1 5 2 5 1 32
rain (large scale 4 ) 5 ) 5 1 3
snow (large scale)
Prf.:c1p1ta01on type ) | ) 3 6 | s/
(winter)
Visibility/fog 2 1 5 4 6 2% 5/3
Surface icing by 2 1 2 4 6 2 513
freezing precipitation

Notes:

1 Can often be used to issue warnings.

2 On limited occasions can be used to issue a warning.

3 Can often be used to issue a watch.

4 On limited occasions can be used to issue a watch.

5 Only useful when combined with other observations.

6 Limited usefulness even when combined with other observations.

* While warnings can be made on thunderstorm location, the location
is generally not as specific as with radar or lightning.

** Only when restricted by heavy precipitation.

After applying one or more of these algorithms a human nowcaster should examine and process
the results with other information, such as likely changes that could occur during the day to decide
if severe weather may happen.

The evaluation of the nowcasting algorithms is not a straightforward task. Assessing the quality
of a prediction depends on the original intention of it and the nature of the variables being used. As
mentioned before, human evaluation of the nowcast is critical to delivering a final report, thus vi-
sual inspection is essential when thinking on the final user. Nevertheless, a quantitative assessment
should be performed to provide scientific verification. Unfortunately, no single verification metric

can assess all the attributes to provide an overall performance score. For example, for continuous



Table 3.2: Literature summary on prediction models from [4] categorized by their approach.

Type of system

Acronym (name)

Main reference

Cell tracker

TITAN (Thunderstorm Identification Tracking Analysis and
Nowcasting)

Dixon and Wiener (1993) [5]

SCIT (storm cell identification and tracking)

Johnson et al. (1998) [6]

TRT (thunderstorm radar tracking) algorithm

Hering et al. (2004) [7]

FAST (fuzzy logic algorithm for storm tracking)

Jung and Lee (2015) [8]

CO-TREC (continuous tracking radar echoes by correla-

Li et al. (1995) [9]

tion)

MAPLE (McGill algorithm for precipitation nowcasting by
lagrangian extrapolation)

Optical flow in the GANDOLF (Generating Advanced
Nowcasts for Deployment in Operational Land-based Flood
Forecasts) system

DARTS (Dynamic and Adaptive Radar Tracking of Storms)
ANC (Auto-Nowcast) system

SWIRLS (Short-range Warnings of Intense Rainstorms in
Localized Systems)

NowCastMix — Autowarn (nowcast mix — automatic warn-
ing)

CAN-Now (Canadian Airport Nowcasting) system

INCA (Integrated Nowcasting through Comprehensive
Analysis)

STEPS (Short-term Ensemble Prediction System)

Germann and Zawadzki (2002) [10]

Bowler et al. (2004) [11]

Area tracker

Ruzanski et al. (2011) [12]
Mueller et al. (2003) [13]
Li and Lai (2004) [14]

James et al. (2015); Reichert (2009) [15]
Multiple observation system

Bailey et al. (2009) [16]
Haiden et al. (2011) [17]

Probabilistic approach Bowler et al. (2006) [18]

values of the forecast mean absolute error and mean squared error are good accuracy measures.
On the other hand, if the prediction is binary the variations of precision and recall could be used.
Finally, if there are multiple categories or the nature of the forecast is probabilistic, contingency ta-
bles and AUC ROC (Area Under the Curve Receiver Operating Characteristic) are common metric
approaches.

In the last 4 years, with the increased availability of data and computing power, machine learn-
ing approaches started to become more popular in the area of weather nowcasting. Some pa-
pers have already shown machine learning approaches that outperform optical flow based methods
such as ROVER [19], TREC and CO-TREC [20], and Farneback [21]. More recently, new tech-
niques [22] are being developed with promising results to overcome the main drawback of these
methods which is the blurry effect on the predictions [19,23-28].

Nowcasting can be framed in a more general formulation as a video prediction problem, which
has been a matter of study in the computer vision field for many years. They are both showing sim-
ilar paths, as they started using optical flow methods and now, they are moving to machine learning

approaches. Particularly, an important breakthrough for both communities to start looking at ML



was the model proposed by Shi et al. in 2015 [19] where they combined the Recurrent Neural Net-
works (RNN) largely used to model sequences with Convolutional Neural Networks (CNN), well
known to successfully capture spatial information in images. Since then, many other works have
been published in the area. Like non-ML approaches, each of them addresses a particular problem
and no consistency on datasets for benchmarking has been used. The most common dataset is the
moving-MNIST, which consists of 2 or 3 digits (moving-MNIST++ version) bouncing in a square
two-dimensional box. However, this dataset does not capture all the nuances a radar echo sequence
can have, such as rotations, changes in intensity, and shape, among many others. Also, most of
the papers use different radar technologies, from different locations, with different sampling rates,
and they also combine with other data such as wind velocity. With respect to the metrics used
for evaluating the performance of the models, the most common is a combination of Mean Square
Error (MSE), critical success index (CSI), false alarm rate (FAR), probability of detection (POD),
and correlation coefficient (explained in detail in Section 4.3). Finally, there is a disparity in how
many frames are used as input and how many are predicted. It varies from 4 to 10 for the input and
1 to 20 for the prediction.

In Table 3.3 a list of different publications using machine learning approaches to address
weather nowcasting is shown. In blue are marked those which are more relevant to this thesis
mainly for the type of input data as well as the metrics used.

The first two published papers using machine learning for weather nowcasting were from the
creators of the convLSTM layer [19,29], in 2015 and 2017 respectively. The architecture used con-
sists of a symmetrical encoder-decoder using convolutional recurrent layers, predicting 10 frames.
It was trained on reflectivity values from the Hong Kong area. In the second publication they
even proposed this dataset to be a standard benchmark for ML in nowcasting, but with low suc-
cess as it is not extensively used by the community. The results from their models were the kick
start to all the upcoming papers in this topic as they outperformed the optical flow based model
ROVER [30], created by the same group, and two ML approaches, one using non-convolutional

recurrent layers [31] and the other one using only convolutional layers [32].
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In 2018, [20] proposed Recurrent Dynamic CNNs (RDCNN). It combines convolutional layers
with recurrent structures and a probability prediction as described by the authors. It was compared
against the CO-TREC model and it achieved better scores at every lead-time. The data used was
from three different areas in China, and the model uses four history frames and it predicts only one.
In the same year, a modification of the PredNet [33] model created for general video prediction
was applied by [34] to weather nowcasting. They used data from Kyoto, and the model was
evaluated against the trajGRU model proposed by [29], where the results were in favor of PredNet
in most of the experiments, except at high reflectivity values. PredNet uses a different type of
encoder-decoder architecture, where the error between the prediction and the target is not only
backpropagated by the optimizer but explicitly used as the input to recurrent layers. The model
was adapted to accept ten input frames and predict the future ten frames.

The model AENN proposed by [35] in 2019 has the novelty of using a Generative Adversarial
Network for generating the predictions of radar echoes. They compared the model against con-
vLSTM [19], ROVER, and TREC using data from five Chinese regions. The results showed that
AENN did better in most of the metrics, as well as it produced more realistic predictions when
visually inspected. In this case, the model takes 5 input frames and predicts the next 3. Other
paper came out that year ( [24]) doing a comprehensive analysis on different loss functions and
introducing Image Quality Assessment metrics to weather nowcasting using [19,29] models. With
a different dataset from the one used in the original papers, they obtained better results using con-
vGRU rather than trajGRU as [29] showed, but after some modification on the convolutional filter
sizes they did achieve the best results with the named dec-trajGRU. Another difference in the com-
parison was the length of the input data, which was 5 instead of 10, though the prediction remains
in 10 frames.

In 2020, the last proposed model using ML for weather nowcasting while this thesis is being
written is RainNet. The assessment was not done with another ML approach but with the same au-

thor’s RainyMotion [36] optical flow based-model, for which the results were in favor of RainNet.
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Table 3.3: Literature review of machine learning models used for weather nowcasting.

Proposed Reference | Compare to... Datasets Training loss Evaluation metrics Results In/Out
moving-MNIST
FC-LSTM MSE / CORR outperform
convLSTM [19] ROVER - Hong Kong Z MSE-MAE CSI/FAR / POD in all 10/10
(rainy days)-prepocessed
conv3D
convGRU [29] conv2D moving-MNIST++ MSE-MAE B-MAE / B-MSE outperform 10/10
trajGRU DFN HKO-7 - preprocessed B-MSE/MAE HSS /7 CSI in all
ROVER
. MSE / CORR outperform
RDCNN [20] COTREC 3 from CINRAD-SA NM CSI/FAR / POD in all 4/1
moving-MNIST++ .
SDPredNet [34] trajGRU KyotoYahoo! B-MSE Hsl\é[?}é . "‘i‘;psﬁz‘m 10/10
Static Map API any
convLSTM
AENN [35] TREC CINRAD/SA cross entropy CSI/POD outperform | &5
. FAR / HSS in many
Optical Flow
dec-trajGRU trajGRU moving-MNIST++ MSE / MAE / CORR .
convGRU [24] convGRU | CIKM AnalytiCup 2017 Mé\flsSSEH(/[l\;“;;M SSIM / MS-SSIM Omﬁle; t]‘l’r ™ 510
convLSTM convLSTM (3.5km) CSI/FAR /POD
MRMS outperform
U-Net [37] Optical Flow MRMS dataset Cross entropy Precision-Recall outperto NM
. in short time
Persistance
RainNet (3g) | Rainymotion | o by DWD data LogCosH MAE-CSI outperform -, |
Persistance in all
Farneback
LSTM- 21] Persistency IR of GOES NM MSE / CORR outperform | NM/12
PERSIANN RAP Climatic Prediction Center CSI/FAR /POD in many (6hours)
RNN
SBOW (SVM) [39] TITAN NEXRAD+VDRAS NM CSI/FAR /POD mixed NM
DozhdyaNet (40) | Optical Flow RY product of the. NM MAE / CSI worst NM
Persistence German Weather Service
MLP [41] Persistance Swiss C-band radars NM Predicted Quantile / RMSE better nm
TREC . MSE / CORR outperform
convLSTM [42] Optical Flow RGB echo + (U,V) wind NM CSI/FAR / POD inall 520

The data used is not raw reflectivity values, but a quality-controlled rainfall-depth composite of 17
radars. The model takes in 4 frames and outputs 1.

Outside weather nowcasting, in the last two years more than twenty papers have been published
using machine learning for video prediction [43—-54] showing the relevance of the task for the
computer vision community. Many of these papers are modifications of other models while others
are introducing new approaches [55-61].

It is important to remark on some of the differences with many video prediction framings when
trying to transfer the techniques to weather nowcasting. First, the sampling rate is not always
constant when dealing with radar echoes. Second, the objects that are being tracked are the accu-
mulation of hydrometeors, whose shapes continuously change. Moreover, these shapes can grow
and shrink, disappearing, and reappearing in the radar echoes, especially if only one elevation scan

is used. Even the change of intensity is important to consider as a variable function as the assump-
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tion to be constant is commonly used in optical flow approaches as they try to track one pixel from
a frame to the other based on the initial brightness.

As this work was inspired by the Convolutional Recurrent Neural Networks (convRNN), which
was developed by the nowcasting community, more details on this network are given below.

The basic concept behind a Recurrent Network is that they keep as a ‘hidden’ state a weighted
sum of previous outputs, being able to model sequences. One major improvement in RNN was
the Long-Short Term Memory RNN (LSTM) [62], which introduced different gates to have more
control over how much the network should remember and how much it should forget. Then, [63]
proposed a simpler model with fewer gates called Gated Recurrent Unit, which shares the same
concept but uses only one gate for both remembering and forgetting. Finally, the adaptation of the
RNN to a convolution RNN is done by changing the fully connected operations by convolutional
operations [19]. Some variations of convRNN have been proposed such as trajGRU [29] and

rgcLSTM [59] which have shown good results.
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Chapter 4

Research Methodology and Experiments

This Chapter is structured as follows. The first part is about the data used to train and test the
models. Then, the proposed models are described. After that, the metrics to measure their per-
formance and the baseline models are introduced. Finally, the experiments to assess the proposed

models are explain.

4.1 Dataset

The datasets used to train, evaluate, and test the different models use NEXRAD data, because
of its convenience (AWS storage) and availability (several years and regions). In the U.S. terri-
tory, the NEXRAD (Next-Generation Radar) net of 160 radars deployed throughout the country
provides cost-free public access to radar data. The system is controlled by the National Weather
Service (NWS), the Air Force Weather Agency, and the Federal Aviation Administration (FAA)
and it is administered by the National Oceanic and Atmospheric Administration (NOAA). The data
consists of base data and derived products, which are called Level-1I and Level-III, respectively.
Level-II includes reflectivity, mean radial velocity, spectrum width, dual-polarization base data of
differential reflectivity, correlation coefficient, and differential phase.

For machine learning the data is critical, as it is the only resource for it to learn. Therefore,
below is an explanation on how the data was selected and processed from the raw files downloaded

from AWS to the final datasets files.

Pre-processing of the dataset

To transform individual ar2v files (one per radar scan, meaning one for each timestamp) into
sequences of N frames the following steps were followed.

First, the reflectivity data was extracted from the ar2v files. Then, converted from polar co-

ordinates to Cartesian coordinates using PyArt [64] gridding function with grid limits of 300.000
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km by 300.000 km by 20 km (latitude, longitude, altitude). Also, the gridded map was defined
in a 64 by 64 matrix. Afterwards, the reflectivity values were clipped from 0 dBZ to 70dBZ and
then scaled from 0 to 255 (pixel values). Before saving the matrices as PNG files the missing
values were filled with 0 dBZ. The sample rate for each scan is not perfectly constant, and to avoid
discarding sequences with missing scans, a tolerance of 20 minutes was used to consider it consec-
utive. Finally, the frames were re-arranged in same length sequences thus creating a list of events.
The choice of the frames being on gray scale and with a 64x64 resolution was taken to reduce

memory requirements during the training of the models.

Post-processing of the dataset

As most of the dataset contains frames with low reflectivity it was reduced to have only relevant
events. To consider an event as relevant a kernel was convolved on each frame to detect areas of
high intensity and the event was classified as relevant if it contained more than half of its frames
with at least one pixel exceeding a threshold. The threshold was set to 30 dBZ and the size of the
kernel was an eighth of the frame size. Figure 4.1 illustrates how the processing was done.

After filtering out the non-relevant events the datasets were reduced approximately to a fifth
of its size. For the training and validation set that was all the post-processing done. For testing,
two different datasets were used, and a hand-picked selection of the most relevant events was
done (prior to any evaluation on them) based on the presence of different advection behaviors,
discarding out those with reduced areas of high reflectivity and receptivity. The reason for this
further reduction was to minimize bias by having many events with similar characteristics and to
reduce both memory consumption and external hand-labor to be able to evaluate all the events
with all external nowcasting methods. From the raw data to the processed training dataset the size
reduction was from 4 TB to 200 MB.

The sampling rate of the frames is a limitation that has not been addressed in depth. The
training set has mixed events with frames spaced from 4 to 6 minutes apart. Within each event,
the spacing remains constant, but because the ML models do not take into account the time-stamp

the models are not being trained to predict a fixed time into the future. The reason behind why
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Figure 4.1: Example on how a sequence is processed to consider it or not a relevant event. (a) shows the
kernel applied to each frame and its output. (b) shows the entire sequence and in this case, as there are more
‘rainy’ frames than ‘non-rainy’ the sequence is relevant and included in the training dataset.

this has not been analyzed/treated with more depth was due to the time-spaced-requirements of
having larger datasets and the availability of them. Hopefully, a potential advantage of having this
heterogeneous sampling rate is that the models will generalize better the dynamics of the observed
frames and make the predictions within the same time-scope. Nevertheless, some of the baseline
models used in the benchmark rely on a strict step size. Therefore, one of the two testing datasets
was re-sampled to have an even time lapse between each frame as required by some of the models.
The re-sampling was done in Cartesian coordinates using linear interpolation from a ~4 minutes
spacing to 5 minutes. It is important to remark that most likely doing the interpolation in the polar
coordinates on each scan ray would be more accurate or to apply an advection correction in the

Cartesian coordinates.
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In Figure 4.2, a scheme of how each dataset was constructed as well as the name for which
they will referenced in this thesis. First, it shows the location and time, and then what type of

post-processing was applied.

é Winter 2017

Summer 2017
Denver < Spring 2017
Winter 2016 ;
Fall 2016 Training set: mix
_ Summer 2016 :f‘ (3967 events)
" Winter 2017
Summer 2017
Spring 2017
Winter 2016
Dallas Fall 2016 ¥
Forth g;rn;nrg‘gozl%le A Training set: DFW
Worth P
Spring 2015 (1206 events)
Spring 2014
Spring 2013
Spring 2012
Spring 2011 _.".
(a)
Denver{ Spring 2017 ‘ l:> Testing set: Denver
(10 events)
E:> Testing set: DFW
Spring 2019 (10 events)
Dallas ‘ ‘ |:> Testing set: DFW regular
Forth (10 events)
Worth
Spring 2018 - Evaluation set: DFW
(134 events)
30dBZ o  hand . regularized - o
threshold picked sampling rate

(b)

Figure 4.2: Diagram on how the datasets were created, (a) shows the training datasets and (b) the validation
and testing datasets. The 30 dBZ threshold arrow refers to the process explained in Figure 4.1, the yellow ar-

row means that visual inspection and a manual selection was done, and the red arrow refers to the procedure
described in the above paragraph.
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4.2 Models

Throughout this thesis different machine learning models are used and compared with each
other with the goal of laying the foundations for further research on this line of work. Therefore,
not only the models with the best performance are shown but also those using techniques mentioned
in the literature or different original ideas. All of them share some core characteristics. Firstly, the
training is done in an unsupervised fashion, meaning that it does not require labeled data. Figure
4.3 shows how the dataset containing only sequences of reflectivity data is used for both the input
and the target values of the model. As the goal is to predict future frames, the first part of the
sequence is the context used to predict future frames, and the second half is used to calculate
the accuracy of the prediction. The unsupervised training is to some extent inherited from the
nature of the problem formulation in this thesis, but it could be other cases such as when using
ML estimations of optical flow to extrapolate future frames, in which labeled data is required.
Secondly, all models have the same structural architecture of an encoder-decoder. Conceptually,
this refers to when the input data is encoded into a state, in this case of lower dimensionality, and

then the output is reconstructed using, sometimes, only that state.

Historic NEXRAD [ target 4
Lvl II reflectivity 1
images (cartesian) input data

B S B B
EEEE R

—_— 1 1 1

MO 1 .{ ') > error

samples
4
4
V]

™ N ] R M wg
B k& B |B B B \
B B 1

sequential frames

Figure 4.3: Diagram on how an unlabeled dataset is used in unsupervised training
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The model variations addressed in this thesis can be grouped in different architectures, loss
functions, and types of outputs. Figure 4.4 shows each of these groups which will be developed in
detail the following paragraphs. Conceptually, the architecture group refers to the type of layers
being used, the type of output (or prediction) to what is being predicted (what target is being used),

and the loss functions to which performance metric the optimizer uses during the training.

MSE
convolution MAE
analog balanced
convLSTM
architecture prediction binary loss cross-entropy
convGRU
difference SSMI
trajGRU logcosh
combined

Figure 4.4: Variations analyzed in the models.

As mentioned before the architectures always follow an encoder-decoder structure, but they
differ in the number and type of layers used. Two main categories can be distinguished, purely
convolutional layers, or a combination of convolutional with recurrent layers (LSTM, GRU, traj-
GRU). Also, for every model the option of using skip-connections has been tested [65]. For details
on each implementation refer to the Appendix A.6 and the code [66]. The two most relevant

models are diagrammed in Figures 4.5 and 4.6.

Model ResConv

Model ResConv is shown in Figure 4.5. The convolution layers are of kernel size 3, strides of
size 2, and padding of size 1 for each dimension. The downsampling is done using a convolution
of kernel 4 and strides 2. While the upsampling has the same parameters, it is a transposed con-
volution (also known as fractionally-strided convolution or deconvolution). For the convolution

layers in the decoder section, the transposed convolution is also used.
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Figure 4.5: Diagram of residual convolutional model.

The activation layers are Leaky-Relu except for the last one which is a Sigmoid. The regular-
ization is done using a Dropout layer with a rate optimized for each case, and the normalization
is a Batch Normalization layer. Finally, there are residual connections (skip connections) between
the encoder and the decoder, where the output of the decoder is added to the output of the decoder

layer with same dimensions.

Model ResGRU

This model, shown in Figure 4.6, unlike the one proposed at [29] not only differs slightly
in the structure, but it has residual connections between the encoder and the decoder. Also, the
convolutional layers are a compound of many layers following the logic of the residual networks.
Following the design in [29], the initial states of the recurrent networks in the decoder layers, in
this case convolutional GRUs, are given by the output state of the encoder layers.

The names given to these models are just for ease of reference throughout this thesis.

The second group distinguishes the models on what type of output they predict. The most
forthcoming approach is to predict the desired output frames, meaning that the pixel values vary

between 0 dBZ to 70 dBZ continuously. Because many of the standard metrics for weather now-
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Figure 4.6: Diagram of residual convolutional recurrent model.

casting require the reflectivity values to be binarized using a threshold, it was also attempted to
directly predict the binary values. In this case, the input remained continuous with the aim of an-
ticipating growths and decays on the values. Finally, it was also tried predicting only the difference
between the previous frame and the next. The idea behind this approach is to harness the entire
pixel-value range in the predictions. Figure 4.7 shows the relationship between all different type

of predictions.

Model Diff

The architectures used to create the Diff (from difference) can be any of the ones mentioned
before. The only thing that changes are the target values, which are the observations with the
last context frame subtracted from them. Figure 4.8 schematizes how these targets are obtained,
by taking each of them and compute the relative difference with the last frame for the context

sequence.
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Figure 4.7: Diagram of different possible prediction types. Where ’context’ is the history used to make a
prediction and the light-blue arrow represents making the prediction.
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Figure 4.8: Diagram of how the training dataset is modified for the Diff model.

Model Composite

Many of the metrics rely on binary values, while others do not and beyond all the metrics, vi-
sual inspection is a key aspect for a meteorologist. Therefore, for the binary approach to be useful a

composite model is proposed. It consists of aggregating outputs of different binary models trained

22



at different reflectivity thresholds scaled to their corresponding reflectivity values. Because it can-
not be used an infinite number of binary models to fill all the continuous spectrum of reflectivity
values a base prediction of continuous values is added. The goal is to improve the base prediction
with all these layers of binary predictions. Figure 4.9 shows a diagram on how this is done and the
desired benefit, where if observed, the base prediction is missing some high reflectivity values that
in the composite are present thanks to the binary model trained at that reflectivity value.

The architectures used to create the composite can be any of the ones used for the base model.

The only thing that changes are the target values, which are binarized using the desired threshold.

binary
9 highz =:| @ binary
composite
binary ' - '
Y mdZ | gy =
Canie ' composite
. i binary | .
» )] @ |2~ @ sl
. absolute
-
observation

Figure 4.9: Diagram of how the Composite model harness binary predictions.

Finally, the third group of models consists of using different performance loss functions during
the training of the models. There were many reasons why to explore all these different functions.
In the literature [23,24] it has been discussed that traditional mean squared error (MSE) yields
blurry results. Then, one author in two different papers [38,40] presented a comparison between

MSE and Logcosh showing better results with the latter. Another reason is that in computer vision
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it is more common to evaluate the quality of an image using structural similarity metrics such as
SSIM and MS-SSIM. As proved in [67] SSIM can be quasi-convex, and therefore it can be used as
a loss function [24]. Lastly, in weather nowcasting, higher values of reflectivity are more relevant
as they may indicate hazardous scenarios, and they also appear normally in smaller sections of the
frames, so a weighted loss function is also tested setting larger weights to higher values [24,29].
Binary cross-entropy was also used to train the models as they did in [19], [34], and [37]. Lastly, as
suggested by [24] and [27], a linear combination of different weighted losses might produce better
predictions as they target different aspects of the images. Thus, the ’combined’ loss refers to the

following formula (taken from [24]) unless specified otherwise:

Loss = MSE+0.1- MAE +0.02- (1 — SSIM) 4.1)
each of the individual losses are explained with more details in Section 4.3.

Model MODEL-Loss

For each of the variations with different losses listed in Figure 4.4, they will be referred to as
the name of the model hyphen the type of loss used, such as 'ResGRU-SSMI’". For the balanced
variation, as it is a modification and not a loss by itself, it will be referred by adding a prefix 'B’,

such as 'ResGRU-B-MSE’.

4.3 Evaluation metrics

There is no metric that can capture all the aspects of a weather prediction. Because there is not
only one intended application for the predictions, for every case a different metric might be better.
Thus, it is common for the nowcasting community to use several metrics, and the Developmental
Testbed Center has a comprehensive guide [68] that includes most of them. There are two main
categories that pertain to this thesis, categorical metrics which use binary values (0 to represent
no presence of reflectivity and 1 to represent the corresponding reflectivity value that is being

analyzed), and continuous metrics which work directly with continuous reflectivity values.
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CATEGORICAL

The categorical metrics are based on the contingency table presented in Table 4.1.

Table 4.1: Contingency table given predictions and observations. T=True, F=False, P=Positive,
N=Negative. 1 denotes reflectivity presence and 0 absence.

Observation
1 0
. L. 1 | TP (hits) FP (false alarm)
Prediction 0 | FN (misses) | TN (correct rejection)
Total (T)
T = falsealarm + correct rejection + misses + hits 4.2)

Total corresponds to the total number of predictions/observations. It is not a metric by itself, but
it is used by others. For one frame it corresponds to the count of pixels (frame height times frame

width).

Accuracy (ACC)

hits + correct rejection

ACC = T

4.3)

Accuracy is the ratio of correct predictions over the total number of predictions. It ranges from 0
to 1, 1 being the perfect score. The main disadvantage of accuracy is that it considers the correct
rejections which are normally much more than the overall positive observations, and the latter are

more critical to successfully detect as those indicate high reflectivity intensity.

Probability Of Detection (POD)

hits

POD= ————
hits + misses

4.4)
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Also known as the hit rate, it is the proportion of positive observations correctly predicted. It

ranges from O to 1, 1 being the perfect score.

False Alarm Ratio (FAR)

FAR — falsealarm

4.5
false alarm + hits (4.5)

It is the proportion of negative observations incorrectly predicted. It ranges from O to 1, O being

the perfect score.

Critical Success Index (CSI)

CSI = hits (4.6)

hits + false alarm + misses

It is the ratio of positive observations correctly predicted over all positive observation and incor-

rectly predicted negative observations. It ranges from O to 1, 1 being the perfect score.

Equitable Threat Score (ETS)

O (hits + false alarm)x(hits + misses) @)
T
ETS hits — ¢ (4.8)

~ hits + false alarm + misses — C

Also known as the Gilbert Skill Score (GSS), it is the similar to Critical Success Index, but it takes
into account the chances (C) of having hits by chance. It ranges from —1/3 to 1, 1 being the perfect

score, and a value of 0 means is not better than a random predictor.

CONTINUOUS
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Correlation Coefficient (CORR)

tr(PO)

CORR = —= L
tr(PP)tr(00)

4.9)

It measures the linear association between the observation (O) and the prediction (P). It is calcu-
lated as the ratio of the Frobenius inner product over the Frobenius norm of both matrices O and

P. It ranges from -1 to 1, 1 being the perfect score, and a value of O the worst score.

Mean Square Error (MSE)
1 T
MSE = — P, — 0;)* 4.10
72 (F=0) (4.10)
Mean Absolute Error (MAE)
1 T
MAE = — P, — 0O, 4.11
72| | (@.11)

Unlike MSE, MAE is more robust to outliers. MSE and MAE range from O to infinity, O being the

perfect score.

Structural Similarity (SSIM)

(2/Lp,uo + Cl) + (20130 + Cg)

SSIM =
(13 + pd + Cr)(0p + 03 + C)

(4.12)

where y is the average, o the standard deviation, C} = (k;L)? and Cy = (ky.L)? stabilizers when
the denominator is weak, L the pixel-value dynamic range, and k;, ks constants. The formula
above is applied with a sliding window of size 11x11 using a Gaussian weighting function.

It considers the luminance, the contrast, and the structure of the frames. It ranges from -1 to
1, 1 being the perfect score. This metric is not included in [68] as it is not normally used in the

nowcasting community. Nevertheless, some authors have used it and it is widely adopted in the
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computer vision community. Moreover, it is used also as a loss function for training the models
and not only as an evaluation metric.

For this thesis, not all metrics are discussed in the results as many show equivalent results.
Nevertheless, they are all presented for any comparison the reader would like to do with other
works. The metrics used here are CSI, FAR, POD, MSE, and ETS. Since ETS is the same as CSI
but consideris the effect of randomness, and with the datasets used here that randomness coefficient

is neglectable, both CSI and ETS are the same.

4.4 Baseline models

To make a more forthcoming evaluation of the proposed methods in this thesis, other nowcast-
ing models are used on the same data to have a direct comparison. The models fall in two main

categories, those based on optical flow and the others based on machine learning.

4.4.1 Based on Optical Flow
Extrapolation

It generates a nowcast by applying a simple advection-based extrapolation to the given precip-

itation field.

S-PROG

The motion field is used to generate a deterministic nowcast with the Spectral Prognosis model,
which implements a scale filtering approach in order to progressively remove the unpredictable

spatial scales during the forecast.

ANVIL

Originally developed to use with vertically integrated liquid (VIL) data, it can be used with any
2-dimensional input. It is an extrapolation-based nowcast that uses a cascade decomposition and a

multiscale autoregressive integrated model that can predict growth and decay.
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All the above models are implementations from the pySTEPS project [69], which provides
open-source nowcasting models regularly improved. For each model, the estimation of the motion
field was done using Lucas-Kanade optical flow method. The hyper-parameters of the models were
optimized using Bayesian optimization on the validation dataset.

While extrapolation is a static nowcast, S-PROG can predict growth and decay but with loss of
small-scale features and with post-processing to correct bias and wet-area ratios. ANVIL, on the
other hand, can predict growth and decay while preserving the small-scale structures without the

need for post-processing.

DARTS

Currently deployed in Dallas Forth Worth using CASA radars [12], it uses linear least-squares
estimation implemented in the Fourier domain for motion estimation with advection performed via

a kernel-based method formulated in the spatial domain.

4.4.2 Based on Machine Learning
RainNet

RainNet [38] is a similar model to those proposed in this thesis using an encoder-decoder ar-
chitecture and convolutional layers. It was inspired by U-Net [70] and SegNet [71], which are
originally designed for binary segmentation of images. This model outperforms the most basic
approach of nowcasting which is persistence and the implementation of [40] of a different convo-

lution model.

trajGRU

This is the latest and most promising model implemented by the authors that inspired this thesis
[29]. It is based on an encoder-decoder architecture using a modified recurrent neural network
with dynamic recurrent connections over time to perform better where location-variant filters are

needed. Both, original implementation by the authors in MxNet was used ("trajGRU L17° from
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[72]) as well as third-party implementation in PyTorch [73], and only the results from the latter are

shown as they were better.

4.5 Training and hyper-parameters tuning

For every model the training was done for 150 to 300 epochs, using Adam optimizer and a step
learning scheduler with gamma equal to 0.7 and 3 steps. No variations on the optimizer were tested,
except for a simple test using Stochastic Gradient Descent (SGD) which yielded considerably worst
results.

The optimization of the hyper-parameters was done first by hand, narrowing the range, and
then using Bayesian optimization [74] to fine-tune them. The list of such parameters is presented
in Table 4.2.

Table 4.2: Hyper-parameters and the tuning ranges. ’Choice’ means one of the listed values, "uniform’

means a pick for a uniform distribution between the lower and upper ranges listed, and ’log’ similar but
from a logarithmic distribution.

Parameter Ranges Description

weight decay choice{0,0.01,0.1} Adam parameter

betal uniform{0.5,0.9} Adam parameter

beta2 uniform{0.9,1} Adam parameter

learning rate  log{1E-2,1E-5} Learning rate optimizer parameter
filters choice{64,96,128,256} Base number for convolutional filters
dropout uniform{0,0.5} Dropout rate

The final values used can be found on the code repository [66].

4.6 Environment and Software

The training was done using a single GPU GeForce GTX TITAN X with 12 GB of memory.

Some of the most relevant software packages with their versions are listed in Table 4.3.
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Table 4.3: Software used in this thesis.

Software Version Description

CUDA 10.1 Computing platform for GPUs

Conda 4.8.2 Python packages platform

Python 3.7.3 Programming language

PyTorch 1.3.1 Machine learning library

Keras 224 High-level API for Machine learning
Tensorflow-gpu 1.14.0  Machine learning library

PySteps 5.0.1 Package for short-term weather predictions
Cartopy 0.18.0  Package for geospatial data processing
HyperOpt 0.2.3 Package for Bayesian hyperparameter optimization
Innvestigate 1.0.8 Package for NN analysis

MXNet 1.5.1 Machine learning library

Pytorch-SSIM  0.1.5 Package for SSIM calculation in torch tensors

4.7 Experiments

The experiments are organized as follow. First, there are two experiments related to training
phase, one analyzing which is the best possible checkpoint to save during the training, and the
other one which is the best loss function to use as the performance metric of the optimizer. The
second part consist of the experiment using different types of predictions, being those introduce
in Section 4.2. Then, three experiments are proposed on how the dataset can be best used. This
refers to the length and sampling rate on the history and prediction sequences. Afterwards, the
comparison against baseline models is done. Finally, it is analysis how varying the geographical

location of the data can affect the performance of the proposed models.

4.7.1 Behavior over epochs

As there is no unique metric to capture all aspects determining how well the predictions are,
the training must be done only using one or certain combinations of a few. Therefore, the question
of whether the training should be stopped based on the performance metric or other metric, which
can be non-convex, is raised. To test this, both the best performance metric checkpoint and the best

external metric checkpoint are saved and compared. The last checkpoint (given an arbitrary number
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of training epochs) is also saved and compared. As exemplified in Figure 4.10, the validation
score starts to deteriorate due to overfitting, using this last checkpoint allows to test whether the

overfitting occurs only on that metric or in general.

Performance loss

(must be convex) ——

Last checkpoint

Best performance checkpoit——

— I

Epochs

Figure 4.10: Example of a training plot for the experiment saving checkpoints based on different criteria.

4.7.2 Comparing different losses

The intention here is to replicate some of the results presented here [24] when comparing the

performance of the same model trained with different losses.

e Mean Square Error (MSE)

e Mean Absolute Error (MAE)

e Balanced-Mean Square Error (B-MSE)

e Binary Cross-Entropy (BCE)

e Structural Similarity (SSIM)

e [ogarithm of the Hyperbolic Cosine (LogCosH)

e Linear combination of the above as in Eq. 4.1 (Combined)

4.7.3 Comparing different prediction types

In this experiment, the goal is to analyze if predicting the absolute values of the frames is better

than predicting the difference, and if targeting a specific reflectivity range by using a binary output
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is better than aiming to capture the whole frame. For details refer back to Section 4.2 where these

two models are explained.

4.7.4 Behavior on different history and prediction lengths

Most of the literature reviewed in Chapter 3 made predictions of 10 frames or less, meaning
that the lead time goes only up to at most 1 hour, using the median sampling rate of 6 minutes.
Moreover, none of the previous works analyzed how the predictions differ when a different number
of frames are used to make the predictions or when the number of predicted frames varies. There-
fore, in this experiment, the variations on the lengths of both the history (context) and predictions
are studied.

In order to do this, two different methods are used. First, using the same dataset of 64 frames
per event, three different architectures are created. One to predict 8 frames given 8 frames, and the
other two similar but with 16 and 32 frames respectively. In Figure 4.11 (a) a scheme of how the
frames from the dataset are being used in this experiment are shown. By comparing these models,
the intention is to observe how the predictions’ scores are on the overlapping frames (i.e. the first
8 predictions), and then how the metrics deteriorate in the last frames.

The second part of the experiment consists of keeping constant the predicted frames to 16 and
varying the history lengths, using 8, 16, and 32 frames. Figure 4.11 (b) shows a scheme of how the
frames from the dataset are being used in this part of the experiment. The objective of this exper-
iment is to test whether increasing the lead time in the predictions would cause an improvement
overall the predictions as more detail might be necessary to extend the forecast further in time, or
would it be counterproductive as more information needs to be remembered and quality will be
sacrificed.

The dataset used here (Training Mix from Figure 4.2a) differs from the one being used so far
(Training DFW) in the number of frames per event. Also, the handling of the dataset differs as
in previous experiments all frames were used during the training, but here the frames are fixed to

make a valid comparison. The diagram in Figure 4.12 exemplifies how this was done. In case
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(a) history prediction

i

(b)

history predictions

Figure 4.11: Example of experiments (a) varying lengths to predict more frames, and (b) varying lengths of
history while keeping constant the number of predicted frames.

(a), where the starting frame is not fixed on each epoch the history and observation (ground truth)
frames can shift along with the whole event. So, if for example, the training dataset has events of
40 frames each and the model being trained takes 16 for both history and observation there are 25
possible starting points. On the other hand, in case (b) where the boundary frame between history
and observation frames is fixed, in every epoch, the selected frames are the same. The reason to
make the training deterministic is to keep constant the number of seen events during training when
two models with different history/observation frames are trained. Moreover, the purpose to fix the
middle frame and not the starting frame is to minimize variance on the seen frames for the before
mentioned scenario. A consequence of making it deterministic is that the net amount of samples
for training is reduced to the number of events in the dataset, while with the random approach there
is a multiplication factor on this number (25 for the example used above). Therefore, to have more
samples, the 'mix’ dataset (from Figure 4.2), which contains samples from multiple location, is

used.

4.7.5 Behavior on different prediction steps

In the same line as the previous experiment, the intention here is to test how the model behaves
at different time resolutions. For that, the same model is trained with all the frames in each event
and compared to the model trained on every other frame in each event. Then, another model using

double the number of frames for the history and predictions is also added to the comparison to
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Figure 4.12: Example of (a) using a random part, or (b) a fixed part of the dataset for the training.

mitigate the possibility that the predictions changed due to the lengths of the history used. All
these variation in the portion of the dataset used are schematized in Figure 4.13. Nonetheless, this
should be considered as a guideline as having two variables changing (step size and number of

frames) is not possible to draw a definitive conclusion on the results.

. history 1 predictions 1 .
history 2 N A predictions 2

A i ' N AL
e N N

all frames 1|23 4| s 6 7| 8| o2 | 1213 24/ 15] 16

every other frame 1 3 5 7 9 n 13 15

v g
history predictions

Figure 4.13: Example of varying-step experiment.

4.7.6 Comparing proposed models against baseline models

In this experiment different models, named ResGRU, ResConv, and Composite (using ResGRU
as base), are compared between each other and against the baseline models listed in Section 4.4.
Because of the nature of each baseline model, the experiment is split into two parts. First, the three

models proposed here and the baseline models, DARTS, trajGRU, and RainNet, are compared
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using the non-regularized dataset. This decision was made because DARTS performed better on
the non-regularized dataset, and despite the ML models doing better on the regularized dataset the
intention here is to provide the most meaningful comparison so the decision was in benefit of the
baseline.

The second part consists of comparing ResConv against the PySteps models. In this case, the
regularized dataset is used. Another important consideration here is that the predictions of these
models cover only a section of the frame so the metric for them is computed only at the valid
sections.

The comparison against DARTS is one of the most relevant experiments in this thesis as it
compares the proposed model against a real-world nowcasting system, and the nowcasts were
done externally. On the other hand, despite using PySteps, trajGRU, and RainNet has the same
intentions, the nowcasts were locally done. PySpteps models were optimized on the validation
dataset and the ML models were trained on the training set. Regardless of the intentions to produce
the best nowcast out of them, it is likely that the original authors can further optimize their models

for the datasets used in this thesis and obtained better results.

4.7.7 Performance on different geographical regions

As machine learning models are heavily dependent on the training set, it is of interest to com-
pare the performance of the model on a dataset from a different location. For this, the Denver
Spring 2017 dataset is used as well as the Dallas Forth Worth Spring 2019 dataset (same radar as
the training dataset). The ideal comparison would be doing a cross-training/testing with the same
model trained on radar A and tested on radar A and B, and then trained on radar B and tested on
radar A and B. But, because of the lack of availability on two different training datasets a different
approach is taken. The comparison is done with DARTS nowcasting system, which is independent
(in the sense that no training data is used) of the radar. Therefore, the analysis is done on how rel-
atively similar the nowcast are between DARTS and ResConv on one dataset and then in another

dataset.
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Chapter 5

Results

5.1 Behavior over epochs

For this experiment, the results using the ResConv with the LogCosh loss are shown.

In Figure 5.1 it can be seen how the model starts to overfit at epoch 28 where the validation
loss is at the minimum, but the training loss keeps decreasing. On the other hand, the SSIM, which
is just a reference metric (meaning that it is not involved in any computation during the training
phase) keeps increasing a bit longer for the validation data, reaching its highest peak at epoch 70.

Finally, the training was continued for a total of 300 epochs.
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Figure 5.1: Training plots for ResConv-LogCosh.

Figure 5.2 shows the prediction for one event of the testing dataset. The first row corresponds
to the observations (ground truth) and the following rows to predictions using different checkpoints
along the training. Looking at these predictions it is hard to identify the best one despite they do
present differences (some marked with circles). Thus, the metrics in Figure 5.3 do not represent

only one event as the shown predictions but it is an average over the testing dataset. The checkpoint
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when the performance loss is the lowest (blue) has the best performance in many of the metrics and
it does not perform worst in any (considering every time step and standard deviation overlapping).

+1hr

1

1
e

L
|
|
i
i

=

k.

+ 45 min

+ 30 min

+ 15 min

2019-05-02 21:06:49 + 0 min

»

BN |- i
Er)

HsoD6oT-AU0DSSY Hsonbo-auadsay HsonboT-Au0dsaYy
ss0[35q W55

a7*W 98w

aErw
is at the lowest Log-

Cosh, ’bestssim’ is at the highest SSIM, both over the validation dataset. And the last row is at the end of

the training.

bl

97w %W

W w

ST'W  96*W

@ W
38

MWW W 96°W

97"wW %W
Nowcasting using ResConv-LogCosh at different checkpoints. ’bestloss

%8 W

2
The exception was on the binary models, where the SSIM kept increasing (Figure 5.4) over

5
This behavior on the training plots was repeated over most of the different losses and architec-

the epochs but the metrics did not show any improvement compared to using the checkpoint at the

minimum of the performance metric (Figure 5.5).
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Figure 5.4: Training plots for ResConv binary at 35 dBZ using MSE as the performance metric.

Csi[11 SSIM [1 MSE [0]
(1] 0028 = =
— bestloss_ResConv-bin35 L
~—— bestssim_ResConv-bin3s || 0921
4 =~ ResConv.binis
o4 0026
090 - 0024 1
02
0022 -5
a8as8 4
oo ' !
=] 50 %
mun from last observation

Figure 5.5: Metric plots at different checkpoints a the binary model.
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5.2 Comparing different losses

The results presented below are using the same architecture ResConv trained with different
performance metrics. There is no clear best metric choice, as some predicted better higher values
or frames further away in time, while others performed better closer in time or with lower Z values.
Figure 5.6 shows the CSI score for four different thresholds and the behavior of each model varies
significantly. For example, using the Combined loss seems to have good results at 25 dBZ in the
middle frames and the best in the last frame, but at 30 dBZ is the one performing the worst in almost
every frame. MSE and Balanced-MSE are the only ones maintaining a similar behavior over all
thresholds, while LogCosh, MAE, BCE, and SSIM did as well but at 35 dBZ the performance

deteriorates significantly.
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Figure 5.6: CSI plots corresponding at different reflectivity thresholds for different performance losses.

To be able to make a more straightforward comparison the average over multiple thresholds
is presented in Figure 5.7. The first plot on the left shows the MSE score where the Combined,
LogCosH, MSE are the models performing the best. At analyzing the CSI score the MSE model
has the best score at closest frames and the worst at the furthest frames in time. This may suggest
that the blurriness effect discussed in Chapter 3 is impairing the predictions. The Balanced-MSE
model has good CSI scores but at the expense of having poor FAR meaning that it overestimates
reflectivity values. It seems that LogCosH has consistent behavior over all scores.

The predictions in Figure 5.8 exemplify how the different performance metrics affect the pre-

dictions. In the last frame from the observation, 3 areas are marked in yellow, orange, and red
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Figure 5.7: Average of metrics corresponding to different performance losses over different reflectivity
thresholds.

where many of the predictions highly differ. Only the Combined and MAE models were close to
correctly predict the red area. None did a correct prediction on the orange area, but the LogCosH
model was the best. For the yellow area, Combined and LogCosH models did well. Unfortunately,
the Combined model has a really poor performance on high reflectively values as it did not predict
any value above 30 dBZ.

In the Appendix (Figure A.1 and Figure A.2), two more examples using different linear com-

binations of metrics are presented.
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5.3 Comparing different prediction types

The first experiment shows how using a model trained to predict a specific threshold value
can outperform a general model targeting all dBZ ranges. Figure 5.9 exemplifies how at lower
reflectivity values predictions do not show too many differences, but at higher Z where the general
model fails the specific model still is able to predict values. In Figure 5.10 the metrics over all
events show that the specific model for a certain threshold does not outperform the general model
at every time step or threshold. It seems that the benefit of the former is mainly at higher Z values

for long time predictions.
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Figure 5.9: Predictions at different thresholds,(a) at 20 dBZ and (b) at 35 dBZ, using a general model
ResConv and a model targeting that threshold ResConv-binXX (where XX is the threshold in dBZ).

For the second experiment, a comparison between predicting the absolute values of each frame

and predicting the relative changes to the last observed frame is done. Using the latter approach
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Figure 5.10: Metrics corresponding to experiment of Figure 5.9 average over all testing dataset.

did not produce good results. The metrics were worse on average (over several thresholds) than

predicting the absolute values as can be seen in Figure 5.11. Also, looking at the example in Figure

5.12 two things can be noticed. On one hand, the advection is poorly predicted. On the other hand,

the high reflectivity values are not being ’lost’ along time as it does when using the absolute-value

approach. The models for predicting the relative values have not been optimized for that but are the

exact same models used for absolute value. Therefore, maybe it is possible to harness the benefit

of the relative prediction on high Z values by further optimizing the model.
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Figure 5.11: Average of metrics at different reflectivity thresholds comparing relative prediction (ResConv-
diff) against absolute predictions (ResConv).
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5.4 Creating a composite prediction

In this section, an example of the composite model, introduced in Section 4.2, is presented.
The composite model consists of stacking different models’ predictions, as explained in Section
4.2. First, it uses a base model (ResConv in this example) to provide continuous values in the
whole reflectivity range. Then, seven binary layers are stacked by keeping the maximum value,
each trained to predict a binary output using different reflectivity values, ranging from 20 dBZ to

50 dBZ. Above, 45 dBZ no values are predicted so those layers are not shown here.
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Figure 5.13: Prediction plots comparing the observation with the base model and the composite model.

Figure 5.13 shows how the base model differs from the composite model. The first thing to
be noticed is the presence of higher reflectivity values in the latter model. Then, the initial frames
of both models are quite similar presenting differences above the eighth frame (30 minutes lead
time). When comparing the scores, the composite model did better at every threshold and the

average is shown in Figure 5.14. The only metric that it was outperformed by the base model was
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the False Alarm Rate (FAR), which normally happens when the nowcasting is overestimating. A
clear example is the reflectivity around 45 dBZ (yellow) where it can be observed that the location

at later frames is not correct, increasing the FAR value and decreasing the scores of POD and CSI.
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Figure 5.14: Average of metrics at different reflectivity thresholds comparing the base model with the
composite.

To get more detailed on how each layer contributes to the model, Figure 5.15 shows each

individually at their respective threshold.
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5.5 Behavior on different history and prediction lengths

The following results are from the experiment on varying both the length of the history used to
make the predictions and the number of predicted frames. Figure 5.16 shows the metrics when the
furthest lead time was left constant (16 frames) but the history used to predict varied from 8, 16,
and 32 frames. In general, there were not too many differences between the models’ predictions.
As observed in the second row of metrics, they correspond for each threshold while the first row is

the average of all the thresholds, and the only significant difference is at 35 dBZ.
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Figure 5.16: Metrics of different models varying the history lengths.

An example prediction is analyzed in Figure 5.17, the similarity between them can also be
visualized. Nevertheless, there are three differences, two marked with circles and the third on the
shape and size of the light green component ( 35 dBZ) in the last frame. The red circle marks a gap
with low reflectivity that was partially predicted only by the ResConv_4-16 and ResConv_16-16
models.

The next part consists of varying the number of predicted frames while the history observed

remains constant. In this case, as the metrics are computed over the predictions and they have
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Figure 5.17

8w
and Figure 5.19 displays an example prediction.

The results are clear both on the metrics and on the example predictions.
lead time the model is trying to predict, the more affected intermediate frames are. Nevertheless,

different lengths; the comparison is done only where they overlap. Figure 5.18 shows the previous
looking at the CSI scores, if an extrapolation would have to be made all three models converge to
a similar value towards the furthest lead time. This means that there is an improvement in using

metrics,
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Figure 5.18: Metrics of different models varying the number of predicted frames.
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Figure 5.19: Prediction plots of models varying the number of predicted frames.

a model targeting shorter lead times if that is as far as one is interested in predicting, having a

detriment in the predictions if longer lead times than desired are being forecast.
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5.6 Behavior on different prediction steps

Like the previous experiment, here it is compared how the predictions changed when the sam-
pling rate varies. For mimicking this, three models are used, ResConv_32-32, ResConv_16-16-2,
and ResConv_16-16, where the number correspond to ’history length’-’prediction length’-(’skip
frames’).

From the metrics in Figure 5.20 it can be observed the earlier frames are better predicted by
the shorter-range predictor (ResConv-16-16), but it seems that it asymptotically matches the other
two models. Between the two models covering the whole range of predictions, the one skipping
every other frame seems to make slightly better predictions, but no definite winner can be drawn

as both do better in some metrics, and the standard deviation ranges overlap at several scores.
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Figure 5.20: Metrics of models with different the step size .

The example in Figure 5.21 falls in line with the metrics above, where predicting fewer frames,

by skipping or predicting less, seems to improve the predictions.
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5.7 Comparing proposed models against baseline models

The average metrics over different thresholds are shown in Figure 5.23. Here DARTS does

better in the CSI and POD scores; ResConv, Composite, and ResGRU do better in MSE and FAR.

RainNet does not perform well, and trajGRU does perform similar to the rest of the models at

higher lead times but not at shorter lead times were it does worst. ResConv matches DARTS’s

mean CSI score at the last lead time, but the standard deviation ranges overlap at most of the lead

times. DARTS has much smaller variation than ResConv, meaning that it performs similarly at

every threshold while ResConv does not.
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Figure 5.22: Comparison of average metrics over thresholds for baseline models and different architectures.

To analyze how they predict at different threshold values Figure 5.23 shows the CSI and FAR

score for each. As expected, while ResConv does better at 20 dBZ and 25 dBZ, DARTS does

considerably better at 35 dBZ. At 30 dBZ both do similar. ResGRU has a similar behavior as

DARTS but with lower performance, and Composite (with ResGRU base) does just a bit better

than ResGRU. By looking at FAR scores, DARTS does worst in every threshold.
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Figure 5.23: CSI and FAR scores at different thresholds for baseline models and proposed models.

Figure 5.24 show an example prediction for every model evaluated above. Visually, the results
go with the metrics, being the most compelling predictions those done by DARTS, ResConv, and
Composite. While RainNet seems to have good initial lead time predictions but deteriorates faster
than the other models.

To further discuss the differences between DARTS and ResConv three more examples are
presented. In Figure 5.25 a red area marks how ResConv successfully predicts the decay while
DARTS seems to predict only the displacement of it. In Figure 5.26 once again, DARTS correctly
predicts the advection but not the changes in shape as ResConv attempts to do if observed the last
frame marked in red, or the sequence marked in magenta where DARTS maintains the *Y’ shape
through the whole sequence. Neither model was able to predict the growth on the left part of the
magenta section at the last two frames. Finally, in Figure 5.27 an example is presented where there
is not too much translation but mainly growth. In this case, while DARTS mainly preserves shapes
it does not predict any of the growth but ResConv does.

The following part of the experiment compares ResConv against all nowcasting implementa-
tion by PySteps which are all based on optical flow methods. Figure 5.28 shows the metrics, where

Extrapolation has the best average score followed by ResConv, which does better in MSE and FAR.
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Figure 5.24

Like previous experiments, ResConv does better at lower reflectivity values but it performs poorly

PROG and ANVIL did not perform well and it is

above 35 dBZ weakening the overall average. S
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more likely due to the incorrect usage of it rather than to the model itself, which has good results
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in the literature [75] and [18]. In Figure 5.29 a prediction example is presented.
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5.8 Performance on different geographical regions

For these experiments, the metrics on both datasets and models, DARTS and ResConv, are

presented in Figure 5.30. The relative performance between both models on each dataset seems

to be consistent as both do worse in Denver predictions. To try to quantify this similarity the

absolute difference between each dataset is computed and showed in Figure 5.31. The ranges of

each metric are the same ranges as in Figure 5.30 or the metrics’ theoretical ranges. The more each

curve overlaps the more similar performance cross-datasets they have.
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Chapter 6

Discussion

The aim of this research was to implement machine learning models for weather nowcasting
purposes using radar echo data and compare them with preexisting models. Three different archi-
tectures were proposed to this end: a purely convolutional approach with residual connections, a
mix of convolutional and convolution recurrent layers approach, and an ensemble of a continuous
prediction with multiple discrete predictions. The process of creating these models consists of
several stages where different analyses were done, many of which consist of trying to reproduce
results from the literature, while others had not been done until now.

The major issue with using machine learning models, and particularly with the most common
approach of training against a performance loss (another possible approach is using adversarial
losses), is the blurriness effect. Consistently in every experiment, the predictions were not able
to predict the highest values of the observations. This happens notably at longer lead times where
there are more possible scenarios making the predictions more uncertain. A possible explanation is
that the prediction could be interpreted as the average of all possible scenarios, thus getting blurrier
as the standard deviation increases. Another factor that most likely contributes to this shortcome
is the lack of high reflectivity values in the training dataset. It would make sense that the models
are prone to predict values in the mid-range of the dataset.

Inherently connected with this is the performance loss used to train the machine learning mod-
els. Here arises the issue of not having a metric that measures all the aspects that can rank one
prediction as ’better’ than the other. This goes beyond weather nowcasting, as it is a limitation
in many computer vision problems. Even if one metric was found, the convexity of it would be a
constraint. For example, the binary metrics CSI and FAR, which are not convex cannot serve as a
performance loss. That is why adversarial losses can be a promising approach as in a way the loss
used to train a predictor is custom trained for that problem in spite of that in the background there

is one traditional performance loss such as MSE. Nevertheless, for this reason, and also for the
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fact that a different loss besides MSE could yield better predictions, different performance losses
were tested. The results did not present an indisputable *winner’ as many of them did better on
some aspects, but none in all. For example, B-MSE had an overall good performance and achieved
better scores at longer lead times than MSE, but at the expense of overestimating the nowcast.
The combination of metrics had excellent scores in the whole range of lead times but only at low
reflectivity values. In Appendix A.1 the examples using different combinations had different out-
comes showing that there might be a potential benefit if a right combination is found as in some
cases the shape transformations are better predicted and in other the intensity values. LogCosH
has an interesting behavior as it performs similarly at every reflectivity giving good scores both at
CSI and FAR. The main limitation is that it was not able to reach the peak of 35 dBZ that MSE
and B-MSE did, which affected the overall average. Nevertheless, based both on the metrics and
the observed predictions, LogCosH was used in most of the experiments in the rest of the thesis.
As many of the testing events had reflectivity values reaching close to 45 dBZ and almost none of
the proposed model predicted values above 37 dBZ at the longest lead time, it seems fair to use a
model not predicting anything at the last tested threshold (35 dBZ) when the comparisons should
go up to 45 dBZ with the baseline models.

The only two models that presented high reflectivity values at long lead times were the Differ-
ence model, which predicts not the absolute values of each frame but the relative changes against
the last history frame, and the Composite model, which consists of an ensemble of predictions at
different thresholds. It is important to mention that the former was not optimized and a simple
naive implementation was used. The apparent advantage is that it does not suffer from the blur-
riness effect, but it clearly does not predict correctly the shapes or even the advection. On the
other hand, the Composite model, which to the best of the author’s knowledge it has not been done
before, outperforms the base model used. This positions the Composite as a great candidate, as
knowing not only that given any model it can be self-improved by training it on different Z ranges,

but also brings the possibility of using different models highly adapted to target those Z ranges.
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Something that is uncommonly addressed in the literature, and requires a much deeper analysis
that it was done here, is the study of how to optimize the predictions based on what to observe
to make the predictions and how to make the predictions (how long and how spaced in time). It
is common to follow the same conventions as previous authors used, such as the 10-10 (history-
prediction frames) used by the original authors of convLSTM [19], which they probably inherited
from the moving-MNIST dataset. In fact, originally the models used here were as such, but it
seemed more natural to use a power of two for the upsampling and downsampling convolutions to
avoid odd paddings. When using residual connections it is more convenient to use the same input
lengths as output. Also, it could be reasonable to observed as far back as far ahead it is desired to
predict, as both short-term and long-term dynamics are modeled. Nevertheless, it is more likely to
depend on the data itself and it should be analyzed for every case. For more stochastic behaviors
it might be logical just to observe a few frames in the past, while for a slow deterministic motion
maybe longer context observations are better. The naive experiments done here suggest that using
shorter history yields better predictions at short lead times, but longer history yields better predic-
tions at longer lead times. The blurriness effect seems to increase not only by longer lead times
but also by longer observed context. The experiments predicting up to different lead times strongly
support that the overall predictions get affected by increasing the number of frames, meaning that it
is recommended to predict up to the desired maximum lead time and not beyond. Finally, given the
same period of time for both context and predictions, it seems to be better to decrease the sampling
rate. This presents similar behavior as the above experiments, where less involved frames translate
into sharper predictions. An assumption is that using the minimum required frames to satisfy the
Nyquist equation is the best choice.

Different architectures were compared, where the results indicate that it is better to use purely
convolutional layers without any recurrent layer when residual connections are used. An analo-
gous result, not from the computer vision community, was presented here [76]. Besides yielding
better scores, it was considerably faster to train a model where no RNN was used (GRU, LSTM,

or trajGRU). On the comparison with baseline models, the experiments against DARTS are the
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most important ones. DARTS does great predictions and outperforms the proposed methods in as-
pects like predicting high reflectivity values, and of course not suffering from the blurriness effect.
Nevertheless, the FAR score, which indicates how much the predictions are being overestimated,
is higher in DARTS than in ResConv. Also, DARTS is outperformed at lower reflectivity values.
RainNet, a conceptually similar machine learning approach that was published four months prior
to this writing, performed considerably worse but it is highly likely due to that is was designed for
an input of 4 frames of 928x928 resolution, while here it was used with 16 frames of 64x64.

The last part of the experiments consisted of assessing the potential weakness of a machine
learning approach, heavily dependent on the training dataset, which is using it to nowcast weather
at a different geographical location. The results were promising in the sense that the performance
did not deteriorate in a relative comparison with DARTS which is not geographical-dependent (at
least not by definition).

Some of the advantages of using a machine learning model to make radar echo extrapolations
are that it is fast to make the predictions, it does not depend on physics equations, it can harness
the advances in the computer vision community, it could be trained specifically for a geographical
location as well as a season of the year, and hopefully it could be used to do reverse engineering
and provide insights on the physics behind hydrometer advection or other weather properties. On
the downside, it is slow to train, it requires large history data and high computation power, and it

is a black box, where no confidence values can be set for the predictions.

6.1 Future Work

There are multiple possible paths and tangents to further investigate on this topic. Machine
learning is unquestionably a powerful technique that can improve current nowcasting systems,

making the research on it worthy.

Machine learning models for other parts of a nowcasting system

Most of the current systems consist of ensembles of different models. With the comparisons

done between ML and DARTS, it was seen that where one was deficient the other did well, meaning
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that hopefully in combination they could improve the nowcasts. Machine learning can be used for
both a standalone nowcasting system as it was done here, but it could also be used to estimate
the optical flow and/or the advection in methods such as those in the PySteps project. For the
Composite model, the ensemble of different predictions was done by taking the maximum value,
but a ML model could also learn how to make the ensemble in a better way. For example, looking
at the results obtained by ResConv and ResGRU, where at shorter lead times ResGRU was better,
it could be interesting to see if an ensemble time-wise could be made for which at shorter lead
times one model is used and at longer lead times another is used. This could easily be done by
hand if the same model is used but trained at different lead times, but with different models the

changes from one frame to the other will probably not be smooth.

Variation in the encoder-decoder architecture

This thesis was mostly based on the symmetrical encoder-decoder; other variations were pre-
sented but those were not optimized or analyzed. Besides the ones introduced here, other modifica-
tions can be teaching forcing, where the first part of the training consist of teaching how to encode
the context and gradually transition to decode the predictions. Also, given the results obtained
on shorter prediction sequences, it could be interesting to predict only one frame ahead and then
recursively obtain the rest instead of predicting all at once.

In line with modifying the length of the context or prediction, an interesting study would be to
apply techniques such as Deep Taylor Decomposition [77] or Layer-wise Relevance Propagation
[78] to analyze how many frames are actually being used to make the predictions at different lead

times.

Improving the dataset

As already mentioned, the training dataset is a key part of the system. Therefore, improving
it would likely improve the predictions. Some ideas to build a better dataset are to increase the
variability of it and to regularize the sequences. The former refers to having a dataset consisting

mostly of the type of event for what a warning needs to be issued and containing events with growth
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and decay; refer to Appendix A.2 for more details. Regularizing the dataset might bring benefits,
too. It would be interesting to compare the performance of a model trained with a dataset with
irregular sampling rate, with regular sampling rate across all events and regular sampling rate only
within each event, but varying across events. Finally, another possibility is to do the predictions in
polar coordinates (original coordinate system used by the radars), eliminating by this all artifacts

that the gridding might cause.

Improving the model

The possibilities to improve the model are endless, but some of them could be regularization,
activation functions, and convolutional filter sizes. For regularization, dropout layers were used
as well as a weight decay factor, but the best results were with no regularization at all. Probably
the reason is that the blurriness effect was covering all potential benefits of regularization. For
the activation function, when RNNs were used LeakyReLu was key for them to work, and for the
last activation function originally none was used but afterward with sigmoid function better results
were obtained as some model predicts values beyond the target range and these were clipped out.
Finally, the filter size of the convolutional filters was not a matter of optimization here and it could

be potentially critical for obtaining sharper predictions.

Continuous learning

It is reasonable to think that for a weather nowcasting system, where the data changes season-

ally, having a continuous-learning-deployed-system could see benefits compared to a static one.

6.2 Conclusion

In this thesis, the bases for future researches in weather nowcasting were laid. Firstly, a thor-
ough literature review was done going beyond just nowcasting-related works, but also addressing
the more general video prediction problem in computer vision. Then, three different models were
proposed and compared to several baseline models achieving the state of the art results. Some of

the literature proposals, such as different losses, were tested as well as new experiments, such as the
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performance on different lead times and geographical regions. Finally, and most importantly, the
work done here can be almost entirely reproduced as all the code is open-source and available [66],

except for DARTS predictions which were done externally.
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Appendix A
Appendix

A.1 Losses

Three different Combined models are tested here. Each of them have the following loss func-

tion:

e Combined 1: Loss =1-MSE+0.1- MAE+0.02- (1 — SSIM)
e Combined 2: Loss = 1- LogCosH +0.1- MAE +0.02- (1 — SSIM)
e Combined 3: Loss =1- LogCosH +0.5- MAFE +0.03- MSE
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Figure A.1: Metrics using three different combined losses.
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A.2 Training datasets

To support the idea that improving the dataset would probably improve the nowcast in Figure
A.3 the histogram of reflectivity content per frame, including the history and the observation, is
shown. As well, in Figure A.4 an event example is shown with its corresponding histogram to

contrast how ideally the histogram overall the dataset should look like.
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Figure A.3: Histogram of Z content on the training dataset.
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Figure A.4: Histograms (a) and plots (b) of an event with high reflectivity values.
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A.3 Testing datasets

Testing datasets used in the experiments.
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A.4 On the generation of frames

Using the encoder-decoder architecture can arise problems on the upsampling part such as
checkerboard artifacts [79], and edge artifacts. To minimize the first, the convolution strides were
kept multiple of the kernels. For the second, the right padding was necessary, but still during the
training phase is common to see how the edges are the last to show correct predictions. Figure A.7

illustrate both problems.

(b)

Figure A.7: Example of (a) checkerboard artifacts, and (b) edge problem during first epochs of training.
Top is observation and bottom prediction.

To evaluate if the already trained model suffers from edge problems the following analysis

was done. Using the validation set with 134 events, the metrics were average sample-wise instead
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of frame-wise and then average sample-wise. The result is that each pixel in each frame has the
average metric for the location. Only MSE, ETS, and FAR are shown in Figure A.8. The results
show no clear pattern that would indicate that in the edges is performing worst. The metrics would
be expected to be homogeneous across each frame, but it is not due to the sample size. With
different datasets, the pattern varies, which means that it is not performing better in the upper right

corner as these results suggest.

4+ 0 min + 20 min + 40 min + 60 min

MSE

ETS

FAR

Figure A.8: Pixel-wise metrics for the edge problem detection.

In an attempt to measure the blurriness on the edges a Laplacian kernel was convolved (which
estimate the second-order derivative of a matrix and it is interpreted as rapid intensity changes
in an image) on each frame and then the standard deviation was computed on each pixel (with a

filter size of 3x3). The higher the variance the less blurry an image is [80]. Because a kernel is
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convolved twice this would definitely introduce artifacts on the edges as they are abrupt transitions,
which interfere directly with the goal of the experiment. For that, different ways of extending the
frames were tried and all yield similar results. As can be seen in Figure A.9 a comparison between
the observation and the prediction was done. In the predictions the edges have higher values,
which is the opposite of what was expected, meaning that it is less blurry than in the rest of the
image. The lack of these edges on the observation frames means that it is not a consequence of the
method implemented to detect blurriness. Therefore, despite that what it is being detected here is

not actually blur on the predictions, it is certainly a type of artifact.

+ 0 min + 20 min + 40 min + 60 min

75
50
25

Figure A.9: Pixel-wise blur detection plots.

Observation

Prediction

Two other ’anomalies’ appeared on the blur analysis. One in the center with a circular shape
and the other like rays from the center, which are stronger in the observations. The former is most
likely the radar itself, and the later could be a calibration issue on the radar, as it seems to have a

more abrupt change between two parts of the sweep.



A.5 KTH dataset

For potential users of the proposed model ResConv in different video prediction applications

than weather nowcasting the results over KTH dataset [81] are shown in Figure A.10 and A.11.

Figure A.10: Prediction examples on KTH dataset.
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Figure A.11: Prediction metrics on KTH dataset.
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A.6 Models’ architectures

In here all the architectures are described in more detail. The terminology used here is:

K and S for convolutional kernel and stride

Output shape as (channels, frames, height, width)

Skip connections are marked with an asterisk. Both outputs with same number of * are

added.

Initial states for recurrent layers are marked with a hyphen. Decoder (upsampling section)

takes output state from layer with same number of -.
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Table A.1: ResConv_32-16 model architecture

Activation

Layer Parameters Normalization Output shape Sklp.
o, Connections
Regularization
Input 1x32x64x64

Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 128 x 16 x 32 x 32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 128 x 16 x 32 x 32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 16 x 32 x 32 *
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 256 x8x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 256 x8x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x8x 16x 16 ok
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 384x4x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 384x4x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384 x4x8x8 oAk
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 512x2x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 512x2x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm  512x2x4x4
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 384x4x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 384x4x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384x4x8x8 oAk
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 256 x 8x 16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 256 x 8x 16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x8x 16x 16 *k
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 128 x 16 x 32 x 32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 128 x 16 x 32 x 32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 16 x 32 x 32 *
ConvT3D Upsampling  K=3x4x4 S=1x2x2 LeakyRelu 1x16x 64 x 64

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 1 x16x64x64

ConvT3D K=3x3x3 S=1x1x1 Sigmoid 1 x16x64x64

90



Table A.2: ResConv_32-32 model architecture

Activation

Layer Parameters Normalization Output shape Sklp.
o Connections
Regularization
Input 1x32x64x64

Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 128 x 16 x 32 x 32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 128 x 16 x 32 x 32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 16 x 32 x 32 *
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 256 x8x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 256 x8x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x8x 16x 16 ok
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 384x4x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 384x4x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384 x4x8x8 oAk
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 512x2x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 512x2x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm  512x2x4x4 Koo
Conv3D Downsampling K=4x3x3 S=2x1x1 LeakyRelu 640x 1 x4 x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 640x 1 x4 x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 640x1x4x4
ConvT3D Upsampling  K=4x3x3 S=2x1x1 LeakyRelu 512x2x4x4

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 512x2x4x4

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm  512x2x4x4 HkAE
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 384x4x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 384x4x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384 x4x8x 8 wkE
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 256 x8x 16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 256 x8x16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x8x 16x 16 ok
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 128 x 16 x 32 x 32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 128 x 16 x 32 x 32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 16 x 32 x 32 *
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 1 x32x64x 64

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 1x32x64x64

ConvT3D K=3x3x3 S=1x1x1 Sigmoid 1x32x64x64
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Table A.3: ResConv_16-16 model architecture

Activation

Layer Parameters Normalization Output shape Sklp,
N Connections
Regularization
Input 1x16x64x 64

Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 128 x 8 x 32 x 32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 128 x 8 x 32 x 32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 8 x 32 x 32 *
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 256 x4x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 256 x4x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x4x16x 16 o
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 384x2x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 384x2x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384x2x8x 8 oA
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 512x1x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 512x1x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 512x1x4x4
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 384x2x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 384x2x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384 x2x8x 8 ook
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 256 x4x16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 256 x4x16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x4x16x 16 o
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 128 x 8 x32x 32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 128 x 8 x 32 x 32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 8 x 32 x 32 *
ConvT3D Upsampling K=4x4x4 S=2x2x2 LeakyRelu 1x16x64x 64

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 1x16x64x 64

ConvT3D K=3x3x3 S=1x1x1 Sigmoid 1x16x64x64

92



Table A.4: ResConv_8-16 model architecture

Activation

Layer Parameters Normalization Output shape Sklp,
N Connections
Regularization
Input 1x8x64x64 *

Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 128 x4 x32x 32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 128 x4 x32x32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 4 x 32 x 32 Hk
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 256x2x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 256x2x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x2x16x 16 ok
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 384x1x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 384x1x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384 x1x8x 8 ok
Conv3D Downsampling K=3x4x4 S=1x2x2 LeakyRelu 512x1x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 512x1x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 512x1x4x4
ConvT3D Upsampling  K=3x4x4 S=1x2x2 LeakyRelu 384x1x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 384x1x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384 x1x8x8 ok
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 256x2x16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 256 x2x16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x2x16x 16 ok
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 128 x4x32x32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 128 x 4 x 32 x 32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 4 x 32 x 32 ok
ConvT3D Upsampling K=4x4x4 S=2x2x2 LeakyRelu 128 x 8 x 64 x 64

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 128 x 8 x 64 x 64

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 8 x 64 x 64 *
ConvT3D Upsampling  K=4x3x3 S=2x1x1 LeakyRelu 1x16x64x64

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 1x16x64x 64

ConvT3D K=3x3x3 S=1x1x1 Sigmoid 1x16x64x64
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Table A.5: ResConv_8-8 model architecture

Activation

Layer Parameters Normalization Output shape Sklp,
N Connections
Regularization
Input 1x8x64x64

Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 128 x4 x32x 32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 128 x4 x32x32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 4 x 32 x 32 *
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 256x2x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 256x2x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x2x16x 16 o
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 384x1x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 384x1x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384x1x8x8 oA
Conv3D Downsampling K=3x4x4 S=1x2x2 LeakyRelu 512x1x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 512x1x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 512x1x4x4
ConvT3D Upsampling  K=3x4x4 S=1x2x2 LeakyRelu 384x1x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 384x1x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384 x1x8x8 ook
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 256x2x16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 256 x2x16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x2x16x 16 o
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 128 x4x32x32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 128 x 4 x 32 x 32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 4 x 32 x 32 *
ConvT3D Upsampling K=4x4x4 S=2x2x2 LeakyRelu 1x8x64x64

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 1x8x64x64

ConvT3D K=3x3x3 S=1x1x1 Sigmoid 1 x8x64x64
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Table A.6: ResConv_4-16 model architecture

Activation

Layer Parameters Normalization Output shape Sklp,
N Connections
Regularization
Input 1x4x64x64 *

Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 128 x2x32x 32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 128 x2x32x32

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 2 x 32 x 32 wk
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 256x1x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 256x1x16x 16

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x1x16x 16 ok
Conv3D Downsampling K=3x4x4 S=1x2x2 LeakyRelu 384x1x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 384x1x8x8

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384 x1x8x 8 ok
Conv3D Downsampling K=3x4x4 S=1x2x2 LeakyRelu 512x1x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu 512x1x4x4

Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 512x1x4x4
ConvT3D Upsampling  K=3x4x4 S=1x2x2 LeakyRelu 384x1x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 384x1x8x8

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 384 x1x8x8 ok
ConvT3D Upsampling  K=3x4x4 S=1x2x2 LeakyRelu 256x1x16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 256x 1x16x 16

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 256x1x16x 16 ok
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 128 x2x32x32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 128 x 2 x 32 x 32

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 2 x 32 x 32 ok
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 128 x 4 x 64 x 64

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 128 x4 x 64 x 64

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm 128 x 4 x 64 x 64 *
ConvT3D Upsampling  K=4x3x3 S=2x1x1 LeakyRelu 128 x 8 x 64 x 64

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 128 x 8 x 64 x 64

ConvT3D K=3x3x3 S=Ix1x1 Sigmoid 128 x 8 x 64 x 64
ConvT3D Upsampling  K=4x3x3 S=2x1x1 LeakyRelu 1x16x64x 64

ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 1x16x64x64

ConvT3D K=3x3x3 S=1x1x1 Sigmoid 1x16x64x 64
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Table A.7: ResGRU model architecture

Activation Ski
Layer Parameters Normalization Output shape p.
o . Connections
Regularization
Input 1x16x64x 64
Conv3D K=3x3x3 S=1x1x1 1 x16x64x 64 *
convGRU K=3x3 1x16x64x64 -
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 32x8x32x32
Conv3D K=3x3x3 S=Ix1x1 LeakyRelu 32x8x32x32
Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm/Dropout 32 x 8 x 32 x 32 wox
convGRU K=3x3 32x8x32x32 --
Conv3D Downsampling K=4x4x4 S=2x2x2 LeakyRelu 64x4x16x 16
Conv3D K=3x3x3 S=1x1x1 LeakyRelu 64x4x16x 16
Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm/Dropout 64 x4 x 16 x 16 HAE
convGRU K=3x3 64x4x16x 16 ---
Conv3D Downsampling K=3x4x4 S=1x2x2 LeakyRelu 96x2x8x8
Conv3D K=3x3x3 S=1x1x1 LeakyRelu 9%6x2x8x8
Conv3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm/Dropout 96x2x 8x 8 HokEk
convGRU K=3x3 9%x2x8x8 ----
ConvT3D Upsampling K=3x4x4 S=1x2x2 LeakyRelu 9%x2x8x8
convGRU K=3x3 9%6x2x8x8 R
ConvT3D Upsampling  K=3x4x4 S=1x2x2 LeakyRelu 64x4x16x16
ConvT3D K=3x3x3 S=1x1x1 LeakyRelu 64x4x16x 16
ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm/Dropout 64 x4x 16x 16
convGRU K=3x3 64x4x16x 16 FRE L
ConvT3D Upsampling  K=3x4x4 S=1x2x2 LeakyRelu 32x8x32x32
ConvT3D K=3x3x3 S=Ix1x1 LeakyRelu 32x8x32x32
ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm/Dropout 32 x 8 x 32 x 32
convGRU K=3x3 32x8x32x32 *E O
ConvT3D Upsampling  K=4x4x4 S=2x2x2 LeakyRelu 1x16x64x64
ConvT3D K=3x3x3 S=Ix1x1 LeakyRelu 1x16x64x64
ConvT3D K=3x3x3 S=1x1x1 LeakyRelu/BatchNorm/Dropout 1x 16 x 64 x 64
convGRU K=3x3 1x16x64x 64 * -
ConvT3D K=3x3x3 S=1x1x1 Sigmoid 1x16x 64 x 64
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