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ABSTRACT

EXPERIMENTAL INVESTIGATIONS FOR IMPROVING THE ACCURACY OF FLOW

MEASUREMENT IN IRRIGATION CANALS

Flow measurement in open-channels refers to the process by which a volume amount of water

passing through a channel cross section is quantified per unit time. In the irrigation water man-

agement context, this is done to account for available water resources so that water distribution

systems can be properly managed to achieve adequate and efficient allocation. Today, irrigation

water use remains the largest consumptive draw on our collective water budget, while the avail-

ability of this resource is becoming increasingly scarce. Additionally, access to reliable irrigation

water acts as a major factor in maintaining strong crop production and healthy rural livelihoods.

Improvement in the accuracy of flow measurement methodologies is then motivated by a need for

implementing more conservative practices to limit unnecessary waste and to promote effective and

equitable allocation.

The two principal means by which flow is quantified in open-channels are: the velocity-area

(section-by-section) method, and the use of stage-discharge relationships associated with hydraulic

structures placed within the channels. The present study investigates improvements to the accuracy

of flow measurement for each of these methodologies.

The velocity-area method involves the integration of several point measurements of velocity

multiplied by sub-components of the channel cross-sectional area to achieve an estimate of flow

rate via the principle of continuity. Traditionally, these methods have been time-consuming and

subject to inaccuracy due to the large number of measurements needed. In recent decades, the de-

velopment of Acoustic Doppler Current Profilers (ADCPs) has offered a means for measuring flow

using the velocity-area method with time-efficiency and less intrusiveness into the flow. However,

opportunity still exists for refining the operational protocols for this device to quantify and reduce
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measurement uncertainty, especially within the irrigation water management context. With this

motivation, a StreamPro ADCP manufactured by Teledyne RD Instruments was used to quantify

flow rates in artificially-constructed irrigation canals with the aim of determining best practices

for: the method of deployment of an ADCP using a moving boat, the duration of the measurement

transect per unit width of canal, and the number of transects to use in computing mean steady

discharge. The purpose of these refinements is to better resolve a mean representation of the fluc-

tuating turbulent velocity flow field by lessening user-induced uncertainty and estimating the point

of diminishing returns for additional data collection. Suggested protocols developed from this ex-

perimentation indicate that a reduction of 30 to 70% in the values of uncertainty metrics can be

accomplished utilizing a remotely operated tagline deployment method with a minimum transect

duration relative to the canal top width of 24 s/m (7.3 s/ft), equivalent to 24 vertical pings per

meter of an ADCP measuring at 1 Hz; and at least six total transects taken in reciprocal directions

included in measurements of mean steady discharge. These findings provide further specificity

beyond current guidelines to enhance the likelihood of practical implementation by ADCP users.

Refinement of ADCP measurement protocols also serves as a chief aid in the accuracy of hy-

draulic structure calibration. As permanent fixtures within an open-channel, these structures rep-

resent a means of obtaining continuous flow measurement without the time cost of velocity-area

methods. The fundamental principle upon which hydraulic structures operate is the stage-discharge

relationship. This equation relates an upstream measurement of the water surface elevation to the

flow rate passing through the channel. However, the theoretical derivation of stage-discharge equa-

tions require several simplifying assumptions that must be corrected for using empirical calibra-

tion.

In the present study, the nature of the stage-discharge relationship for a particular hydraulic

structure known as the Obermeyer pivot weir is investigated. This device was primarily designed

as a control for upstream water levels, and the current effort to establish a means by which the

weir can be used for flow measurement purposes represents a novel contribution to the literature.

In general, research on pivot weirs remains sparse, and no consensus has been reached concern-
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ing the correct theoretical approach for establishing the stage-discharge equation for this type of

structure. Here, using a set of field observations, four alternative approaches are investigated to

elucidate the optimal method for the use of pivot weirs for flow measurement. Specifically, a hy-

pothesis concerning the effect of the changing angle of a pivot weir on the flow dynamics is tested.

A recommended approach is given and informed by knowledge of practical implementation limi-

tations. Finally, preliminary investigations using a laboratory model of the Obermeyer pivot weir

are discussed, which offer insight into the complex nature of the dynamics for flow over this type

of structure. The results of the present study offer important refinements to the current body of

knowledge found within the literature and identify promising avenues for future research.
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Chapter 1

Introduction

1.1 Background and Motivation

Although using water for irrigating agricultural land may be an inconspicuous process to most,

on a global scale it has historically been the largest demand on our collective water supply and

served as a major catalyst for development [1, 2]. Growing populations require food, and in areas

of either sparse precipitation or dense populations, irrigation is necessary to support society. This

requirement brings with it the need for transporting and allocating water from a supply source, such

as a river or reservoir, to agricultural land which may be several miles downstream. Conveyance

of irrigation water is achieved through the use of engineered canals - a type of open-channel that

is narrower and deeper than a natural stream, but where the flow is still driven by gravity.

The process of regulating and quantifying the flow of water within irrigation canals is achieved

through the use of hydraulic structures. Broadly, these structures can be weirs (i.e. small dams),

spillways, gates, or even specialized flumes. The primary purpose of hydraulic structures operat-

ing within open-channels is to control the flow conditions within the channel, and secondarily to

quantify the volume amount of water passing through the channel at a given time. These two broad

purposes can be defined succinctly as flow regulation and measurement.

The goal of accurately measuring the volume of water moving through an open-channel con-

tributes to the main system objectives for an irrigation water delivery network: delivering an ade-

quate volume of water, efficiently conserving water through loss reduction, achieving dependability

in the timing and amount of the delivery, and maintaining equity in that the delivered amount is

fair to the particular right of the user [3]. In areas where irrigation is necessary, water is a highly

coveted scarce resource. In many cases, such as in the Western U.S., legal codes exist which allow

private users to claim water as their own property to be used as a means for economic production.

The high premium of water in these cases creates the need for distribution systems that do not
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waste water, where users receive a proportionate amount of water for which they have a right, and

that the water is delivered in a timely and dependable manner. This goal has social and environ-

mental justice implications as well. Historically, upstream water users have sometimes enjoyed the

privilege of unrestricted access over downstream users when accurate flow quantification was not

prioritized [4]. Additionally, uncertainty in flow measurement increases the difficulty for system

managers to properly budget and track where water is stored and where it is being used. Thus,

increasing the accuracy and reliability of flow measurement within irrigation systems promotes

robust decision making and reduces economic costs [5].

Furthermore, increased motivation for improving the accuracy of flow quantification methods

within irrigation systems is found in the mounting pressure that a warming climate and population

growth are placing on our systems. Into the future, higher populations will drive food production

systems to become more efficient while operating on less acreage due to urbanization. This in turn

will require that the irrigation systems that supply the water necessary for food production also

respond with more accurate allocation and less operational costs. Finally, warming temperatures

may increase evapotranspiration rates of crops, while also contributing to less predictability in

precipitation patterns [6]. These combined effects put further stress on irrigation systems and

motivate the effort to enhance the accuracy of flow quantification.

The basic mechanism for quantifying flow rate through open-channels is the stage-discharge

(rating) relationship. This is a mathematical equation that relates the "head", or energy per unit

weight of flowing water, upstream of a hydraulic structure to an estimated discharge value that

passes through the structure (see Figure 1.1). These equations are semi-empirical in nature, in that

they operate under some assumption of critical or potential (inviscid) flow, while allowing for the

incorporation of a corrective discharge coefficient that requires calibration and is dependent on

the design geometry of the structure. The calibration process for a hydraulic structure is achieved

through the use of an independent measurement of flow rate that is paired with associated measure-

ments of the head level upstream of the structure. An increasingly popular method for achieving

this independent discharge measurement is through the use of acoustic Doppler techniques, which
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Figure 1.1: An Obermeyer pivot weir in an irrigation canal in Weld County, Colorado as an example of a

hydraulic structure operating as flow measurement and regulation device. View is upstream.

are discussed in depth later on. This process allows for determining the empirical discharge coef-

ficient that should be used for a specific structure under a range of operational guidelines.

Some common structures used within irrigation canals for measurement and regulation are

weirs (sharp-crested, broad-crested, pivot, or otherwise), sluice gates, and Parshall flumes. If a

head-discharge relationship is available, canal managers can then use a simple measurement of

water surface elevation upstream of the structure to gain an estimate of flow rate within the canal.

1.2 Objectives

The task of accurate flow quantification for the purpose of sound irrigation water management

requires reliable calibration of measurement structures and a firm theoretical understanding of the

governing principles that are incorporated into a head-discharge relationship. The primary goal

of this thesis research is to enhance the accuracy of flow measurement methods within irrigation

canals through experimental investigations of hydraulic structures under operational conditions, as
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well as observing and analyzing flow over scaled laboratory models. This is addressed primarily

through two objectives.

The first objective is the refinement of protocols for measurements made using an acoustic

Doppler current profiler (ADCP) to reduce the uncertainty in discharge quantification. This work

allows hydraulic structures to be calibrated more accurately using ADCPs and enhances the abil-

ity for improvement of auxiliary elements of irrigation water management, such as quantifying

seepage losses [7].

The second objective of this thesis is to describe the nature of the stage-discharge relation-

ship for a specific type of hydraulic structure known as an Obermeyer pivot weir. Currently, this

structure is primarily used simply as a regulating device to control upstream water levels; the de-

velopment of a rating equation for this type of structure is an area of emerging research.

1.3 Thesis Layout

This thesis contains an additional four chapters. In the succeeding chapter, a literature review

is presented concerning the topics of irrigation water measurement and management, discharge

quantification using an ADCP, and the design principles and rating equation theory for an Ober-

meyer pivot weir. Chapter Three presents the draft of a manuscript that has been submitted for

publication concerning the refinement measurement protocols to reduce uncertainty in ADCP dis-

charge measurement. Chapter Four presents results of field observation and preliminary laboratory

findings to discuss several aspects of consideration for developing a head-discharge rating equation

for the Obermeyer pivot weir. Chapter Five concludes with a summary of relevant findings and a

description of avenues for future research.
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Chapter 2

Literature Review of Flow Quantification in

open-channels

The task of flow measurement may not seem an illustrious endeavor, but its importance to

human society has been monumental. This process is necessary for efficiently allocating resources,

namely water, as well as monitoring the environment to prevent environmental hazards such as

floods. Throughout early history, applications of flow measurement techniques can be found in the

reservoir construction and flood management techniques of the Chinese, the irrigation networks

of the Egyptians, and the aqueducts constructed to convey water by the Romans. Each of these

feats of ancient hydraulic engineering required some rudimentary knowledge of flow measurement

that allowed human civilization to flourish [8]. Since then, the Scientific Revolution and advent

of classical fluid mechanics has allowed for the furtherance of our ability to measure flow through

open-channels. Now that the basic exercise of flow measurement is a possibility (and has been for

some time), the question now turns to ways of measuring flow in open-channels with the highest

level of practical accuracy. In this chapter, a brief review of the governing equations for fluid

flow are discussed, followed by a description of the main methods used for open-channel flow

measurement. Lastly, the theoretical nature of the the stage-discharge rating equation for one

specific hydraulic structure in particular - the pivot weir, is reviewed.

2.1 Governing Equations

The fundamental governing equations for fluid mechanics are the momentum (Navier-Stokes)

equations. Assuming incompressible flow (∇ · u = 0), these equations can be written in the

Lagrangian perspective as:

ρ
Du

Dt
= −∇P + ρg + µ∇2u. (2.1)
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Here, g is the gravitational acceleration constant acting in the vertical, (y), direction, and u

is the three-dimensional velocity tensor. Equation (2.1) is an application of Newton’s second law,

and states that the advection of fluid momentum is determined by the interacting effects of pressure

- P , buoyancy - ρg, and viscosity - µ.

As a special case, Eq. (2.1) can be reduced to the Euler equation for inviscid flows, where

gravity becomes the only relevant body force. Then, the advective acceleration terms on the right

side of Eq. (2.1) can be re-written in terms of the velocity-vorticity cross product summed with the

gradient of the kinetic energy per unit mass. If irrotational (i.e. ω = 0) and barotropic (dρ/dP = 0)

conditions are also assumed, then the Bernoulli equation for constant density, steady flow can be

derived from Eqns. (2.1) and written as1:

1

2
|u|2 +

P

ρ
+ gz = constant along streamlines. (2.2)

Eq. (2.2) is commonly used in the field of fluid mechanics for applications in both closed con-

duit and open-channel flow where the flow is far removed from solid boundaries (wall). In these

regions, viscous effects due to fluid friction along the wall may be safely ignored. The study of

fluid flow without consideration of viscous effects is referred to as potential or ideal flow [9]. This

is the simplest class of flows available for study in fluid mechanics, and several fundamental obser-

vations on the approximate nature of flow phenomena over solid bodies have been made using this

set of simplifying assumptions. However, in practical engineering applications in open-channels

the flow is far from being ideal in the sense that it is often highly turbulent. This turbulence vio-

lates the assumption of irrotational flow, especially near the wall where boundary layer separation

occurs. Even so, the application of Eq. (2.2) and its implicit assumptions to practical flows in hy-

draulic engineering are still widely used today, albeit with the incorporation of empirical correction

coefficients.

1see [9] for full derivation of Eq. (2.2)
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The next governing equation for flow measurement in open-channels is the continuity, or con-

servation of mass, equation. From a control volume perspective, this equation can be written for

one-dimensional open-channel flow as:

∂Q

∂x
+

∂A

∂t
+ ql = 0. (2.3)

Here, Q is the volumetric flowrate [L3/T ], A is the cross-sectional area [L2] of the channel, and

ql is the lateral flux term per unit length [L2/T ]. Figure 2.1 provides reference for the coordinate

system used for open-channel flow. x,y, and z are the principal Cartesian coordinate directions.

Figure 2.1: Illustration of the conventional coordinate system used for open-channel flows, from Jain 2001.

Here, x represents the stream-wise direction along the channel Thalweg axis (i.e. point of max-

imum depth). y and z are perpendicular to x and represent the depth-wise, and transverse flow

directions, respectively. ys is the location of the water surface elevation and yb is the depth of

the channel bed, with zl and zr representing the location of the left and right banks, respectively.
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Wb is the weight the water exerts on the channel bed. u, v, and w are the components of the

three-dimensional velocity tensor, associated respectively with the x, y, and z directions. G, or

alternatively g, represents the gravitational acceleration force acting in the vertical.

The continuity equation for open-channel flow invokes the kinematic boundary condition for

the free surface. When the flow is assumed steady and lateral flux contributions are neglected,

Eq. (2.3) can be integrated and written as the familiar one-dimensional continuity equation for

incompressible open-channel flow: Q = UA. Here, U is the depth averaged stream-wise flow

velocity in the channel. With knowledge of the channel geometry and means for measuring the

flow velocity and water surface elevation, Eq. (2.3) allows for the computation of steady discharge

within an open-channel.

2.2 Methods for open-channel Flow Measurement

2.2.1 Velocity-area method utilizing point velocity current meters

There are several methods by which computation of volumetric flow rate in an open-channel

may be achieved. The most basic approach is known as the velocity-area method, by which several

measurements of flow velocity are taken at vertical cross-sections within the channel. Discharge

is then derived by integrating the products of velocity, depth, and distance between verticals. Flow

velocity may be determined via a number of possible instruments, known as current meters. These

instruments may be primarily mechanical in nature, such as the commonly-used propeller-type

current meters which relate the speed of the water flow to the angular velocity of the rotating pro-

peller. Alternatively, an Acoustic Doppler Velocimeter (ADV) may be used which emits pulse of

sound waves into the water, which are then reflected back to the instrument by suspended sediment.

The velocity of these sediment particles can then by determined using the principle of the Doppler

effect.

Flow quantification via the velocity-area method using point-measurement current meters is

relatively straightforward to implement due to the simple and reliable nature of the instrumentation

[10]. However, for larger channels this method can be especially time consuming. Typically, this
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method is utilized to relate a measurement of the water stage at a gauging stage to the discharge

computed so that a stage-discharge relationship can be established for the particular channel cross

section. However, due to the time-intensive nature of the velocity-area method, uncertainty is

introduced into the stage-discharge relationship when the flow rate becomes unsteady during the

time of measurement. Unsteady flows in artificially constructed channels are less common than

in natural streams, however consideration still must be given to the possibility of unsteady flow

within the channel reach during the time of discharge measurement. For this reason, it is prudent

to conduct the measurement in a manner that is as time-efficient as possible without sacrificing

accuracy.

Figure 2.2: Flow rate quantification via the velocity-area method, utilizing an ADV. Figure 2.7c in [10].

Furthermore, the velocity-area method is often conducted in a way that is intrusive in to the

flow. For channels that do not have a structure spanning the width of the measurement cross-section

it is necessary for the hydrographer to wade into the stream with the current meter to conduct the
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measurement (see Figure 2.2). In the majority of measurement cross-sections the flow will be sub-

critical, and as such any intrusive disturbance into the flow will be propagated both upstream and

downstream. This disturbance is likely to change the nature of the surrounding flow, potentially

biasing the velocity measurement. This represents a drawback of intrusive point velocity-area

measurement.

2.2.2 Velocity-area method utilizing Acoustic Doppler Current Profiler

The Acoustic Doppler Current Profiler (ADCP), shown in Figure 2.3, represents an alternative

method for determining discharge within an open-channel that mitigates some of the time and

intrusiveness restraints of the aforementioned velocity-area method of point velocity measurement.

In essence, the ADCP is a compact cylindrical probe that is typically mounted on a small boat,

Figure 2.3: A StreamPro ADCP measuring discharge within an irrigation canal in Larimer County, Col-

orado. Remotely-operated tagline deployment using the ADCP Traveler is also shown.

enabling it to move along a cross-section of the channel that is perpendicular to the direction of the

flow. In principle, this instrument still estimates discharge via the velocity-area method. However,

the ADCP represents a time-efficient method in its ability to simultaneously calculate the mean
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velocity of multiple "cells" within a vertical measurement ensemble along the depth of the channel

(see Figure 2.4).

Figure 2.4: Representation of boat velocity, Vb, and water velocity Vw vectors for a single ADCP depth cell

within a vertical measurement ensemble. dz is the differential cell depth, D is the ensemble depth, and w is

the distance between vertical ensembles. Taken from Figure A-5 in [11].

The general mode of operation for the ADCP is to move from one bank of the channel to the

other as smoothly as possible. As the ADCP travels along this channel cross-section, it sends out

acoustic "pings" downward in to the water column at a consistent frequency. Each instance of this

pinging is referred to as an ensemble, and a typical frequency of sampling for these ensembles is

1Hz. The acoustic pings allow the ADCP to calculate the mean flow, or water, velocity (Vw) within

measurement cells at multiple depths along a vertical using the same back-scattering Doppler shift

principle as was mention previously in regard to the ADV. The ADCP transducer, which emits

the sonic pings, will typically contain at least three separate beams that each emit a sonic pulse

and allow for the the decomposition of the three-dimensional orthogonal velocity tensor, Vw, for

the flow. The velocity of the moving boat, Vb, is also determined by the interaction of the sound

waves with the bottom surface of the channel (or alternatively using GPS), and as such the distance

between vertical ensembles is determined. The depth of each measurement cell within the vertical

ensemble is determined by the user a priori.
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The cell depth values are multiplied by the distance between vertical ensembles and the mean

cell velocity to calculate a differential discharge value for the cell. The measureable discharge is

then determined by integration of differential cell discharge values across the entirety of the chan-

nel cross-section. However, due to the nature of interacting sound waves from multiple transducer

beams near the boundaries of the channel, extrapolation of the discharge is necessary in these areas

near the channel boundaries. The particular method for extrapolation is left to be determined by

the user, however manufacturer defaults typically assume a constant velocity profile near the water

surface, and a logarithmic profile near the channel bed.

The ADCP represents a relatively time-efficient and accurate method for quantifying mean

steady discharge in open-channels, so long as a large majority of the flow is directly measurable

and not subject to extrapolation. Furthermore, ensuring that the measurement duration is sufficient

to resolve an accurate estimation of the mean value of the fluctuating turbulent velocity field is

critical for the correct usage of the instrument [11].

2.2.3 Hydraulic Structures and stage-discharge relationships

Velocity-area methods utilizing point velocity current meters or the ADCP represent viable

options for quantifying streamflow in an open-channel if performed diligently and with adherence

to relevant best practice guidelines. However, it is not practical to perform these methods each

time a discharge measurement is desired. If frequent observation of flow quantity is necessary

at a certain cross-section within a channel the most reasonable solution is the construction of a

permanent hydraulic structure within the channel. These devices are typically placed within a pris-

matic rectangular channel so that estimations of discharge can be accomplished using theoretical

relationships between stage and discharge. The presence of this structure represents an obstructive

element within the flow that causes the deceleration of the fluid, and as such a loss in kinetic en-

ergy and associated gain in potential energy. This results in an increase in the depth of the flow

upstream of the structure. Typically, these structures are situated in channels of mild bed slope,

and thus the flow upstream of the structure assumes a "M2" or "backwater" water surface profile.
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Backwater profiles represent deep, slow-moving flow with little fluctuation in the water surface due

to the flow regime being sub-critical. This type of flow profile facilitates the accurate gauging of

the flow depth, or stage, upstream of the structure. Possible options for stage measurement include

stilling wells or pressure transducers. Although the primary focus of this work is the determination

of discharge within irrigation canals, the measurement of stage also represents a critical aspect of

overall flow quantification. Please see chapter six in Herschy (2009) for a discussion of relevant

stage measurement methods for open-channel flow. [10].

The determination of stage upstream of a hydraulic structure is used for input to a stage-

discharge rating equation that is specific to each type of structure. For the context of measur-

ing flow within irrigation canals, the most common types of hydraulic structures used are weirs

and flumes [10]. These devices are designed to force the flow through a certain state by which

the theoretical determination of the discharge becomes a simpler task. Certain structures, such as

broad-crested weirs or Parshall flumes, utilize the concept of critical depth. The flow transitions

from sub-critical to super-critical as it passes through the structure, and as such a critical depth con-

trol is created [12]. Being able to assume a state of minimum specific energy allows simplifying

assumptions to be evoked and discharge to be computed. Other structures, such as the sharp-

crested weir, model the flow as an orifice discharging into a free overfall, whereby simplifying

assumptions related to Torricelli’s principle can be utilized. [13].

The derivation of theoretical rating equations for use in developing a stage-discharge rela-

tionship involve several simplifying assumptions, such as inviscid flow or a perfectly hydrostatic

pressure distribution. In practical applications, these fundamental assumptions are severely vio-

lated and as such, semi-empirical correction factors are introduced. The specific values for these

corrective factors, or discharge coefficients, have been established for well-studied structures such

as the sharp-crested weir. In these cases, a user may well assume a commonly held value for the

discharge coefficient and be able to gain an accurate estimation of flow rate. However, performing

a unique calibration for a specific structure, even if it is of a popular type, is prudent to ensuring

the highest possible accuracy in discharge estimation. Additionally, for certain novel structures
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that have not been the subject of as rigorous empirical study, calibration of the discharge coeffi-

cient is necessary through the use of a secondary flow measurement device. For this reason, the

aforementioned velocity-area methods are frequently used as a means for calibrating hydraulic

structures.

2.3 The stage-discharge rating equation for pivot weirs

Figure 2.5: Generalized sketch of an Obermeyer pivot weir (structure components not drawn to scale).

One structure of particular interest for the context of irrigation water management is the Ober-

meyer pivot weir. This device was primarily designed as a means for managing upstream water

depth levels to ensure sufficient available head for diversions into farm laterals. However, it can be

considered a general purpose water level control apparatus. [14]. It consists of a curved gate leaf

supported by inflatable rubber air bladders. the structure sits within a rectangular concrete channel

and its bolted into a concrete foundation, as seen in Figure 2.5. The device is termed a pivot weir

because the inclination angle of the gate can be adjusted by changing the inflation level of the air

bladders. This is done using air compressors housed in an adjacent control unit, which is powered

by solar panels to allow for remote field operation.

Although the primary purpose of Obermeyer pivot weir is as a stage management device, cur-

rent attempts are being made to establish an empirical stage-discharge relationship for the structure
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Figure 2.6: Schematic of flow over a sharp-crested weir.

for purposes of flow measurement. Currently, the relevant literature contains a modest amount of

studies pertaining to the nature of the theoretical rating equation for a generalized pivot weir -

which in essence is a flat thin plate set at an inclined angle adverse to the flow direction. Current

attempts of rating the pivot weir have thus far have treated it as a special case of the sharp-crested

weir. However, the validity of this approach deserves a healthy amount of skepticism, as the pro-

cess of rating of the sharp-crested weir already involves a large amount of correction for violated

assumptions. Here, the derivation of the original sharp-crested weir rating equation is explained

for the purpose of highlighting the simplifying assumptions implicit in its derivation. Then, most

relevant applications of this equation in attempts for application for a theoretical pivot weir rating

equation are reviewed.

2.3.1 Foundation: The sharp-crested weir rating equation

The simplest and most widely used of all hydraulic structures is the fully-suppressed sharp-

crested weir. It consists of a thin flat plat set perpendicular to the direction of the flow and spans

the entire width of the channel. The crest of the weir is tapered so as to resemble a "knife’s edge",

so that the flow springs from the crest in a similar manner to flow through a sharp orifice.
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Giovanni Poleni (1683-1761) is the individual first credited with deriving a rating equation for

the sharp-crested weir after observing the orifice-like flow over the weir crest and relating the same

phenomena to Torricelli’s principle of fluid exiting a large static reservoir [8] In his observations,

Poleni described two types of flow near the weir: "vivid" and "dead" water. He hypothesized

the fluid below the crest of the weir, p - see Figure 2.6 could be treated as static or dead water.

Only the depth of flow above the weir crest, h, he observed as vivid, or flowing dynamically [15].

As such, the sharp-crested weir acted like an orifice capped by the free surface. The depth of

the flow upstream of the crest served as the supply reservoir of pressure head to drive the flow

over the crest. Poleni’s equation can be derived by applying Bernoull’s principle along a series of

streamlines between the upstream static location and the crest:

P1−1

γ
+

U1−1
2

2g
+ h1−1 =

P2−2

γ
+

U2−2
2

2g
+ y2−2; (2.4)

or, more generally:

P

γ
+ y + α

U
2

2g
= H. (2.5)

Here, H is the total mechanical energy head of the flow, which in Bernoulli’s equation is assumed

to be constant. P
γ

is the pressure head, where P is pressure in units of force/area [ML−1T−2], and

γ is the specific weight of the fluid [ML−2T−2]. y is the elevation head above a fixed datum, which

in Eq. (2.4) is taken to be elevation of the crest. αU
2

2g
is the velocity head, where U [LT−1] is the

average flow velocity in the channel, and g [LT−2] is the gravitational acceleration coefficient. α

is the kinetic energy correction factor that accounts for non-uniform velocity distributions in the

channel cross-section, defined as [16]:

α =

∫

u3dA

U
3

A
. (2.6)

The first assumption made in the sharp-crested weir rating equation derivation is that the pres-

sure at both sections is assumed hydrostatic and thus neglected. It also follows that the pressure
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underneath the nappe as it flow overs the crest is atmospheric. The velocity head at the upstream

section 1-1 is also neglected under the assumption of slow-moving sub-critical flow. Rearranging

to solve for the velocity at an arbitrary point along the crest:

U2−2 = [2g(h1−1 − y2−2]
1/2; (2.7)

and multiplying the RHS of (2.7) by the channel width, b, and integrating along the depth of the

crest from the datum of the crest height, p to the upstream head, h1−1 yields an estimation of

volumetric flow rate. This approach assumes negligible draw-down from section 1-1 to section

2-2:

Q =
√

2gb

∫ h1−1

0

(h1−1 − y2−2)
0.5dz. (2.8)

Finally, integrating and replacing h1−1 simply with h1, we have the well-known Poleni weir equa-

tion:

Q =
2

3

√

2gbh
3/2
1

. (2.9)

In summary, the simplifying assumptions used for the derivation of Eq. (2.9) are:

• The pressure field in the flow is completely hydrostatic (streamlines perfectly horizontal).

• Pressure underneath the nappe is atmospheric.

• The fluid is inviscid and irrotational.

• The upstream kinetic energy head is negligible.

• There is no significant draw-down between upstream and crest water surface elevation.

Due to the fact that many of these assumptions are violated under practical applications, a correc-

tive discharge coefficient, Cd, is introduced. This coefficient is non-dimensional and represents

a ratio of the energy that is retained between the upstream and crest sections compared to the

ideal inviscid case. As such, Cd will be < 1, typically taken as a value between 0.7-0.75 for
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0.6 ≤ h1/p ≤ 2 [17, 18]. Eq. (2.9) then becomes:

Q =
2

3
Cd

√

2gbh
3/2
1

. (2.10)

2.3.2 Adaptation: Wahlin and Replogle (1994)

The seminal study in determining a rating equation for the pivot weir was completed by Wahlin

and Replogle (1994). In this study, tests were performed on two laboratory models of pivot weirs.

The first weir had a crest width, b equal to 1.2m, with a gate length, Lg of 0.61m. The second

structure had b = 1.14 m, and Lg = 0.46m. The authors began with the assumption that the general

form of the sharp-crested weir rating equation, Eq. (2.10), could be applied to the rating of pivot

weirs after an additional corrective factor to account for changes in gate angles was introduced

(Ca). The form of the rating equation established by Wahlin and Replogle is:

Q =
2

3
CaCe

√

2gbeh
3/2
e . (2.11)

Here, the discharge coefficient accounting for the violated assumptions within the sharp-crested

equation is given by a variation on the Rehbock equation published in [16]:

Ce = 0.602 +
h1

p
0.075. (2.12)

Therefore, Eq. (2.11) assumes that the discharge capacity of the structure is a function of the ele-

vation head of the water above the weir crest, p, and will increase as the depth increases. Similarly,

Eq. (2.11) incorporates "effective" parameters for the width and upstream head values, in accor-

dance with the guidance of Kindsvater and Carter (1959) [19] to account for viscous and surface

tension effects at low heads. For a fully-suppressed sharp-crested rectangular weir these values

are:

be = b− 0.001 m; (2.13)

18



he = h1 + 0.001 m. (2.14)

By observing data previously collected by the US Bureau of reclamation (USBR) for the study

of crests for overfall dams, the authors hypothesized that the relation between Ca and the gate

inclination angle, θ, would take the form of a second order concave polynomial. The coefficient

Ca can also be thought of as a discharge amplification factor, Q/Q90, that represents the effect of

the gate angle, θ on amount of discharge that is able to pass through the structure at a given head.

The results of the study proved to be fairly true to the original hypothesis, and a second order

polynomial for Ca was defined as:

Ca = 1.0333 + 0.003848θ − 0.000045θ2; (2.15)

where θ is the gate angle in degrees. In conjunction with Eqns. (2.11) and (2.12), the authors

claimed that developing a stage-discharge rating curve for pivot weirs using Eq. (2.15) was accu-

rate to 6.4% when applied to field-scale pivot weirs, for h/p < 1 and 16.2◦ ≤ θ ≤ 63.4◦ [20].

However, the empirical nature of the Ca deserves further exploration. Additionally, the author’s

use of the modified Rehbock equation (2.12) for determination of Ce may be another source of

error. More recent studies have shown that the discharge coefficient within the operational range

of the sharp-crested weir should not vary significantly with h/p [17, 18, 21].

2.3.3 Novel approaches: Bijankhan, Ferro, and Di Stefano (2018)

In an attempt to develop a generalized theoretical approach for stage-discharge relationships

of rectangular weirs with different contraction ratios, Bijankhan, Di Stefano and Ferro (2018)

utilized dimensional analysis and incomplete self-similarity theory to develop a non-dimensional

rating equation of the form [18]:

ks
p

= a(
h

p
)m. (2.16)

Here, m for a rectangular weir can be assumed as unity, where a is dependent on the geometric

properties of the weir. It is unitless and can be considered a transformed discharge coefficient.
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Then, Eq. (2.16) simply represents a rearranged presentation of (2.10), where:

ks =
Q2/3

b2/3g1/3
; (2.17)

is the critical depth [L], and a in (2.16) is related to Cd by:

Cd =

√

9a3

8
. (2.18)

Due to the non-dimensional nature of this approach, a constant discharge coefficient is assumed

that is independent of h/p. This eliminates the need for incorporating an effective discharge coef-

ficient, such as is the approach in the Rehbock equation (2.12). The calibration of the coefficient a

can be used to reflect the changes of gate inclination angle on the classical sharp-crested weir rating

equation. Towards this purpose, the authors investigated a laboratory model pivot weir of b=0.6 m

with 0.232m ≤ p ≤ 0.309m at four different gate angles with 4.65L/s ≤ Q ≤ 46.4L/s. They

discovered a similar trend compared to Wahlin and Replogle (1994) in regard to the relationship

between the gate angle, θ, and the flow amplification factor, Q/Q90 with an average agreement of

6.7% [22]. However, the nature of the mathematical relationship between Ca and θ remains am-

biguous. Wahlin and Replogle (1994) predicted it to be a second order concave polynomial (2.15).

Bijankhan and Ferro (2018) estimate the trend as a rational function of the following form:

a =
206.9 + 0.801θ−21.348

272.25 + θ−21.348
; (2.19)

where a is the rearranged discharge coefficient found in (2.16). Hence, there is currently disagree-

ment in the current literature on the nature of the mathematical relationship between the angle of

inclination of the pivot weir and the discharge coefficient, specifically - whether this relationship is

monotonic. Further investigation is then required, along with a more descriptive explanation of the

range of h/p and θ values for which using the pivot weir as a flow measurement device is viable.
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2.4 Summary

This chapter has introduced the basic governing equations related to flow quantification in

open-channels, along with a brief description of the major types of measurement commonly used

in irrigation canals. Furthermore, the nature of the stage-discharge rating equation for pivot weirs

was explained. The next chapter describes original research done for the purpose of investigating

methods for reducing uncertainty in ADCP discharge methods.
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Chapter 3

Refining protocols to mitigate user-induced

uncertainty in ADCP moving-boat discharge

measurements in irrigation canals

3.1 Study Overview

2A Teledyne RD Instruments StreamPro ADCP was used to quantify flow rates in manmade

irrigation canals with the aim of determining best practices for: the method of deployment of an

ADCP using a moving boat, the duration of the measurement transect per unit width of canal,

and the number of transects to use in computing mean steady discharge. The purpose of these

refinements is to lessen user-induced uncertainty and to estimate the point of diminishing returns

for additional data collection. Suggested protocols developed from this experimentation indicate

that a reduction of 30 to 70% in the values of uncertainty metrics can be accomplished utilizing

a remotely operated tagline deployment method with a minimum transect duration relative to the

canal top width of 24 s/m (7.3 s/ft), equivalent to 24 vertical pings per meter of an ADCP measuring

at 1 Hz. Furthermore, at least six total transects taken in reciprocal directions are recommended

for measurements of mean steady discharge. The conclusions of this experimentation will equip

ADCP users within all ranges of experience with further guidance to achieve more reliable flow

quantification and hydraulic structure calibration.

3.2 Introduction

It has become standard practice when conducting hydraulic flow experiments to quantify an

interval of uncertainty within which the true value of a measurement is believed to reside. This al-

2The results presented in this chapter have been submitted in substantial part for publication in the journal Flow

Measurement and Instrumentation with co-authors Timothy K. Gates and S. Karan Venayagamoorthy.

22



lows experimentalists to operate with a quantifiable metric of data quality, i.e. the relative width of

the uncertainty interval associated with the measurement. Beyond this, incorporating uncertainty

analysis into experimental hydraulics provides an opportunity to innovate new ways to lower this

uncertainty, and facilitates integration of streamflow data from multiple providers [23]. Uncer-

tainty mitigation can be conducted in all phases of an experiment (i.e. design, execution, and

post-processing) [24]. The purpose is to provide scientists and engineers with a notion of the de-

gree of confidence in their measurements and to enhance accuracy in measuring flow phenomena

that are crucial to the efficient management of a system. Better knowledge of how to improve data

quality drives innovation [25], and also has been identified as a key principle to incorporate into

institutional frameworks aimed at pursuing sustainable development [26] because it helps reduce

costs and promotes robust decision making [5]. In the context of measuring flows for irrigation wa-

ter management, it is essential that ambiguity in measurement is diminished in systems strained by

water scarcity brought about by increasingly frequent drought and by rapid growth in population

and demand for food supply [27].

These motivations have made the reduction of uncertainty associated with measuring stream-

flow using an Acoustic Doppler Current Profiler (ADCP) an area of particular interest. The ADCP

is a flow measurement device that utilizes the Doppler effect by emitting ultrasonic pulses sent into

a body of moving water containing particulate matter that reflects the pulses [11]. This method

is far more time-efficient than the typical section-by section velocity-area method of streamflow

quantification [28]; thus, the ADCP allows measurement on temporal and spatial scales that previ-

ously have been unachievable. The relative ease of use of the ADCP has made it a favorite choice

among hydrographers such that, as of 2013, 98% of all United States Geological Survey (USGS)

streamflow measurements in non-wadable streams were made using an ADCP [29]. Addition-

ally, ADCP flow measurements frequently are used internationally for research in irrigation and

agricultural water management [30–32].
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3.2.1 Identification of sources of uncertainty associated with ADCP mea-

surement and mitigation strategies

A fundamental issue in employing any device, in this case an ADCP, to gauge flow rate is that

the measurement is subject to uncertainty that arises from several sources. Moreover, a secondary

benchmark measurement of the “true” (or “truer”) discharge is rarely available for comparison,

especially in a field setting. Instead, users are faced with the challenge of doing their utmost to

reduce the overall uncertainty in their measured discharge in hopes that shrinking this band of

uncertainty will bring them a closer estimation of the true discharge.

Although an ADCP offers time efficiency, enhanced precision, and ease-of-use improvement

over traditional flow measurement methods, it is far from being a perfect instrument. The types of

uncertainties associated with ADCP measurement have been compiled and thoroughly discussed

[33]. For example, the ADCP suffers from an inability to directly measure the entirety of the cross-

sectional area of the flow; thus, the instrument must extrapolate on the nature of the flow outside its

gauging capacity. The danger of this approach is that it assumes the nature of a phenomenon that

is beyond the limits of observation, a basic scientific pitfall [34]. Furthermore, it has been shown

that the entrance of the ADCP transducer into the flow results in a disruptive effect, tending to bias

low the velocity readings near the water surface [35, 36]. To summarize, the elemental sources

of uncertainty can be grouped as: instrument characteristics and operational settings, analytical

methods for estimating physical quantities, measurement approaches and protocols, the physical

conditions of the measurement environment (including inherent spatiotemporal variability), and

operator skill [37]. Altogether, this constitutes a form of Type B uncertainty in the measured

value, as described in [38]. Type B uncertainty is dealt with by assigning probability distributions

and selected statistics, that are estimated from available data and scientific judgment, to describe

probable errors that lie within an inter-percentile band around a measured variable [39, 40]. A

variable’s true value is taken to be equal to the measured value at any space-time location plus

an error, which could be either positive or negative. The true value has been described as lying

within “a probable error range” [41]. Though this band of uncertainty cannot be eliminated, steps
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can be taken to reduce it. The challenge is to discover the point of diminishing returns in reducing

uncertainty from one or more sources.

The current peer-reviewed literature on mitigation strategies for identifying and reducing un-

certainty in hydro-acoustic measurements is rich. Recent efforts have focused on a variety of ap-

proaches, including: standardizing computational algorithms for data filtering and quality assess-

ment [42], developing theoretical and semi-empirical models of uncertainty from a standardized

statistical basis [33, 37, 43], and performing carefully designed field and laboratory experiments

aimed at quantifying the uncertainty of an ADCP measurement with respect to a trusted refer-

ence [44–48].

3.2.2 Study aim and approach

The goal of this present study is to provide further insight towards strategies for the mitigation

of uncertainty in moving-boat ADCP discharge measurements derived from “measurement ap-

proaches and protocols”. We apply statistical measures of uncertainty to experiments with ADCP

measurements in the field to point toward recommended protocols for deployment method for a

moving-boat, the relative duration of a single transect, and the number of transects to employ (see

Figure 3.1).

Figure 3.1: Diagram of study aim
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Additionally, complementary discussion on the current literature is provided concerning as-

pects of site selection. Although ADCP operational best-practices for sampling time and number

of reciprocal transects vary somewhat internationally [46], the most widely-followed guidelines

were established by the USGS in 2007 by the seminal work of Oberg and Mueller [11, 49]. This

guidance document was last updated in 2013 and includes extensive information on best practices

for measuring discharge using an ADCP. These guidelines correspond to a recommended minimum

total sampling time of 720 seconds (with no reference to the size of the stream), and the collection

of at least two transects taken in reciprocal directions in order to avoid any directional bias in the

flow. The guidelines also note that the sampling time of the measurement is likely a more signifi-

cant factor than the number of transects included. The speed the boat moves across the transect is

recommended to be “relatively uniform”, at less than or equal to the average water speed, and slow

enough to collect a sufficiently large amount of data without sacrificing the smoothness of boat op-

eration. These “rule-of-thumb” guidance statements can at times seem contradictory. In this study,

we identify the issue with these best-practice guidelines being the ambiguity as to the proper speed

of the moving boat under a variety of channel widths, which has been identified as an important

parameter contributing to uncertainty [33]. This lack of clarity in the guidelines runs the risk of

resulting in unnecessarily long measurement time in smaller channels, and more importantly, the

risk of far too short a time in larger canals and streams. Furthermore, insufficient duration in mea-

surement could lead to a decrease in data quality for especially turbulent flows where the timescale

of the largest eddies is longer than the time spent observing the flow with the ADCP. An attempt is

made herein to prescribe a recommended range for individual transect sampling duration relative

to the width of the channel, as well as to clarify the recommended number of transects to average

across when determining mean discharge of steady flow in irrigation canals.
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3.3 Instruments and Methods

3.3.1 Study Location

Field experiments were carried out during the summer of 2020 within the Larimer and Weld Ir-

rigation District east of the Cache la Poudre River near Fort Collins, Colorado, USA (Figure 3.2).

A total of four measurement locations were selected based upon criteria of accessibility, canal

width, favorability for ADCP measurement, and flow rate. The aim was to find a balance between

choosing earthen irrigation canals that varied by width, environmental conditions affecting mea-

surement uncertainty (i.e., vegetation, bed material, susceptibility to wind effects, etc.), and flow

rate; with the accompanying goal of obtaining a large enough dataset such that comparison among

observations taken at the same location would be viable.

Figure 3.2: Diagram of study area
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Table 3.1 lists the characteristics of the canal locations where ADCP measurements were made,

and Figure 3.3 provides site photos of the measurement locations.

Table 3.1: Characteristics of measurement locations. The number in parentheses for LWC2 signifies tran-

sects taken using a manual rope-and-pulley deployment method.

Measurement

Location

Abbreviation Avg. Q

(m3/s),(cfs)

Avg. %

flow rate

directly

measured

(Qm/Qtotal)

Avg.

width

(m)

Avg.

Cross-

sectional

area

(m2)

Total

No.

single

transects

ana-

lyzed

Avg.

Cell

depth

(cm)

Reservoir #8

Outlet

R8C 0.53 (19) 63.9 6.27 3.87 70 4

Little Cache

Canal

LCC 1.81 (64) 54.9 5.59 2.19 108 2

Larimer &

Weld Canal

Site 1

LWC1 6.97 (246) 60.3 14.70 8.51 28 4

Larimer &

Weld Canal

Site 2

LWC2 6.24 (220) 76.2 11.89 13.33 108

(136)

7

3.3.2 ADCP settings and quality assurance

The type of ADCP used for experimentation was a StreamPro manufactured by Teledyne RD

Instruments with an output frequency of 1 Hz for the average velocity in each measurement cell

within the channel cross section. Two ADCP probes were used in this study (Serial No. 861 at LCC

and LWC1; Serial No. 567 at R8C and LWC2), both of which were verified to be in good agree-

ment with streamwise velocity readings of a Laser Doppler Anemometer in a laboratory flume

during a 2018 study [47]. Best practices for routine maintenance, transport, and storage of the

ADCPs were followed per guidance established by USGS [50]. Water mode 12 was used for all

measurements, as no slow-moving or very shallow flows were observed. A moving bed test was

completed at the beginning of each day of measurement, or when large changes in the canal flow

regime were observed. No notable moving bed effects were detected. Additionally, an automated
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Figure 3.3: Photo of measurement locations. Clockwise beginning at top left: R8C, LCC, LWC1, and

LWC2. View is upstream.

ADCP systems check was performed before measuring discharge to confirm that the instrument

was functioning normally. Beam #3 of the ADCP was oriented 45 degrees and forward towards the

upstream direction, following guidelines established by Teledyne RD Instruments [51]. The depth

of the ADCP measurement cell was chosen by taking an a priori measurement of maximum canal

depth by wading using a staff gauge. This maximum depth was then divided by the maximum

number of cells per ADCP ensemble (either 20 or 30 depending on ADCP used) to estimate the

cell depth size that would provide the highest possible measurement resolution under the given

conditions. Finally, an independent measurement of water temperature was taken using an In-Situ

SmarTroll multi-probe at the beginning of the day of measurement to ensure that the StreamPro

temperature sensor was within at least 2 ◦C of the independent temperature reading, per recom-
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mendations established by USGS [42]. This is done so the ADCP calculations of velocity, which

are dependent on the properties of sound propagating through water, can be validated.

3.3.3 Data Collection and Management

Data were collected with the ADCP and subsequently processed using the manufacturer’s Win-

River II software, version 2.20. Field notes were taken to record measurement location character-

istics such as vegetation; weather; flow regime, and qualitative observations of turbulent structures.

Before recording experimental data, a trial transect was measured to limit any start-up errors that

may have influenced the measurement. A pre-selected number of transects, ranging from four to

twelve depending on the measurement location, were collected under a pre-determined set of pa-

rameters for boat speed and the boat deployment method. Hereinafter, this collection of an even

number of transects with specific procedural parameters, over which a mean discharge value is

determined, is referred to as a single “experiment”. A transect measurement was designated as

an outlier if some erroneous condition occurred during measurement, such as a malfunction in

the ADCP motion across the tagline, loss of battery power to the ADCP, or submergence of the

ADCP due to excessive surface waves. However, these occurrences were very rare. Additionally,

the velocity contour plots were qualitatively examined in WinRiver II to ensure that no excessive

bottom tracking errors were present and that edge discharges were estimated accurately. Flow was

determined to be nominally steady with measurements of stage recorded at a frequency of every

5 minutes. During the duration of discharge measurement, variations in stage did not exceed +/-

6 mm (0.02 ft), in all cases equivalent to ≤ 0.7% of the flow depth. Experiments were designed

to investigate the parameter of relative transect duration. A typical day at a site included triplicate

measurements of flow rate at the same location, performed at “slow”, “intermediate”, and “fast”

speeds of boat travel. Two different systems of deployment were explored for moving the boat

across the transect. At locations LWC1, LCC, and R8C, a remotely operated tagline deployment

system - the ADCP Traveler, manufactured by NIWA Instrument Systems, was solely used. At

LWC2, both the ADCP Traveler, and a manually-operated rope-and-pulley system were used and
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carefully compared. The ADCP Traveler is marketed as an improvement upon manual deployment

methods because it offers smoother operation of the boat at a more constant boat speed. Figure 3.4

is included to illustrate the marked difference in an ability to maintain a steady boat speed between

the two deployment methods.

Figure 3.4: Comparative plot showing the instantaneous signal of ADCP moving boat speed, vboat(m/s),
relative to its average for the transect, vboat(m/s), for two distinct transects measured at the same approxi-

mate relative duration using different deployment methods.

All data filtering, smoothing and extrapolation for unmeasured regions of the canal cross-

section were done using the default algorithms present within WinRiver II. Post-processing was

also completed within the software, where then ASCII files with necessary data were generated

for external analysis in MATLAB (r2020a). At two measurement locations, LWC1 and LCC, a

nearby (within 20 m) independent discharge measurement using a rated structure was available per

the Colorado Division of Water Resources (CDWR). The average percent difference for the ADCP

readings from the rated discharge reported by the CDWR at LWC1 and LCC were only 3.6% and

8.3%, respectively.
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3.3.4 Deployment method and relative duration parameters

To investigate the boat deployment method and the relative duration of a transect (RDt), ADCP

discharge measurements were analyzed for uncertainty following the procedure described by H.

Huang of Teledyne RD Instruments [52]. RDt is calculated by dividing the time it takes the ADCP

to traverse from bank to bank across the canal by the top width of the canal. The method of Huang

was chosen because it constitutes a measure of uncertainty for straightforward application to field

ADCP streamflow measurements made using a moving boat. In this approach, the relative standard

uncertainty in the measurement of discharge over a single transect is calculated as:

RSUm = sQ/cQm; (3.1)

where sQ is the sample standard deviation in the number of transect measurements of Qm, which

is the directly-measured discharge (excluding extrapolated discharge within portions of the canal

cross section not directly measured by the ADCP) per experiment; Qm is the mean of Qm over

the experiment; and c is the bias correction factor for sQ . This approach addresses uncertainty

associated with measurement protocol and is not confounded by other large sources of uncertainty,

such as near-bed/transducer extrapolation or edge discharge errors. The value of c in (3.1) is

calculated as

c =

√

2

nte
− 1 · Γ(nte

2
)

Γ(nte−1

2
)

; (3.2)

where Γ is the Gamma function, and nte is the number of transects per experiment. The ratio sQ/c

can be considered as the mean-unbiased estimator of the population standard deviation. Thus,

RSUm is equivalent to the coefficient of variation of the directly-measured discharge [52], and

provides a measure of relative uncertainty for comparisons between alternative boat deployment

method and RDt protocols.

Since only a single value of RSUm was calculated per experiment, the sample size of RSUm

was small for most measurement locations and could not be confirmed to approximate a nor-

mal distribution. Therefore, to test for the statistical significance in outcomes between alternative
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methodological protocols, a measure of uncertainty following a roughly normal distribution and

with a sufficiently large sample size was needed. The relative residual error of a single transect

measurement of discharge was chosen, defined as:

RREm,i =
Qm,i −Qm

Qm

; (3.3)

where Qm,i is the measured discharge for an individual transect, and as before, Qm is the mean

of the measured discharge over all individual transects within an experiment. An experiment is a

collection of an even number of individual transects (i.e. paired at four, six, eight, ten, or twelve

transects). To determine if a particular change in operational protocols resulted in a significant

change in uncertainty, we use the variance in the distribution of RREm as proxy for uncertainty. It

is expected that protocols associated with greater uncertainty will have a wider variance by which

the residual errors of individual transect measurements are distributed. Variance in RREm is:

var(RREm) =

∑

(RREm,i −RREm)
2

ntg − 1
; (3.4)

where RREm is the mean relative residual error of all transects within a group, and ntg is the num-

ber of transects within that group. A group can be defined as collection of experiments all falling

under the same protocol constraints (i.e. measurements taken using a particular ADCP deployment

method or prescribed RDt). This uncertainty metric allows for the computation of a two-sample

F-test, which determines if the variances between two independent and normally-distributed sam-

ples (in this case, two alternative groups of protocol choices) are significantly different. This test

is one-tailed, under the assumption that groups with a longer RDt, or completed using a remotely

operated tagline deployment method, will have lower uncertainty. Additionally, a Kolmogorov-

Smirnov test was completed to interrogate the normality of RREm distributions for each group.

All distributions were found to be at least approximately normal. This complies with the statistical

requirement that residual error in measurement, regardless of its variance, should be normally dis-

tributed around an approximate mean of zero. Hence, by first using the standard metric RSUm to
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detect an impact of a particular protocol on relative measurement uncertainty, we were then able to

test if this impact was significant between two groups by evaluating the more robust metric RREm.

3.3.5 Determination of recommended guideline for relative duration

To determine the minimum RDt value needed to significantly reduce uncertainty in ADCP

measurements, an initial estimate was made by analyzing visual plots of RSUm with respect to

RDt. A minimum value was chosen by comparing the plots for the four measurement locations

and identifying a cutoff below which uncertainty increases substantially. Then, this minimum value

was tested for legitimacy in an iterative fashion by making incremental changes to the value until

convergence was achieved by confirming that differences in the variance of RREm among the two

groups containing data below and above the minimum RDt value were statistically significant.

3.3.6 Number of transects per measurement of steady discharge

To analyze the uncertainty associated with an operator’s choice of the number of transects (Nt)

to employ when deploying the ADCP, we assume that the flow rate being measured is steady and

that the accuracy of the experiment in relation to the true mean discharge increases with the number

of observations. This assumption is fundamental to the nature of sample variance (Eq. (3.4)). If the

flow is steady, including additional transects in the calculation of mean discharge should result in

a reduction in uncertainty as the sample mean approaches the population mean. For the purposes

of this study, we attempt to identify the point of diminishing return where including additional

transects in computing the sample mean discharge does not result in a significant decrease in un-

certainty. We define a measure of sample error that represents the percentage range on either side

(+/-) of the sample mean within which the true population mean is expected to reside. It quantifies

the relative difference between the sample mean and population mean and is defined as [53]:

Es(%) =
|Qm − µQm

|

Qm

; (3.5)
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where Qm is taken to be the sample mean for a subset of transect discharge measurements within

an experiment, and µQm
is the estimated population mean for a large number of transect discharge

measurements. Here, we estimate the population mean for an experiment as the mean discharge

calculated using the maximum number of transects recorded, assuming that the sample mean ap-

proaches the population mean as the number of transect discharge measurements increases. Then,

we define sample means for subsets of that experiment which contain a lesser number of transects

for calculating Qm. We define Nt as the number of transects included in a computation of Qm.

For example, the maximum number of transects collected per experiment at LWC2 was eight. We

then determine Es values for experiment subsets for which Ns equals two, four, and six transects,

respectively. For purposes of simplification these subsets are delineated in the order in which the

transect measurements were conducted. The metric Es is determined for a grouping of experiment

subsets that share the same value of Nt. The number of experimental subsets included in the cal-

culation of median Es is nsg . To determine if increasing the number of transects in an experiment

significantly reduces Es, we analyze distributions of Es that are grouped by Nt and compare dif-

ferences in the median value of Es using a one-tailed two-sample Wilcoxon rank sum test. We

use this nonparametric test due to the distributions of Es containing only positive values and hence

being heavily right-skewed [54]. The test is one-tailed under the assumption that as Nt increases,

the median value for Es will decrease.

3.4 Results

3.4.1 ADCP boat deployment method

The plots in Figure 3.5 illustrate the difference in the RSUm values associated with two meth-

ods of deploying the boat containing the ADCP for traverse across the width of the canal at lo-

cation LWC2. Irrespective of RDt, measurements taken with the remotely operated ADCP Trav-

eler tagline deployment method had an average RSUm of 1.65% and a var(RREm) of 2.43e-04,

whereas those taken using the manual rope-and-pulley deployment method had an average RSUm

of 2.87%, with a var(RREm) of 7.05e-04. Using a two-sample F-test, the difference in the variance
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Figure 3.5: Plots of (a) RSUm as a function of the RDt for ADCP flow measurements at LWC2 using

the remotely operated ADCP Traveler and a manual rope-and pulley-system (horizontal lines indicated the

average RSUm for each group.), and (b) corresponding relative frequency histograms of values of RREm .

between the two groups was statistically significant at a 5% level (p = 1.25e-08). It also can be

seen from Fig. 4 that increasing RDt when using the manual deployment system did not result in

a reduction in RSUm, as was the case with the remotely operated tagline method.

Using a remotely operated tagline deployment method with greater control over boat speed and

steadiness resulted in an average reduction in the RSUm uncertainty measure of 1.22 percentage

points when compared to measurements taken using the manual rope-and-pulley method that is

prone to unsteadiness in boat movement.

3.4.2 Transect relative duration

Figure 3.6 shows calculated RSUm for experiments conducted at each location as a function

of RDt. The results are grouped by measurement location to avoid the confounding effects of site-
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specific sources of uncertainty on the data. The total number of individual transects per experiment

used to compute the RSUm values plotted in Figure 3.6 ranged from four to twelve, and the total

sampling (exposure) times ranged from 726 s to 3900 s.

Figure 3.6: RSUm plotted as a function of RDt for locations: (a) R8C, (b) LCC, (c) LWC1, and (d) LWC2.

The vertical group separator lines indicate the separation in data points below and above the recommended

minimum RDt of 24 s/meter.

A vertical line is included in each plot to illustrate the demarcation in RDt grouping for each

measurement location, representing a recommended minimum RDt of 24 s/m width (7.3 s/ft),

prescribed for a single transect in order to significantly reduce uncertainty in operational param-

eters. RDt Group 1 represents transect data collected using an RDt value less than the specified

minimum of 24 s/m (7.3 s/ft), and in contrast, RDt Group 2 contains transect data with an RDt

greater than the recommended minimum. A two-sample one-tailed F-test was run to determine if
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the observed difference in var(RREm) between the two groups was significant. The alternative

hypothesis was that the variance in RDt Group 2 would be less than that of RDt Group 1. Results

are summarized in Figure 3.7 and Table 3.2.

Figure 3.7: Relative frequency histograms of RREm, separated by data below the recommended mini-

mum RDt of 24s/m (RDt Group 1), and data above the recommended minimum RDt (RDt Group 2) for

measurement locations (a) R8C, (b) LCC, (c) LWC1, and (d) LWC2.

The p-values indicate a statistically significant difference (significance level of 5%) in the val-

ues of var(RREm) for the two groups; namely, var(RREm) is higher for RDt Group 1 than RDt

Group 2 for three of the four measurement locations. It is hypothesized that the high p value for

the difference in var(RREm) between the two groups at LWC1 is due to a low sample size in

RDt Group 2. The reduction in RSUm by following a relative duration minimum ranges between

0.42 and 2.52 percentage points, averaging 1.41 percentage points across the four locations. This
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Table 3.2: Summary statistics for comparison of relative duration parameter groups. p-values indicate

results of an one-tailed F-test of variance between data taken outside the recommended minimum RDt

(RDt Group 1), and those within it (RDt Group 2). *See Section 3.4.2 for discussion on location LWC1.

Measurement

Location

RDt Group

1 variance

RDt Group

2 variance

p RDt

Group

1 Avg.

RSUm

(%)

RDt

Group

2 Avg.

RSUm

(%)

Reduction

in

RSUm

(Per-

centage

points),(%)

R8C 0.0022

(ntg=39)

0.0011

(ntg=31)

0.0215 5.01 3.28 1.73

(35%)

LCC 0.0036

(ntg=50)

0.0020

(ntg=56)

0.0174 6.92 4.40 2.52

(36%)

LWC1 0.0009

(ntg=24)

0.0005

(ntg=4)*

0.3326 3.38 2.42 0.96

(28%)

LWC2 0.0003

(ntg=83)

0.0001

(ntg=25)

0.0079 1.77 1.35 0.42

(24%)

AVG. 1.41

(31%)

suggests that adherence to the recommended guidelines for minimum relative duration of 24 s/m

width (7.3 s/ft) per transect yields a significant reduction in uncertainty associated with boat speed

protocol.

3.4.3 Number of transects per experiment

Figure 3.8 shows plots of median values of Es based on Nt, for the four locations. A consid-

erable reduction in Es is observed when four transects are measured instead of only two, and a

similar reduction can be seen when six transects rather than four are collected. At locations R8C

and LCC, it appears that no considerable reduction in Es is achieved when using eight rather than

six transects. Results of the one-tailed two-sample Wilcoxon rank sum test are shown in Table 3.3.

Significant results were achieved at the 5% or 10% significance level for two of four measurement

locations when testing if the median Es when Nt = 4 was smaller than when Nt = 2. Similarly,

significant differences at two of three measurement locations were observed when comparing re-

duction in median Es when moving from Nt = 4 to Nt = 6.
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Figure 3.8: Plot of Es statistics at each measurement location as a function of Nt. Data points indicate

median Es and whiskers indicate median Es plus or minus one standard deviation.

Table 3.3: Summary statistics for the median values of Es for each Nt group. p-values shown are the result

of a one-tailed two-sample Wilcoxon rank sums test, computing if the median Es for the given Nt group is

significantly less than the median Es for the next lowest Nt group. Reduction in median Es is calculated to

compare when Nt = 6 (except for LWC1 where Nt = 4) to the median Es when Nt = 2.

Measurement

Location

Nt=2

median

Es (%)

Nt=4

median

Es (%)

Nt=6

median

Es (%)

Nt=4

p
Nt=6

p
Reduction in

median Es

(Percentage

Points),(%)

R8C 2.56

(nsg=7)

1.78

(nsg=7)

0.28

(nsg=7)

0.268 0.006 2.28 (89%)

LCC 2.59

(nsg=12)

1.97

(nsg=11)

1.20

(nsg=7)

0.240 0.164 1.39 (53%)

LWC1 1.85

(nsg=4)

0.48

(nsg=4)

NA 0.014 NA 1.37 (74%)

LWC2 0.538

(nsg=14)

0.322

(nsg=13)

0.157

(nsg=13)

0.069 0.109 0.38 (71%)

AVG. 1.35 (72%)
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Reduction in median Es when computing Qm using six transects (or in the case of LWC1, four

transects) rather than two transects ranged from 0.38 to 2.28 percentage points, with an average

reduction of 1.35 percentage points across the four measurement locations. This suggests that

using at least six transects (three pairs of transects taken in reciprocal directions) when measuring

discharge using an ADCP will result in a significant reduction in the error of estimating the sample

mean.

3.5 Discussion

The findings of this study are dependent on the use of a remotely operated tagline deployment

system for traversing the ADCP boat across the canal transect. Figure 3.4 and Figure 3.5 reveal

that the unsteadiness of boat movement inherent in the manually-operated rope-and-pulley system

confounds any reduction in uncertainty that may be gained by increasing RDt. Therefore, to reduce

uncertainty in ADCP associated with measurement approaches and protocols, remotely operated

tagline deployment with more steadiness in boat movement is necessary. If a user is constrained to

a manual rope-and-pulley boat deployment method, it is recommended that the protocol guidelines

recommended herein are still generally followed, but not sacrificed at the expense of operating

the boat at a steady, uniform speed. Results show that RDt has a significant effect on overall

ADCP measurement uncertainty. Dependence of RSUm on RDt varies somewhat from site to site;

however, it seems clear that refining the current protocol to focus on measurement time per unit

width of canal is worthwhile. All experiments were carried out within the constraints of existing

guidelines, with sampling times for mean discharge measurement ranging from 726 s to 3900 s.

Even so, significant reductions in RSUm were observed at three of four measurement locations.

This indicates a refinement to guidelines in the current literature by indicating that opportunities

for mitigating uncertainty are still available when sampling time is > 720 s [49].

An almost exponential decay in RSUm with increasing RDt is apparent for the larger canals

LWC1 and LWC2. For the smaller canals, LCC and R8C, the decrease is more linear. The exponen-

tial trend is expected based upon standard analyses of uncertainty and measurement duration [37].
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It was the goal of this study to identity a point of diminishing returns for ADCP transect duration,

i.e. to find the minimum value of RDt beyond which uncertainty is likely not to change much.

Although data for all measurement locations did not fall cleanly along the same trend due to dif-

ferences in favorability for measurement between locations, results suggest that a minimum RDt

of 24 s/m (7.3 s/ft) is a conservative place to start when making ADCP measurements. Users are

encouraged to increase RDt under unfavorable field conditions. For example, at site LCC where

there was excessive bank vegetation, mild curvature in the canal path, and an excessive extension

of the portion of the flow width that was not directly measurable at higher flow rates, flow mea-

surement was relatively more difficult. A more reasonable recommendation of RDt for this site

may be 30 s/m (9.1 s/ft). However, as can be seen in the results (Table 2), the guideline of 24 m/s

(7.3 s/ft) still decreased RSUm by about 36% (2.52 percentage points).

The value of Nt to use for an ADCP deployment is also an important, though less crucial,

element of measurement protocol [11]. Results in Figure 3.8 and Table 3.3 show that significant

reductions in the relative difference of the sample mean to the estimated population mean are likely

when including four or six transects to compute Qm rather than only two, as is the current popular

practice. Under the assumption of measurement of steady flow in irrigation canals, we conser-

vatively recommend that at a minimum six transects be collected to determine mean discharge.

Collecting more than six transects may slightly reduce uncertainty but this improvement is not

likely to be significant, as can be seen from Figure 3.8.

Finally, it is apparent that the choice of measurement location along a canal is a critical factor

influencing uncertainty. Patterns from comparing relative levels of uncertainty with site charac-

teristics indicate that both the percentage of total discharge that is directly measured as Qm by

the ADCP, as well as the cross-sectional area of the flow, seem to be negatively correlated with

RSUm. Alternatively stated, gauging flow in smaller canals is often correlated with more unfavor-

able measurement conditions. Special scrutiny of measurement site selection should be made to

follow the guidelines listed above. This includes giving attention to the limitation of the amount of

bed and bank vegetation, curvature in canal path, surface waves, exposure to wind, and the amount
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of large boulders on the canal bed. Surface waves caused by a supercritical regime, along with

highly turbulent flow, should also be avoided. In general, these guidelines agree with the USGS

that the user “limit the portion of unmeasured flow area as much as possible” [11].

3.6 Conclusions

Boat-mounted ADCPs are widely used to measure open-channel flows; however, currently

there are no clear guidelines on how fast to move the boat when completing one transect across

the channel, nor on the total number of transects to use in computing average discharge. Results

of multiple field experiments carried out at four locations in small to moderate-capacity canals

suggest a protocol of multiplying the width of the ADCP transect across the canal measurement

location by a minimum relative duration of 24 s/m (7.3 s/ft) to obtain the duration for a single

transect and using a minimum of six transects to compute the average discharge of steady flow.

However, it should be noted that this guideline for relative transect duration assumes measurement

using a StreamPro ADCP with vertical pings taken at a rate of 1 Hz. As an aspect of future study,

there is potential to examine the robustness and scalability of our minimum recommended value

for this parameter using moving-boat ADCPs with higher sampling rates. Separately, choosing a

system of boat deployment that ensures stability and a steady speed, along with careful selection

of measurement location, is also recommended.

Results reveal that following these protocols may reduce uncertainty metrics in overall dis-

charge quantification by an average of about 30 to 70%, potentially leading to sizeable economic

consequences. For an exemplary worst-case scenario, the reduction by 1.4 percentage points in

the uncertainty metric associated with transect relative duration alone, if applied to an average

flowrate of 7 m3/s (typical for a mid-sized irrigation canal in the Larimer and Weld Irrigation

District) operating over a 200-day irrigation season could result in the improved accounting of

approximately 1.69 MCM (1371 ac-ft) of water. Applying a conservative estimate of US$8.10/m3

(US$10,000/acre-ft) to this volume of water within Colorado’s South Platte River Basin [55], these

protocols could result in a potential annual savings of about US$14 million. Additionally, these
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recommended protocols will aid in the calibration of hydraulic structures within canals, allowing

rating curves to be established with a greater degree of accuracy and reliability.

The information provided herein does not supersede the established wealth of knowledge

regarding best practices for performing reliable and accurate discharge measurements using an

ADCP. The literature points to numerous interacting sources of uncertainty in ADCP measure-

ment, beyond those considered here, that are worthy of diligent examination. Rather, we provide

a closer scrutiny of a few user-dependent measurement protocols which indicate a potential for

reduction in uncertainty metrics.

The authors offer the results of this study as an aid in refining current best-practice literature

on ADCP flow measurement with a special consideration to irrigation water management. We

refer the reader to other helpful guidance documents on moving-boat ADCP measurement within

a broader context, and on hydro-acoustics in general [11, 29, 37, 42, 48, 52, 56]. There exists future

potential to expand the relevance of these findings by studying larger channels using a suite of

commonly-used ADCPs, along with the prospect to further refine the guidance established by the

exploratory nature of the present study.

More accurate quantification and more just allocation of our increasingly limited water re-

sources is essential for the prudent stewardship of this precious natural resource. The authors are

hopeful that promoting the recommendations contained herein for the reduction of uncertainty in

measuring flows in small-to-moderate irrigation canals will serve as valuable tool for water re-

source engineers and managers toward this end.
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Chapter 4

Investigating the Nature of the Obermeyer Pivot

Weir Rating Equation

4.1 Introduction

As discussed in Section 2.3, the Obermeyer pivot weir represents a novel method for control-

ling water stage levels in irrigation canals. However, currently there does not exist any substantial

published literature on the nature of the stage-discharge relationship for this particular structure.

The Obermeyer invention is a specialized type of pivot weir that differs primarily from other struc-

tures of this general type in that the gate leaf of the weir is cambered, and the crest elevation is

controlled by a series of inflatable air bladders. Previous studies in the literature have examined the

stage-discharge relationship for a thin flat plate pivot weir that resembles a sharp-crested weir tilted

at an angle to the horizontal. The most widely accepted approach taken to develop a rating curve

for the pivot weir, published by Wahlin and Replogle (1994) [20], has been to introduce an addi-

tional discharge coefficient that is a function of the inclination angle, θ. However, the acceptability

of this approach to pivot weirs of a specialized geometry, such as the Obermeyer design, remains

undetermined due to the empirical nature of developing calibration coefficients for the inclination

angle. Where it can be achieved, a more theoretical basis for establishing a rating equation should

be pursued, due to uncertainty in reliability of empirical calibration arising from variability in the

methodological approaches taken by experimentalists.

In light of this, the current study investigates the possibility of reducing the dependability of

the Obermeyer rating equation on empirical calibration by pursuing a more theoretical approach

of accounting for the effect of the changing inclination angle on the flow dynamics. This is done

by reanalyzing some of the basic assumptions implicit in the sharp-crested weir rating equation.

Section 2.3.1 lists these in full, but two major assumptions examined for pivot weirs in the cur-
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rent study are: the neglect of the upstream velocity head in the Bernoulli conservation of energy

equation, and the assumption of no frictional energy losses (i.e. inviscid or ideal flow) between

the upstream location where the elevation head is measured, and the crest. If one is to first allow

for the assumption of inviscid flow, the effect of the changing inclination angle, θ, on the flow

dynamics can be hypothesised. Reduction in the inclination angle from the 90◦sharp-crested weir

case would result in less impedance to the flow, allowing for less deceleration in the upstream ve-

locity field. Hence, the overall contribution of the velocity head to the total upstream mechanical

energy head, given by Eq. (2.5), would increase as the inclination angle decreases. An alternative

way to summarize this effect is that for a constant discharge, Q, the elevation head above the crest,

h decreases as the angle of inclination, θ decreases, while H is still conserved due to increasing

flow velocity. Thus, in theory the effect of the changing inclination angle on the pivot weir rating

equation could simply be achieved by accounting for the total upstream mechanical energy head

(i.e. no longer neglecting the velocity head), and no additional discharge coefficient is needed. The

formation of this hypothesis was informed by analysis of data provided by Wahlin and Replogle

(1994) in their laboratory study of pivot weirs. These data, shown in Figure 4.1 reveal a clear trend

between the inclination angle, θ, and the percentage contribution of the velocity head to the total

mechanical energy head. Hence, the accuracy of proposing an analysis of the total mechanical

head as sufficient to explain the effect of the inclination angle in the pivot weir rating equation is

investigated in the current study.

With this new proposed approach, and the other potential alternatives present in the literature

for establishing a pivot weir rating equation, it is still yet to be seen which is most applicable to the

case of the Obermeyer weir. Also, to the knowledge of the author, no study has been completed

thus far based upon the observation of pivot weirs at an operational field scale. Wahlin and Re-

plogle (1994) collected a small set of field observations on two different structures in the Imperial

Irrigation District of Southern California. However, the scale of these structures remained mod-

erately small and on par with laboratory models, with maximum discharge ≤ 31.09 cfs [20]. The

current study consists of observations on a major irrigation conveyance canal with an approximate
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Figure 4.1: The results of 125 observations on the Armtec gate published by [20], plotted to show the

percent contribution of the kinetic energy head to the overall total mechanical energy head as a function of

the weir inclination angle. Error bars represent ± one standard deviation.

top width of 39 ft (11.9 m) and average discharge of 221 cfs (6.3 m3/s), representing a typical

functional scale for pivot weirs used for irrigation water management. Observing the structures at

an operational scale allows for a check against findings made in the laboratory.

Hence, several aspects pertaining to the development of a stage-discharge relationship for the

Obermeyer pivot weir remain open questions. These are the questions the current emerging work

attempts to investigate:

• Can the effect of the changing inclination angle, θ, on the flow dynamics be sufficiently

explained when the total mechanical energy head is incorporated into the pivot weir rating

equation? If so, how practical is it to gain an accurate estimation of the velocity head?

• If, however, the upstream velocity head is neglected and effect of the gate angle on the

flow must be incorporated in to the rating equation via an additional empirically-derived

discharge coefficient, how applicable is this formula to weirs of differing geometries, scales,

and settings?
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• What is the relative importance of the the changing inclination angle and varying h/p ratio

on the discharge coefficient? Is one more important to consider than the other? Alternatively,

is Cd independent of h/p within a certain operational range? If so, how does this range of

h/p shift with θ?

• Is there good agreement between the field observations of functional Obermeyer pivot weirs

and measurements from previous studies made on scaled laboratory models of generalized

pivot weirs?

• What are the practical limitations for accurately developing a pivot weir rating equation that

must be considered?

4.2 Field measurements along Larimer and Weld Canal

A major campaign to establish a robust set of field observations of Obermeyer pivot weirs

was lead by previous CSU M.S. student Caner Kutlu from 2017-2018 [57]. During this study,

96 unique paired observations of stage, discharge, and inclination angle were collected at three

different Obermeyer pivot weir structures along the Larimer and Weld irrigation canal in Weld

County, Colorado. The author of the current work added a supplementary 12 observations at a

single structure to the existing field data set during the summer of 2020. A summary of field

observations on Obermeyer pivot weirs is provided in Table 4.1. In total, 108 observations were

collected. Measurement of steady mean discharge was determined using an ADCP at a cross-

section located approximately 7 m upstream from the weir crest. The depth cell sizes ranged

from 8-9 cm. The total measurement time was at least 720s for all computations of discharge,

typically taken over four transects. The average RSU (%) for a single transect was 2.44 % across

all observations [58].

In the current study, stage measurements were conducted using a staff gauge that was affixed

to the concrete retaining wall of Gate A, approximately 7 m upstream from the crest. A surveying

tripod and auto-level were used to carefully record the water surface elevation from the opposite
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Figure 4.2: Site photos of Gate A measurement section: (a) ADCP measuring discharge upstream of struc-

ture, and (b) Weir flow over Gate A crest at a moderate flow rate. Notice design elements of diverging side

walls and nappe breakers along the weir crest which allow for atmospheric pressure underneath the nappe.

bank. The flow within the canal was remarkably steady for the duration of the measurements.

Record of the stage was made every five minutes to ensure no drastic changes in the upstream

energy condition. Additionally, computation of the velocity head was possible using data gathered

with the ADCP. Hence, the total mechanical energy head upstream of Gate A could be calculated

and incorporated into the stage-discharge equation.

The angle of the pivot weir to the horizontal was determined in a step-wise manner. First, at

the time of flow quantification only a horizontal measurement of the weir crest location in rela-

tion to a fixed reference point along the top of the retaining wall was available (see Figure 4.2).

Table 4.1: Summary of field observations of Obermeyer pivot weirs taken along the Larimer and Weld

Canal. Observations in bold were measured by the current author. All other data is courtesy of Caner Kutlu

(2019).

Number of Observations

Gate Crest

length - b
(m)

Gate

Length -

Lg (m)

Range for θ Range for

Q (m3/s)

2017 2018 2020

A 6.73 1.74 19.1◦-29.8◦ 2.16-9.38 22 19 12

B 6.11 2.10 31.9◦-36.3◦ 2.20-8.70 16 18 NA

C 5.20 2.20 20.8◦-28.3◦ 4.91-7.54 21 NA NA
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Vertical measurement of the weir crest height was not possible due to the high amount of flow

within channel during measurement. This required an additional trip to the field locations after

the irrigation season was over and the canals were drained. At this time, the location of the crest

was reset to the specific location which occurred on the day of measurement, as determined by the

earlier horizontal reference measurement. The height of the weir crest, p, was then measured, and

θ determined as: θ = arcsin (p/Lg)[radians].

4.3 Stage-discharge relationship from field data: alternative

approaches

Four distinct approaches were taken to develop a stage-discharge relationship and estimate the

discharge coefficient for the Obermeyer pivot weir based on the collected field data. The general

process of Bijankhan and Ferro (2018) [22] was used, where the value of the discharge coefficient

is determined using least-squares linear regression. The curve-fitting tool in MATLAB (v2020a)

was used for all linear and non-linear regression analysis. However, the approaches varied in

the incorporation of the velocity head into the rating equation, and the inclusion of an additional

discharge coefficient to account for the effect of a changing inclination angle.

Data from Gates A and B taken by Kutlu (2019) during the 2017-2018 irrigation seasons were

used as the base set by which to calibrate the discharge coefficient for the stage-discharge equation.

Data from Gate C were excluded from the coefficient calibration in order to examine the applica-

bility of the developed rating equation to a structure with slightly different geometric aspect ratios.

2020 data taken at Gate A were also excluded from the calibration and allowed an independent

check on the reproducibility of the stage and discharge measurement protocols described in Sec-

tion 4.2.

4.3.1 Approach 1: Cd = f(h)

The first approach is essentially a directly modified version of the classical sharp-crested weir

rating equation (2.10). Here, the upstream velocity head is neglected and no additional discharge
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coefficient is included to account for changes in the inclination angle. It is assumed that within

the operational range of inclination angles for the pivot weir, being 19.1◦ ≤ θ ≤ 36.3◦ in the

current study, that the discharge coefficient will remain relatively constant. With Cd only being a

function of the elevation head, the effect of varying h/p values on the discharge coefficient is also

neglected. This approach represents the simplest of all possible alternatives examined in this study

because it does not require estimation of either the velocity head or the inclination angle of the

pivot weir. It was not expected to perform well against the other alternatives and represents a base

case against which other alternative approaches can be compared. The rating equation associated

with this approach is written as:

Q =
2

3
Cdf−h

√

2gbh1
3/2; (4.1)

where the discharge coefficient is written as Cdf−h
to reflect that it is a fixed value determined using

only the elevation head, h. The value of Cdf−h
was determined by plotting all 75 observations of

the calibration set from Kutlu (2019) and performing a linear regression with forced zero intercept

to determined the value of the coefficient a in Eq. (2.16). The exponent m was assumed to be unity

in accordance with the recommendation from Bijankhan and Ferro (2018) [22]. Then, the best fit

value of a was transformed using Eq. (2.18) into the standard Cd as it appears in Eq. (2.10).

Figure 4.3 shows the regression analysis to estimate the value of Cdf−h
, with a = 0.7113. It

can be seen that the fit is fairly linear but that the observed data deviates from the line of best fit

near the extreme ranges of h/p. Most notably, a potential lower limit for h/p of approximately 0.5

can be observed, where the linear fit begins to deviate strongly from the observed data. Using Eq.

(2.18), the discharge coefficient for Eq. (4.1) can be defined as:

Cdf−h
= 0.636. (4.2)

.
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Figure 4.3: Plot of ks/p vs. h/p for calibration of the discharge coefficient under approach 1 as a fixed

value independent θ, h/p.

4.3.2 Approach 2: Cd = f(H)

The second approach allows for the consideration of the upstream velocity head in to the

Bernoulli equation (2.4), and assumes a fixed discharge coefficient. This approach represents the

examination of the hypothesis laid out in Section 4.1, where the effect of the changing inclination

angle essentially represents a redistribution of the respective contributions of the elevation head

and velocity head to the overall total mechanical energy head, H . Thus, if the rating equation is

allowed to be a function of H , it is assumed that an additional discharge coefficient to account

for the inclination angle is unnecessary if viscous effects within the flow can be safely neglected.

Here, H is defined as:

H = h+ α
U

2

2g
; (4.3)

where the datum for the elevation head is assumed to be the crest elevation. α, defined by Eq.

(2.6) was determined using ADCP data, with
∫

u3A taken to be the integral of all respective cubed

stream-wise velocity calculations for each bin (cell) measured by the ADCP, multiplied by the the

bin area. U was determined as the mean of all u, and A was the total flow area as determined by
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the ADCP. An average value of α = 1.1 was used in accordance with the analysis done by Kutlu

(2019).

This approach relies more upon theoretical reasoning rather than empirical calibration and thus

represents a potentially more elegant solution to developing a pivot weir rating equation. The pivot

weir rating equation for approach 2 takes the form:

Q =
2

3
Cdf−H

√

2gbH1
3/2. (4.4)

The calibration for an estimated value of Cdf−H
was done a similar manner to approach 1. Fig-

ure 4.4 shows that a was estimated as 0.6991, yielding a discharge coefficient of:

Cdf−H
= 0.620. (4.5)

The linear fit in Figure 4.4 is revealed to be only nominally better than the fit in Figure 4.3, ex-

hibiting similar poor performance at the lower range for H/p. Approach 2 represents a slightly

more complex method compared to approach 1 because it takes into account the contribution of

the upstream velocity head into the rating equation. Therefore, this approach is potentially less

practical to implement because an estimation of the upstream velocity head is typically difficult to

estimate without a direct flow measuring device such as an ADCP. Alternatively, a hydrographer

would have to rely on an empirical relationship between the stage, h and the velocity head αU
2

/2g

to estimate the total mechanical energy head, H .

4.3.3 Approach 3: Cd = f(h, θ)

Due to the practical difficulty of estimating the upstream velocity head, the effect of the chang-

ing inclination angle on the overall rating equation instead can be quantified using an additional

empirically-derived discharge coefficient. This is the approach that has thus far been implemented

by past authors Wahlin and Replogle (1994) and Bijankhan and Ferro (2018). It essentially ac-

counts for the increased contribution of the velocity head into the energy equation as the inclination
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Figure 4.4: Plot of ks/p vs. h/p for calibration of the discharge coefficient for approach 1 as a fixed value

independent of θ.

angle decreases, but neglects the variability in the discharge coefficient with h/p, especially at low

inclination angles. It takes the form:

Q =
2

3
Cdθ−h

√

2gbh1
3/2. (4.6)

Here, Cdθ−h
is a power function dependent on the sine of the inclination angle. Eq. (4.6) represents

a very similar approach to that of (2.11) in the Wahlin and Replogle (1994) study. However,

whereas an effective discharge coefficient is used in Eq. (2.11) that is a modified form of the

generalized Rehbock equation, Cdθ−h
in (4.6) of the current study is calibrated specifically to the

structures in the present study and is thus expected to be more accurate than the Rehbock equation

(2.12).

Calibration of Cdθ−h
was done by estimating the linear slope coefficient, a, of (2.16) for groups

of observations taken at the same inclination angle, for the range 20.51◦ ≤ θ ≤ 36.31◦. Figure

Figure 4.5 shows the results of this process. Similar to the procedures in approaches 1 and 2, the
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coefficient a was then transformed to the standard discharge coefficient form, and an estimated

discharge coefficient was determined for each inclination angle value, shown in Figure 4.5.

Figure 4.5: Results of regression analysis to calibrate value of discharge coefficient as a function of gate

inclination angle, for values of: (a) 20.51◦; (b) 25.75◦; (c) 28.11◦; (d) 29.83◦; (e) 31.89◦; (f) 35.08◦; (g)

36.31◦

Then, a non-linear regression was performed to fit a curve to these values as a function of

sin θ. A power curve fit was chosen under the assumption that the effect of the gate angle on the

discharge coefficient would asymptotically decrease as θ approaches 90◦. The curve was fit as a

function of sin θ to avoid potential confusion amongst future readers as to whether θ should be

written in degrees or radians. This approach also allows one to easily visualize an approximation

of what the lower limit of Cd is when the gate becomes a vertical sharp-crested weir at sin θ = 1.

The fit of this regression line to the data is shown in Figure 4.6, and the results of this curve-fitting

are given by (4.7).

Cdθ−h
= 0.535(sin θ)−0.225. (4.7)
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Figure 4.6: Plot of Cdθ−h
curve given by Eq. (4.7) against estimated Cdθ−h

values from field observations.

Although (4.7) estimates the lower limit of the discharge coefficient to be Cdθ−h
= 0.535 when

θ = 90◦, the true behavior of the discharge coefficient should not be extrapolated beyond the range

of inclination angles from which (4.7) was derived: 19.1◦ ≤ θ ≤ 36.3◦. In fact, data presented by

Bijankhan and Ferro (2018) suggest that Cdθ−h
may even increase as θ approaches 90◦. Hence, the

question of whether the relationship between the discharge coefficient and the inclination angle as

θ approaches 90◦remains truly monotonic is a topic of continued research.

It can be seen that the fit of (4.7) to the observed field data is not excellent (R2 = 0.596). One

potential reason for this is the inherent uncertainty in field measurement of the key parameters of

stage level, discharge via ADCP, and weir inclination angle. Although the respective uncertainty in

a single one of these measurements may be brought within an acceptable range (as expounded upon

in Chapter 3), a compounding effect occurs when the uncertainties of each of these measurements

is compiled in the development of a discharge rating equation, such as Eqns. (4.6) and (4.7). For

this reason, this calibration should be noted as a fairly good representation of the flow dynamics

occurring in the field, but that opportunity exists for further elucidation using laboratory methods

subject to lower relative levels of inherent measurement uncertainty.
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Similar to approach 2, approach 3 represents a more complex rating equation than (4.1) in

approach 1. It requires the ability to measure the weir inclination angle in the field, which is a

matter of practical difficulty. For the use of this approach, some mechanism for measuring θ while

flow is actively passing through the canal must be installed for the structure. Hence, the overhead

costs may be large. Furthermore, for a given value of θ, approach 3 assumes that the discharge

coefficient, Cdθ−h
will remain constant irrespective of changing h/p values. This is known to be

a fairly acceptable assumption for the case of the sharp-crested weir when the flow velocity is

small and elevation head is large, making contribution of the velocity head to the total head, H ,

small. However, as θ decreases, the percentage make-up of the velocity head to the total head

will increase, rendering the assumption to neglect the upstream velocity head a worse and worse

simplifying assumption.

4.3.4 Approach 4: Cd = f(H, θ)

For this reason, a fourth approach to developing a rating equation for the Obermeyer pivot weir

is investigated, where the discharge coefficient is both a factor of a inclination angle measurement,

as well as the total mechanical energy head. This represents a combination of approaches 2 and

3, and all terms and methods of calibration are consistent with those mentioned in the preceding

sections. The rating equation for this approach takes the form:

Q =
2

3
Cdθ−H

√

2gbH1
3/2. (4.8)

The calibration for discharge coefficient estimation with respect to the inclination angle is

shown in Figure 4.7, with the power-curve fit that gives the predicted value of Cdθ−H
as a function

of sin θ shown in Figure 4.8 and given by Eq. (4.9):

Cdθ−H
= 0.533(sin θ)−0.196. (4.9)
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This fourth approach represents the most complex and empirically dependent equation of the

alternatives examined so far. It requires not only knowledge of the inclination angle, but also the

upstream velocity head so that the total mechanical energy head can be computed. It is likely to be

the most accurate approach of the alternatives investigated because it accounts for changes to the

flow dynamics via the changing inclination angle, as well as variations in h/p (i.e. the stage level

passing over the weir). However, it implies the practical limitation of obtaining an estimation of

the inclination angle and velocity head.

Figure 4.7: Results of regression analysis to calibrate value of discharge coefficient as a function of gate

inclination angle and total head (H), for values of: (a) 20.51◦; (b) 25.75◦; (c) 28.11◦; (d) 29.83◦; (e) 31.89◦;

(f) 35.08◦; (g) 36.31◦

To elucidate which of these approaches represents an optimal balance between desired accuracy

and practicality for implementation, an error analysis was conducted. For the purpose of clarity,

the four alternative rating equation approaches discussed in the preceding sections are summarized

here in their full form with functions for the discharge coefficient inserted directly into the equation.
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Figure 4.8: Plot of Cdθ−H
curve given by Eq. (4.9) against estimated Cdθ−H

values from field observations.

They are listed in ascending order according to the associated approach number.

Q =
2

3
[0.636]

√

2gbh1
3/2 (4.10)

Q =
2

3
[0.620]

√

2gbH1
3/2 (4.11)

Q =
2

3
[0.535(sin θ)−0.225]

√

2gbh1
3/2 (4.12)

Q =
2

3
[0.533(sin θ)−0.196]

√

2gbH1
3/2 (4.13)

4.4 Performance analysis of approaches

First, as a way to qualitatively examine the performance of each approach, Figure 4.9 and

Figure 4.10 show scatter plots of relative error.

These scatter plots reveal that each approach performs fairly well, with the majority of the

108 rating equation discharge predictions falling within ±15% of the ADCP measured discharge.

Larger discrepancies from the measured discharge, representative of poor rating equation perfor-

mance, are seen near the lower range of observed flow rates. Here, the predicted discharge is far
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Figure 4.9: Scatter plot of relative error for (a): Eq. (4.10) and (b): Eq. (4.11). 1:1 line of agreement

between Q predicted by the rating equations and measured by ADCP is shown as dark bold line. Bands for

±10% displayed as shaded gray area, with limits for ±15% displayed by blue lines. Horizontal error bars

represent ±%RSUvalues as an indication of uncertainty in measured ADCP flow rate.

Figure 4.10: Scatter plot of relative error for (c): Eq. (4.12) and (d): Eq. (4.13). 1:1 line of agreement

between Q predicted by the rating equations and measured by ADCP is shown as dark bold line. Bands for

±10% displayed as shaded gray area, with limits for ±15% displayed by blue lines. Horizontal error bars

represent ±%RSUvalues as an indication of uncertainty in measured ADCP flow rate.
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larger than the measured discharge, indicating a large drop-off in the discharge coefficient at low

flows. This may be indicative of a lower limit for h/p for the operational range of the Obermeyer

pivot weir that merits further investigation. This limit would represent a point were the fundamen-

tal dynamics of the flow shift, and the assumptions concerning the ability to neglect viscous and

surface tension effects is no longer valid. Figure 4.9 and Figure 4.10 also reveal that each rating

equation predicts the large majority of observed discharge points within the calibration set at the

±10% level. Good agreement is also seen within the Gate A - 2020 set, which verifies a sufficient

level of reproducibility in these results (see Section 4.3). However, larger discrepancies exist for

the validation set of Gate C, where the measured discharge is typically under-predicted. This rep-

resents potential evidence for the sensitivity of empirically-calibrated discharge rating equations,

where deviations in the aspect ratio of the structure from those examined for calibration may result

in inaccurate discharge prediction. For this reason, unique calibrations for each structure should

be completed whenever possible.

To further investigate performance differences between the four rating equation approaches

investigated, mean squared error (MSE) and mean absolute percent error (MAPE) are analyzed.

First, squared error (SE) is the square of the difference between the predicted discharge and the

measured ADCP discharge, defined as:

SE = (Qpredicted −Qmeasured)
2. (4.14)

The mean of the squared error values is taken from all 108 observations in the field data set. MSE

is chosen as a comparison statistic because squared errors are typically normally distributed, thus

simplifying the statistical methods required for analysis. MAPE is another useful statistic which

characterizes the average percent difference in the rating equation predicted discharge and the

measured discharge.

MAPE(%) = [
|Qpredicted −Qmeasured|

Qmeasured

∗ 100]. (4.15)

61



To increase the robustness of statistical comparison between approaches by analyzing confidence

intervals within which the true value of MSE is expected to reside, a bootstrapping sampling pro-

cedure is completed [59]. This method randomly selects a value within the distribution of squared

error values for a particular approach a repeated number of times. For the current study, a boot-

strapped sample size of 100,000 was chosen. This sampling was done with replacement, meaning

the same unique value within the distribution of squared error could be chosen more than once.

The large bootstrapped sample size then allows for visualizing the normal distribution of squared

error values around the MSE using frequency histograms, and the computation of confidence inter-

vals for the true value of MSE. Relative frequency histograms for the distribution of squared error

associated with each rating approach are shown in Figure 4.11 with summary statistics provided

by Table 4.2.

Figure 4.11: Relative frequency distribution of squared error (SE) by bootstrap sampling with N = 100,000.
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Table 4.2: Summary of error statistics for the four alternative stage-discharge equations for Obermeyer

pivot weirs.

MAPE(%) MSE 95% C.I.

Eq. (4.10) 9.0 0.36 (0.27,0.45)

Eq. (4.11) 8.3 0.31 (0.23,0.40)

Eq. (4.12) 7.8 0.27 (0.20,0.34)

Eq. (4.13) 7.4 0.24 (0.18,0.31)

4.4.1 Significance of results

The results presented in Figure 4.11 and Table 4.2 reveal the expected outcome that the accu-

racy of the rating equation increases with complexity related to a reliance upon empirical calibra-

tion and auxiliary measurement. The MSE of each respective approach was found to be signifi-

cantly different from the MSE of every other approach at a significance level of p < 0.05. The best

performing rating equation was (4.13), which requires knowledge of both the inclination angle and

the upstream velocity head. The worst performing equation was (4.10), which neglects the effect

of both the inclination angle and the velocity head on the rating equation. The interesting result

seen here is that Eq. (4.12), the approach requiring empirical calibration of the inclination angle

effect, performed significantly better than Eq. (4.11), which has a more theoretical foundation that

makes it potentially generalizable to pivot weirs of varying geometric characteristics. Thus, the

hypothesis laid out in Section 4.1 that the effect of the gate angle on the flow dynamics could be

completely accounted for by taking into account the total upstream mechanical energy head, rather

than solely the upstream elevation head, proved false. This hypothesis relied on the assumption

that viscous effects could be sufficiently ignored between the upstream stage measurement loca-

tion and the crest, even as the inclination angle of the gate was altered. Evidently, some secondary

process is at work within the flow dynamics such that the relative magnitude of the viscous force

experienced by the flow also happens to be a function of the inclination angle. In other words, the

relationship between the inclination angle and the velocity head of the flow is non-linear, so that

simply incorporating H into the rating equation is insufficient to account for the effect of altering θ.

Evidence for this conclusion is found in Figure 4.1, which reveals the relationship is likely mono-
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tonic, but represents a power law rather than a linear relationship. This finding is also supported in

part by Eq. (2.18) - the Cdθ−h
fit provided by Bijankhan and Ferro (2018). This function predicts

that above approximately 45◦, the effect of the gate angle becomes nominal. Additionally, recent

CFD results produced within the Environmental Fluid Mechanics Laboratory at CSU suggest that

Cdθ−h
may even increase slightly as θ → 90◦. For this reason, an empirical calibration for the

effect of the changing inclination angle for a pivot weir results in a more accurate rating equation

over the theoretical approach of (4.11).

These results also suggest some practical take-aways concerning which additional measure-

ment apparatus should be installed first for accurate pivot weir operation. Imagine a canal manager

who operates a pivot weir but currently is only able to measure the water surface elevation up-

stream of the weir as an input to the stage-discharge equation for flow quantification. These results

of the current study suggest that, given the choice, this canal manager should first invest in a means

to estimate the inclination angle of the pivot weir under operating circumstances, rather than a way

to accurately compute the velocity head of the flow. This would allow them to use (4.12) within

an estimated range of accuracy of ±7.8%. However, this approach neglects that fact that the dis-

charge coefficient will likely increase with rising values of h/p, due to the large contribution of the

velocity head to H at lower gate angles. Therefore, if this canal manager is given the option, they

should also consider investing in a means to dynamically estimate the velocity head of the flow at

the upstream location, as this will indeed promise even further accuracy in prediction of discharge

by the pivot weir.

4.4.2 Comparison with other studies

The optimal approach for establishing a rating equation for an Obermeyer pivot weir has been

discussed, along with the effect of the inclination on the flow dynamics over a pivot weir. We

now compare the findings of the current study to those from previous studies. The seminal work

of Wahlin and Replogle (1994), and the follow-up work of Bijankhan and Ferro (2018) primarily

used laboratory pivot weir models, in contrast to the current study which is based entirely on field
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observations. Earlier studies were also done on a generalized pivot weir, where the leaf gate is

flat, in contrast to the cambered gate of the Obermeyer pivot weir. Due to the empirical nature of

calibrating hydraulic structures, it remains an open question as to whether a generalized formula

can be established that provides an accurate representation of the discharge coefficient and its

relationship to gate angle, θ for pivot weirs of similar geometry. First, we examine conclusions

from the literature and the current study concerning the general trend of how θ affects Cdθ . The

magnitude of, Cdθ is compared for the example of θ = 30◦ and h/p = 0.8 in Table 4.3 between

an approach taken in the current study and those in the earlier literature. The approach examined

with respect to the current study is Eq. (4.12), which is the alternative most similar to those found

in previous works. The third column in this table reveals a marked difference in the magnitude of

Cdθ for the Obermeyer pivot weir examined in the current study, compared to the similar values

from previous studies.

Table 4.3: Comparison of discharge coefficient values for a sample case of θ = 30◦ and h/p = 0.8. Cdθ for

Eq. (2.11) is taken as the product of Ce · Ca.

Pivot Weir Rating Approach Cdθ % diff from Eq. (2.11)

Eq. (2.11) - Wahlin & Replogle (1994) 0.734

Eq. (2.16) - Bijankhan and Ferro (2018) 0.760 3.64%

Eq. (4.12) 0.625 -14.77%

Due to the empirical nature of the rating equation Cdθ , it is not a simple matter to determine the

exact reason for discrepancy between the primarily laboratory-based studies of previous authors,

and the field observations of the current study. However, two main hypothesis were formulated in

an attempt to explain.

• Inadequate nappe aeration in laboratory calibration: One potential reason for the dif-

ference in the magnitude of Cdθ between the laboratory and field studies is the difficulty

of maintaining sufficient ventilation of the overflowing nappe in the laboratory. The major-

ity of laboratory studies are completed in rectangular flumes which severely constrict the
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downstream condition of the flow. In the field, there is a divergence of retaining side walls

supporting the structure (see Figure 4.2). This separation of the flow from the supporting

side wall allows air to flow underneath the nappe and sustain a condition of atmospheric

pressure. Wahlin and Replogle (1994) examined data from both laboratory and field mea-

surement campaigns. They observed an over-prediction of Q in the field using a rating equa-

tion developed from laboratory data [20]. The structures in the field had a well-ventilated

nappe that was allowed to circulate freely downstream of the crest. In the discussion, Wahlin

and Replogle (1994) state that difficulty was experienced in the laboratory with preserving a

fully supported nappe. Furthermore, Bijankhan and Ferro (2018) make no mention of con-

siderations given to ensuring sufficient nappe aeration, even when their study was performed

in a confined flume, which typically limits air ventilation underneath the nappe. The con-

dition of fully atmospheric pressure underneath the nappe for sharp-crested weir flow is a

fundamental assumption of the classical rating equation (2.10). Because the rating equa-

tion for the pivot weir is derived from this equation, the same assumptions and conditions

for proper measurement must apply. Insufficient nappe aeration would allow a higher Q to

pass over the structure for a given head (i.e. h/p) than for a fully-aerated structure, thus

effectively increasing the discharge coefficient.

• Boundary layer separation due to camber on Obermeyer gate leaf: A unique aspect of

the pivot weirs examined in this study was the camber incorporated into the gate leaf design.

After review of patent reports for the Obermeyer gate, it is not clear to the author why this

design choice was made. The camber may provide additional structural integrity to the gate

by resisting bending motion under large flows. Additionally, the camber of the gate allows it

to better conform to the supporting air bladders and may facilitate more efficient adjustments

of the gate inclination angle. Another potential side effect of the cambered Obermeyer gate

is separation of the boundary layer flow near the crest. Especially at higher gate angles, the

velocity of the flow near the crest is primarily in the vertical direction. As the flow adjacent

to the gate leaf passes along the structure, the crest begins to curve away from the tangential
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direction of the flow. The boundary layer of the flow eventually breaks away from the gate

leaf due to the viscous friction of the gate structure near the crest. This phenomena would

effectively result in higher energy losses as the flow passes over the crest, and necessitate

a higher upstream head to pass a given Q over the crest. Thereby, the camber along the

Obermeyer gate would essentially reduce the magnitude of Cd.

4.5 Laboratory Pivot Weir Model

To investigate the above hypotheses, preliminary tests were conducted in the Environmental

Fluid Mechanics Laboratory at Colorado State University during Spring 2021. A laboratory model

of the Gate A Obermeyer pivot weir was constructed using primarily acrylic, stainless steel, and

a rubber piano hinge (see Figure 4.12). The width of the model is b = 30cm and the gate length

is Lg = 7cm This ratio of Lg/b =∼ 0.25 was consistent with the aspect ratio of the Gate A

Obermeyer pivot weir observed in the field. The exact curvature for the camber the gate was not

available from structural drawings of the Obermeyer pivot weir, due to the proprietary nature of

the device. Therefore, the geometry was estimated by the author to produce the camber of the

lab model gate using rolled stainless steel with a radius of curvature of 167 mm. The lab model

has a angular range of 22◦ ≤ θ ≤ 90◦ by 5 degree increments. Hence, there are 15 possible gate

angles that can be examined using the gate. Partial aeration of the nappe is provided by a structural

support piece that secures the angle of the gate and protrudes slightly into the overflowing nappe.

Further enhancement to ensure full aeration of the nappe is planned.

4.5.1 Laboratory Methodology

Preliminary observations of flow over the model Obermeyer pivot weir were completed using

Particle Image Velocimetry (PIV). This methodology involves capturing high speed images of flow

containing 20 µm diameter seeding particles. These particles are illuminated by a dual cavity laser

connected to a high speed camera. This camera is able to capture between 200-800 images per

second, which are then concatenated in a series to form a movie. The result is a richly resolved
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Figure 4.12: Laboratory model of an Obermeyer pivot weir at the Environmental Fluid Mechanics Labora-

tory - Colorado State University.

two-dimensional picture of the flow velocity field, making computation of insightful second order

statistics possible. All post-processing of PIV images was completed using DaVis 10 software,

while data analysis of exported PIV data was completed in MATLAB (v. 2020a).

Measurements of upstream water depth were made using a mobile point gauge with a Vernier

scale accurate to 0.001ft. Flow rate was determined using an electromagnetic flowmeter accurate

to ±1%, and was also compared to Q calculated using the depth-averaged velocity of the flow

calculated using the PIV. Percent difference between values of Q determined using the PIV and the

electromagnetic flowmeter did not exceed 5%.

4.5.2 Initial Findings

Preliminary investigations focused on qualitative observations of flow structure for the Ober-

meyer pivot weir model set vertically (θ = 90◦). Figure 4.13 reveals several interesting qualitative

observations of the flow field. Firstly, evidence for boundary layer separation is found near the
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Figure 4.13: Post-processed PIV image of flow over laboratory model of Obermeyer pivot weir set at 90◦.

Q = 2.41(L/s) and h/p = 0.43. Color scale on right hand side represents measurement of vorticity in

revolutions/second.

crest. By definition, turbulent flow is highly rotational and hence has non-zero vorticity [60]. As

the boundary layer separates, the flow becomes especially turbulent and exhibits violent vortical

motions [9]. Kinetic energy is dissipated in this region due to the transfer of fluid inertia into diffu-

sive heat due to viscosity. The high amount of vorticity (ω = ∇×U) shown in Figure 4.13 as the

flow navigates the gate leaf and passes over the crest is potential evidence that the camber in the

Obermeyer gate design leads to boundary layer separation near the crest and additional dissipative

kinetic energy losses. However, further experimentation is needed to examine the flow structure in

the vicinity of the crest for different gate leaf geometries to determine anything conclusive.

Some additional calibration data for Cdθ−h
were gathered using the laboratory Obermeyer pivot

weir for θ = 90◦. A similar procedure as described in Section 4.3 was used for six measurements
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ranging from 0.3 ≤ h/p ≤ 1.0 and 1.22 ≤ Q(L/s) ≤ 11.22. The estimated value of Cdθ−h
for

θ = 90◦ was 0.60 using the lab model. This represented an approximately 11% increase in the

value of 0.535 for the lower limit of Cdθ−h
that was expected from (4.7). However, Bijankhan and

Ferro (2018) hypothesized that above a certain value of θ, the effect of the angle of the gate on the

nature of the flow becomes nominal. Additionally, as discussed in Section 4.4.1, Cdθ−h
may even

increase as θ → 90◦. However, these results are so far inconclusive and require further validation.

Table 4.3 shows that the general magnitude for Cdθ−h
of the field data collected in the current

study was significantly different than the values from by previous studies. Although the magnitude

of Cdθ−h
in the current study differs from that of previous studies, it is possible to compare the

relative trend of Cdθ vs. θ between studies presented in the literature. Wahlin and Replogle (1994)

listed a discharge ratio specific to the gate angle, known as the flow amplification factor, or Q/Q90

- Eq. (2.15). This value represents the ratio of the flow that is able to pass over a pivot weir with

a given head for a given value of θ, compared to the flow over the classic vertical sharp-crested

weir with that same upstream head. An intriguing aspect of a pivot weir is that it allows for the

conveyance of a greater Q compared to a sharp-crested weir operating at the same upstream stage

level, while also maintaining regulation over the water level. However, the use of a pivot also

increase the magnitude of the flow velocity near the structure, necessitating the consideration of

canal bed scouring. For rating equations that are not dependent on h/p, the flow amplification

factor is simply:

Qθ

Q90◦

=
Cdθ

Cd90◦

. (4.16)

If the lower limit of the field-scale Obermeyer pivot weir Cdθ−h
is taken to be the value recently

calibrated using laboratory experiments, then Eq. (4.7) can be normalized by Cd90◦ = 0.600. If

these relative discharge coefficient values are then fit to a curve using non-linear regression as a

function of θ(rad), the general trend of Cdθ−h
vs. θ from approach 3 within the present study can

be written as:

Qθ

Q90◦

= 0.913(θ)−0.207; (4.17)
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where θ is given in radians, and is valid for 0.358 ≤ θ(rad) ≤ 0.634. This trend can be compared to

the findings of Wahlin and Replogle (1994) and Bijankhan and Ferro (2018), respectively [20,22].

Analysis of Figure 4.14 reveals major discrepancy regarding the nature of the mathematical

relationship between Cdθ−h
and θ. Data related to Bijankhan and Ferro (2018) and the current

Figure 4.14: The effect of gate angle on flow amplification factor, as found by three distinct studies. Raw

data used for calibration shown, as well as best fit curved found as a result of least squares regression.

study match fairly well, exhibiting a significant effect of θ on the flow ratio from approximately

0.4(23◦) ≤ θ ≤ 0.79(45◦). The effect of θ on Q/Q90◦ for the Wahlin and Replogle (1994) seems

to be of a smaller magnitude, suggesting a possible dependency of Q/Q90◦ on specific structure

design parameters. The variability of Q/Q90◦ within this range thus justifies further experimental

investigation. Interestingly, both previous studies suggest the effect of θ on the flow dynamics for
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the pivot weir are nominal beyond θ = 0.79(45◦). This is contrast to the initial hypothesis of the

current study described in Section 4.1, but is consistent with the results of the error analysis for the

alternative rating equation approaches given in Section 4.4.

4.6 Summary of Field and Laboratory Findings

In light of the observations examined in the chapter, the following conclusions can be made:

• The optimal approach for establishing a rating equation for the Obermeyer pivot weir in-

volves empirical calibration to account for the effect of the changing inclination angle on

the flow dynamics. A simplified theoretical approach which assumes this effect can be com-

pletely resolved by consideration of the total mechanical energy head within the rating equa-

tion, performed worse in comparison to the approach reliant upon empirical calibration.

• Necessity for empirical calibration of hydraulic structures to achieve accurate flow quan-

tification provides further motivation for the work presented in Chapter 3. Calibration of

hydraulic structures can principally be achieved using velocity-area methods, of which the

ADCP is the most widely-used, being both time-efficient and fairly accurate.

• When available, accounting for the effect of the velocity head on the upstream energy con-

dition of the flow results in a significant improvement in the accuracy of the rating equation.

This is because the relative contribution of the velocity head to the overall total mechanical

energy head increases as θ decreases.

• The effect of θ on the relative distribution of potential and kinetic energy within the flow has

been elucidated by the current study but remains yet to be fully understood. Comparisons

between the current study and previous literature show a significant effect from approxi-

mately 23◦ ≤ θ ≤ 45◦, with nominal effects beyond θ = 45◦. Furthermore, the magnitude

of the flow amplification effect due to the inclination angle has not been resolved within the

literature and requires further investigation.
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• The magnitude of the discharge coefficient for the Obermeyer pivot weir operating within the

field was markedly lower than what other authors have predicted based upon laboratory data.

Hence, interacting factors of poor nappe ventilation for laboratory calibrations, and bound-

ary layer separation due to the camber of the Obermeyer gate may decrease the discharge

coefficient pivot weir Obermeyer structure by 15%.
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Chapter 5

Summary and Conclusions

5.1 Summary of Investigation

This thesis addresses methods and principles for accurately quantifying flow rate in irrigation

canals, with a focus on the reduction in measurement uncertainty and enhancement of the empirical

calibration of stage-discharge relationships for hydraulic structures.

Chapter 1 opened with background information on the basic task of open-channel flow quan-

tification and the often overlooked cascading consequences to water management. Chapter 2 gave

a review of relevant literature and basic knowledge on the subjects of flow measurement in open-

channels, as well as stage-discharge equations used for rating hydraulic structures.

Chapter 3 detailed an extensive field measurement campaign across four different irrigation

canal measurement sites in Northern Colorado. Refinement of current best practice guidelines was

pursued to improve the clarity and accuracy of discharge measurement procedures for ADCPs.

User specific protocols were targeted for improvement since these are the most readily adapted

and simple to analyze guidelines.

Chapter 4 investigated several alternative approaches for developing a stage-discharge rating

equation for an Obermeyer pivot weir. Special consideration was given to the nature of the dis-

charge coefficient and how it relates to the changing angle of the gate. A hypothesis concerning an

aspect of the theoretical foundation for the pivot weir rating equation was also investigated. Field

observations presented in this chapter represent a novel contribution to the literature and highlight

the empirical nature of discharge coefficient values. Preliminary findings from experimentation

with a laboratory model of the Obermeyer pivot weir offer intriguing insights into flow dynamics

around hydraulic structures.
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5.2 Major Conclusions

• Maintenance of a steady boat speed when conducting ADCP moving-boat discharge mea-

surements is of critical importance to ensuring accurate data collection. For this purpose,

investment in a remotely-operated tagline deployment system is recommended over using a

manual rope-and-pulley system.

• Previous guidelines concerning ADCP measurement protocols suggested a total measure-

ment duration of 720 s taken over a minimum of two transects. These guidelines were seen

by the author as being too ambiguous for accurate discharge measurement because they sug-

gest the ADCP moving-boat should travel at drastically different speeds dependent on the

size of the canal. For small canals, this risks prescribing an unrealistically small value for

the speed of the moving-boat that reduces measurement time efficiency and compromises the

steady motion of the boat. For large canals, these guidelines risk moving the boat too fast, so

that the full fluctuating turbulent velocity field is not fully observed and a temporally-biased

computation of the mean discharge is made.

• Refinement of user protocols for ADCP discharge measurements beyond previously ambigu-

ous guidelines resulted in recommendations for a per-transect duration, made relative to the

approximate top-width of the canal, of 24 s/m (7.3 s/ft) for an ADCP measuring in small to

midsize irrigation canals at a frequency of 1 Hz. This rate of data collection aims to resolve

the fluctuating velocity field of the turbulent flow and obtain a more accurate measurement

of mean discharge. A minimum of six transects are recommended for computation of mean

steady discharge as a point of optimal return for collecting a sufficiently large amount of data

while performing the measurement in a time-efficient manner.

• A reduction between 30-70% in the uncertainty of discharge measurement made using an

ADCP was observed when following the previously listed refined protocols. This allows for

more accurate flow measurement using an ADCP, as well as for more accurate calibration of

hydraulic structures.
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• The idea that uncertainty in ADCP discharge measurements is a non-issue, due to devia-

tions in individual discharge observations from a mean value eventually having a cumulative

zero-effect under a sufficiently large sample size, was refuted. ADCP discharge measure-

ments are not achieved within large sample sizes, as evidenced by Chapter 3 where Nt is

recommened to be only six. Hence, the pursuit of reducing the uncertainty in an ADCP

discharge measurement around the true mean value is worthwhile.

• An error analysis of four alternative approaches for developing a rating equation for the

Obermeyer pivot weir revealed that the most accuracy in predicting discharge is achieved

when an empirically-derived coefficient is introduced that is a function of the gate inclination

angle. Further accuracy can also be gained if the contribution of the velocity head to the

rating equation is considered.

• The effect of the inclination angle on the flow dynamics of pivot weirs is not a trivial phe-

nomenon. A hypothesis that built upon the inviscid flow assumption to postulate that altering

the inclination angle of the pivot weir simply redistributes the relative amount of elevation

head and velocity head within the flow was proven wrong. Thus, a secondary mechanism,

likely tied to the dynamic nature of the viscous effects experienced by the flow, was identified

as a topic for further investigation.

• Analysis of field data presented in this thesis revealed that the magnitude of the discharge

coefficient for the Obermeyer pivot weir was about 15% less than that estimated by previous

authors for a flat-plate inclined sharp-crested weir. Hypotheses concerning the insufficiency

of nappe aeration within laboratory studies and boundary layer separation due to the camber

design of Obermeyer gate leaf were discussed as potential explanations for the difference.

• When the effect of the gate angle is normalized by the discharge coefficient for a sharp-

crested vertical weir, some inconclusive trends in the literature are revealed concerning the

nature of the mathematical relationship between the gate angle and the discharge capacity of

the structure.
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• Elucidation on the nature of the flow dynamics for an Obermeyer pivot weir and proposal of

four alternative rating equation approaches for use with this structure lays the groundwork

for the development and application of a generalized rating relationship for structures of a

similar type. This novel development for the rating of pivot weirs as both a stage manage-

ment and flow measurement structure represents an especially important contribution to the

goal of efficient and equitable irrigation water management.

5.3 Directions for Future Research

The applicability of the findings presented in Chapter 3 to larger open-channels with more

natural aspect ratios is an element of future study. An ADCP is a widely-used instrument for a

multitude of applications that require accurate flow measurement. Additionally, revisiting these

established protocols when more robust ADCPs with higher sampling frequencies are available on

the market would inform the scalability of the present findings. Preliminary studies concerning

measurement with higher frequency ADVs and the turbulent statistics of natural flows could be

one avenue of approach.

The most accessible direction for future research will be to continue with preliminary investiga-

tions of the laboratory model Obermeyer pivot weir and to examine whether or not initial findings

from the field data set support initial findings. A comprehensive parametric study on the effect of

gate angle on the discharge coefficient for a pivot weir rating equation is attainable with current

laboratory equipment, and will be greatly enhanced by the explanatory and visualization power

of PIV data analysis. Specific interest will be placed on investigating the validity of the funda-

mental assumptions implicit in the pivot weir rating equation and identifying practical methods for

mitigating the effect of inaccuracy in flow quantification that occurs when these assumptions are

violated.

Furthermore, opportunity for investigating the parameterization of rating equations for other

hydraulic structures, such as the Parshall flume and sluice gates, may also be a direction for fu-

ture investigations. The goal will be two-fold: to pursue novel insights concerning the nature of
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flow quantification using hydraulic structures via emergent experimental and computational fluid

dynamics techniques; and the full consideration of practical implementation constraints faced by

irrigation water managers, necessitating clear and concise communication to identify optimal ap-

proaches.
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