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ABSTRACT 

 

 
INVESTIGATION OF VERTICAL MIXING IN RACEWAY POND SYSTEMS USING 

COMPUTATIONAL FLUID DYNAMICS 

 

Raceway ponds are widely used as cost-efficient and easily set up outdoor algal 

cultivation systems. Growth rates strongly depend on cumulative light exposure, which can be 

predicted using accurate computational fluid dynamics simulations of the ponds’ dynamics. Of 

particular importance in computing the three-dimensional velocity field is the vertical 

component that is responsible for transporting cells between light and dark regions. Numerous 

previous studies utilized one of the turbulence models derived from the Reynolds-averaged 

Navier–Stokes equations to predict the turbulent behaviors in raceway ponds. Because vertical 

fluid motion is secondary and the primary flow is in the horizontal plane, using one of the 

Reynolds-averaged Navier–Stokes turbulence equations has the potential to decrease the fidelity 

of information about vertical motion. 

In Chapter 2, large eddy simulation (LES) and k-ɛ models are used to simulate fluid 

dynamics in a mesoscale (615 L) raceway pond system and compared with laboratory data. It is 

found that swirling motions present in the liquid phase play an essential role in the vertical 

mixing performance. LES is shown to have the capability to provide more realistic and highly 

time-dependent hydrodynamic predictions when compared with experimental data, while the k-

ε model under-predicts the magnitude of the swirling behavior and over-predicts the volume of 

dead zones in the pond. The instantaneous spatial distribution of high vertical velocity regions 

and dead zones, as well as their time-accumulated volume fraction, are investigated. LES results 

suggest that swirling motion exists in the low-velocity regions predicted by the k-ɛ model to be 
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dead zones where the high-velocity flow takes place over more than 50% of the flow time, and 

the recirculating motion may be responsible for stratification and unwanted chemical 

accumulation. LES results indicate that strong vortex regions exist near the paddle wheel, and 

the first 180° bend, and the geometry of the divider will contribute to the generation of vortices, 

enhance the vertical motion, and increase the light/dark effect.      

In Chapter 3, it will be demonstrated that the swirling motion appears to play a critical 

role in enhancing the vertical mixing and enhancing the light/dark effect. In Chapter 3, a 

dimensional analysis is performed to predict the persistence of the swirling motion generated at 

the hairpin bend by modeling 7 raceway pond geometries with shape ratios—defined as the ratio 

of the width of a straight section to the liquid depth—ranging from 0.5 to 7.05, and Dean numbers 

ranging from 16,140 to 242,120. The fluid dynamics were simulated using a transient multiphase 

solver with a large eddy simulation turbulence model in the open-source code openFoam 

framework. The results demonstrate that the number of instances of swirling motion strongly 

depends on the shape ratio of the ponds. When the shape ratio is close to 1, a single instance of 

swirling motion is most likely to be found downstream of the first 180° bend, while multiple 

occurrences of swirling motion are observed when the shape ratio is larger than 1. It was also 

found that the strength of the swirling motion has a linear dependence on the average velocity 

magnitude downstream of the first 180° bend after the paddle wheel. The strength and 

persistence of the swirling motion are fit with a rational function that can be used to predict the 

mixing performance of a raceway pond without the need for complicated and expensive 

simulations. 

In Chapter 4, transient particle tracking is performed to predict microalgae cells’ vertical 

motion for more than 800 s, which is subsequently converted to the cells’ light intensity history. 
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The data of light intensity history, along with the velocity field, are compared to validate the 

hypothesis that the cells’ trajectories and L/D transition are significantly dominated by vertical 

mixing in raceway ponds, mostly, the swirling motions generated by the secondary flow in the 

hairpin bends. It is found that the region where cells have a high probability to experience 

light/dark transitions coincides with the spatial prediction of swirling motion, suggesting that the 

swirling motion significantly contributes to reducing the light/dark frequency exposure by 

microalgae.  

In Chapter 5, a novel use of vortex generators in a raceway pond is presented that 

passively generate swirling motion in the regions where the strength of vertical motion is 

predicted to otherwise be low. The flow field is quantitatively simulated using computational 

fluid dynamics using the large eddy simulation turbulence model. Persistence lengths of the 

swirling motion generated by the vortex generators indicate that significant vertical mixing can 

be achieved by placing vortex generators in the straight section opposite the paddle wheel, 

downstream of the first hairpin bend. Relatively simple vortex generators are capable of creating 

stronger swirling motions that persist for a longer distance than those caused by the paddle wheel. 

For optimal performance, vortex generators are positioned side by side but in opposite directions, 

and their diameters should be equal to or slightly less than the liquid depth, as suggested by the 

CFD model. The optimal length of a 0.18 m diameter vortex generator in a 0.2 m deep pond was 

determined to be 0.3 m. Furthermore, it has been demonstrated that a longer persistence length 

is achieved by inducing a swirling motion with its rotational axis parallel to the primary flow 

direction.  
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Chapter 1: Introduction 

 

1.1 Background and Motivation 

Due to the excessive use of fossil fuels, at least 50% to 75% of the carbon dioxide (CO2) 

and other greenhouse gases emitted into the atmosphere are contributed by the use of these fuels 

[1-2]. These greenhouse gases released from the combustion of fossil fuels have been identified 

as the primary cause of climate change. 

 Increasing environmental temperatures are anticipated to raise hot season cooling 

demands and increase agricultural irrigation energy consumption during crop-growing seasons 

[3-5]. Simulations of earth system models predict that the global energy demand will increase at 

a rate of 1.7 to 2.8 times due to social and economic developments by 2050. Considering the 

effect of global warming, the energy demand could further be increased by 25-58% around 2050 

[6]. A major obstacle to attaining sustainable global development is the continuing dependence 

of world economies on fossil fuel-derived energy. Reducing this reliance is therefore of critical 

importance to achieve sustainable global development environmentally, socially, and 

economically [7-8]. The rising demand for energy and the associated climate change concerns 

have spurred investigations into alternative energy sources that are renewable, sustainable, and 

environmentally friendly. Because of these driving forces, microalgae-based biofuels have 

drawn significant attention. Microalgae, the major producers of oxygen in the oceans, provide 

for around 40%–50% of the oxygen in the atmosphere, which has the potential to significantly 

reduce the rate of global warming [9]. Other benefits of microalgae-based biofuels include rapid 

growth, a high lipid carbohydrate content, land utilization that does not compete with food crops, 
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can use wastewater as a nutrition source, and the generation of valuable by-product chemicals 

while using CO2 from the atmosphere [10-18]. Microalgae cultivation can be accomplished using 

enclosed photobioreactors (PBR) or open, outdoor ponds.  

Faster growth rate and higher biomass yield can be achieved in enclosed PBRs as they 

can employ customized, programmable light sources, cultivation conditions that are easier to 

monitor, and to be tightly controlled to reduce the risk of contamination. Microalgae growing in 

closed PBRs, on the other hand, has significant drawbacks since closed PBRs frequently require 

higher capital investments and operational and maintenance costs than outdoor ponds. 

Additionally, scaling up closed PBRs incurs a considerable increase in capital costs, rendering 

them economically uncompetitive with commercial mass manufacturing [19-23]. Commercial 

production and large-scale growth of microalgae are frequently accomplished with the use of 

outer door open PBRs.  

Raceway ponds are the most frequently used and popular open cultivation method 

because they are easy to construct and scale up, need little initial investment, are easy to 

maintain, and have low operational energy requirements [13, 24-26]. A raceway pond consists 

of a closed-loop channel that is usually in an oval shape. In the center of the pond, a divider is 

placed along the length of the straight sections to direct the flow and aid in recirculation. One or 

more paddle wheels are placed in the straight sections to generate the driving force required for 

recirculation. For pilot-scale raceway ponds, sunlight is commonly utilized as the light source to 

save capital investment. When carried along by the fluid motion, the microalgae’s vertical 

location and the resulting light intensity received by each cell change dynamically. To simplify 

characterization, the light intensity regimes to which microalgae cells are exposed are classified 

as light and dark zones [27]. Agitation is required to propel cells into and out of these zones. 
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Otherwise, microalgae will stratify, and they will either spend excessively long times in the light 

zone where photo-inhibition may occur or be trapped in the dark zone where the light intensity 

does not reach the compensation point and photosynthesis will not occur [28]. 

A number of studies have demonstrated that when microalgae are subjected to light/dark 

changes, a faster growth rate may be achieved by increasing the light/dark (L/D) frequency, 

referred to as the flashing-light effect [29]. For example, Kyong-Hee Park used the concept of 

critical cell density and reported that the specific oxygen production rate increased under flashing 

light. A more recent effort studied the effect of flashing light on the species Dunaliella salina 

[30]. The investigators found that flashing light with a frequency between 10 and 50 Hz can be 

used to enhance photosynthetic activity and growth rate of D. salina. In another study, the impact 

of flashing light on biomass production rate was measured [31]. In that study, a thin-layer PBR 

device equipped with an alternating L/D system was utilized to identify the photosynthetic 

properties of Spirulina platensis consistent and periodic irradiation with a range of light intensity 

levels. It was observed that the specific growth rate and the light utilization efficiency were 

increased with the increase of the L/D frequency from 0.01 Hz to 20 Hz, and a stronger 

enhancement was reported for a higher light intensity. Apart from biomass growth rate and 

photosynthesis, the flashing light effect also has an impact on lipid content.  The study conducted 

by Combe et al. (2015) demonstrated that the growth rate of D. salina increased from 0.25  

day-1 to 0.93 day-1 when the L/D frequency increased from 0.017 Hz  to 5.0 Hz [32]. Abu-Ghosh 

et al. have pointed out that the optimal way to enhance the flashing light effect in outdoor open 

pond systems is to improve the mixing velocity in sunny locations [33]. A similar conclusion 

has been drawn by Grobbelaar (1991) [34]. The investigators suggested that the impact of the 

mixing and light effect should be investigated separately since the turbulence aids in the 
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movement of the algae through an optically dense medium and influences the boundary layer. 

The study revealed that the primary benefit and purpose of mixing in PBRs would be to prevent 

cells from settling out and to reducing the boundary layer thickness around the cells, which 

would have an indirect and positive impact on improving the light utilization efficiency and 

therefore the production. Additionally, adequate agitation and mixing facilitate mass 

transmission, reduce heat stratification and oxygen accumulation, and minimize cell stacking 

[35-37].  

The turbulent mixing in raceway ponds has been studied by investigators using 

computational fluid dynamics (CFD) methods [38-45]. Kurt et al. simulated raceway ponds with 

different bend configurations and reported that the energy loss due to the dead zones can be 

reduced up to 87% with a modified bend configuration relative to the conventional bend design 

[46]. In another effort, a variation of the k–ε model was used as the turbulence model to simulate 

the flow field and capture turbulence characteristics in raceway ponds at paddle wheel rotational 

speeds of 10, 15, and 20 RPM and length/width ratios of 6, 8, and 10 [47]. The CFD results were 

validated with particle image velocimetry (PIV), and the investigators concluded that increasing 

the length/width ratio from 6 to 10 could result in cell settling, and the clearance between the 

paddle wheel tip and the bottom surface should be within 0.05 m to 0.08 m. Rainier et al. 

conducted CFD simulations in meso-scale raceway ponds and pointed out that the configuration 

of the paddle wheel plays an important role in the mixing rate and that wind can have a significant 

impact on the hydrodynamics in a raceway even at a moderate paddle RPM  [48].  Another 

technique commonly used in the CFD community to model turbulence is the LES model, where 

a filtering function is employed to remove small length scale eddies, and the remaining large-

scale eddies are resolved numerically by solving the spatial-filtered Navier-Stokes equation. 
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Sub-grid scale (SGS) stress models are used to depict the motion of the filtered small-scale 

eddies. The advantage of using the LES model is that it has the capability to predict more detailed 

transient flow where the motion of turbulent eddies with a length scale larger than the cut-off 

length scale is well captured. LES model has been used extensively for transient incompressible 

flows [49-58]. Nevertheless, only a few works have used LES as the turbulence model to 

investigate mixing in raceway pond systems. Zeng et al. (2016) conducted an investigation of 

inclined paddle wheels using LES as the turbulence model and reported that the best mixing 

efficiency could be achieved with a 15° inclined angle of the blades [59]. There is no study 

focused on the vertical mixing in raceway ponds with LES as the turbulence model. The 

turbulence model used in other studies was selected from the RANS family, which is derived by 

time averaging the Navier-Stocks equations; these models have the potential to under-predict the 

extent of fluid motion in the vertical direction because of loss of fluctuating behavior due to 

time-averaging. To explore this further, in chapter 2, the LES and k–ε models are tested and 

validated for their capability to accurately resolve the vertical motion in raceway ponds. It will 

be shown that the k–ε model fails to resolve the vertical motion accurately and fails to identify 

a unique longitudinal rotational motion downstream of the hairpin-bends that is correctly 

predicted by the LES model, referred to as the swirling motion.  

The swirling motion is hypothesized to be the result of secondary flow and flow 

instability due to boundary layer separation. Dean provided an analytical solution for the flow in 

curved pipes in which one pair of counter-rotating vortices can be observed [60]. Several studies 

have been conducted to investigate hydrodynamic characteristics in curved open channels. The 

shear stress distribution was investigated in a 180° sharp open channel bend [61]. In this research, 

a three-dimensional acoustic doppler velocimeter was used to measure the velocity field and 
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determine the three-dimensional flow pattern in the bend. The investigators reported rotational 

motion present in the 40°, 80°, 90°, 130°, and 180° cross sections in the bend by visualizing the 

longitudinal velocity and path lines. In another study, the impact of sharp meander bends on the 

flow field was studied using an acoustic doppler velocity device [62]. In the study, swirling 

motions are observed starting from the 0° location of the outer bend and 55° of the inner bend. 

CFD simulations had been utilized with LES as the turbulence model in studying the flow 

characteristics in a curved open channel flow and the investigators observed recirculation in the 

inner bends and high velocity regions in the outer bends where strong rotational motion exists 

[63]. However, the bend investigated in those studies had a large inner bend radius, representing 

bends whose direction changes gradually. On the contrary, the radius of the inner bend used in 

conventional raceway ponds is comparable to the thickness of the divider, resulting in a large 

value of the second term in the definition of the Dean number: Dh/2R. Furthermore, those 

researchers focused on the curved open channels present in river topographies, which have 

irregular cross sections while the cross section in raceway ponds are commonly rectangular with 

a constant area. Finally, all these previous investigations were focused on the flow characteristics 

in the bends from a civil engineering perspective, and none of these focused on the spatial 

distribution of the swirling motions and how far they can travel before being dissipated, which 

is critical to be able to understand the impact of the hairpin bends on vertical mixing in raceway 

ponds. To address this research question regarding the formation of swirling motion in the bends 

and their downstream persistence, a set of raceway ponds with 7 shape ratios and 8 paddle wheel 

RPMs for each shape ratio is simulated in chapter 3, and an empirical equation is established to 

predict the strength and the persistence length of swirling motions. 
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The ability to measure or model the microalgae cells’ movements and convert the 

trajectories into the light intensity histories is crucial to be able to understand the light 

environment that microalgae cells are exposed to under different operating conditions. Several 

efforts have been made on this topic [64-70].  However, the longest tracking time performed in 

those studies was around 120 s, and a more statistically confident conclusion could be drawn 

from the particle tracking data with a longer tracking time. Moreover, none of these studies used 

the LES model to predict the velocity coupled with a particle tracking method. Because it will 

be demonstrated that the k–ε model fails to fully resolve the swirling motion and significantly 

under-predicts the strength of the vertical mixing in raceway ponds in Chapter 2, the particle 

trajectories obtained by solving fluid equations of motion using the k–ε model will be smoothed 

out and under-estimate the light/dark frequency. Furthermore, none of the previous research 

attempted to identify the regions in raceway ponds where cells are more prone to experience 

light/dark transitions. It is hypothesized that the vertical liquid motion will contribute to the cell’s 

vertical movements, and those regions with a greater likelihood of cells experiencing light/dark 

transitions will be coinciding with the high vertical velocity regions. To address this hypothesis, 

an investigation is conducted and summarized in Chapter 4, in which the cells’ trajectories are 

predicted using a transient particle tracking method coupled with velocity field predicted by the 

LES model and converted to the light intensity history, which is then used to determine the 

spatial distribution of the regions with a high L/D transition probability.  

It will be established in chapter 2 that the swirling motion plays a significant role in 

vertical mixing, and in chapter 3 that the generated swirling motion will persist for a 

deterministic distance before dissipating. In chapter 4 it will be shown that the vertical motion 

created by the paddle wheel and 180° bends enhances the L/D effect in a deterministic manner. 
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However, it is identified that the volume fraction of the pond experiencing the high vertical 

motion is low (in chapter 2), and the swirling motion can only persist for a specific distance (in 

chapter 3). A good way to induce vertical mixing in raceway ponds is to deploy passive vortex 

generating devices in the pond. Zhang et al. designed and tested flow deflectors and wing baffles 

in raceway ponds where it is reported that the volume of the dead zone is reduced by 60.42% 

and the L/D frequency is increased for more than 3 folders [71]. Several other designs are 

proposed and tested to improve the vertical mixing in open raceway ponds and enhance the L/D 

effect [59, 72-76]. However, the swirling motion generated by these designs has rotational axes 

that are perpendicular to the main flow direction, and it is hypothesized that the performance of 

the vortex generators can be improved if the induced swirling motion has the rotational axis 

parallel to the main flow direction. For this purpose, a novel vortex generator design is developed, 

and the performance is tested in chapter 5. The optimal diameter of the vortex generator is 

identified, and the optimal length for 0.18 m diameter vortex generators is determined.  

 

1.2 Objectives of this dissertation 

The main objective of this dissertation is to investigate the vertical mixing performance 

of raceway pond systems with a variety of shape ratios and operating conditions. Extensive 

research has been conducted on this topic using computational fluid dynamic tools, however, 

nearly all of those studies used one of the Reynolds Averaged Navier-Stokes turbulence models, 

which was later shown to under-estimate the vertical mixing in raceway ponds. In Chapter 2, the 

large eddy simulation turbulence model is utilized to accurately capture the vertical mixing in 

raceway ponds, and swirling motion due to the secondary flow as a consequence of the hairpin-

bends are observed. This swirling motion is recognized to play critical roles in enhancing the 
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vertical mixing in raceway ponds. Therefore, in Chapter 3, the spatial distribution and the 

persistence length of the swirling motion are predicted using dimensionless analysis. In Chapter 

4, unsteady particle tracking is performed to predict the microalgae cells’ motion and light 

intensity history. It is found that the spatial distribution of the high light/dark transition regions 

coincides with the strong swirling motion regions. To enhance the swirling motion without 

increasing energy requirement significantly, in Chapter 5, a novel design of a passive vortex 

generator is presented and tested. Lastly, the author was fortunate to be involved during his Ph.D. 

program in the research to investigate the effect of body wake and operator motion on a novel 

design and a traditional fume hood. The report is included in the appendix. 
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Chapter 2: Mapping swirling motion in a mesoscale raceway pond 

predicted by three-dimensional computational fluid dynamics 

simulations using LES and k-ɛ models. 

 

2.1 Introduction 

Biofuels are a promising and renewable substitute for traditional fossil fuels and will help 

reduce the accumulation of carbon dioxide in the atmosphere [1]. Among different feedstocks 

for biofuel production, microalgae have been considered as one of the most promising because 

as a non-cellulosic carbon source, they do not require cultivation in forests or farmlands and 

have an order of magnitude higher yield of oil compared to traditional oilseeds [2]. Other benefits 

include a high photon conversion efficiency; in the right location, it can provide a year-round 

supply of biofuel feedstock; it can utilize nutrients in domestic wastewater, which can be used 

as a wastewater treatment method [3-4]. 

Raceway ponds are widely used for outdoor microalgae cultivation, given that they 

require less capital and operating costs than enclosed photobioreactor systems [1]. Raceway 

ponds typically consist of a closed-loop channel divided into two long, straight, parallel sections 

with two 180° hairpin-shaped bends. The liquid medium is driven by one or more paddle wheels 

[5]. A divider is placed at the center of ponds so that the pond is shaped like a raceway and the 

liquid is guided circularly, and the sunlight is commonly utilized as the light source. Rather than 

other cultivation factors such as temperature and nutritional requirements, light intensity appears 

to be the most important factor in operating a raceway pond [6]. Although light intensity varies 

continuously from the liquid interface to the bottom of the pond, the cells’ exposure can be 

categorized as a light zone and a dark zone. When cells are in the light zone, the light source can 
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provide adequate intensity for photosynthesis, while in the dark zone, the light intensity cannot 

reach the compensation point, and photosynthesis will not occur [7]. However, photo-inhibition 

may occur if cells remain near the surface for too long and light intensity is high enough that 

biomass growth rate is reduced. The extremes of too much light and insufficient light are 

mitigated by continuous horizontal and vertical motions of the cells induced by the paddlewheel 

and secondary flows resulting from the raceway pond geometry. These light/dark fluctuations 

can enhance the photosynthetic utilization with a light intensity higher than the saturation point, 

known as the flashing-light effect [8-9]. It has also been reported that an exponential increase in 

photosynthetic rate is observed with an increased light/dark frequency [10]. 

Despite the relatively low velocities present in raceway ponds, the flow field is fully 

turbulent, which is critical for mixing and inducing vertical liquid motion away from the paddle 

wheel. The turbulence and secondary flows move cells to cycle between light and dark regions, 

prevent cells from stacking (stratifying), enhance the inorganic carbon utilization through the 

gas-liquid interface, and homogenize nutrient distribution [11]. Therefore, the effect of 

turbulence on the system must be well characterized to investigate the effect of the liquid media 

on the cells’ motions and the mixing behavior in the raceway pond. Furthermore, high vertical 

velocity regions exhibiting significant vertical motion need to be identified to characterize a 

raceway pond system because those regions contribute to enhancing the light/dark (L/D) 

frequency. Without those high vertical velocity regions, cells will remain at relatively constant 

vertical positions, causing photo-inhibition near the surface where light intensity is too strong or 

low photosynthetic rates near the bottom where light supply is insufficient.  Understanding the 

spatial distribution of these locations will help engineers modify and design new raceway pond 

systems with higher production rates.   
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As will be discussed in more detail below, swirling motion, and consequently increased 

vertical velocity magnitude, is the direct result of the paddle wheel motion and causes a 

significant vertical redistribution of the cells immediately downstream of the wheel. 

Additionally, it is found that the liquid inertia coupled with the hairpin bends creates additional 

zones of high vorticity, and the strength of a vortex determines its persistence length and rate of 

vertical motion. Accurate characterization of these swirling motions is critical for developing a 

quantitative understanding of cellular light exposure histories and the strong linkage to growth. 

Vorticity strength is often used as the criterion to identify swirling motion or vortices. However, 

using vorticity to determine the vortex region is ambiguous as there is a lack of a threshold value, 

and it fails to identify a vortex region in some circumstances, as reported by Haller [12]. Other 

characterization methods that require spiraling path lines are also not objective as the shape of 

path lines is highly dependent on how the coordinate system is defined, in other words, they are 

not Galilean-invariant. The Q-criterion is a powerful tool and an objective and unambiguous 

criterion that can be used to detect vortices and generate high quality and high-resolution profiles 

to identify vortex regions of different scales and has been widely used in computational fluid 

dynamics (CFD) applications [13-15]. Q is defined as the second invariant of the velocity 

gradient tensor, and its mathematical definition will be given in the materials and methods 

section. A region with vortices is identified when the Q value is positive. 

The liquid gains momentum from the rotational motion of the paddlewheel that induces 

turbulence. Generally, turbulent flows are disordered in time and space, making them 

challenging to simulate. Other than that, a wide range of spatial wavelengths is involved in 

turbulent flows [16]. In turbulent flow, eddies can be observed with a broad range of length and 

time scales, which are responsible for transferring momentum and energy in the fluid. The length 
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scale of large eddies can be similar to the mean flow length scale, which is the hydraulic diameter 

in this case, and the scale of smallest eddies can be as small as the Kolmogorov length scale η, 

where η is defined as (𝜈3 𝜀⁄ )1/4, where ɛ is the average rate of dissipation of turbulence kinetic 

energy per unit mass, and ν is the kinematic viscosity of the fluid [17]. Without requiring specific 

turbulence models, direct numerical simulation (DNS) has been used as a tool to simulate 

turbulent flow by solving the original governing equations, that is, the Navier–Stokes and 

continuity equations with the whole range of spatial and temporal scales of the turbulence. This 

method is used to capture all length and time scales of turbulent motion but usually in simple 

geometries [18]. DNS requires enormous computational resources and is not always practical, 

even with today’s massive high-performance computers. For example, Hosseini et al. carried out 

a DNS of the flow around a portion of an airfoil with a chord Reynolds number of 400,000; it 

required around 3.2 billion grid points and 35 million core-hours [19]. Therefore, for the scale 

of a raceway pond different, more computationally tractable numerical models should be 

implemented to model turbulence. 

One of the most widely used turbulence models is the k-ε model, which has been widely 

used to predict flow in engineering applications. As one of the Reynolds-averaged Navier-Stokes 

(RANS) methods, the k-ε model allows the time-averaged or ensemble-averaged solution of the 

velocity field to be directly obtained [20]. The k-ε model contains two equations, one for the 

turbulence kinetic energy (k) and the other is for turbulence dissipation rate (ε). The k-ɛ and 

other RANS models have been deployed by many researchers to design and modify raceway 

ponds so that productivity can be maximized, and the operating cost can be reduced. Those 

design issues included but were not limited to mixing performance, the geometry of the raceway 

ponds and paddlewheel, and light-dark cyclings [21-29].  
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However, Zijlema et al. reported that the k-ε model is not capable of accurately predicting 

the turbulence characteristics of liquids in some U-bends [30]. LES is another mathematical 

model widely used in CFD to simulate turbulent flow and was first proposed by Smagorinsky 

[31]. As the larger eddies break up, their energy is transferred to smaller eddies. This process 

continues until the smallest eddies break up, and the energy is transferred as heat. Unlike the k-

ε model, large eddy simulation (LES) resolves large eddies directly by solving the full Navier-

Stokes equation for large eddies, and small eddies are filtered using low-pass methods. The 

implantation of LES consists of three steps: (1) filtering the Navier-Stokes equations to remove 

small scale eddies, (2) replacing the sub-grid scale (SGS) by spatial and time averaging, and (3) 

calculating the large-scale field from ‘closed’ equations [32]. LES reduces the computational 

cost by filtering the small-scale eddies but directly solving for the large eddies, which should 

result in better fidelity than the k-ɛ model.   

LES has been recently employed to simulate a raceway pond with inclined paddle wheels 

and is reported to be more accurate than the k-ε model in the prediction of the turbulence kinetic 

energy when compared with experimental observations [33]. However, their conclusion was 

drawn by comparing simulation results with a single frame of particle image velocimetry (PIV) 

data. As the velocity field inside a raceway pond is highly time-dependent, comparing the results 

against the PIV data over time would be a more rigorous demonstration of model accuracy. 

Moreover, the average mesh cell size for the LES model in the study was 0.001 m and for the k-

ε model was 0.014 m. The mesh for the LES model was finer than the mesh used for the k-ε 

model, which might be the reason why LES predicts a more accurate result. It would be more 

convincing to compare the two models with the same mesh and use a finer resolution than 0.001 

m. 
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Due to the presence of the paddle wheel and the geometry of a raceway pond, it is 

hypothesized that there will be eddies with different length scales in the fluid. Those eddies 

might be highly spatially and time dependent as they are transported by the flow field and are 

the primary source that induces vertical mixing in raceway pond systems that enhances the L/D 

effect. Therefore, one of the goals of this work is to test the numerical capability to accurately 

resolve the motion of the eddies by both models. LES is hypothesized to be more suitable for 

resolving the motion of those eddies as they might be got smoothed out because the k-ε model 

will time average the velocity components. In the present work, the simulations of a mesoscale 

raceway pond are carried out using both k-ε and LES turbulence models to explore the reason 

why the LES model predicts a more accurate velocity field than the k-ε model and the magnitude 

of the difference between them. The same meshes are used for both models to control for that 

parameter. The predictions of LES and k-ɛ are compared and validated as a function of time with 

the real flow field obtained by a custom-made pygmy flow meter. After the solution was 

validated and the results by LES model were analyzed, the temporal and spatial behavior of the 

swirling motion as well as other fluid dynamic characteristics such as the size and spatial 

distribution of dead zones, velocity field at a cross-section at the center of the liquid depth of the 

raceway pond, were predicted and determined. A transient particle tracking method is applied to 

predict the trajectories of microalgae, and the regions where cells will have a higher probability 

of L/D transitions are identified. This information is applied to get a better quantitative 

understanding of raceway pond dynamics by categorizing the pond into three regions, with 

suggestions provided for the locations to embed mixing enhancement devices. 
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2.2. Material and methods 

2.2.1. The geometry of the mesoscale raceway pond 

An image, schematics, and dimensions of the mesoscale raceway pond used in this study 

are shown in Figure. 2.1. The raceway pond was custom manufactured by Ace Composites. It is 

convenient to divide the raceway pond into four regions when discussing the simulation results 

and analyses: (1) the straight section where the paddle wheel is installed, (2) the first hairpin 

bend, (3) the second straight section, and (4) the second hairpin bend, as illustrated in Figure. 

2.1a. The straight sections of the raceway pond are 1.98 m long and 0.56 m wide, and the radius 

of the bend region is 0.56 m. A central divider is located at the center of the raceway pond to 

guide the fluid so that the liquid is forced to flow circularly. The liquid in the pond is driven by 

an impeller situated in the middle of the first straight region and consists of four trapezoidal-

shaped blades. The wall and the divider are slightly inclined (i.e., not perfectly vertical). 
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Figure. 2.1 Schematic diagram of the raceway pond. (a) The drawing with main dimensions and 
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the name applied to each region. (b) Mesh used in the simulations. (c) The simulated raceway 
pond showing the location of the validation plane and probe points. (d) Image of the mesoscale 
raceway pond. 

More details about the dimension of the modeled raceway pond can be found in Figure. 

2.1a, and the exact shape of the divider and the full dimension of the paddle can be found in 

Figure. 2.2. The coordinate system was chosen so that the x-axis was horizontal and parallel to 

the straight section and the z-axis was vertical (parallel to the gravity vector). The properties of 

the working fluid are assumed to be the same as water, incompressible Newtonian fluid with 

density 𝜌𝑙 = 998.2 kg/m3 and viscosity 𝜇𝑙  = 0.001003 kg/m-s. The initial condition of water 

depth is set to a uniform 0.2 m, which is typical for cyanobacteria cultivation, for example, 

Mendoza et al. reported that the lowest specific power consumption was achieved when the water 

depth was set to 20 cm [11, 34-35]. 
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Figure. 2.2. Detailed schematic diagram of the raceway pond. Units (cm) 
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2.2.2. Numerical tools 

2.2.2.1. Solver 

The simulation is carried using a commercial CFD package ANSYS Fluent 16.2 on Sun 

Grid Engine (SGE) in a Linux high-performance computer with 120 Intel® Xeon®   E5-2640 

processors at 2.5 GHz.  Convergence criteria required the absolute scaled residual of the 

continuity equation to converge to 10–4 and other equations to converge to 10–7.  

 

2.2.2.2. Discretization  

A three-dimensional mesh of the raceway pond is generated by ANSYS meshing 16.2. 

To simulate the motion of the paddle wheel and its influence on the liquid, a sliding mesh 

technique is applied, and the computational domain is divided into a static region and a moving 

region. These two adjacent regions are linked across a non-conformal interface, which allows 

mass, momentum, and energy to pass through, even though the nodes at the interface are not 

coincident. A three-dimensional structured hexahedron mesh is generated for both the moving 

and static regions with 3,092,371 mesh elements and 0.00174m average cell mesh size, as shown 

in Figure. 2.1b. It was found in preliminary studies that this type of mesh can make the 

simulations more stable and faster than using a tetrahedron mesh. For the k-ɛ model, the standard 

wall functions are chosen for near-wall treatment. It is recommended by ANSYS Fluent, and 

there is no attempt to simulate the flow near the wall or in the boundary layer and therefore, the 

near-wall mesh is not refined further.  The details about the discretization of each variable can 

be found in Table 2.1. 
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Table. 2.1. Algorithm, discretization scheme used in the simulations. 

      LES     k-ɛ 

Solver SIMPLE SIMPLE 

Gradient Least Squares Cell Based Least Squares Cell Based 

Pressure PRESTO! PRESTO! 

Momentum Bounded Central 

Differencing 

Second Order Upwind 

 

Volume Fraction Compressive Compressive 

Turbulent Kinetic Energy N/A First Order Upwind 

Turbulent Dissipation Rate N/A First Order Upwind 

Transient Formulation Bounded Second Order 

Implicit 

Bounded Second Order 

Implicit 

 

2.2.2.3. VOF    

To accurately track the gas/liquid interface and solves the velocity field of the liquid 

phase, the fluid of the pond is modeled as a multiphase flow, and the influence of the cells on 

liquid motion is believed to be small and neglected. The volume of fluid (VOF) model is used 

to simulate the multiphase flow and the interaction between the gas and the liquid phases. The 

velocity field is calculated, and the two-phase interface region is reconstructed with the 

continuity equation and linear momentum equation.        

𝜕𝜕𝑡 (𝛼𝑔𝜌𝑔) + ∇ ∙ (𝛼𝑔𝜌𝑔𝒖𝑔) = 0             (2.1) 

𝜕𝜕𝑡 (𝛼𝑙𝜌𝑙) + ∇ ∙ (𝛼𝑙𝜌𝑙𝒖𝑙) = 0             (2.2) 

where α is the volume fraction, 𝒖 is the velocity vector, and the subscripts g and l denote the gas 
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and liquid phases, respectively.  

   The momentum equation is 

𝜕𝜕𝑡 (𝛼𝑘𝜌𝑘𝒖𝑘) = −∇ ∙ ((𝛼𝑘𝜌𝑘𝒖𝑘𝒖𝑘)) − 𝛼𝑘∇𝑝 − ∇ ∙ (𝛼𝑘𝝉𝒌̅̅ ̅) + 𝛼𝑘𝜌𝑘𝒈 + 𝑭   (2.3) 

where 𝑝 is the pressure, 𝝉̅ is the stress tensor, 𝒈 is the gravity vector, 𝑭 is the source term, and 

subscript k denotes this equation is for the kth phase. Last, 𝛼𝑔 + 𝛼𝑙 = 1           (2.4) 

The incompressible Navier-Stokes equation coupled with the VOF model is solved, and 

the gas-liquid phase interface is reconstructed. In this work, a transient implicit VOF model is 

applied so that a larger stable time-step size can be used to improve computational efficiency 

[36]. The implicit VOF model also requires that the volume fraction at the current time step is 

known in order to iteratively solve the secondary phase volume fraction. The compressive 

interface capturing scheme is chosen as the interface interpolation method to obtain better 

resolution of the gas-liquid phase interface position. 

 

2.2.2.4. Turbulence model   

Both the standard k-ɛ model and LES models are investigated as the turbulence model. 

The terms in the Navier-Stokes equations are decomposed into a time-averaged component and 

a fluctuating component and substituted back into the original equation. The resulted equations 

are called the Reynolds Averaged Navier-Stokes (RANS) equations. Since the RANS equations 

are not closed, several models have been proposed to solve the Reynolds stress components. The 

k-ɛ model is one of these, and it is a two-equation turbulence model. One equation is for turbulent 

kinetic energy k, and the other is for the specific dissipation rate ɛ. 

The equation for kinetic energy k is 
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𝜕𝜕𝑡 (𝜌𝑘) + ∇ ∙ (𝜌𝑘𝒖) = ∇ ∙ [(𝜇 + 𝜇𝑡𝜎𝑡 ∇𝑘)] + 𝐺𝑘 − 𝜌ɛ                                                           (2.5) 

and the equation for specific dissipation rate ɛ is  

𝜕𝜕𝑡 (𝜌𝜀) + ∇ ∙ (𝜌𝜀𝒖) = ∇ ∙ [(𝜇 + 𝜇𝑡𝜎𝜀)∇𝜀] + 𝐶1𝜀 𝜀𝑘 (𝐺𝑘 + 𝐺3𝜀𝐺𝑏) − 𝐶2𝜀𝜌 𝜀2𝑘                           (2.6) 

where 𝐶1𝜀=1.44, 𝐶2𝜀=1.92, 𝜎𝜀= 1.30, and 𝐺𝑘 is the turbulence kinetic energy generation term 

due to mean velocity gradients.  

In LES, the sub-grid scale size is modeled by the sub-grid scale tensor𝜏𝑖̅𝑗, where  𝜏𝑖̅𝑗 = 𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅ − 𝑢𝑖̅𝑢𝑗̅  is the SGS tensor first proposed by Smagorinsky and 𝑆𝑖̅𝑗  is the strain rate 

tensor [31]: 𝜏𝑖̅𝑗 − 13 𝜏𝑘̅𝑘𝛿𝑖𝑗 = −2𝐶∆2|𝑆̅|𝑆𝑖̅𝑗                                (2.7) 

          (2.8) 

The wall-adapting local eddy-viscosity (WALE) model was first proposed by Nicoud 

and Ducros and can be written as [37] 

𝜇𝑡 = 𝜌𝐿𝑆2 𝑆𝑖𝑗𝑑𝑆𝑖𝑗𝑑3/2
𝑆̅𝑖𝑗𝑑 𝑆̅𝑖𝑗𝑑5/2+𝑆𝑖𝑗𝑑𝑆𝑖𝑗𝑑5/4          (2.9) 

where 𝐿𝑆 = min (𝜅𝑑, 𝐶𝑤𝑉1/3)          (2.10) 𝑆𝑖𝑗𝑑 = 12  (g̅𝑖𝑗2 + g̅𝑗𝑖2 ) − 13 𝛿𝑖𝑗g̅𝑘𝑘2           (2.11) 

g̅𝑗𝑖2 = 𝜕𝑢𝑖𝜕𝑥̅𝑗              (2.12) 

and Cw = 0.325. 

 

2.2.2.5. Particle tracking 

The microalgae are modeled as the dispersed phase in the discrete phase model (DPM) 
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in order to obtain their trajectories. A transient particle tracking method is performed where the 

motion of particles is guided by the flow, and the effect of the particles on the liquid is neglected. 

Then particles’ position at each time step was predicted by solving the equation of motion for 

each particle: 

𝑑𝒖𝑝𝑑𝑡 = 𝐹𝐷(𝒖 − 𝒖𝑝) + 𝒈(𝜌𝑝−𝜌)𝜌𝑝 + 𝑭        (2.13) 

where 𝒖𝑝  is the velocity vector for particles, 𝐹𝐷  is the drag force coefficient, 𝒖 is the fluid 

velocity vector, 𝜌𝑝is the particle density, 𝜌 is the fluid density, 𝑎𝑛𝑑 𝑭 is the acceleration term 

due to additional forces. The drag force coefficient 𝐹𝐷 is defined as 𝐹𝐷 = 18𝜇𝜌𝑝𝑑𝑝2 𝐶𝐷𝑅𝑒24           (2.14) 

where 𝜇 is the molecular viscosity of the fluid, 𝑑𝑝is the particle diameter, and Re is the relative 

Reynolds number. The shape of microalgae is approximated as spherical and thus a spherical 

drag law can be applied to calculate 𝐶𝐷: 

2
1 2

3
D

aa
C a

Re Re
= + +                     (2.15） 

where 
1a ,

2a ,and 
3a are given by [38]. 

 A total of 10216 particles with a diameter of 2 µm are uniformly injected at t = 118.14 

s when the flow is known to be fully developed and are tracked for more than 1,111 s. It is found 

when a diameter of 2 µm is used, a small fraction of particles escape into the gas phase due to 

the way that the particle tracking algorithm is implemented within Fluent. It was necessary to 

incorporate a user-defined function (UDF) to prevent particles from escaping from the liquid 

phase. The UDF is executed when a particle is detected to be in the liquid-gas interface, and its 

diameter increased so that it will settle below the interface by gravity and is then changed back 

to 2 µm. Once acquired, the trajectories are visualized and analyzed with a Matlab code. 
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2.2.2.6. Boundary conditions and solution procedure 

Simulating the motion of the paddle wheel is critically important for accurately modeling 

a raceway pond since it provides the driving force for the flow. To quantitatively predict the 

effect of the paddlewheel, the sliding mesh method has been implemented. To use the sliding 

mesh technique, the domain of the raceway pond is divided into two subdomains, a static region, 

and a moving region. For raceway pond systems, the moving region is a rotary cylindrical region 

that contains the paddle wheel, as shown in Figure. 2.1b. The gap between the tip of the paddle 

and the bottom of the pond is designed to be small in order to maximize the driving efficiency 

of the paddlewheel. Therefore, the gap between the tip of the paddle blade and the top of the 

rotating region is small as well, and this causes the gas phase above the pond to be rapidly moved 

in the reverse direction due to the strong pressure force created by the motion of the paddlewheel 

and the small gap when the upper boundary is set as no-slip wall. To overcome this artificial 

flow behavior, Amini et al. used three subdomains, where there is a second static region 

surrounding the rotating subdomain [39]. However, this approach reduces the mesh efficiency 

as it assigns additional mesh cells to the gas phase where the flow field is of minor importance, 

and the mesh points would be better used in the liquid phase to enhance resolution. At the same 

time, it has been reported that wind will have an impact on the velocity field and interface shape 

of the liquid in the pond [23]. To eliminate the wind effect and maximize the mesh efficiency, 

the top boundary of the static subdomain is set as a pressure outlet so that air can be exchanged, 

and the side and bottom boundary of the static subdomain are set as no-slip walls. The angular 

velocity of the paddle wheel is set to be 1.428 rad/s, or 13.64 RPM, as this was the mid-level 

RPM for the paddle wheel as provided by the manufacturer. With this RPM setting, the tip 

velocity of the paddle wheel was 0.492 m/s. Once the proper boundary conditions are chosen, 
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40 iterations per time step are used along with the time-dependent time step size procedure 

discussed below to obtain a converged solution. The total number of mesh cells is chosen as 

3,092,371 as it provides a good trade-off between the resolution and the computational expense. 

The simulation took about 80 hours to simulate 160 s of flow time, and Fluent reported that the 

clock time per time step was 22 s.    

The velocity fields of both gas and liquid phases in the pond are initialized to zero at t = 

0 s. Due to the fact that the liquid is static at the beginning and the driving force is applied 

abruptly, the velocity field will have a larger change at the first several seconds where the 

simulation is intrinsically unstable, a much smaller time step size was used to enhance the 

stability and accuracy. A UDF is used to gradually increase the time step size. Although it should 

be pointed out the appropriate time step size changes with the mesh size and quality, a small 

time step size should be used for a fine mesh or low-quality mesh. The temporary time step size 

is given in Table 2.2 for the present simulation. When the final time step size is achieved, the 

simulation is carried out for another 100 s to let the flow field fully develop.  

 

Table 2.2. Time variant time-step size used in the simulations to enhance the stability. 

Time (seconds) Time step size (seconds) 

0-0.03 0.0005 

0.03-0.5 0.001 

0.5-3 0.005 

3-10 0.01 

10-20 0.02 

>20 0.03 
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2.2.2.7. Q criterion 

The gradient of velocity field can be written as: 

𝐴̅ = [𝐴11 𝐴12 𝐴13𝐴21 𝐴22 𝐴23𝐴31 𝐴32 𝐴33] = [  
  𝜕𝑢𝑥𝜕𝑥 𝜕𝑢𝑥𝜕𝑦 𝜕𝑢𝑥𝜕𝑧𝜕𝑢𝑦𝜕𝑥 𝜕𝑢𝑦𝜕𝑦 𝜕𝑢𝑦𝜕𝑧𝜕𝑢𝑧𝜕𝑥 𝜕𝑢𝑧𝜕𝑦 𝜕𝑢𝑧𝜕𝑧 ]  

  
         (2.16) 

The eigenvalues of tensor A will satisfy: 𝝀3 + 𝑃𝝀2 + 𝑄𝝀 + 𝑅 = 0                       (2.17) 

where:                                                   𝑄 = 12 [𝑃2 − 𝑡𝑟(𝐴𝐴̅̅ ̅̅ )] = (𝐴22𝐴33 − 𝐴23𝐴32) + (𝐴11𝐴22 − 𝐴12𝐴21) + (𝐴33𝐴11 − 𝐴13𝐴31)                           

                          (2.18) 

2.2.2.8 Flow field validation  

The simulation results are validated by comparing the experimental data, collected within 

the cross-section shown in Figure. 2.1c, against the CFD predictions. A custom-made pygmy 

flow meter is used to measure the average magnitude of the x-component of velocity. The flow 

meter consists of a magnetic encoder that transforms the rotational motion to pulse signals. A 

custom C++ code is implemented for the microprocessing chip (NODEMCU ESP-32S) to 

calculate the time period of high voltage to high voltage signals produced from the hall-effect 

sensor and then converted to the RPM of the pygmy flow meter. The flow meter was calibrated 

using FlowExplorer laser doppler anemometry (LDA) manufactured by DENMARK in the 

Armfield model S6MkII glass-sided tilting flume so that the velocity for a given RPM can be 

determined, as shown in Figure. 2.3a.  
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Figure. 2.3. Setup of the validation experiments. (a) Experimental setup for flow meter 
calibration. (b) Experimental setup for flow validation. 
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An 11 point by 10 point probe grid located in the plane shown in Figure. 2.1c is selected 

to take measurements during an averaged period of 137 s with an interval of 0.15 s when the 

averaged velocity is found to be converged, and the fluctuation is excluded. The horizontal 

component of the velocity along with the fluid direction is extracted from the simulation for 110 

seconds.  

 

2.3. Numerical Results and Discussion 

2.3.1. Flow field validation 

Qualitative comparisons between the CFD predictions and the experimental 

measurements are shown in Figure. 2.4, where the vertical cross-section used for validation is 

defined previously (Figure. 2.1 c). The contour plots are generated using pointwise interpolation 

within a Matlab framework. Because of the geometry of the hairpin bends, inertia pushes the 

liquid to the outer region downstream of the bend. Both CFD models and experimental data 

demonstrate that there is a high-velocity region near the bottom, outer region of the selected 

cross-section where the velocity magnitude reaches as high as 0.62 m/s. Furthermore, it can be 

seen that there is a low-velocity region in the inner part of the straight section, which is referred 

to as a dead zone. Comparison of the three contour plots indicates that the time-averaged velocity 

data using the LES and k-ɛ models are in agreement with the experimental measurements of the 

velocity field and high speed-low speed boundary, i.e., the general structure of the dead zone, 

suggesting that the time-averaged hydrodynamic characteristic and the mean velocity field of 

the flow are well captured by CFD simulations using both models.  
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Figure. 2.4. Comparison of the time averaged x-component of the velocity in the vertical cross 
section shown in Figure. 2.1c. (a) prediction by the LES model. (b) prediction by the k-ɛ model. 
(c) experimental measurements.  

 
2.3.2. Time to reach fully developed flow 

To obtain a realistic hydrodynamic characterization of the tested raceway pond system 
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under standard operating conditions and determine how long it took for flow to fully develop, 

three numerical probe points were utilized, with their locations shown in Figure. 2.1c, and the 

velocity data were recorded during the first 140 s of the simulations.  

In the simulation, the system is quiescent at time t = 0 s and gradually speeds up over 

time as the paddle wheel is put in motion. Taking into account the turbulent fluctuations in the 

velocity field, particularly for the LES model predictions, an averaged velocity magnitude of a 

10 s interval is used to determine the time required for the flow to be fully developed. From 

Figure. 2.5, it might be observed that the velocity magnitudes for all three points reached their 

long-time averaged magnitude within approximately 40 s for both the k-ɛ and LES models. The 

results of the LES model exhibit a considerably stronger oscillation where the amplitude reaches 

around 0.4 m/s (Figure. 2.5b) while the velocity magnitude at the probe points only oscillates at 

an amplitude of 0.03 m/s for the k-ɛ model. The reason why the LES model predicts a flow field 

for which the velocity magnitude had a strong oscillation is that it resolves the swirling motions 

and their propagation, which will be discussed in more detail. On the other hand, it is not 

surprising that k-ɛ does not predict a flow field with this strong oscillation behavior because of 

the fact that k-ɛ model time averages the velocity component to simulate turbulent stress. 

Although the velocity field predictions using LES yield strong oscillations, the 10 s averaged 

velocity magnitude still converges at around 40 s.  

As a result of the start-up study, the flow could be treated as fully developed after 40 s 

for both turbulence models, and that time was used to study the flow characteristics of the 

raceway pond at the current paddle rotation rate (13.64 RPM). However, 100 s is chosen to 

ensure that the flow field is fully developed when being analyzed. 



42  

 

Figure. 2.5. mag(u) and averaged mag(u) at probe points to determine the mixing time for (a) 
k-ɛ model, and (b) LES model 
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2.3.3. Flow characteristics of the mesoscale raceway pond 

To provide an accurate evaluation of flow pattern variation between the two models, 

velocity contours of the simulated flow using the two turbulence models are shown in Figure. 

2.6 at a horizontal plane measured 0.1 m from the bottom of the pond at t = 100 s, where 0.1 m 

is chosen since it is half of the water depth.  

Because of the geometry of the bends and centripetal force effect, the liquid is forced to 

the outer region of the straight section downstream of the bends, forming two high velocity 

regions. Both LES and k-ɛ models resolve these phenomena well, as high-velocity regions can 

be observed at the outer side of the straight section and dead zones (low-velocity regions where 

the velocity magnitude is less than 0.1 m/s) can be found after the divider and at the entrance of 

the bend (Figures. 2.6c and 2.6d). The threshold value 0.1 m/s was chosen as a lower value 

suggested by Weissman et al. will cause settling of microalgae cells, and it represents a 

microalgae cell transit time of 2 seconds from top to bottom in a raceway pond with 20 cm of 

water depth [11]. Although the velocity magnitude contours predicted by the LES and k-ɛ model 

show similar patterns, the velocity magnitude contours predicted by the LES model show that 

the instantaneous high velocity regions do not have a smooth boundary as suggested by the k-ɛ 

model. On the contrary, the LES model predicts that there is high velocity motion in the dead 

zone regions predicted by the k-ɛ model. 

Figures. 2.6a and 2.6b display the vertical velocity magnitude contour at the 10 cm depth 

cross section. As expected, we observe a high vertical velocity region near the paddlewheel, but 

also near 90-180° of the first bend (Figure. 2.6a). The simulations also resolve the propagation 

of the vortices along the straight section, where their strength dissipates due to viscous effects. 

Given that the k-ɛ model time-averages the velocity field, the details of the vortex structures, as 
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well as the vertical motion of the eddies, are not predicted with great accuracy and high 

resolution (Figures. 2.6b and 6d). This difference between the two predictions can be seen 

because the contours predicted by the LES model show a much more abundant detail in resolving 

the boundary of the high vertical velocity regions while the k-ɛ model predicts a smoother 

pattern. Moreover, the k-ɛ model under predicts the strength of the vertical motions as it predicts 

a maximum vertical velocity magnitude of approximately 0.24 m/s near the first bend, while it 

reaches up to 0.38 m/s as predicted by the LES model.  Furthermore, most of the high vertical 

velocity regions predicted by the LES model could not be found in the contours predicted by the 

k-ɛ model, which could be explained by the swirling motion. This swirling motion, which will 

be discussed in the next section, was generated when fluid flows around a hairpin bend and is 

resolved by the LES model. Therefore, the high vertical velocity regions shown in Figure. 2.6a 

were contributed by swirling motions that propagate along with the channel over time. Because 

of this propagation of the swirling motion, a location that exhibits upward motion at a given time 

point could have downward motion at another time point. As the k-ɛ model time-averaged the 

velocity field, such vertical motions can cancel, with the result that the k-ɛ model under predicts 

the strength of the vertical motion.  
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Figure. 2.6. Velocity contours at flow time = 100 s. (a) abs(uz) at time = 100 s predicted by LES 
model. (b) abs(uz) at time = 100 s predicted by the k-ɛ model. (c) mag(u) at time = 100 s predicted 
by LES model. (d) mag(u) at time = 100 s predicted by the k-ɛ model. 
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The swirling motion is a three-dimensional phenomenon, and it is beneficial to visualize 

it in a three-dimensional format. For this purpose, the Q-criterion iso-surface plots for Q = 20 

predicted by the k-ɛ and LES models, color-coded by the absolute value of the vertical velocity 

component, are shown in Figures. 2.7a and 2.7b. Moreover, an iso-surface for the absolute value 

of the vertical velocity component equal to 0.1 m/s is shown in Figure. 2.7c. The Q-criterion 

quantifies the second invariant of the velocity gradient and is a powerful tool used to identify the 

presence of rotational motion. One major finding comes from comparing Figures 2.7b and 2.6c: 

the iso-surface plots for abs(uz) and the Q-criterion display very similar patterns in general, and 

the region where the flow has high vertical velocity also has a high rotational motion. It may be 

concluded that the vertical motions, as well as the vertical mixing, are mainly induced by the 

swirling motions in the raceway pond.  
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Figure. 2.7. Iso-surfaces at flow time = 100 s. (a) Iso-surface Q-criterion = 20, k-ɛ model. (b) 
Iso-surface Q-criterion = 20, LES model. (c) Iso-surface abs(uz) = 0.1, LES model. 
 

Swirling motions predicted by the LES model are strong downstream of the paddle 

wheel, in the first bend, as well as various small, disconnected regions in the dead zones after 

the divider. It is believed that a considerable amount of swirling motion is generated when fluid 
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passes around the bends. This conclusion is more obvious when examining the Q-criterion 

contour downstream of the second bend, as illustrated by Figure. 2.7b. The swirling motion is 

weak at the center of the second bend due to the dissipation of the kinetic energy and begins to 

show up again downstream of the divider. These findings suggest that the geometry of the hairpin 

bends can intensively induce the swirling motion downstream the bends, which can significantly 

contribute to the vertical mixing performance of the pond. Secondary flow due to centripetal 

forces could be the potential mechanism to induce swirling motions when fluid flows across a 

hairpin bend. It can also be found that the axis of the swirling motion is horizontal and 

perpendicular to the main flow near the paddle wheel region. While the swirling motion is 

transported downstream, their axes are rotated to be in the same direction as the main flow. 

Furthermore, the dead zone is not a continuous region as suggested by the k-ɛ model in Figure. 

2.6d; in contrast, it is a region containing both low-velocity elements and portions with swirling 

motion and recirculation. 

On the other hand, from the comparison of the velocity magnitude contours as well as 

the Q-criterion iso-surface between the LES and k-ɛ models, it may be deduced that k-ɛ provides 

a relatively worse prediction in which limited swirling regions can only be found near the 

paddlewheel and at the tip of the divider. Given that understanding that the vertical motions are 

one of the main reasons for a detailed computational investigation of a raceway pond, the k-ɛ 

model would not be a suitable turbulence model to investigate the vertical mixing in raceway 

pond systems. 

 

2.3.4. Time-varying hydrodynamic characteristics 

As it has been demonstrated that the k-ɛ model under predicts swirling and vertical 
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motion and fails to resolve the swirling motions in a raceway pond, attention is now focused on 

analyzing the results predicted using the LES model. By visualizing the LES results over a 72 s 

period, it is found that the swirling motion is transported by the primary flow as well. Therefore, 

it is important to investigate the time-varying hydrodynamic characteristics of the raceway pond 

rather than examining the flow field at specific time points. The CFD outputs such as velocity, 

pressure, and volume fraction 𝛼 of the flow are extracted from 100 s to 172 s at an interval of 

0.15 s to analyze the system behavior over a reasonably long period of time under fully 

developed conditions. The instantaneous volume fraction of the liquid that has high vertical 

velocity, i.e., abs(uz) > 0.1 m/s, and low motion (dead zones) as a function of time are plotted in 

Figure. 2.8.  It is observed that during the operation of the raceway pond, only a small fraction 

of the liquid has a high vertical velocity at any given time, with an average volume fraction of 

15% with the highest 17.6% and the lowest 11% of all the liquid phase experience high vertical 

mixing motion. On the other hand, the volume percentage of the dead zone averages around 14% 

and ranges from 13% to 15.5%.  The results reveal that the raceway pond investigated is a highly 

dynamic system. As the swirling motion is generated by the paddle wheel and the geometry of 

the hairpin bend, transported by the primary flow, and dissipated due to viscous effects, the 

volume of high vertical velocity regions was changing at a degree of 6.6% of the total liquid 

volume. Similar to the swirling motion, the volume of the dead zone changes with time as well, 

but to a significantly lower degree, with only about 2.5% from the maximum to minimum.  One 

explanation for the low range of the volume of the dead zone was that the fluid flows slowly in 

the dead zones, and therefore, the fluid’s kinetic energy is low in those regions. As a result, there 

is not much driving force for the volume of the dead zones to change significantly.  
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Figure. 2.8. Volume percentage of dead zones and high vertical velocity regions. 

After it has been demonstrated the temporal behavior of how the swirling motions are 

generated and propagated by the motion of the fluid, it would be interesting to investigate the 

spatial distribution of the swirling motion as well as the dead zones. Figure. 2.9 shows the regions 

for which the vertical velocity magnitude was larger than 0.1 m/s (Figure. 2.9a) as well as the 

corresponding dead zones (Figure. 2.9b), for more than 20% over the 72 s period. Comparing 

Figure. 2.9a with Figure. 2.7b, it may be seen that over an extended sampling time, the regions 

with high vertical velocity shown in Figure. 2.9a are much larger in volume than at a single 

instant of time. The region of high vertical mixing occupied about 29.1% of the total liquid 

volume that including almost all the liquid in the first hairpin bend and the first half of the second 

straight section. The reason behind this phenomenon is that the fluid gains turbulent kinetic 
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energy and the swirling motion remains strong after the first hairpin bend with the current 

geometry and operating conditions. The fluid develops a wake effect when it passes the divider, 

where high recirculation motion and swirling motion exists. The swirling motions, as well as the 

vortices, are then transported by the fluid flow and propagate and eventually dissipate. Their 

locations vary dynamically with time but almost all the volume near the first hairpin bend has a 

probability of stronger vertical motion at any given time. As a result, almost all the liquid volume 

near the first hairpin bend has a vertical velocity magnitude greater than 0.1 m/s for more than 

20% of the time. The high vertical velocity regions disappear along the second straight section 

and appear again downstream the divider (Figure. 2.9a), indicating that vortices are generated 

due to flow separation downstream the divider.  
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Figure. 2.9. Regions in raceway ponds where (a) abs(uz) > 0.1 m/s for more than 20% of flow 
time. (b) mag(u) < 0.1 m/s for more than 20% of flow time predicted by LES model. (c) mag(u) 
< 0.1 m/s predicted by the k-ɛ model. 
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Dead zones are believed to have negative effects on the production rate because harmful 

chemicals might accumulate in those regions due to poor mixing. The velocity magnitude is low 

there for most of the time, and strong recirculation motion exists so that the harmful chemicals 

and algae are accumulated. Figure. 2.9b represents the regions where the predicted velocity 

magnitude is smaller than 0.1 m/s for more than 20% of the sampling time. Unlike the k-ɛ model, 

the LES model predicts that the velocity magnitude of all the liquid volume is larger than 0.1 

m/s at some time point during the examined 72 seconds. The 20% was chosen because, at this 

percentage, the dead zones LES model predicted would have similar spatial distribution as the 

dead zones predicted by the k-ɛ model (Figure. 2.9c).  It may be seen that those low-velocity 

regions are located near the entrance of the first bend, the inner region of the second straight 

section, and downstream of the divider at the second bend. The reason why there is a low velocity 

region downstream of the paddle wheel is because as the fluid is driven by the paddle wheel it 

encounters the wall of the first 180° bend. While the fluid is forced to change its direction, it 

forms a negative pressure gradient at the bottom near the first bend which slows the fluid and 

creates a low velocity region. This phenomenon is weaker near the second bend. On the other 

hand, the low-velocity region for more than 50% of the sampling time predicted by the k-ɛ model 

has a wider and larger volume (Figure. 2.9c). Since the k-ɛ model under predicts the strength of 

the vertical motion, it is not surprising that it over predicts the volume of the dead zone. As 

shown in Figure. 2.9b and Figure. 2.7b, there is considerably strong swirling motion in the wake 

zone downstream of the divider tip, which should improve the mass transfer and dissipation of 

harmful chemicals. Therefore, it appears that the recirculation motion should be responsible for 

the insufficient mass transfer since there is a certain time that some high-velocity motion can be 

found downstream of the divider, where is usually predicted as a dead zone. Comparing Figure. 
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2.9a with 2.9b, we could find that the dead zones in the wake zones are mostly distributed near 

the bottom, and the region near the surface had a high potential to have strong vertical motions 

(Figure. 2.9a). 

 

2.3.5. Particle tracking 

Since accurate flow fields are essential to acquire realistic cell trajectories and as the k-ɛ 

model is shown to under predict the vertical motion because of its tendency to smooth out 

velocity fields, the LES model is used as the turbulence model to solve the velocity fields used 

by the DPM model.  

 In order to provide a clear and concise visualization of cell trajectories, only 200 of the 

10,216 particles are represented in Figure. 2.10 with the views from different angles (Figures. 

2.10a, 2.10c, 2.10d, 2.10e). From these figures, the mixing characteristics can be determined by 

visualizing the particles’ trajectories. From Figure. 2.10c, different characteristics of particles 

trajectories can be seen upstream and downstream the paddle where particles have smooth 

trajectories upstream the paddle wheel. Once the particles enter the paddle wheel region, their 

trajectories immediately become chaotic, suggesting that the paddle wheel produces an intense 

turbulent flow that has a positive impact on vertical mixing. Figure. 2.10a illustrates the 

trajectories of the second straight section in a horizontal view. Compared with Figure. 2.10c, a 

significant difference can be observed in that the trajectories of Figure. 2.10a are significantly 

smoother than the left part of Figure. 2.10c where fluid gains kinetic energy downstream of the 

paddle wheel. This difference indicates that the microalgae may not experience many L/D 

transitions in the second straight section compared with the first straight section where the paddle 

is located. Furthermore, the particles’ trajectories become smoother downstream of the second 
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straight section, which could be the consequence of the dissipation of the kinetic energy. 

However, the trajectories become chaotic again once the particles enter the second hairpin bend 

region, which suggests that the vertical mixing is enhanced by the hairpin bend geometry. 

Figures. 2.10d and 2.10e represent the trajectories at the first hairpin bend and the second hairpin 

bend.  Comparing Figure. 2.10d with Figure. 2.10e, it can be observed that the trajectories of 

Figure. 2.10d are more likely to have vertical position changes than particles in a straight section, 

suggesting that the special shape of the hairpin bend can increase the vertical motion of 

microalgae. Furthermore, Figure. 2.10e represents the trajectories of particles in the second 

hairpin bend. It is found that compared with the first hairpin bend (which is shown in Figure. 

2.10d), the probability for a particle to change its vertical position significantly is smaller, 

suggesting that the vertical kinetic energy of the fluid is smaller due to viscous dissipation and 

the long past effect of the paddle wheel.  However, the probability for vertical motion is still 

larger than in the straight sections.  
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Figure. 2.10. Trajectories of 200 sample particles over 1111s. (a) Horizontal view of the second 
straight section.   (b) Top view of the pond.  (c) Horizontal view of the first straight section.  (d) 
Horizontal view of the first hairpin bend. (e) Horizontal view of the second hairpin bend.   

In order to study the light history of the particles, the depth history of all tracked particles 

are recorded, and the light intensity each particle experiences through the tracked time is 

calculated using the Beer-Lambert law: 𝐼 = 𝐼𝑚𝑎𝑥𝑒𝐴𝐷                                            (2.19) 

where 𝐼𝑚𝑎𝑥  is the light intensity at the interface which is set to 2000 μmol photons m−2 s−1 , and 𝐴 is the absorption coefficient which is set to 40 m–1 to 

reflect a dense cell culture. To illustrate this process, the depth, and the calculated light intensity 
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history of one particle are plotted in Figure. 2.11.  

 

Figure. 2.11. Light intensity history converted from the vertical depth. (a) The depth measured 
from the gas-liquid interface of one selected particle (b) Light intensity history calculated from 
the depth of one selected particle 
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The light zone and the dark zones are assumed to be separated at the light intensity 500 𝜇mol photons m-2 s-1, and the transitions between the light zone and the dark zone are denoted 

by the red dots shown in Figure. 2.11b. Compared to Figure. 2.11a, the cells are experiencing 

significant depth changes when they are entering or leaving the light zone and dark zone. To 

understand the spatial distribution of the location that transition between the light zone and dark 

zone occurs, the same procedure is performed for all the tracked particles in the raceway pond 

and the instances of the L/D transitions is mapped to a horizontal plane whose probability is 

plotted and colorized in Figure. 2.12. As presented in Figure. 2.12, the cells have a larger 

probability of having L/D transitions near the paddle wheel region, first hairpin bend, and a large 

volume of the inner region of the second straight section. The region with the lowest probability 

to have L/D transitions includes the outer region of the second straight section and second hairpin 

bend. Nevertheless, there are regions of the second hairpin bend where the probability for 

microalgae cells to have L/D transitions are higher than other regions in the second bend. Those 

regions including the outer part of the second bend and the inner region near the divider 

downstream of the second bend. Compare Figure. 2.12 with Figure. 2.7, it can be observed that 

the regions where cells will have a larger probability are overlapped the region with the swirling 

motion predicted by the Q-criterion = 20 (Figure. 2.7b). Therefore, the conclusion can be drawn 

that the swirling motion thanks to the paddle wheel and the secondary flow by the hairpin bends 

is the primary source for inducing the vertical mixing, and the microalgae will have a larger 

probability at those regions where swirling motion is predicted. 



59  

 

Figure. 2.12. Probability of L/D transitions on a horizontal plane. 

 
2.3.6. Mixing performance of a raceway pond 

To obtain a more fundamental understanding of the mixing performance in a raceway 

pond, the fluid domain is divided into 3 categories as illustrated in Figures. 2.13a and 2.13b: i) 

Dead zones, which are defined as the regions where the total velocity magnitude is lower than a 

threshold value, and 0.1 m/s is used here. It is reported that dead zones would cause cell 

stratification, toxic chemicals accumulation, increased energy dissipation, and cause cell’s 

physiological state to deteriorate, which negatively affects algae cell productivity [23, 40-42]. 

Therefore, one of the optimization targets is to reduce the volume of the dead zones. iii) Regions 

with high vertical velocity are defined as the volumes where the magnitude of the vertical 

velocity component is greater than the 0.1 m/s threshold. The volume of these regions defines 

the vertical mixing performance of a raceway pond as the microalgae would have a strong 

vertical motion in these regions, mitigating the stratification effect and enhancing the light/dark 
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effects. We want to increase the volume of these regions to enhance the vertical mixing 

performance and, therefore, to increase the biomass production rate in a raceway pond. ii) The 

remaining regions not meeting the criteria of regions (i) or (iii). The fluid in region (ii) will have 

a high speed but mostly flow parallel to the bottom and sides and show a primary flow resulting 

from the motion of the paddlewheel. Energy is continuously provided to maintain the fluid 

momentum in those regions without contributing to the vertical motion of the liquid and 

therefore the microalgae cells. The energy dissipates to sound and heat due to the viscous effect 

and is thus wasted. The volume of those regions needed to be minimized, and the way to 

minimize it is to increase the volume of the region (iii) while simultaneously decreasing the 

volume of the region (i). 

 

Figure. 2.13. (a) The raceway pond can be categorized into 3 regions. (b) Criterion of the 3 
regions. 
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2.4. Conclusion 

In this study, CFD simulations using the LES and k-ɛ turbulence models have been 

employed to simulate a mesoscale raceway pond with a water depth of 0.2 m. Laboratory studies 

conducted with a custom-made pygmy flow meter are used to validate the CFD simulations. It 

is found that the measured velocity data and the simulation results are in good agreement with 

one another, and the time-averaged geometry of a dead zone in a selected vertical cross-section 

is well predicted by simulations using the LES model. The computational results are visualized 

and indicate the following:  

1) The k-ɛ model fails to identify, or at least under predicts, the extent of swirling motion 

and therefore the vertical motions downstream of the bends and the divider, contrary to what is 

seen by comparing the vertical velocity contours as well as the Q-criterion iso-surface plots and 

the LES model results. Although the k-ɛ model accurately captures the mean flow field along 

the primary flow direction, the vertical velocity component is significantly under-predicted 

because the k-ɛ model transiently time-averaged the velocity components. Consequently, LES 

has proven to be an essential tool for obtaining a high-fidelity flow field and is favored as the 

turbulence model to investigate the transient structures of the vortices and the mixing 

performance of raceway ponds considering numerous research focusing on these fields were 

conducted using the k-e model. 

2) Swirling motions due to the paddle wheel and the geometry of the hairpin bend have 

both been identified as playing major roles in enhancing vertical mixing performance in the 

raceway pond. The time-dependent characteristics of the swirling motion, as well as the 

instantaneous fraction of the pond undergoing this motion have been investigated. It is found 

that the raceway pond is a highly dynamic system, and the swirling motions are generated, 
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transported, and dissipated downstream of their sources. Although an extensive amount of the 

pond including downstream of the paddle wheel, near the two 180° bends, and the wake regions 

downstream of the bends all have the potential to experience swirling motion, the instantaneous 

fraction of the liquid volume with swirl was low. Furthermore, by analyzing the microalgae cells’ 

trajectories, it is found that the cells will have a higher probability of experiencing L/D transitions 

at the locations where swirling motions are predicted to occur. Passive strategies should be 

investigated in order to enhance the swirling motion in a greater fraction of the liquid volume. 

3) The dead zone is not a continuous region as suggested by the k-ɛ model. In contrast, 

it is a highly time-dependent region containing lower vertical velocity sections and higher 

velocity sections. Regions of swirling motion can occur at the wake zone downstream of the 

bends. Furthermore, strong recirculation motion exists in discrete volumes within the dead zones, 

which is believed to cause the stagnation of the cell culture and the accumulation of chemicals, 

and therefore, have a negative impact on the pond mixing. An internal baffle to break the 

recirculation motion in the dead zones might be helpful for preventing toxic chemical 

accumulations. 

4) To better characterize the raceway pond dynamics, its domain has been divided into 3 

regions: i) low-velocity regions where the velocity magnitude is below 0.1 m/s, which are 

referred to as the dead zones; ii) the regions where the velocity magnitude is larger than 0.1 m/s, 

but the magnitude of the vertical component is less than 0.1 m/s. In these regions, the fluid is 

moving fast, however, it is mostly traveling horizontally. Microalgae will not experience much 

vertical redistribution in these two regions and the input kinetic energy introduced by the paddle 

wheel is dissipated by viscous effects without contributing to vertical mixing and thus, is wasted 

in those regions. iii) High vertical velocity zone where the vertical velocity magnitude is larger 
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than 0.1 m/s and the overall velocity magnitude is, therefore, greater than 0.1 m/s. These regions 

are expected to contribute to increased biomass yield because the flow tends to be stirred 

vertically in those regions where the vertical mixing performance of the raceway pond is 

improved, and the frequency of algae cells experienced between the light region and dark region 

is enhanced. It is important to point out that we want to maximize the volume of region iii) while 

minimizing the volume of the region i) to improve the algal biomass yield rate. The spatial 

distribution of these three regions is resolved accurately by LES simulations. Introducing internal 

structures such as baffles near the second bend and the end of the second straight section should 

further enhance the formation of vortices and increase vertical mixing. 

5) A systematic way to quantify the vertical mixing performance of a raceway pond 

system has been developed. It is convenient and effective to use the average volume percentage 

of the high vertical velocity region and dead zone to characterize a raceway pond’s vertical 

mixing efficiency, and it provides a way to compare across different raceway ponds. For this 

mesoscale pond, it is found that although approximately 40% of the liquid domain can 

experience vertical motion larger than 0.1 m/s for more than 20% of the time, only 15% of the 

domain will experience high vertical velocity at any given time. Flow manipulation or flow 

baffles will be required to increase the volume percentage of vertical mixing and should be 

placed strategically near the second straight section. 
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Chapter 3: Dimensional analysis of strength and persistence of 

swirling motion in raceway pond systems coupled with 

computational fluid dynamics 

 

3.1. Introduction 

Due to ever-increasing energy demands, carbon dioxide emissions, and climate change 

threats, the need for alternative sustainable energy resources to replace fossil fuels is of high 

importance [1]. Microalgae-based biofuels have drawn much attention as a substitute fuel source 

to fossil fuels [2]. The advantages of using microalgae as the feedstock for biofuels include high 

growth rate, high lipid content, ease of cultivation, and uptake of atmospheric carbon dioxide [3-

6]. Raceway pond systems are one of the most widely used open bioreactors for microalgae 

cultivation. Compared to enclosed bioreactor configurations, raceway pond systems are 

inexpensive to set up, require lower costs to operate, and are straightforward to scale up [7]. A 

typical raceway pond consists of a closed-loop channel usually in an oval shape. The oval is 

divided into two long, straight, parallel sections by a divider placed in the middle. The two 

straight sections are connected by two 180° hairpin-shaped bends. One or more paddle wheels 

are used to drive and mix the liquid media, which are essential for achieving a high yield rate as 

the liquid motion 1) ensures uniform light exposure for the cells and prevents stratification; 2) 

creates a homogenous distribution of nutrients and inhibits undesirable chemicals from 

concentrating; and 3) prevents thermal stratification [8]. During daytime, the light is 

continuously supplied by the sun, but as the culture density increases, the light cannot penetrate 

as effectively as for a lower culture density due to the cell shading effect. Furthermore, as liquid 

and cells are driven by the paddle wheel, their vertical positions are changing dynamically, and 
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the light intensity they are exposed to varies between light and dark.  This flashing light effect 

has been reported to promote the cells’ growth rate when microalgae alternate between the light 

zones and dark zones with a higher light/dark (L/D) frequency [9-12]. As a result, the paddle 

wheel’s agitation improves the vertical mixing, which contributes to increased production yield 

by enhancing the L/D effect. 

Secondary flow phenomena such as those in a raceway pond occur when the fluid has 

sufficient inertia that a relatively abrupt change in flow direction disrupts path lines due to 

centripetal forces. In a system with a large enough bend in the geometry, the secondary flows 

are referred to as Dean vortices based on the analytical solution for laminar flow first obtained 

by WR Dean [13-14].  In those studies, the theoretical solution of the fluid motion was derived 

using a perturbation method in cylindrical coordinates. Similar behavior can be observed 

downstream when the fluid flows through a curved open channel. Vaghefi et al. analyzed the 

flow field in a 180° open channel as measured by an Acoustic Doppler Velocimeter and reported 

that two clockwise vortices were observed [15]. In another study, existences of spiral vortices 

were reported in and downstream of a sharp meander bend [16]. Secondary flow phenomena 

have also been observed in pipes, conduits, and open channels [17-22]. The Dean number (De) 

is a dimensionless group that arises from the governing differential momentum equations as the 

ratio of centripetal and viscous forces and can be used to describe the secondary flow’s strength: 

  
2

hD
De Re

R
=                                                                                                                       (3.1) 

where R is the radius of the bend, Re is the Reynolds number, given by 

  hRe
UD

v
=                 (3.2) 
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where U is the average channel velocity, ν is the kinematic viscosity, and Dh is the hydraulic 

diameter. For an open channel with a rectangular cross section: 

4

2
h

wh
D

w h
=

+
            (3.3) 

where w is the width of the channel and h is the height, which is equal to the water depth for a 

raceway pond. Therefore, the strength of secondary flows is strongly dependent on the cross-

sectional dimensions and radius of curvature of the bend. 

For raceway pond systems, the shape ratio (SR) can be used as a geometrical parameter 

representing the straight section and is defined as 

SR
h

w
=                                       (3.4) 

where a large SR represents a wide, shallow open channel, and a small SR represents a narrow 

and tall channel. For commercial-scale raceway ponds, the length of the straight sections can be 

as long as 300 m, corresponding to an SR over 1000 [23]. For long enough straight sections, it is 

known that vertical mixing and secondary swirling motion generated by the paddle wheel will 

dissipate before flow reaches the hairpin bends. Hence, the geometry of the 180° hairpin bend 

has a considerable effect in contributing to the generation of secondary flow and swirling motion 

which has a positive impact on vertical mixing and the L/D effect. 

 For most raceway ponds, the radius of the hairpin bend is very close to the width of the 

straight sections, as a higher land usage efficiency can be achieved, and a reduced contact surface 

can be ensured, which helps to reduce viscous dissipation and head loss. Therefore, it is 

hypothesized that the strength, as well as the persistence length of the swirling motions only 

depends on the SR of the pond and the rotational speed of the paddle wheel. It is critical to be 

able to predict the strength and persistence length of the swirling motions in order to assess the 
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mixing performance of a raceway pond without resorting to costly computational fluid dynamics 

(CFD) simulations, which can be prohibitively expensive for an industrial-scale raceway pond. 

Additionally, the prediction of the persistence will be helpful to guide the placement of baffles 

and other interior structures that passively promote vertical mixing. CFD has been used to 

successfully simulate the flow field and liquid motion in raceway pond systems by solving the 

Navier-Stokes equations and continuity equation using the finite volume method [24-29]. 

However, to model turbulent flow, each variable, such as velocity and pressure, must be 

decomposed into a mean component and a fluctuating component. As more unknown variables 

are introduced, a closure problem arises, and turbulence models are required to close the 

equations by modeling the Reynolds stress term. The k-ε model has been widely used to predict 

flow dynamics in raceway pond systems [29-35]. The k-ε model is coupled by two transported 

variables, one is the turbulent kinetic energy (k) and the other is the turbulent dissipation rate 

(ε). As one of the Reynolds-averaged Navier-Stokes (RANS) family, the k-ε model solves the 

mean turbulent flow field by modeling the fluctuating portion [36]. 

However, since the primary flow direction in a raceway pond is horizontal, the fluid 

motion in the vertical direction is smoothed out in a time-averaging step performed within the 

k-ε model. The way to address this shortcoming is to move away from a RANS model and 

instead apply a turbulence model known as large eddy simulation (LES). This model has been 

shown to efficiently resolve the swirling motions and vortices for incompressible fluid flows in 

curved bends and T-junctions [37-38]. Unlike the k-ε model, the LES model resolves large 

eddies directly by solving the full Navier-Stokes equations and capturing small eddies using sub-

grid stress models. As a result, the smallest eddies that can be resolved using the LES model are 

directly related to the size of the mesh, and the temporal characteristics of swirling motions can 
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be resolved with a fine mesh when the LES model is used.  

In this study, raceway ponds with 7 SR values and 8 paddle wheel speeds per SR geometry 

are simulated using CFD with LES as the turbulence model. Those 56 cases range from small-

scale ponds to pilot-scale raceway ponds over a wide range of operating conditions. The strength 

and persistence length of the swirling motions generated by the hairpin bends have been 

extracted from the results and analyzed. A critical vertical velocity is proposed here to describe 

the strength of the swirling motion, and the results demonstrate that the critical vertical velocity 

is proportional to the averaged velocity magnitude downstream of the bends. Furthermore, the 

ratio between the critical vertical velocity and the averaged velocity magnitude in the bends 

depends directly on the geometric design of the pond characterized by the dimensionless group 

(𝐷ℎ 2𝑅⁄ ) appearing in the Dean number. This relationship is identified and fitted into a rational 

model, which will allow practitioners to predict the strength and spatial distribution of high 

vertical velocity regions without the need for additional CFD simulations. 

 

3.2. Material and methods 

3.2.1 The Geometry and operating conditions of the mesoscale raceway pond 

The dimensions and the operating conditions as well as the SR, Re, De, and surface area 

of the raceway ponds simulated with 7 SR are given in Table 3.1, and the definition for the 

dimensional parameters are shown in Figure. 3.1. The tip velocity of the paddle wheel is selected 

as the characteristic velocity used to calculate Re and De. After carrying out multiple 

simulations, it was found that a more appropriate choice for the characteristic velocity is the 

average velocity magnitude in the hairpin bend, but this quantity is not possible to predict prior 
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to the CFD simulations. The SR ranges from 0.5 to 7.05 and for each pond De ranges from 16,140 

to 242,120. The pond surface areas range from 0.52 m2 (SR = 0.5) to 25 m2 (SR = 7.05), and the 

liquid depths are maintained near 0.2 m, which is a common cultivation depth, except for the 

case with the SR = 0.5 where the liquid depth is set to 0.28 m. Otherwise, the pond with SR = 0.5 

would be too small and the paddle wheel tip velocity would be unrealistically large to achieve 

De = 242,120, which has little practical significance. The dimensions are adopted from the 

raceway ponds listed by the Microbio Engineering (RW0.5 to RW22). A four-blade paddle 

wheel is placed at the center of the first straight section. 

 
Table. 3.1 The dimensions and the operating conditions of the 56 modeled raceway ponds 

such as the SR, Re, De, and surface area. 
 

case L(m) W(m) H(m) SR RPM Utip Re De 

Surface 

area 

(m2) 

1a 1.8 0.14 0.28 0.5 2.05 0.074 18679 16141 0.4 

1b 1.8 0.14 0.28 0.5 4.1 0.148 37359 21282 0.4 

1c 1.8 0.14 0.28 0.5 8.21 0.297 74718 64564 0.4 

1d 1.8 0.14 0.28 0.5 12.32 0.45 112078 96846 0.4 

1e 1.8 0.14 0.28 0.5 16.43 0.594 149437 129128 0.4 

1f 1.8 0.14 0.28 0.5 20.54 0.742 186796 161410 0.4 

1g 1.8 0.14 0.28 0.5 24.65 0.89 224156 193692 0.4 

1h 1.8 0.14 0.28 0.5 30.81 1.113 280195 242116 0.4 

2a 1.9 0.18 0.18 1 2.13 0.077 20838 16141 0.7 

2b 1.9 0.18 0.18 1 4.27 0.154 41676 21282 0.7 
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2c 1.9 0.18 0.18 1 8.55 0.309 83352 64564 0.7 

2d 1.9 0.18 0.18 1 12.83 0.463 125028 96846 0.7 

2e 1.9 0.18 0.18 1 17.11 0.618 166704 129128 0.7 

2f 1.9 0.18 0.18 1 21.38 0.772 208380 161410 0.7 

2g 1.9 0.18 0.18 1 25.66 0.927 250056 193692 0.7 

2h 1.9 0.18 0.18 1 32.08 1.159 312570 242116 0.7 

3a 2.54 0.25 0.2 1.25 1.71 0.061 21383 16141 1.3 

3b 2.54 0.25 0.2 1.25 3.42 0.123 42766 21282 1.3 

3c 2.54 0.25 0.2 1.25 6.84 0.247 85532 64564 1.3 

3d 2.54 0.25 0.2 1.25 10.27 0.371 128298 96846 1.3 

3e 2.54 0.25 0.2 1.25 13.69 0.494 171065 129128 1.3 

3f 2.54 0.25 0.2 1.25 17.19 0.618 213831 161410 1.3 

3g 2.54 0.25 0.2 1.25 20.54 0.742 256597 193692 1.3 

3h 2.54 0.25 0.2 1.25 25.67 0.927 320746 242116 1.3 

4a 2.74 0.35 0.2 1.67 1.45 0.052 22470 16141 1.9 

4b 2.74 0.35 0.2 1.67 2.9 0.104 44941 21282 1.9 

4c 2.74 0.35 0.2 1.67 5.8 0.209 89883 64564 1.9 

4d 2.74 0.35 0.2 1.67 8.7 0.314 134825 96846 1.9 

4e 2.74 0.35 0.2 1.67 11.6 0.419 179767 129128 1.9 

4f 2.74 0.35 0.2 1.67 14.49 0.523 224708 161410 1.9 

4g 2.74 0.35 0.2 1.67 17.39 0.628 269650 193692 1.9 

4h 2.74 0.35 0.2 1.67 21.74 0.785 337063 242116 1.9 

5a 4 0.51 0.2 2.55 1.36 0.049 24818 16141 4 
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5b 4 0.51 0.2 2.55 2.72 0.098 49637 21282 4 

5c 4 0.51 0.2 2.55 5.45 0.197 99274 64564 4 

5d 4 0.51 0.2 2.55 8.18 0.295 148909 96846 4 

5e 4 0.51 0.2 2.55 10.91 0.394 198548 129128 4 

5f 4 0.51 0.2 2.55 13.63 0.492 248185 161410 4 

5g 4 0.51 0.2 2.55 16.36 0.591 197822 193692 4 

5h 4 0.51 0.2 2.55 20.45 0.738 377278 242116 4 

6a 6.04 1 0.2 5 1.31 0.047 30497 16141 11.4 

6b 6.04 1 0.2 5 2.62 0.095 60995 21282 11.4 

6c 6.04 1 0.2 5 5.25 0.19 121990 64564 11.4 

6d 6.04 1 0.2 5 7.89 0.285 182986 96846 11.4 

6e 6.04 1 0.2 5 10.52 0.38 243981 129128 11.4 

6f 6.04 1 0.2 5 13.14 0.475 304976 161410 11.4 

6g 6.04 1 0.2 5 15.78 0.57 365972 193692 11.4 

6h 6.04 1 0.2 5 19.72 0.712 457465 242116 11.4 

7a 9 1.48 0.2 7.05 1.26 0.047 34562 16141 25.1 

7b 9 1.48 0.2 7.05 2.53 0.094 69124 21282 25.1 

7c 9 1.48 0.2 7.05 5.05 0.188 138248 64564 25.1 

7d 9 1.48 0.2 7.05 7.58 0.282 207372 96846 25.1 

7e 9 1.48 0.2 7.05 10.11 0.376 276496 129128 25.1 

7f 9 1.48 0.2 7.05 12.64 0.47 345620 161410 25.1 

7g 9 1.48 0.2 7.05 15.17 0.564 414744 193692 25.1 

7h 9 1.48 0.2 7.05 18.96 0.705 518430 242116 25.1 
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3.2.2 Mesh generation and solver 

The computational grid is constructed using the ANSYS meshing utility and then 

translated to the openFoam format with the openFoam’s utility “Fluent3DMeshToFoam” [39]. 

To simulate the rotation of the paddle wheel, the fluid domain is divided into a static and a 

rotational domain. The arbitrary coupled mesh interface (ACMI) boundary condition connects 

these two domains [40]. In preliminary studies, it was discovered that simulations with a 

hexahedral mesh achieved greater numerical stability and efficiency. To maintain accuracy and 

to resolve the smallest eddies, simulations with an average mesh size of up to 14,563,000 cells 

are conducted. 

The solver used is a minor modification of openFoam's “interFoam” function where a 

residual evaluation is performed at the end of each pressure-implicit with splitting of operators 

(PISO) iteration, and the inner pressure corrector loop is configured to terminate when the 

residual reaches the desired value [39]. Additionally, a velocity sweep was included to remove 

excessively high velocities following each outer pressure correction iteration to improve the 

stability of the simulations. The simulations are conducted on a high-performance computer at 

the National Renewable Energy Laboratory equipped with dual Intel Xeon Gold Skylake 6154 

processors (3.0 GHz, 18-core). For each of the 56 instances, an average of 21920 core-hours 

were utilized to collect flow time history data.  

 

3.2.3 Boundary conditions and scheme 

The boundary conditions are shown in Figure. 3.1b. Apart from the interface between the 

rotating and static domains, which is defined as an ACMI boundary condition, the top surface of 

the rotatory domain is set as an atmosphere boundary condition. Other pond boundaries, such as 
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the pond's wall, divider, and bottom, are configured as no-slip wall boundaries. The size of the 

time step is time-variant in relation to the Courant number, which is limited to 20 and the time 

step size is limited to 0.01 s. To achieve an improved accuracy, the second-order Crank-Nicolson 

scheme is used [41]. The least-squares scheme is used as the gradient scheme and is reported to 

have a higher order of accuracy compared with the Green-Gauss scheme on unstructured meshes 

[42]. The Gauss cubic corrected method was utilized to calculate Laplacian terms.  

 

Figure. 3.1. Schematic diagram of the raceway pond (a) Top view of a raceway pond with 
definitions of geometry parameters. (b) Boundary condition setup for the simulation. 

 

3.2.4 Volume of fluid (VOF) model 

The pond is modeled as multiphase flow, and the volume of fluid (VOF) model is used 
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to accurately track the interface between the gas and liquid and solve the flow field of both 

phases. Each microalgae cell’s motion is assumed to have a negligible impact on liquid motion 

as well as fluid properties. The VOF model denotes each phase using a scalar function, the 

volume fraction α  [43]. In our case: 𝛼 = 0 if the mesh cell is in the gas phase; 𝛼 = 1 if the mesh 

cell is in the liquid phase; and an 𝛼 value between 0 and 1 denotes that the mesh cell is at the 

interface. Density and viscosity are calculated as:    𝜌 = 𝜌𝑔𝛼𝑔 + 𝜌𝑙𝛼𝑙                                                                                                                      (3.5) 𝜇 = 𝜇𝑔𝛼𝑔 + 𝜇𝑙𝛼𝑙  (3.6) 

where 𝜇 is the viscosity, 𝛼 is the volume fraction, 𝜌 is the density, and subscripts g and l denote 

the gas and liquid phases, respectively.  

  With the assumption that the fluids modeled in raceway pond systems are 

incompressible, immiscible, and isothermal, the continuity equation and the momentum equation 

are solved by the VOF model as: ∇ ∙ 𝒖 = 0                (3.7) 

𝜕𝜕𝑡 (𝛼𝑘𝜌𝑘𝒖𝑘) = −∇ ∙ ((𝛼𝑘𝜌𝑘𝒖𝑘𝒖𝑘)) − 𝛼𝑘∇𝑝 − ∇ ∙ (𝛼𝑘𝝉𝒌̅̅ ̅) + 𝛼𝑘𝜌𝑘𝒈 + 𝑭                             (3.8) 

where 𝑝 is the pressure, 𝝉̅ is the stress tensor, 𝒈 is the gravity vector, 𝑭 is the source term, and 

subscript k denotes this equation is for the kth phase. The transport equation for the volume of 

fluid scalar 𝛼𝑘 for the kth phase is: 

𝜕𝛼𝑘𝜕𝑡 + ∇ ∙ (𝛼𝑘𝒖𝑘) + ∇ ∙ (𝛼𝑘(1 − 𝛼𝑘)𝒖𝑟) = 0                                                                             (3.9) 

where the third term is for artificial compression and 𝑟 is the relative velocity suitable for 

interface compressing [44-45]. This artificial compression term is used to sharpen the interface 

and is only active in the interface region, because of the 𝛼𝑘(1 − 𝛼𝑘) term [46-47].  The relative 
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velocity is defined as 

𝒖𝑟 = 𝐶𝛼 | 𝜙|𝑆𝑓|| 𝒏𝑓                        (3.10) 

where 𝐶𝛼 is the adjustable compression factor, 𝜙 is the velocity flux, |𝑆𝑓| is the cell surface area, 

and  𝒏𝑓 is the surface normal vector. It is suggested that 𝐶𝛼 is set between 0 and 4, where 0 

corresponds to no compression, 1 corresponds to conservative compression and 1 ≤ 𝐶𝛼 ≤ 4 

corresponds to enhanced compression [48-49]. 𝐶𝛼 is set to 1 as suggested by literature to model 

practical flow scenarios [49].  

In order to use a relatively larger time step size but still ensure accuracy, a semi-implicit 

multi-dimensional limiter for explicit solution (MULES) method is used to solve Equations (8) 

and (9). This method ensures boundedness and stability when a larger time step size is used. The 

MULES method is used to solve the 𝛼𝑘  equation and update the interface before the PISO 

interactions at each time step.  

 

3.2.5 Turbulence model   

 The k-ε turbulence model, as one of the RANS family that is derived from time-averaging 

the Navier-Stocks equation, imposes a high risk for the loss of the vertical velocity information. 

Therefore, the LES model is used as the turbulence model. The sub-grid scale model used in the 

LES model is a one equation Smagorinsky-type eddy viscosity model developed by Yoshizawa 

[50].  

 

3.2.6 Flow field validation 
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The cases with SR = 2.55 are validated with ANSYS Fluent and experimental data 

collected with a custom-made pygmy flow meter that is calibrated using FlowExplorer laser 

doppler anemometry (LDA) manufactured by DENMARK in the Armfield model S6MkII glass-

sided tilting flume.  

 

3.2.7 Determining the persistence length 

3.3.7.1 Use persistence length to characterize the mixing performance and the strength of the 

swirling motion 

The persistence length Lp is defined as the length measured from the tip of the bend to 

the location where the magnitude of the vertical velocity no longer continuously exceeds some 

vertical velocity magnitude uz,cri over a specified minimum fraction of the channel width. 

Compared with using the Q-criteria or other vortex identification methods to define persistence 

length, using uz,cri is more computationally convenient as it does not require calculating the 

gradient of the velocity field, and it is directly related to the most relevant variables associated 

with vertical mixing and the L/D frequency. For example, if the liquid depth is 0.2 m, a uz,cri of 

0.2 m/s indicates an L/D frequency of 1 Hz.  

The vertical mixing characteristics of a raceway pond system can be determined in two 

ways: 1. Fix the Lp relative to the bend radius R, (Lp = 4R is considered in this study) and 

determine the corresponding uz,cri, where a larger value of uz,cri indicates a better-mixed scenario. 

The method to find uz,cri for Lp = 4R is given in section 2.8.2. 2. define a uz,cri, and use it to 

determine Lp for all the cases with different SR values and paddle wheel RPMs. In that case a 

larger value of Lp indicates a better-mixed scenario. The method to calculate Lp for a given uz,cri 

is presented in section 2.8.3. In section 3.3.2, it is demonstrated that the predicted Lp for both 
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methods are comparable. 

 

3.2.7.2. Determining uz,cri with Lp = 4R 

A trial-and-error method is used to determine the critical velocity that leads to Lp = 4R. 

More precisely, the midpoint technique was utilized, which begins by defining a high critical 

velocity threshold value that results in Lp < 4R and a low value that results in Lp > 4R (0 m/s was 

used). The Lp was calculated with uz,cri using the method in section 2.8.3. If the calculated Lp < 

4R, the middle point of the lower section is evaluated, and so on until the difference between the 

high and low thresholds is less than the predetermined error, which in this study is set at 0.00025. 

This, however, does not guarantee that the predicted persistence length is exactly four times the 

radius. For instance, as demonstrated in Figure. 3.2, an example scenario for SR=2.55, RPM= 

2.73 is shown for which the persistence is calculated to be 4.28R when the critical velocity is set 

to =0.04028 m/s and 3.10R when the critical velocity is set to 0.04040 m/s. A small increase of 

uz,cri can result in a significant increase in Lp. Nonetheless, the critical velocity calculated in this 

manner will be the one for which the corresponding persistence length is closest to 4R.2.8.3 

Determining Lp for a given uz,cri. 

 

Figure. 3.2. Diagram showing that in the case where SR = 0.5, RPM = 2.1, a small change of 
uz,cri and consequently a preserved region near the lower center of the figures is disconnected can 
result in a significant change of Lp. However, the resulted uz,cri is within the predetermined error 
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margin. The connected region is marked by a red line, Lp is denoted by a blue horizontal line, 
and the location of 4R is marked by a vertical blue line.  (a) Lp = 4.28R when uz,cri = 0.04028 
m/s. (b) Lp =3.10R when uz,cri = 0.04040 m/s. 

To determine the Lp of the swirling motion in a raceway pond using a specific uz,cri, a 

total of 75 velocity fields (taken from a 15 s span with 0.2 s interval) for each case are analyzed 

in Matlab. The air portion of the velocity field is filtered, and the vertical component of the 

remaining liquid portion velocity field is compared with uz,cri. If the vertical component of the 

velocity field at a certain region is larger than the critical velocity, these regions are preserved 

while other regions are filtered out. As the spatial distribution of the swirling motions in a 

horizontal plane is of more interest rather than in the vertical direction, those liquid regions where 

the vertical velocity component is larger than the critical velocity are then projected to a 2-

dimensional horizontal plane. The same procedure is performed for the total 75 velocity fields 

for each case and the preserved liquid region where abs(uz) > uz,cri are overlapped with each 

other. The generated result represents the spatial distribution of the swirling motion in the 2-D 

horizontal space. As demonstrated in Figure. 3.3, the preserved region at t =100.0 s with SR = 

2.55 is plotted in Figure. 3.3a, and the preserved region at t = 100.2 s is plotted in Figure. 3.3b. 

The preserved region of all the velocity fields is then projected into a horizontal plane, resulting 

in a large, connected region (Figure. 3.3c).  

The largest connected region (bounded by the red line) is then identified, and the 

persistence length is measured from the tip of the bend and the point that the largest connected 

region occupies more than 40% of the width at that point. The criterion is defined in such a way 

as in some cases, the connected region has a thin tail that will affect the calculation of the 

persistence length. At the region of these “thin tails”, the fluid has a chance to experience vertical 

motion, but the strength is so low that it does not occupy enough space and including these 

regions will result in overestimates of Lp (Figure. 3.3d). Therefore, those regions are excluded 
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from the persistence length calculations.  

 

Figure. 3.3. Diagram demonstrating an example where SR = 2.55, RPM = 13.6 to calculate Lp 
for a given uz,cri. The connected region is marked by a red line, Lp is denoted by a blue horizontal 
line, and the location of 4R is marked by a vertical blue line.   (a) Liquid region where abs(uz) > 
uz,cri is projected to a horizontal plane at t = 100.0 s; (b) Liquid region where abs(uz) > uz,cri is 
projected to a horizontal plane at t =100.2 s; (c) The liquid region where abs(uz) > uz,cri for all 
the velocity fields are overlapped, resulting in a large, connected region that represents the region 
where swirling motion can occur; (d) Case where SR = 1.25, RPM = 13.7 shows a “thin tail” that 
will influence the calculation of Lp, and the “thin tail” is excluded when calculating Lp. 

 

3.3. Results and Discussion 

3.3.1 Flow field validation 

To validate the results predicted by openFoam, the time-averaged velocity profile is 

extracted at the cross-section measured 0.68 m from the tip of the bend of a meso-scale raceway 

pond and compared with the simulation results carried out by ANSYS Fluent as well as the time-

averaged velocity profile measured by a custom-made pygmy flow meter. The results are shown 
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in Figure. 3.4. 

The dead zone is generated downstream of the first hairpin bend in the vertical cross-

section, as represented by a low velocity region in Figure. 3.4. It is suggested by comparing the 

three contour plots that the boundary of the dead zone is well captured by the simulations using 

ANSYS Fluent and openFoam with openFoam slightly overestimating the size of the dead zone. 

Furthermore, both simulation results suggest the presence of a high-velocity zone near the 

bottom of the cross-section, and the magnitude of the velocity is predicted around 0.63 m/s by 

both CFD packages. To summarize, the velocity fields generated by ANSYS Fluent and 

openFoam match with the experimental data. 
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Figure. 3.4. Comparison of the time averaged x-component of the velocity in the vertical cross 
section 0.68 m downstream of the first bend tip in a meso-scale raceway pond. SR = 2.55 RPM 
= 13.6 Raceway length is L= 3.13 m (a) prediction by LES model with ANSYS Fluent. (b) 
prediction by LES model with openFoam. (c) experimental measurements. 

 
3.3.2 Swirling motion 
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 Centripetal force is a significant contributor to the secondary flow swirling motions. As 

fluid flows through bends in the open channels, the high velocity regions are shifted away from 

the surface and toward the outer bend. The region in a raceway pond with SR = 2.55 where 

mag(u) is greater than 0.35 m/s is depicted in Figure. 3.5. The high-velocity zones can be found 

downstream of the paddle wheel, close to the surface. As the liquid flows around the hairpin 

bends, the high-velocity zones at the surface upstream of the bends move to the channel's outer 

region, where they are visible at any depth. This motion forces the liquid downward in the bends' 

outer sections.  On the other hand, the liquid must move upwards from the bottom of the inner 

bends so that the mass is conserved. As the locations of the high-velocity region shift while fluid 

flows across the bend, a counter-clockwise rotational motion (viewed in the main flow direction) 

is generated as illustrated in Figure. 3.6a. 

In addition to the centripetal force, the negative pressure gradient and the corresponding 

boundary layer separations also help generate the swirling motion. Upstream of the hairpin 

bends, as fluid flows toward the wall of the pond, there exists a strong negative pressure gradient 

applied at the wall of the hairpin bends. As a result, the velocity vectors along with a sampling 

line probe from a cross-section 0.05 m measured from the bottom of the pond show that the fluid 

slows down and flows backward near the outer channel, indicating the boundary layer is 

separated (Figure. 3.5b). Similar to the outer bend, the boundary layer is separated downstream 

of the divider’s edge where the presence of the divider works as an obstacle, and the wake is 

generated downstream the divider. The boundary layer separations form recirculation zones with 

vortices, enhancing the flow’s instability, and therefore, have a positive impact on generating 

the swirling motions. 
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Figure. 3.5. Illustration of secondary flow phenomena and boundary layer separation. (a) 
Demonstration that high velocity magnitude region (mag(u) > 0.35 m/s) shifted from near to 
surface to the outer region of the channel downstream the hairpin bends due to centripetal forces. 
(b) Contours of mag(u) at z = 0.05 m and the velocity vectors along with a line probe indicates 
that boundary layer separation occurs at the entrance of the hairpin bend. 

 
3.3.3 Spatial pattern of the swirling motions 

One major finding of this study is that it is found a different number of occurrences of 

swirling motion exhibits for different SR of the ponds. For SR ≈ 1, one occurrence of swirling 

motion can be found downstream of the divider, as can be seen in Figure. 3.6a. Since the cross-

section of the channel is close to a square, one occurrence of swirling motion is generated more 
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frequently than multiple occurrences. For a larger pond where the SR > 1, multiple occurrences 

of swirling motion can be found downstream of the bends. For instance, Figure. 3.6b presents 

the velocity vectors with large abs(uz) for SR = 7.05 where several instances can be found, one 

near the inner bend, one near the outer bend, and some in the middle of the channel. For an SR 

value much larger than 1 the channel cross-section is a thin rectangle, and it is more unlikely to 

form a single continuous vortex, but rather multiple discrete vortices. 

 

Figure. 3.6. different instances of swirling can be found for different SR. (a) the velocity field 
in the first hairpin band indicates one occurrence of clockwise swirling motion in the pond with 
SR = 1, RPM = 17; (b) the velocity field in the first hairpin band indicates multiple occurrences 
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of swirling motion present in the pond when SR = 7.05, RPM = 12.6.  

 Figure. 3.7 shows the velocity fields case in the vertical cross-sections at 90°, 135°, and 

180° of the first bend for an SR = 7.05 raceway pond so that the fluid flows into the page. 

Interestingly, most vortices are counterclockwise, which can be found from the inner to the 

middle of the bend. However, one occurrence of a strong clockwise vortex can be found in the 

outer bend regions. Examining all the cases with different SR and RPM values, it is found that 

this result is true for most of the cases whose SR > 1. Since the persistence of swirling motion is 

the primary focus of this work, the reason for the existence of this clockwise vortex is not 

investigated further. 
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Figure. 3.7. Velocity fields in vertical cross-sections in the first hairpin band indicate the 
presence of multiple occurrences of swirling motion in the pond when SR = 7.05, RPM = 12.6. 
(a) vertical cross-section located at 90° in the first bend. (b) vertical cross-section located at 135° 
in the first bend. (c) vertical cross-section located at 180° in the first bend. 
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3.3.4 Persistence length of the swirling motion 

The swirling motions are generated and enhanced by the centripetal force and boundary 

layer separation. Along with the straight sections, swirling motions are expected to promote 

vertical mixing in raceway ponds, increasing mass transfer and the L/D effect, and reducing cell 

stratification and chemical accumulation in dead zones. The swirling motions are the only 

motion that introduces vertical mixing in a raceway pond other than the rolling motions 

immediately downstream of the paddle wheel. These dampen and disappear after a relatively 

short distance. Investigation of the strength of the swirl generated by the 180° bends is critical 

to quantify the vertical mixing behavior and efficiency in a raceway pond. Due to the dissipation 

of kinetic energy, the effects of viscosity, and friction, the strength of swirling motions will 

attenuate with distance downstream of the bend in the straight section. 

To understand how the swirling motion is propagated and determine how far it can 

persist, a total of 56 simulations of raceway ponds with 7 SR values are carried out for about 115 

s for each case. Those cases are set up in such a way that the water depth is always close to 0.2 

m, except for the extreme case with SR = 0.5, where a water depth of 0.28 m is used. SR = 1 

corresponds to the RW0.5 mini raceway pond manufactured by MicroBio Engineering, and the 

largest raceway pond simulated with SR = 7.05 is close to their RW22 configuration. A raceway 

pond with SR < 1 is seldom used in practice but is investigated in this study to highlight 

secondary flow phenomena and vertical mixing in an extreme case.  

Although swirl is a three-dimensional motion, the focus here is on vertical mixing; as 

such, the strength of the swirling motion is quantitatively characterized by the magnitude of the 

vertical velocity component abs(uz) at each point in the liquid’s computational domain. Once the 

liquid regions with low abs(uz) values are filtered and removed by the algorithm, the remaining 
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results clearly show the boundary and the shape of the region of swirling motion responsible for 

the most efficient vertical mixing. Therefore, uz,cri is used to filter the velocity fields rather than 

using other more complex vortex detecting criteria such as the Q criteria and the λ2 criteria. 

 

3.4.4.1 Characterize swirling motion based on uz,cri corresponding to  Lp = 4R 

The uz,cri which corresponds to  Lp = 4R is used to quantify the mixing performance and 

the strength of the swirling motion. The reason why Lp = 4R is chosen as the criterion is provided 

later in this section. The approach to identify the critical velocity in this way is given in section 

3.2.7.2. Figure. 3.8 displays the averaged velocity magnitude at the vertical cross-section where 

x = 2R measured from the tip of the first bend, denoted as 𝑈̅2𝑅. As the results of the continuity 

equation and the flow is incompressible and therefore divergence-free, the cross-sectional flow 

rate is the same across the channel. However, because of the effect of the paddle wheel, there 

exists a head loss all along the looped channel where the liquid depth is higher downstream the 

paddle than upstream of the paddle wheel. As the fluid encounters the first hairpin bend, the 

liquid depth is further raised, refed as superelevation in the literature [51-52]. Consequently, 𝑈̅2𝑅 is used to represent the averaged velocity in the bend because the change of the liquid depth 

is considerably smaller than in the bend and the value is very close to the averaged velocity 

magnitude in the bend measured from 0 to 180 degrees of the bend. It is also found the averaged 

velocity magnitude in the bend plays a critical role in calculating the dimensionless group that 

characterizes uz,cri. Further, it is simple to measure 𝑈̅2𝑅 rather than the averaged velocity in the 

bends. It can be observed from Figure. 3.8a that at lower paddle wheel tip velocity ranges (0 ≤ 

Utip ≤ 0.35 m/s and 16140 < De < 96850), 𝑈̅2𝑅 increases linearly with Utip. However, when Utip 

is further increased, 𝑈̅2𝑅 continues to increase but does not maintain the same linear relationship. 
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Instead, 𝑈̅2𝑅 becomes sub-linear with Utip. The ratio holds near a constant at a low Utip region 

and then decreases at high Utip region ranges, which is more obvious for the cases with lower SR 

as Utip is larger for the same De value. This behavior has been observed by a previous 

investigation [53]. In that study, a pilot-scale 500 m2 raceway pond 80 m long and 3 m wide was 

driven by a flat 8-bladed wheel and the velocity 5 m downstream of the paddle wheel was 

measured with the paddle wheel RPM from 3 to 10 for 0.3 m and 0.25 m liquid depths. It was 

discovered for both cases that the downstream velocity increased initially in response to paddle 

wheel RPM increase of up to 5 RPM, but thereafter increased slower in response to subsequent 

RPM increases. Additionally, it was reported that the efficiency of the paddle wheel, as measured 

by the ratio of acquired hydraulic power to input shaft power, dropped monotonically as the 

paddle wheel RPM increased. The decreased efficiency with paddle wheel RPM increase can be 

the result of several factors. First, the slip factor ks is defined as the ratio of the contact fluid 

velocity and the blade: 

ufluid = (1 – ks)ubalde          (3.11) 

A linear relationship was reported by Hendricks (2005) between ks with paddle wheel 

RPM as [54] 

ks = 0.074 + 0.007×RPM         (3.12) 

Eq. (12) indicates that when blade velocity rises, the slip factor increases, resulting in a 

decrease in efficiency as less blade momentum is converted to water momentum. There is a 

backflow beneath and around the paddle wheels due to the gap between the paddle wheel and 

the side and bottom walls. This backflow is exacerbated as the RPM of the paddle wheel 

increases, reducing net flow and therefore decreasing efficiency. Furthermore, by analyzing the 

CFD data, it is observed that more fluid is lifted by the paddle wheel and less fluid is pushed by 
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it, which contributes to the decrease for efficiency. Additionally, analysis of the CFD data reveals 

that the paddle wheel lifts more fluid, and less fluid is pushed by it, contributing to the loss in 

efficiency. Utip was used to compute De and calculate the RPM for each case, as the averaged 

velocity in the bends was unknown prior to performing the CFD simulations. However, the 

averaged velocity in the bends is more appropriate to be used to define Re in the bends and 

consequently, De for the secondary flow as the magnitude of the fluid velocity may be less than 

the Utip due to head loss, the friction of the wall, and the slipping coefficient. Therefore, 𝑈̅2𝑅, 

which is close to the averaged velocity in the bend, is a more appropriate choice as the 

characteristic velocity used to define Re and De. 



97  

 

Figure. 3.8. 𝑈̅2𝑅 and U4R versus Utip (a) averaged velocity magnitude in the vertical cross-section 
where x = 2R measured from the tip of the first bend 𝑈̅2𝑅  response to the paddle wheel tip 
velocity Utip. (b) uz,cri corresponding to Lp = 4R (U4R) versus the paddle wheel tip velocity Utip. 
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Figure. 3.8b shows U4R, which is the uz,cri corresponding to Lp = 4R, versus Utip. Similar 

to the behavior of 𝑈̅2𝑅 , U4R increases linearly at lower Utip, and becomes sub-linear at higher Utip 

values, which indicates that U4R is better correlated with 𝑈̅2𝑅 than Utip. Given this observation, 

Utip should increase linearly with 𝑈̅2𝑅 at all tip velocities. Figure. 3.9a shows the value of U4R 

with respect to 𝑈̅2𝑅 for all the bend geometries. It can be observed that a linear correlation can 

be identified for all the ranges of  𝑈̅2𝑅. Furthermore, the slopes of the correlation curves indicates 

that a raceway pond design with lower SR will have a higher slope where the SR = 0.5 case has 

the largest slope of 0.833 and the SR = 7.05 case has the lowest slope value of 0.385. This 

observation implies that increasing paddle wheel RPM results in a reduced increase in swirling 

motion strength for a pond with a higher SR compared with a lower SR. The largest root mean 

square error (RMSE) is 0.013 for SR = 2 and the lowest RMSE is 0.0034 for SR = 0.2. The low 

RMSE values suggest that U4R has a strong linear dependence on 𝑈̅2𝑅. Therefore, this leads to 

one of the critical findings that the strength of the generated swirling motion is linearly 

proportional to the averaged velocity magnitude in the bend under normal operating conditions 

(16410 < De < 164140).  
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Figure. 3.9. A rational function can be used to predict U4R. (a) U4R versus averaged velocity 
magnitude at the vertical cross-section where x = 2R measured from the tip of the first bend 𝑈̅2𝑅 
(b) 𝑈4𝑅/𝑈̅2𝑅  versus 𝐷ℎ/2𝑅 . 
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As 𝑈̅2𝑅 is the characteristic velocity that determines Re, dimensional analysis indicates 

that the dimensionless variable 𝑈4𝑅/𝑈̅2𝑅 should correlate a dimensionless group associated with 

De. Because Re is already associated with 𝑈̅2𝑅, it is reasonable to evaluate the remaining term 

inside De, that is, / 2
h

D R . 

Moreover, / 2
h

D R  is the geometric parameter that contains the shape information of the 

raceway pond since / 2
h

D R  only depends on SR with w ≈ R. To predict the strength of swirling 

motions for a specific raceway pond, the relationship between  𝑈4𝑅/𝑈̅2𝑅  and / 2
h

D R  is 

investigated. It is essential to confirm that the hydrodynamic characteristics of the swirling 

motion, especially U4R and 𝑈̅2𝑅  do not have a significant dependency on the mesh size. 

Therefore, a mesh independent study is performed where coarse meshes were used for all the 

cases. The mesh cell numbers range from 1,039,000 to 2,417,000 with the average of 1,561,000. 

The slope of  𝑈4𝑅/𝑈̅2𝑅 vs / 2
h

D R calculated from the fine meshes and coarse meshes are plotted 

in Figure. 3.9b. It is found that the relationship between these dimensionless numbers can be 

curve fitted using a rational function: 
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The parameters are calculated using the curve fitting toolbox provided by Matlab 2019 

in which the values of p1 = 1.527 and q1 = 0.6834 are determined. The R-square is calculated as 

0.9959 with an RMSE of 0.01142, indicating that the curve fits the relationship exceptionally 

well. The rational function is chosen for various reasons. First, when SR goes to infinity, 𝐷ℎ/2𝑅goes to zero. At this condition, the radius of the pond goes to infinity, representing the 

extreme case when the width of the straight section goes to infinity and the liquid depth goes to 
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zero. As the fluid domain is so thin that the fluid will mainly flow horizontally with 

extraordinarily weak vertical motions. Therefore, the ratio of the critical velocity and the mean 

velocity magnitude goes to zero. One of the advantages of a rational function is that it goes 

through the point (0,0) as well. However, when the SR is close to 0 represents the extreme case 

where the liquid depth goes to infinity, and the width of the channel goes to zero. With this 

geometric design, the value / 2
h

D R is close to 1. Therefore, the ratio between the critical 

velocity / mean velocity magnitude should be inclined to a certain value when / 2
h

D R  

approaches to one, however, the rational function chosen does not have this property. 

Nonetheless, the SR of a raceway pond is rarely smaller than 1 and the raceway pond geometry 

with an extremely low SR does not have practical usage and is beyond the scope of this work. 

Therefore, the rational function chosen is good enough to be used in raceway ponds for algal 

cultivation purposes with SR larger than 0.5. 

At this point, two dimensionless groups of variables and a method are developed to 

predict the strength of the swirling motion in raceway pond systems. First, the value of  / 2
h

D R  

is calculated and the averaged velocity at x = 2R is either measured or calculated from CFD 

simulations. The second step is to calculate 𝑈4𝑅 , which is the critical vertical velocity 

corresponding to a persistence length of 4R using Eq. (13). 

   
3.4.4.2 Characterize swirling motion by Lp based on uz,cri.  

Other methods to quantify the strength of the swirling motions include (1) defining a 

constant critical velocity threshold uz,cri for abs(uz) and determining the persistence length 

associated with this critical velocity; (2) defining critical velocities based on the operating 

conditions such as De, Re, and pond size. It’s necessary to take Re into account when defining 
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uz,cri because it contains the characteristic velocity of the flow, which in turn is based on the 

paddle wheel tip speed. Thus, method (1) has significant disadvantages. If the same critical 

velocity is chosen for all the cases, difficulty arises where the Lp becomes close to zero if uz,cri is 

set too high and Lp tends to fill the straight section if uz,cri is set too low. Additionally, filtering 

regions with abs(uz) < uz,cri fails to identify the boundary of the region of swirling motion when 

the critical velocity is set too high. As a result, no appropriate single value of uz,cri exists that is 

applicable to all the different pond sizes and paddle wheel speeds. Thus, distinct uz,cri values must 

be determined for each situation involving a specific geometric design and operating conditions.     

In this study, it was found that the persistence length for a given geometry and paddle 

speed depends significantly on the choice of uz,cri. With a larger value of uz,cri, less volume of the 

liquid phase where abs(uz) > uz,cri will be preserved after filtering the region where abs(uz) < uz,cri, 

and therefore, the persistence length will be shorter and vice versa. The choice was made to 

determine uz,cri by monitoring the velocity field of the liquid in the pond for 15 s and is set to be 

the top 3% of the magnitude of the vertical velocity components throughout the bend (from 90° 

to 180°). This 3% value is chosen because it recapitulates well the shape and boundaries of the 

swirling motion as visualized in the CFD simulation and varying the percentage value to 4% 

does not change the boundary significantly, demonstrated in Figure. 3.10.  Figure. 3.10a 

represents the abs(uz) contour at the z = 0.1 m horizontal plane. The strength of the swirling 

motion is determined by the magnitude of abs(uz). Figure. 3.10b shows the region when uz,cri is 

set to be the top 3% of the magnitude of the vertical velocity component (red) and 4% (blue). 

Varying the uz,cri criteria from 3%  to 4% does not have a significant impact on the volume of the 

preserved  region, i.e., the region associated with swirl. 
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Figure. 3.10. Illustration of top 3% vertical velocity in the 90° to 180° region of the first hairpin 
bend can be used as uz,cri. (a) abs(uz) contours at the z = 0.1 m horizontal plane in a raceway pond 
with SR = 7.05, RPM = 12.6. (b) iso-surfaces of uz,cri = top 3% (red) and 4% (blue) of the 
magnitude of the abs(uz) predicted in the 90° to 180° region of the first hairpin bend. 

Once the top 3% of the vertical velocity component in the bend is chosen to calculate 

uz,cri, the Lp is given in Figure. 3.11. It can be observed that for the same SR, the uz,cri values 

increase with paddle wheel RPM. However, the results do not reflect strong correlations between 

the uz,cri and SR for the same De across the pond sizes. On the other hand, the dependence of the 

persistence distance on De as well as SR is not easy to determine either, which indicates that the 

criterion for choosing critical velocity as the top 3% of the vertical velocity component might 

not be the best approach. Nonetheless, Figure. 3.11 indicates that the 3R ≤ Lp ≤ 5R for the 

majority of cases when using the top 3% of the vertical velocity component as the criterion. 
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Additionally, the straight section of the SR = 7.05 design is approximately 4.1 times the width. 

Therefore, the method introduced in the previous section where U4R was used as the indicator 

for the strength of the swirling motion was used. However, it is believed that a similar rational 

relationship can be established for uz,cri corresponding with Lp > 4R.   

 

Figure. 3.11. Predicted Lp using uz,cri = top 3% of the magnitude of the abs(uz) predicted in the 
90° to 180° region of the first hairpin bend.  

3.4. Conclusion 

 In this study, a total of 56 cases with 7 geometric raceway pond designs and 8 paddle 

wheel rotation rates are carried out and the findings are: 

1. Numerical simulations are carried out using an open source CFD package 

openFoam6.0. The results of the baseline raceway pond using openFoam is compared with the 

results using ANSYS Fluent, which has been validated with experimental data. It is found that 
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openFoam is a good tool to accurately simulate the raceway pond. 

2. The swirling motion is generated as the high velocity region of the fluid shifts from 

the surface to the outer bend due to centripetal force caused by the geometry of the hairpin bends. 

A secondary reason is that there exist negative pressure gradients which cause the boundary layer 

separation.  These driving forces for swirling motion indicate that baffles or other passive devices 

near the bend may further enhance boundary layer separation and increase the strength of the 

swirling motion. 

3. For a SR close to 1, one instance of swirling is observed, while for a larger pond with 

a smaller SR (close to 0), multiple instances of swirling motion are found in the hairpin bend and 

propagate down the straight section.   

4. A method to identify a critical velocity indicator of swirl is proposed. It is the value 

associated with the persistence of continuous vertical motion over a length four times the radius 

of the 180° bend. Further, it is found that there exists a linear relationship under normal operating 

conditions between the critical velocity parameter and the mean velocity near the bend region. 

This result is consistent with the linear dependence of De on Re. 

5. The slope of critical velocity versus mean velocity is calculated to represent the 

relationship between the slops and the dimensionless group ( / 2
h

D R ) is determined as a rational 

function. This will be helpful to determine the critical velocity for any raceway ponds under 

normal operating conditions without requiring an expensive simulation or numerous 

measurements. 
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Chapter 4 Investigation of the light environment in a raceway pond 

using particle tracking 

 

4.1. Introduction 

Open raceway ponds are paddle wheel driven outdoor bioreactors that have been widely 

used to cultivate microalgae [1-5]. However, compared to lab-scale enclosed bioreactors, the 

production rates in raceway ponds are usually lower [6-7]. The limiting factors causing this 

discrepancy include the culture media recipe, microalgae species, mixing performance, pH, 

temperature, and light environment. Among those factors, the light availability and light/dark 

(L/D) effect are reported to dominate the microalgae growth rate [8]. The intensity of light drops 

dramatically with distance from the air-liquid interface, especially in the case of high-density 

culture media. The cells close to the interface are exposed to a high light intensity such that 

photoinhibition can potentially occur, and the cells located further from the interface experience 

low enough light exposure that photolimitation occurs.  

The L/D effect is reported to enhance photosynthesis when cells are cycling between the 

light and dark zones with a suitable frequency [9-10]. Therefore, the microalgae cells’ 

trajectories have a significant impact on the light environment experienced by the cells and 

hence, the biomass productivity.  The cells’ motion is almost completely controlled by the liquid 

velocity field and the vertical mixing behavior of the raceway pond system.  

Computational fluid dynamics (CFD) has been widely used to resolve cells’ trajectories 

where microalgae cells are modeled as a discrete phase governed by equations of motion, and 

their trajectories are integrated of the acceleration rates created by pressure, gravity, drag, lift, 

and added mass in an Euler–Lagrange scheme [11-14]. Compared to traditional experimental 
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techniques involving acoustic- or laser-based measurement techniques, CFD 

simulations are significantly less expensive in terms of capital and manpower. Particles can be 

tracked in a deterministic manner using a steady-state velocity field predicted by CFD 

simulations by which particles are injected and subsequently tracked. The drawbacks of this 

steady-state tracking method are that particles can be trapped in a recirculation zone or 

concentrated at a location where the velocity field is not divergence-free due to numerical error. 

Both situations are not physically realistic. Conversely, transient particle tracking solves the 

particles’ trajectories coupled with the velocity fields that are updated at each time step.  More 

realistic trajectories can be predicted using transient particle tracking, although this method 

requires much more computational expense since the Navier-Stokes equations must be solved at 

each time step.  

The current study demonstrates a new method to efficiently perform particle tracking in 

raceway ponds. The particle trajectories are then converted to the light intensity where the main 

parameter, light peak to light (L/L) peak interval, is analyzed statistically. Closely related to the 

L/D frequency, the probability density function (PDF) of L/L intervals can be fit to a lognormal 

distribution. Moreover, a correlation between the PDF of the L/L interval and abs(uz) is 

established. The spatial distributions of L/D transitions are analyzed by varying the size of the 

raceway ponds and the RPM of the paddle wheel.   

 

4.2. Material and methods 

4.2.1. The geometry of the mesoscale raceway pond and numerical tool 

The geometry, paddle wheel RPM, pond surface area, and water depth are provided in 
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Table. 4.1. The velocity fields are predicted using the methods covered in section 3.2.2. To 

validate that pre-calculated velocity fields can be reliably used for particle tracking and 

comparable particle tracking results can be expected, a meso-scale raceway pond with shape 

ratio SR = 2.55, RPM = 13.6 was simulated for 1200 s and coupled with transient particle 

tracking. The SR is defined as the ratio of the width of the straight section to the liquid depth. 

 

Table. 4.1 The dimensions and the operating conditions of the raceway ponds for particle 
tracking such as the length (L), width (W), liquid depth (H), SR and surface area. 

 

case L(m) W(m) H(m) SR 

Surface 

area 

(m2) 

RPM 

1a 1.9 0.18 0.18 1 0.7 4.27 

1b 1.9 0.18 0.18 1 0.7 8.55 

1c 1.9 0.18 0.18 1 0.7 12.83 

1d 1.9 0.18 0.18 1 0.7 17.11 

1e 1.9 0.18 0.18 1 0.7 21.38 

1f 1.9 0.18 0.18 1 0.7 25.66 

2a 2.54 0.25 0.2 1.25 1.3 3.42 

2b 2.54 0.25 0.2 1.25 1.3 6.84 

2c 2.54 0.25 0.2 1.25 1.3 10.27 

2d 2.54 0.25 0.2 1.25 1.3 13.69 

2e 2.54 0.25 0.2 1.25 1.3 17.19 

2f 2.54 0.25 0.2 1.25 1.3 20.54 
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3a 2.74 0.35 0.2 1.67 1.9 2.9 

3b 2.74 0.35 0.2 1.67 1.9 5.8 

3c 2.74 0.35 0.2 1.67 1.9 8.7 

3d 2.74 0.35 0.2 1.67 1.9 11.6 

3e 2.74 0.35 0.2 1.67 1.9 14.49 

3f 2.74 0.35 0.2 1.67 1.9 17.39 

4a 4 0.51 0.2 2.55 4 2.72 

4b 4 0.51 0.2 2.55 4 5.45 

4c 4 0.51 0.2 2.55 4 8.18 

4d 4 0.51 0.2 2.55 4 10.91 

4e 4 0.51 0.2 2.55 4 13.63 

4f 4 0.51 0.2 2.55 4 16.36 

5a 6.04 1 0.2 5 11.4 2.62 

5b 6.04 1 0.2 5 11.4 5.25 

5c 6.04 1 0.2 5 11.4 7.89 

5d 6.04 1 0.2 5 11.4 10.52 

5e 6.04 1 0.2 5 11.4 13.14 

5f 6.04 1 0.2 5 11.4 15.78 

6a 9 1.48 0.2 7.05 25.1 2.53 

6b 9 1.48 0.2 7.05 25.1 5.05 

6c 9 1.48 0.2 7.05 25.1 7.58 

6d 9 1.48 0.2 7.05 25.1 10.11 

6e 9 1.48 0.2 7.05 25.1 12.64 



117  

6f 9 1.48 0.2 7.05 25.1 15.17 

 

 

4.2.2. Particle tracking 

Microalgae cells movements are tracked throughout the computational domain using a 

Lagrangian particle tracking method. Each microalgae cell is treated as a sphere and is assumed 

to have no effect on the liquid motion. The movements and positions of tracked particles are 

solved by the equation of motion: 

𝑑𝒖𝑝𝑑𝑡 = 𝐹𝐷(𝒖𝑙 − 𝒖𝑝) + 𝒈(𝜌𝑝−𝜌)𝜌𝑝 + 𝑭        (4.1) 

where 𝒖𝑝 is a particle’s velocity vector, 𝐹𝐷(𝒖𝑙 − 𝒖𝑝) is the acceleration term due to the drag 

force, 𝒖 is velocity vector for the fluid, 𝜌𝑝 is the particle density, and 𝑭 is the additional force 

induced acceleration term. The drag force coefficient 𝐹𝐷 is calculated as 

𝐹𝐷 = 𝐶𝐷 𝜋𝐷𝑝28𝑚𝑝 𝜌𝑙|𝒖𝑙 − 𝒖𝑝|       (4.2) 

where 𝐷𝑝 is the particle diameter and is set as 2 µm, 𝜌𝑙 is the liquid phase density, 𝒖𝑙 is the liquid 

velocity, 𝒖𝑝 is the particle velocity, and 𝑚𝑝 is the particle mass. The microalgae cells are treated 

as spheres, and the drag coefficient is estimated using the model developed by Schiller et al. 

(1935) [15]: 

𝐶𝐷 = { 24𝑅𝑒𝑝 (1 + 0.15 𝑅𝑒𝑝0.687)        𝑅𝑒𝑝 ≤ 1000  0.44                                       𝑅𝑒𝑝 ≥ 1000       (4.3) 

The pre-calculated velocity fields are predicted using the procedures described from 

section 3.2.2 to section 3.2.5. Because the effect of the paddle wheel and its rotational motion 

on the fluid velocity is already included in the pre-calculated velocity fields, it is no longer 
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necessary to simulate the details of the paddle wheel and its rotation for particle tracking 

purposes. To further reduce the computational complexity and expense, stationary meshes are 

generated without the paddle wheel represented, and the height of the stationary mesh is 

significantly reduced with a large portion of the gas phase removed as particles that mimic the 

microalgae cells are bounded by the interface. The velocity fields for the stationary meshes are 

mapped from the pre-calculated velocity fields using an interpolation method. The pre-calculated 

velocity field and the mapping process are illustrated in Figure. 4.1. Although the walls of the 

raceway pond are treated as no-slip boundary conditions, the velocity fields of the inner layer 

cell are extrapolated to the boundaries and represented in the visualization software paraView 

5.8.1. It can be observed that identical velocity fields are generated by mapping the velocity 

fields from Figure. 4.1a to Figure. 4.1b. However, the fluid domain is greatly reduced, and the 

requirement to represent the paddle wheel using dynamic mesh methods is avoided, the wall 

clock time for particle tracking simulations is significantly reduced.  
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Figure. 4.1. Demonstration that pre-calculated velocity field is mapped to a stationary mesh for 
fast particle tracking. (a) pre-calculated velocity field on the full raceway pond mesh. (b) mapped 
velocity field on a simplified mesh for particle tracking where the paddle wheel and a large 
portion of the gas phase are omitted.  

 
4.2.3 Convert particle trajectories to light history 

The light intensity decays with distance into the microalgae media and can be modeled 

by the Lambert-Beer law, given as 𝐴 = 𝑙𝑜𝑔10 ( 𝑃𝑃0) = 𝜀𝑐𝑑           (4.4) 

where A is the absorbance, P0 is the light intensity at the air-liquid interface, 𝜀 is the molar 

absorption coefficient, c is the biomass density, and d is the path length of the light in the 

absorbing medium [16]. Figure. 4.2a demonstrates the vertical position of a single particle for 

the first 100 s. The light intensity decay constant 𝜀𝑐 is set to 17 m–1 to represent the conditions 

in a dense culture media, and the light zone and the dark zone is determined by the light intensity 

100 μmol photons m–2s–1. The light intensity is converted from the depth calculated from the 
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vertical position as shown in Figure. 4.2b, where the light zone is denoted by light green, and 

the dark region is dark grey. The peak of the light duration is detected and the peaks with 

prominence less than 80 μmol photons m–2s–1 are removed to exclude the situation where 

particles are oscillating back and forth near the light/dark threshold. The light/light (L/L) 

intervals are calculated as the time span between two neighbor light peaks denoted as red dots 

in Figure. 4.2b. The L/L interval has a close relationship with the L/D frequency as the L/D 

frequency can be calculated as 2/(L/L interval)). 
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Figure. 4.2. Illustration of light intensity history converted from a particle’s depth. (a) vertical 
position of a representative microalgae cell for the first 100 s of tracking time. (b) Light intensity 
history converted from the vertical location of the particle’s trajectory. The light zone is marked 
with bright green, the dark zone is marked with dark grey. The peak of each light session is 
detected and marked with red dots. The Light/Dark transition is denoted by blue dots. 
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4.3. Results and discussion 

4.3.1 Using pre-calculated velocity fields as the input for transient particle tracking 

The vertical direction is of most interest since the vertical position of cells directly 

determines the amount of light the microalgae receive. For this reason, uz is monitored 

throughout the pond over a period of 30 s at 0.2 s intervals. Figure. 4.3 depicts the contours of 

abs(uz) at the horizontal mid-plane in the liquid (z = 0.1 m). The height of 0.1 m was chosen 

because abs(uz) is predicted to be low near the bottom surface due to the no-slip boundary 

condition and similarly, positioning the horizontal plane too close to the gas-liquid interface 

produces similarly ambiguous results, since the liquid is prevented from passing through the 

interface. 
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Figure. 4.3. abs(uz) contours at the horizontal cross section at z = 0.1 m. 
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As shown in Figure. 4.3, the vertical velocity profile exhibits a very similar spatial pattern 

at various time point where the high vertical motion regions include the paddle wheel region and 

the region downstream of the two hairpin-bends. Moreover, the vertical velocity contours 

indicate that when swirling motion is generated, transported downstream and dissipated, new 

swirling motion will be generated, therefore, the vertical velocity exhibits strong periodic 

patterns. As a result, the pre-calculated velocity fields can be used periodically as the input for 

transient particle tracking to capture the main flow characteristics for a raceway pond system. 

For this purpose, the openFoam solver “icoUncoupledKinematicParcelFoam” is modified to 

store the pre-calculated velocity field data in memory and distribute at each time step, 

considerably reducing computational expense and hard drive input/output rates [17]. 

Because of the way the modified solver is implemented, the number of particles injected 

on the total liquid volume and more particles can be tracked as pond size increases. At 200 s, 

when the flow is fully developed, 5,000 particles per cubic meter are injected and tracked for 

800 s using pre-calculated velocity data covering a 30 s period at 0.1 s intervals. This results in 

an averaged number of 14,000 particles per pond based on the size of modeled raceway ponds. 

The number density of 5,000 particles per cubic meter is chosen because it provides a good 

balance between tracking time and the total number of tracked particles. The particle tracking 

time step size is specified to be the same as the interval between the pre-calculated velocity 

fields. Probability density functions (PDFs) are employed to evaluate the distribution of the 

intervals between two neighbor light events using the method introduced by section 4.2.3. To 

ensure that the velocity fields collected over a 30 s period as 0.1 s intervals accurately capture 

the velocity variation in the raceway ponds so that negligible velocity field information is lost, 

the PDF of L/L intervals is compared with the PDF where the full-time flow fields are simulated 
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for the scenario where SR = 2.55 and RPM = 13.6 as illustrated in Figure. 4.4a, the two L/L 

interval PDFs from both simulations overlap considerably well. Although the PDF predicted by 

resolving all the velocity fields has a lower probability density at the lower interval regions, the 

position of the peak (where the PDF has a local maximum value) are quite close where the peak 

location predicted by the pre-calculated velocity fields is 0.78 s and the peak location computed 

by resolving all the velocity fields is 0.94 s. Therefore, it can be concluded that that the 30 s of 

velocity fields at 0.1 s intervals contains the majority of the velocity information necessary to 

accurately predict particle trajectories. Additionally, computational costs are reduced 50-fold 

compared with the simulation that requires 1,840 core-hours when coupled with the PISO 

algorithm to predict the velocity field at all the time steps versus 38 core-hours when using pre-

calculated velocity fields. Therefore, long-time particle trajectories can be determined at an 

affordable computational cost. 
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Figure. 4.4. Probability density function of L/L intervals can be fitted in lognormal distribution. 
(a) probability density function of L/L intervals with SR = 2.55 and RPM = 13.6 using pre-
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calculated velocity fields (blue) and velocity field predicted by simultaneously solving the 
Navier-Stocks equations (red). (b) probability density function of L/L intervals with SR = 2.55 
and RPM = 13.6 fit with common probability functions. 
 

An example PDF of L/L intervals for a raceway pond with SR = 1.25 and RPM = 10.3 is 

plotted in Figure. 4.4b along with the PDF fit to several common distributions, including 

lognormal, logistic, Rayleigh, Gamma, and Weibull distributions.  Among these distribution 

functions, the lognormal distribution best matches the PDF of L/L intervals as it accurately 

captures the shape of the PDF and the position of the peak. All other distribution functions either 

under-predict the probability density in the 5 s to 10 s range or failed to predict the correct peak 

location. To validate that the PDF of L/L intervals follows a lognormal distribution for raceway 

ponds with different SR values and operating conditions, i.e., paddle wheel RPM, the PDFs of 

all the simulated cases have been fit to a lognormal distribution, with the best fit and the worst 

fit cases displayed in Figure. 4.5. The lognormal distribution best fits the case with SR = 5 and 

RPM = 2.6 with a RMSR of 2.22×10–6. The worst fitted case was SR = 2.55 and RPM = 16.4 

where the PDF is more tightly distributed near the peak. However, the lognormal distribution 

can still fit the general shape of the PDF and capture the location of the peak. 
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Figure. 4.5. The worst fit case (SR = 2.55 and RPM = 16.4) and best fit case (SR= 5 and RPM = 
2.6) of L/L interval probability density function fitted by lognormal distribution. 

As illustrated in Figure. 4.6, the L/L interval corresponds to the PDF peak for SR = 2.55 

decreases as RPM is increased. This result implies that the time interval between two light-light 

exposures will be reduced, resulting in an increase in the L/D frequency. Additionally, the 

standard deviation of the PDF is reduced, indicating that not only the averaged L/D increases, 

but that the L/D frequency cells encountered are more concentrated at a lower level. 
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Figure. 4.6. L/L interval probability density for the case SR=2.55 where the paddle wheel RPM 
is varying. 

Increasing the RPM of the paddle has significant impacts on the liquid velocity field, not 

only the magnitude of the velocity, but also the vertical velocity component uz. To quantitatively 

analyze this effect, Figure. 4.7a depicts the PDF of the vertical velocity uz in the pond for SR = 

5 as RPM is increased. The PDFs have kinks at uz = 0 m/s, and it appears the probability density 

decreases exponentially as abs(uz) deviates from 0 m/s, suggesting that the PDF of abs(uz) can 

be potentially fit with an exponential distribution. Since an exponential distribution can only be 

applied to non-negative data values, the PDF of abs(uz) is displayed in Figure. 4.7b. For the same 

raceway pond, increasing the paddle wheel RPM increases the likelihood of the pond having a 

larger magnitude of abs(uz). As a result, the PDF has a wider tail that covers a larger range of 

abs(uz) values, decreasing the probability density of abs(uz) = 0 m/s. 
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Figure. 4.7. PDF of uz and abs(uz). (a) probability density of uz for the case SR = 5. (b) probability 
density of abs(uz) for the case SR = 5.  
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Quantile-Quantile (Q-Q) analyses are performed to test the goodness of fit with an 

exponential distribution, and the results are shown in Figure. 4.8. If the PDF of abs(uz) follows 

an exponential distribution, the points on the Q-Q plot will lie approximately on a straight line 

where the slope and intercept of the line are determined by the parameters of the exponential 

distribution. Among the 36 cases, the scenario with SR = 7.05 and RPM = 1.26 has the best fit, 

while the scenario with SR = 1.67 and RPM = 14.49 has the worst fit. Even in the worst-case 

scenario, the exponential distribution closely approximates the PDF of abs(uz) as the quantile 

closely follows the exponential distribution quantiles. 

 

Figure. 4.8. Quantile-Quantile plot for abs(uz) observed (y-axis) versus expected exponential 
distribution (x-axis) for the best fit case (SR = 7.05, RPM = 1.26), and for the worst fit case (SR 
= 1.67, RPM = 14.49). 
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In comparison with Figure. 4.7b and Figure. 4.6, it is observed that as the paddle wheel 

RPM increases, the probability density of abs(uz) = 0 is reduced and the L/L interval 

corresponding to the peak in Figure. 4.6 also moves closer to 0. Therefore, a correlation is 

believed to exist between the PDF of abs(uz) and the pdf of L/L intervals. To determine the 

correlation between these two variables, the exponential distribution is fit by the theoretical 

equation 

𝑓(𝑥, 𝜆) = {𝜆𝑒−𝜆𝑥         𝑥 ≥ 00                  𝑥 < 0         (4.5) 

The L/L interval at the PDF peak versus the exponential distribution parameter λ is 

depicted in Figure. 4.9. A point with a small value of λ indicates the scenario with a wider abs(uz) 

span and a higher paddle wheel RPM. Consequently, the paddle wheel RPMs for the data in 

Figure. 4.9 decrease from left to right. According to the design of the studies, the paddle wheel 

RPM decreases at the same rate, and a steeper slope at the lower λ region implies that increasing 

the RPM by the same percentage results in a greater improvement in terms of L/L intervals and 

L/D frequency. As shown in Figure. 4.9, the raceway pond with SR = 1.67 exhibits the largest 

slope, and the pond with SR = 7.05 has the smallest slope. The slopes of the curves, however, do 

not exhibit a substantial correlation with the pond design parameter SR.  
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Figure. 4.9. The L/L interval corresponding to the probability density peak vs exponential 
distribution parameter λ. 

The smallest L/L interval was achieved with SR = 1 and RPM = 25.7 with a value of 3.97 

s, which corresponds to an L/D frequency of 0.50 Hz. For the largest pond modeled in this 

chapter, SR = 7.05, the L/L interval is 5.90 s under the operating condition that corresponds to 

the same Dean number, which translates to an L/D frequency of 0.33 Hz. Since it has been 

reported that the optimal L/D frequency from microalgae cultivation ranges from 1 Hz to 10 Hz, 

the results reveal the reason why a lower production rate is obtained for a bigger pond [18-19].  

 

4.3.2. Spatial distribution of L/D transition probability 

To investigate the spatial distribution of the probability that an L/D transition will take 
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place, the occurrences of L/D transitions are counted for each mesh cell and normalized by the 

mesh cell’s volume and the total number of tracked particles. Figure. 4.10 displays the 

probability contours for the raceway pond with SR = 2.55 and surface area 4.0 m2. As can be 

seen, the high probability zones cover the region near the paddle wheel, notably downstream of 

the paddle wheel, where the liquid is lifted with considerable strong vertical velocities.  

 

Figure. 4.10. Normalized spatial probability distribution of L/D transition for the case where SR 
= 2.55. (a) RPM = 2.7. (b) RPM = 5.4. (c) RPM = 8.2. (d) RPM = 10.9. (e) RPM = 13.6. (f) RPM 
= 16.4. (g) The ratio of the normalized spatial probability distribution between RPM = 16.4 (f) 
and RPM = 5.4 (b). 

For lower RPM values, the probability of L/D transitions decreases rapidly downstream 

of the paddle wheel region. The high probability region reappears at the 45° location in the bends 

and persists for a considerable distance downstream of the bends. The zone with a high 

probability of L/D transition has a larger volume than the region downstream of the paddle 

wheel, indicating that the swirling motion caused by the hairpin bend contributes more to the 

enhancement of the L/D effect than the paddle wheel does. The ratio of the probability for the 
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case RPM = 16.3 and RPM = 5.5 is depicted in Figure. 4.10g. The ratio denotes the spatial 

increase in the probability of the L/D transition in response to the same RPM increase. It can be 

observed that increasing the paddle wheel RPM 3-fold increases the probability of an L/D 

transition by more than 7-fold in certain regions. These regions are consistent with the region of 

high probability identified previously. At the same time, it is found that increasing the paddle 

wheel's RPM has a relatively small impact on the probability of L/D transitions near the paddle 

wheel, which can be attributed to the knowledge that the fluid motion near the paddle wheel is 

turbulent even at low RPM, and that increasing the RPM does not result in a significantly 

increased probability of L/D transitions near the paddle wheel region. 

 

Figure. 4.11. Normalized spatial probability distribution of L/D transition for the case where 
SR=7.05. (a) RPM = 2.5. (b) RPM = 5.1. (c) RPM = 7.6. (d) RPM = 10.1. (e) RPM = 12.6. (f) 
RPM = 15.2. (g) The ratio of the normalized spatial probability distribution between RPM = 12.5 
(f) with RPM = 5.1 (b). 
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Figure. 4.11 displays the spatial distribution of L/L transition probabilities for a larger 

pond (SR = 7.05, surface area 25.1 m2). Similar characteristics can be observed such as the high 

probability regions include the downstream of the paddle wheel and hairpin bends. The results 

are normalized by the number of tracked particles and the area of the mesh cell, therefore, the 

probability represented in Figure. 4.10 can be compared with the one in Figure. 4.11 as both 

represent the probability L/D transitions occurring per unit pond area.  Comparing Figure. 4.10 

with Figure. 4.11, it can be observed that the overall probability is reduced as the pond’s size 

increases. One explanation is that as the driving force of the liquid motion, the paddle wheel can 

only induce vertical mixing for a limited downstream distance. Similarly, the swirling motion 

generated by the hairpin bends will disperse eventually due to viscous dissipation. As a result, 

when the size of the pond is increased, and especially the length of the straight section is 

increased, the volume fraction with a higher abs(uz) magnitude is reduced. As the direct impact 

of this, the probability density of abs(uz) will be more concentrated near abs(uz) = 0 m/s, and the 

microalgae cells in the pond will have a lower probability of experiencing rapid L/D transitions 

and high vertical motions when agitated in the larger pond, concluded by the correlation 

established in section 3.1. 

 

4.4. Conclusion 

Transient particle tracking is accomplished by utilizing pre-calculated velocity fields 

predicted by the open source CFD software openFoam6. It is found that velocity fields covering 

a 30 s span with 0.1 s intervals accurately represent the vertical flow characteristics in a raceway 

pond, and that particle trajectories can be accurately integrated using a custom-developed solver, 

as evidenced by the fact that the PDF of L/L intervals produced this way is comparable to 
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simulations with full-time velocity data.  

A lognormal distribution can be used to model the PDF of L/L intervals, while an 

exponential distribution can be used to fit the pdf of abs(uz). Increased RPM for a raceway pond 

has the effect of expanding the width of the abs(uz) PDF, and therefore a larger volume fraction 

of the raceway pond will have a stronger vertical motion. It is indicated that increasing the width 

of the abs(uz) PDF correlates significantly with reducing the L/L interval time associated with 

the peak point as well as lowering the standard deviation of the L/L interval PDF. Both factors 

contribute to an increase in the mean L/D frequency which means that microalgae will have an 

increased probability to experience more rapid L/D transitions.     

It is found that increasing the paddle wheel RPM significantly increases the probability 

of an L/D transition in regions where the probability of an L/D transition is already substantial. 

The exception is within the paddle wheel region, liquid the fluid is already turbulent and 

increasing the paddle wheel RPM does not result in a nearly as large rise in the probability of 

L/D transition as it does in other regions. The overall probability of experiencing L/D transition 

is reduced for larger ponds operated with an RPM that matches De for a smaller one. An 

explanation is that for a larger pond, increasing the paddle wheel RPM does not increase the 

abs(uz) in the pond wise as effectively as for a smaller size pond, therefore, the L/D frequencies 

are not improved as significantly as for a smaller sized pond. 
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Chapter 5 Application of passive vortex generators to enhance 

vertical mixing in an open raceway pond 

 

5.1. Introduction 

Due to the depletion of fossil fuels, biofuel production has been drawn significant 

attention as a substitute for fossil fuels. Microalgae utilize solar energy and absorb CO2 to 

generate mid-products such as lipids, which can be converted to biofuels. As a result, 

microalgae-based biofuel is a promising substitute for fossil fuel as it has an extremely fast 

growth rate, can make use of nutrients from wastewater, yields high lipid carbohydrate content, 

does not compete with food crops for arable land, can produce high-value by-product chemicals 

and reduce global warming [1-2].      

Microalgae can be cultivated in closed photobioreactors such as tubular or flat panel 

reactors or outdoor open reactors [3-5]. Raceway ponds are one of the most popular and 

preferable outdoor cultivation facilities as they are simple to construct and scale up, require small 

capital investment, are easy to maintain, and require low energy inputs to operate [6-8]. The 

ponds consist of an oval-shaped channel with a divider placed in the center of the straight 

sections. One or multiple paddle wheels are installed to drive the flow around the track. Subject 

to the liquid motion, the vertical positions of microalgae cells are constantly changing, and the 

light each cell receives is consequently changing dynamically. It has been reported that 

microalgae have the potential to yield an improved production rate when the cells are exposed 

to light sources that frequently change between light and dark, which is known as the light/dark 

(L/D) effect [9-11]. Other than enhancing the L/D effect, vertical mixing also prevents cell 

stacking and biofilm formation, improves mass transfer, reduces thermal stratification, and 
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avoids oxygen accumulation [12-14].   

Computational fluid dynamics (CFD) simulations have been widely utilized to design 

and study flows in photobioreactors (PBRs) and open raceway pond systems by solving the 

Navier-Stokes equations with suitable turbulence models [15-18]. CFD can be used as an 

effective design tool, accurately describing flow field details prior to construction and 

experimentation, hence saving significant time and cost. Multiple studies have been conducted 

to improve the mixing performance of raceway ponds. Voleti (2012) has investigated the effect 

of installing delta wings in open raceway pond systems [19]. The flow field and turbulence were 

measured by Acoustic Doppler Velocimetry and Particle Image Velocimetry methods. It was 

reported that multiple longitudinal streamwise vortices were generated downstream of a delta 

wing placed in the straight section and were sustained for a distance of up to 3 m. The vertical 

mixing enhancement was demonstrated by computing and comparing the vertical mixing index 

of the raceway with and without a delta wing.  A novel mixing baffle for open raceway ponds 

has been proposed by Yang et al. [1]. A 24% decrease of the L/D cycle period and a 22% increase 

of the biomass yield were achieved by placing up-down chute baffles in a raceway pond. Zhang 

et al. have reported on the influence of the flow field of a raceway pond with flow deflectors and 

wing baffles [21]. CFD simulations and particle tracking demonstrated that, with the addition of 

wing baffles, swirling flow was generated, and averaged L/D cycle period was significantly 

shortened. Additionally, it has been reported that with the wing baffles in place, the dead zone 

volume decreased by 60.42%, and the biomass yield increased by 30.11%. However, the 

rotational motion generated by chute baffles and wing baffles has axes perpendicular to the 

direction of the primary flow. One hypothesis is that if swirling motions can be generated in such 

a way that the axis is longitudinal and parallel to the primary flow direction, as are the swirling 
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motions generated by bend geometries, the swirling motions will persist for a longer distance. 

In this work, a novel design of a vortex generator is presented that can efficiently convert 

horizontal fluid motion into three-dimensional swirling motion. CFD simulations are carried out 

with vortex generators placed in the second straight section where the natural vertical motion is 

predicted to be quite low. The vortex generators are studied in a straight channel as well to 

eliminate the effect of the downstream hairpin bend. An algorithm to determine the persistence 

length of the generated swirling motion with a given critical velocity is developed. The 

placement strategy, the optimal diameter Dopt for a given liquid depth, as well as the optimal 

length Lopt for a 0.18 m diameter vortex generator in a 0.2 m deep pond is determined by analysis 

of CFD simulation results.   

 

5.2. Material and methods 

5.2.1 The Geometry of the vortex generator and the raceway ponds 

The vortex generator is composed of a cylindrical outer surface and a propeller-like 

internal structure, as shown in Figure. 5.1a. The internal structure consists of 5 propeller-shaped 

blades which are connected to an axle located in the center of the generator. Based on a nominal 

pond depth of 0.20 m, the internal diameter of the vortex generator is set to 0.16 m, and the 

thickness of the outer cylinder shell is 0.01 m, such that the outer diameter for all the vortex 

generators studied is 0.18 m. The blades are designed to be parallel to the main flow for 0.033 

m at the generator inlet, and then curve gradually to prevent the flow from abruptly changing 

direction, which might create an excessive wake zone downstream of the blades and deteriorate 

the ability to generate vortices. The pitch of the vortex blades is given in Figure. 5.2.  
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Figure. 5.1. Geometric design of the vortex generator and the corresponding mesh. (a) 
Geometric design of the vortex generator. (b) A vertical plane showing the mesh of the vortex 
generator zone generated by ANSYS mosaic meshing algorithm. 
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Figure. 5.2. SOLIDWORKS schematic diagram of the vortex generator with the blades’ pitch 
parameters. H: height; P: pitch; Rev: revolution; Dia: diameter.   
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The vortex generator is extruded to different lengths (0.1, 0.15, 0.2, 0.25, 0.3, and 0.4 m) 

using the same pitch of the blades in order to identify the Lopt that creates the strongest vortices 

that persist the longest distance. The vortex generators are placed in a long raceway pond as well 

as in a straight channel. The tested raceway pond is designed to be long enough so that most of 

the swirling motion generated by the 180° bend upstream of the generator will dissipate before 

the flow reaches the generators. In this way, the performance of the generators can be fully 

quantified in a region where flow is largely horizontal. After analyzing the performance of the 

generators in unidirectional and counter-directional blade configurations to determine the best 

orientation, the vortex generators with the six lengths are positioned in a straight channel without 

the hairpin bends present to eliminate the swirling motion generated by the hairpin bends, 

quantify the maximum persistence length in the straight section, and simultaneously minimize 

computational costs. The straight section of the raceway pond modeled here measures 6 m in 

length and 1 m in width.  The thickness of the divider in the raceway is set to 0.04 m. The paddle 

wheel is located in the middle of the first straight section, and the vortex generators are placed 

near the center of the second straight section. The separate straight channel is 9 m long measured 

from the inlet to the outlet and 0.48 m wide, that is, the width of a straight section in the raceway 

pond. The paddle is positioned 1 m downstream of the inlet, and the vortex generators are placed 

3.0 to 3.4 m downstream of the inlet, depending on generator length. The water depth is set to 

be 0.2 m for all cases. 

 

5.2.2 Mesh generation, solver, and numerical setup 

The numerical solution method is a small modification to the solver “interFoam” under 

the framework openFoam 6.0.0 [22]. The residual evaluation is included at the conclusion of 
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each inner pressure correction loop with splitting of operators (PISO) iteration, and the inner 

pressure corrector loop is configured to terminate when the residual approaches the target 

residual to improve performance while maintaining stability. The simulations are carried out on 

a high-performance computer at the National Renewable Energy Laboratory equipped with dual 

Intel Xeon Gold Skylake 6154 processors (3.0 GHz, 18 cores). An average of 6912 core-hours 

were used to collect flow time history data for each of the cases. 

The computational grid is generated using the ANSYS meshing utility and then 

converted to the openFoam format. To simulate the rotational motion of the paddle wheel, the 

fluid domain is meshed separately as a static domain and a rotational domain. The interface 

between these two domains is coupled by an arbitrary coupled mesh interface (ACMI) boundary 

condition [23]. To ensure accuracy and resolve eddies of all scales, fine meshes with an average 

mesh size of 4,333,000 cells are employed for the simulations. 

Due to the intricate geometric design of the vortex generator and the presence of sharp 

angles, creating the mesh with tetrahedral or hexahedral mesh cells will result in an excessively 

large cell number and loss of geometric features, reducing simulation accuracy and stability To 

overcome this, the vortex generator domain is isolated from the liquid domain and connected to 

the liquid domain via the AMI interface [23]. The vortex generator domain is meshed with 

polyhedral elements using the Fluent mosaic meshing algorithm, and all geometric 

characteristics are captured with a high mesh quality with an averaged non-orthogonality of 

1.8462. Figure. 5.1b shows the generated mesh for the vortex generator domain on a horizontal 

plane. 

 

5.2.3 Boundary condition and scheme 
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Figure. 5.3 illustrates the boundary conditions for the raceway pond and a straight 

channel with a vortex generator installed. Other than for the interface between the paddle wheel 

and pond regions, the top surface is configured as an ACMI boundary condition; the interface 

between the paddle wheel and pond regions is set as an atmosphere boundary condition. Other 

pond boundaries, such as the pond's wall, divider, and bottom, are specified to have no-slip wall 

boundary restrictions. Because the pond region and the vortex generator region are meshed 

differently, those two regions are connected by an AMI interface. For the straight channel 

simulation, the inlet and the outlet are paired with an AMI interface (Figure. 5.3b). The size of 

the time step is time-variant based on the Courant number, which is limited to 20 and the 

maximum time step size is limited to 0.01 s. 
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Figure. 5.3. Boundary condition setup for raceway pond simulation and straight channel 
simulation. (a) Boundary condition setup of the raceway pond simulation. (b) Boundary 
condition setup of the straight channel simulation.  
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5.2.4 Volume of fluid (VOF) model 

The detail of the VOF model used in raceway pond simulations as well as straight 

channel simulations are given in section 3.2.4.  

 

5.2.5 Turbulence model 

The large eddy simulation (LES) model is utilized as the turbulence model in order to 

get high-fidelity velocity fields for the analysis of the vortices’ transient structures. The LES 

model employs a one-equation Smagorinsky-type eddy viscosity model created by Yoshizawa 

[24]. 

 

5.2.6 Determine persistence length using a critical vertical velocity 

To determine the persistence length of the swirling motion downstream of the vortex 

generators in the straight section (Figure. 5.3b), as well as the swirling motion generated by the 

paddle wheel in a raceway pond (Figure. 5.3a), once the flow is fully developed, the flow fields 

over a total of 15 s, sampled at 0.2 s intervals are visualized and analyzed in Matlab. Numerical 

filtration is performed on the air phase of the flow fields to eliminate those, and the liquid 

velocity fields are filtered using a critical vertical velocity uz,cri. Regions where the vertical 

component of the liquid velocity are greater than uz,cri are retained, while other regions are 

removed. The retained regions are then overlapped and projected to a horizontal plane for all the 

velocity fields as the spatial distribution of the swirling motion in the horizontal plane is of most 

interest. The connected regions downstream the vortex generator and the paddle wheel (bounded 

by the red line) are identified by a custom Matlab code, and the persistence length is measured 

from the outlet of the vortex generators (denoted by a vertical blue line) to the point where the 
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connected regions occupy at least 30% of the channel width at that location.  

 

5.3. Results and discussion 

5.3.1 Flow field of a raceway pond with the vortex generators 

Figure. 5.4a illustrates the contours of abs(uz) in the horizontal plane midway between 

interface and bottom when there are no vortex generators present. It can be observed that high 

vertical velocity zones are formed downstream of the paddle wheel because of its motion, and 

downstream of the hairpin bends due to the secondary flow phenomena resulting from Dean 

flow. However, abs(uz) is low compared to these high vertical velocity regions near the middle 

and the end portion of the second straight section as the swirling motion generated by the 

secondary flow dissipates. As shown in Figure. 5.4b, vortex generators are positioned in a 

counterclockwise configuration at the center of the second straight section, and the abs(uz) in the 

horizontal mid-plane is used to find regions of high vertical velocity and swirling motion at a 

flow time of 100 s. The swirling motion is weak upstream of the vortex generator entrances due 

to viscous dissipation. When fluid flows out a generator’s exit, the swirling motion re-establishes 

and propagates downstream. It can be observed that the vortex generators successfully created 

two instances of swirling movements that propagated all the way to the second hairpin bend (the 

abs(uz) contour demonstrates four high vertical velocity traces).  Figure. 5.4d illustrates the 

velocity magnitude contours in the horizontal mid-plane. It can be observed that the velocity 

magnitude of the flow downstream of the vortex generators is not impaired, indicating that 

adding the vortex generators in the straight channel does not increase the flow resistance 

significantly, and it does not increase the power consumption significantly. 
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Figure. 5.4. The abs(uz) contours at z = 0.1 m. (a) abs(uz) contour at the horizontal plane at z = 
0.1 m, flow time t = 100 s without vortex generators placed. (b) abs(uz) contour at the horizontal 
plane at z = 0.1 m, flow time t = 100 s when the vortex generators are placed in the counter 
directions. (c) abs(uz) contours at the horizontal plane at z = 0.1 m, flow time t = 100 s when the 
vortex generators are placed in the same direction. (d) mag(u) contours at the horizontal plane 
at z = 0.1 m, flow time t = 100 s when the vortex generators are placed in counter directions.   

 
5.3.2 Vortex generator deployment strategy 

Since the five blades inside the vortex generator are curved in the same direction and the 

width of a raceway pond is invariably larger than the diameter of the generator, the generators 

must be situated in parallel and can be oriented in the same direction or counter directional. 

Figure. 5.4b shows the abs(uz) contours in the horizontal mid-plane when two vortex generators 

are placed in a counter direction. Compared to the unidirectional configuration (Figure. 5.4c), 

the swirling motion generated in the counter configuration occupies a larger volume and 

propagates for a longer distance. One explanation is that when multiple vortex generators are 
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placed counter to one another, the downstream fluid flows in the same direction at the center of 

two neighbor generators. To illustrate this, Figure. 5.5a displays the velocity fields in 3 vertical 

planes downstream of the vortex generators when they are oriented in a counter configuration, 

which is highlighted by the rotational direction of the internal blades. As the blades are curved 

clockwise in the right vortex generator and count clockwise in the left vortex, the swirling motion 

generated downstream of the vortex generators are oriented in the same direction as the blades. 

With the right swirling motion oriented clockwise and the left one oriented counterclockwise, 

the fluid in the center flows upward. On the contrary, when adjacent generators are placed with 

blades oriented in the same direction, the fluid between them will flow in opposite directions, 

with one flowing upward next to the other flowing downward, so that their momentum cancels 

to some extent, and as a result, the swirling motion cannot propagate as far as in the counter 

orientation due to this dampening effect. 
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Figure. 5.5. Velocity fields on 3 vertical cross sections downstream the pair of vortex generators 
that is placed in the counter configuration. The velocity vectors are colored by the magnitude of 
uz.  
 

5.3.3 Determine the optimal diameter of the vortex generator. 

It is hypothesized that there exists an optimal generator diameter relative to the water 

depth of the raceway pond. If the diameter of the generator exceeds the liquid depth of the pond, 

a portion of the generator will protrude through the air-liquid interface, preventing the liquid 

from turning completely inside the generator. When the diameter of the generator is significantly 

smaller than the water depth, it is hypothesized that the swirling motion generated will have a 

reduced strength and dissipate faster.  
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To address these hypotheses and determine the optimal diameter for a vortex generator, 

three water depths were simulated (0.1, 0.15, and 0.25 m), rather than changing the diameter of 

the generators and placing them in a constant water depth. As it was determined in Section 5.3.2 

that placing the vortex generators in a counter configuration results in a stronger swirling motion 

with a longer persistence length, the vortex generators are configured this way to investigate the 

optimal diameter in this part of the study. Figure. 5.6a displays the contours of abs(uz) in the 

horizontal mid-plane (z = 0.05 m) for a water depth of 0.1 m. When the water depth is set to 0.1 

m, the generators are unable to produce a significant swirling motion, with 44% of the generator 

body protruding through the air-water interface. However, vortices can still be observed 

downstream of the vortex generators, albeit at a much weaker strength than the swirling motion 

depicted in Figure. 5.4b. 

When the water depth is set to 0.15 m, slightly less than the diameter of the vortex 

generator, the resulting abs(uz) contours in the horizontal mid-plane (z = 0.075 m) can be seen 

in Figure. 5.6b. It reveals that the swirling motion generated is sufficiently strong to be observed 

in the abs(uz) contours and is significantly stronger than the case with the 0.1 m water depth. 

Although the liquid cannot make a full turn inside the generators due to the section of the 

generators protruding through the liquid-gas interface, significant swirling motions can be 

observed downstream of the generators. 

For the 0.25 m water depth, Figure. 5.6c displays the abs(uz) contours at the horizontal 

mid-plane (z = 0.125 m). The swirling motion downstream of the generators has a comparable 

strength as in the 0.15 m water depth case.  



156  

 

Figure. 5.6. abs(uz) contour at the horizontal plane at z = 0.1 m, flow time t = 100 s where the 
vortex generators are placed in counter directions. (a) Diameter of the vortex generator is 0.18 
m, water depth is 0.1 m. (b) Diameter of the vortex generator is 0.18 m, water depth is 0.15 m 
(c) Diameter of the vortex generator is 0.18 m, water depth is 0.25 m. (d) velocity field of a 
vertical cross section downstream of the vortex generators and colored by abs(uz). 

In none of these cases does the generated swirling motion persist as far as the 0.2 m water 

depth scenario seen in Figure. 5.4b. As there is considerable liquid flowing above the vortex 

generators when liquid depth is 0.25 m, that region is primarily flowing horizontally and has the 

potential to interfere with the swirling motion downstream of the generators. This potential 

interference is demonstrated in Figure. 5.6d where the velocity field of a vertical cross section is 

plotted and colored by abs(uz). It can be observed that there is considerable liquid above the 

swirling motion that flows horizontally from the left to the right of the section, and the positions 

where the high vertical velocity region contacts with the horizontal flow are marked with black 

arrows. It is logical to assume that when those two flows are in contact, their momentum will be 
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exchanged, and as the result, the swirling motion is negatively impacted, and the persistence 

length is reduced in comparison to the 0.2 m water depth case (Figure. 5.4b). 

By studying the abs(uz) contours in the horizontal plane located at the center of the liquid 

region at various operating water depths, there is the somewhat straightforward conclusion that 

the diameter of the vortex generators should be equal to or slightly smaller than the operating 

water depth. If the diameter of the generator is greater than the water depth, the liquid cannot 

make complete rotations inside the generators, and the angular momentum cannot be sustained 

for a long distance downstream of the generators. When the generator diameter is significantly 

less than the liquid depth (more than 3 cm smaller), the fluid flow above the generators may 

interfere with the swirling motion generated downstream of the generators and have a negative 

impact on the persistence length of the generated swirling motion. It is important to note that 

there is some leeway in the relationship between generator diameter and water depth. The 

generator can protrude 15% above the interface or lie 25% below the interface and still produce 

a significant swirling flow that persists for long distances. 

 

5.3.4 Determine the optimal length 

To determine the optimal length Lopt, vortex generators with the lengths of 0.1, 0.15, 0.2, 

0.25, 0.3, and 0.4 m with the same blade pitch are positioned in a straight channel where flow is 

driven by a paddle wheel. The diameters of all the vortex generators are 0.18 m, and the water 

depth is 0.2 m. 

A straight channel is utilized to eliminate the secondary flow effect created by the bends, 

and the straight channel’s inlet and outlet are coupled to AMI boundary conditions to impose 

periodic boundary conditions where the same flow field information will be distributed. Thus, 
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the swirling motion caused by the hairpin is avoided, and the swirling motion caused by vortex 

generators of various designs can be isolated and compared at a reduced computational cost. 

 The performance of the vortex generators can be characterized by the volume fraction 

of liquid containing the high vertical velocity regions downstream of the generators, with a larger 

occupied volume and a longer persistence length indicating better performance. As illustrated in 

Figures. 5.4a, 5.4b, and 5.4c, the high vertical velocity zones occupy the majority of the space 

across the channel width in all circumstances. Thus, rather than calculating the volume of liquid 

occupied by the high vertical velocity regions, the persistence length of these regions is utilized 

to quantify the vortex generators’ performance. Section 2.6 covers the procedure for calculating 

the persistence length for various critical vertical velocity magnitudes, and the persistence length 

is measured from the outlet of the vortex generators. 

The persistence lengths for the six different lengths are presented in Figure. 5.6, with the 

outlet of each vortex generator marked by a vertical blue line and the computed persistence 

length denoted by a horizontal blue line. It can be observed that when the critical vertical velocity 

magnitude increases, the persistence length for all the cases decreases, which is reasonable as a 

more liquid region is filtered out when a larger critical vertical velocity is used, resulting in a 

shorter persistence length. 

When 0.12 m/s is used as the critical vertical velocity, the persistence length decreases 

from 3.90 m to 3.73 m when the vortex generator length increases from 0.1 m to 0.15 m and then 

continues to increase up to a generator length of 0.3 m. A significant persistence length decrease 

can be observed when the length of the vortex generator increased from 0.3 m to 0.4 m. When 

the length is between 0.1 m and 0.3 m, the fluid spends more time inside the generators and gains 

more angular momentum and therefore, results in a longer persistence length. However, when 
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the length is further increased above 0.3 m, it is believed that the resistance force that fluid 

experienced due to the internal propeller blades is increased to the point that the performance of 

the 0.4 m long vortex generator deteriorates. Similar results can be observed when the critical 

vertical velocities are set to 0.16 and 0.18 m/s.  

The longest persistence lengths of 2.25 m and 1.67 m are obtained when the generators 

are 0.3 m in length, which can be explained by the extra angular momentum gained by the fluid 

with a longer generator length. Thus, when the critical vertical velocity is between 0.16 and 0.18 

m/s, the optimal length is 0.3 m. 

When the generator's length is increased above 0.3 m, the persistence length decreases, 

and the ability to generate whirling motion deteriorates. When the critical vertical velocity is set 

to 0.18 m/s, the retained high velocity region is the core of the swirling motion where the 

rotational speed is high and occupies a considerably smaller volume compared to the case with 

a lower critical vertical velocity such as 0.12 m/s (Figures. 5.7a and 5.7c). However, the volume 

of high vertical velocity regions within the vortex generators is comparable, indicating that the 

fluid gains significant angular momentum almost as soon as it enters the generator inlets. When 

the length of the generator is increased from 0.1 m to 0.15 m, the resulting persistence length is 

decreased. One possible explanation for this is that the shorter length in the 0.1 m length scenario 

imposes a less resistance force for the fluid and therefore, a longer persistence length can be 

achieved. Regardless, observation was consistent regardless of the specifics of how persistence 

length is calculated. 
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Figure. 5.7. High vertical velocity regions and persistence length of swirling motion generated 
by the paddle wheel (horizontal green line) and swirling motion generated by vortex generators 
(horizontal blue line). (a) uz,cri =0.12 m/s. (b) Critical vertical velocity=0.16 m/s. (c) uz,cri =0.18 
m/s.  

To summarize, when the swirling motion persistence length is considered at three different 
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values of critical vertical velocity, the Lopt is determined to be 0.3 m. At this length/diameter 

ratio, the generated swirling motion occupies the largest volume downstream of the generator 

(shown in Figures. 5.7a and 5.7b), with the core of the swirling motion persisting the longest 

distance (Figure. 5.7c).  

However, when the material cost is taken into consideration, the 0.1 m long vortex 

generator achieves an impressive degree of swirling motion where the averaged persistence 

length is 81.8% of the best case when uz,cri = 0.18 m/s and the persistence length is only 25.8% 

lower than the 30 cm generator when 0.12 m/s is chosen as the critical vertical velocity. When a 

higher critical vertical velocity is used, the persistence length of the 0.1 m system still shows a 

long persistence length close to the 0.30 m long design. For ponds with extremely long straight 

sections, it may be more cost effective to install multiple instances of the 0.1 m generators. 

 

5.3.5 Swirling motion morphology 

A significant finding from this work is that the vertical motion induced by the paddle 

wheel’s rotational motion cannot propagate over a significant distance, as illustrated in Figures. 

5.4 and 5.7. The region of high vertical velocity observed using three distinct critical vertical 

velocities reveals that the swirling motion generated by the paddle wheel has a substantially 

shorter persistence length than the swirling motion downstream of the vortex generators (Figure. 

5.8). When uz,cri =  0.12 m/s is used, the persistence length of the swirling motion generated by 

the paddle wheel is estimated to be 1.75 m, whereas the swirling motion generated by the 0.1 m 

long vortex generator can travel up to 3.90 m. This is also the case when a critical vertical 

velocity of 0.18 m/s is employed. The swirling motion generated by the paddle wheel is limited 

to 0.77 m, while the 0.1 m long vortex generator induces swirling motion that can propagate as 
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far as 1.28 m. As the length a commercial raceway pond, such as the RW101 raceway pond 

design developed by MicroBio Engineering Inc., can easily reach to 33.8 m, the vertical mixing 

induced by the paddle wheel is limited and the swirling motion generated by the paddle wheel 

can only persist for a short distance compared with the length of the straight section. This 

inadequacy can be explained by the morphology of the swirling motion. Figure. 5.9 represents 

the iso-surface for a Q criterion of 5.  When the swirling motion is generated by the rotational 

motion of the paddle wheel, the rotational axis of the motion is perpendicular to the direction of 

the main flow.  

 

Figure. 5.8. Persistence length of the swirling motion generated by the vortex generators and 
the paddle wheel. 

Since the fluid velocity field is not uniform across the channel width, the swirling motion 

transported downstream of the paddle wheel breaks up to smaller vortices, and their axes are 
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turned to the direction of the main flow, which is illustrated in Figure. 5.8. On the contrary, the 

rotational axis of the swirling motion generated by the secondary flow downstream the hairpin 

bend as well as those downstream the vortex generators are parallel to the direction of the 

primary flow. The results of the straight channel simulation (Figure. 5.9), as well as the one with 

the raceway pond geometry (Figures. 5.4a and 5.4c) suggest that the swirling motion does not 

dissipate as quickly when the axis of rotational motion is parallel to the main flow direction, and 

therefore, can persist for a longer distance. Since the swirling motion induced by the vortex 

generators has a similar morphology with the one generated by the secondary flow at the bend, 

it is believed that the swirling motion generated by the hairpin bend also benefits from this 

mechanism. 

 

Figure. 5.9. Iso-surfaces Q-criterion = 5 at flow time = 100 s where 0.3 m long vortex generators 
are placed in counter directions in a straight channel. 

 

5.4. Conclusion 

In this study, the novel design and characterization of a vortex generator with inclined 

internal baffles is presented. Its ability to enhance vertical motion by generating vortices 

downstream of the generator is evaluated and quantified using CFD simulations in which the 

vortex generator is located in the second straight section of a raceway, as well as in a straight 

channel with a paddle wheel. The CFD results indicate the following: 
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1. It is predicted that there is a significant enhancement of vertical mixing downstream 

of the vortex generator.  

2. To obtain optimal vertical mixing and persistence length, the vortex generators should 

be placed in a counter configuration such the fluid motion will be symmetrical between two 

adjacent generators, and the vertical motion is enhanced as a result.  

3. The generator’s diameter should be slightly smaller than the intended water depth. For 

example, for a 20 cm depth pond, the optimal diameter appears to be around 18 cm. If the 

generator’s diameter is significantly larger than the water depth, the fluid cannot make complete 

turns inside the vortex generator, and the swirling motion cannot persist reasonably far. Leaving 

excessive space above the vortex generator is also considered sub-optimal since the horizontal 

flow above tends to dampen the generated swirling motion.  

4. The optimal length is determined to be around 0.3 m for a 0.18m-diameter vortex 

generator.  However, it is found that a vortex generator with a length of 0.1 m can still generate 

significant secondary motion such that the persistence length will be only 18.2% less than the 

optimal scenario and may be desirable when material costs are taken into account. 

5. The paddle wheel has been thought to have a significant impact on the mixing 

performance in raceway pond systems. However, the results of the straight channel simulations 

suggest that the swirling motion generated by a paddle wheel cannot persist over a distance 

comparable with the swirling motion generated by the current vortex generator design. Since the 

swirling motion induced by the paddle wheel has a rotational axis that is perpendicular to the 

direction of the main flow, the eddies are broken up into smaller, weaker vortices. Therefore, 

one strategy identified in this study is to induce swirling motion with a rotational axis parallel to 

the main flow direction in order to obtain optimal vertical mixing enhancement and persistence. 
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Chapter 6 Conclusion and future work 

 

6.1 Conclusion 

Raceway ponds are frequently utilized as open, outdoor photobioreactors for microalgae 

cultivation. However, the unit production rate and biomass density achieved in raceway ponds 

are considerably lower than those reported in lab-scale closed photobioreactors. Significant 

research has been conducted utilizing CFD modeling approaches to optimize vertical mixing 

and mass transfer in raceway ponds. The k-ɛ and LES models have been investigated 

extensively as possible turbulence models. Since the k-ɛ model is derived from Reynolds-

averaged Navier–Stokes equations by time-averaging the equations of motion for fluid flow, 

deploying k-ɛ as the turbulence model has the potential to lose information regarding vertical 

motion because the vertical fluid motion is secondary to the primary flow in the horizontal 

direction. In Chapter 2, a meso-scale raceway pond is modeled using the k-ɛ and LES 

turbulence models. The predicted flow field is tested experimentally using a custom-built 

pygmy flow meter. The LES model predicted strong swirling motions around the paddle wheel 

and downstream of the hairpin bends. The k-ɛ model, on the other hand, fails to capture the 

degree of swirling motion, which is supported by examination and comparison of the uz 

contours, and the Q-criterion iso-surface predicted by the k-ɛ and LES models. On the contrary, 

the LES model has been shown to be critical in capturing small eddies and swirling motion, 

which will have a substantial impact on future studies of vertical mixing in raceway ponds. For 

this reason, the LES model is deployed as the turbulence model for the studies presented in 

chapters 3, 4, and 5. Additionally, the vertical mixing performance is quantified using a 
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systematic method developed in this work, and it is found that, for the meso-scale raceway 

pond, swirling motion is predicted to occur in approximately 40% of the liquid volume, but 

only 15% of the liquid volume experiences vertical velocities greater than 0.1 m/s on an average 

basis.  

The knowledge gained from the results suggests that it makes sense to divide the raceway 

pond into 3 regions: i) low-velocity regions, which are referred to as the dead zones; ii) 

horizontally moving regions where high velocities are expected but uz is low; iii) high vertical 

velocity regions that contribute to enhancing the L/D effect and vertical mixing. The threshold 

for distinguishing high and low vertical velocity regions was chosen to be uz = 0.1 m/s. The 

knowledge gained from Chapter 2 becomes the motivation of the studies in Chapter 3 and 

Chapter 5 where the spatial distribution of region iii) is predicted in chapter 3 and a vortex 

generator is designed to convert region ii) into region iii) in chapter 5. 

The naturally occurring swirling motion induced in the raceway ponds by the secondary 

flow generated downstream of the hairpin bends is highlighted as a significant factor in 

improving the raceway pond's vertical mixing performance. To determine the distance over 

which swirling motion can persist, 56 examples with 7 shape ratios and 8 paddle wheel RPMs 

that cover a wide range of Re and De are simulated in chapter 3 using the open-source CFD 

tool openFoam and validated with the experimental data from chapter 2. In chapter 3 it is found 

that the spatial pattern of generated swirling motion varies depending on the shape ratio 

(straight section width to liquid depth) of the raceway pond. When the shape ratio is near 1, one 

instance of swirling motion is likely to be observed downstream of the hairpin bend. However, 

when the shape ratio is greater than 1, numerous instances of swirling motion are predicted. 

Additionally, a systematic approach for determining the persistence length of the swirling 
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motion is developed. A dimensional analysis study shows that the dimensionless groups 
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This empirical equation can be used to predict the critical velocity in a large-scale raceway 

pond design under a wide range of operating circumstances prior to construction or conducting 

costly numerical simulations. 

In chapter 4, transient particle tracking is performed to determine the microalgae cells’ 

trajectories using the pre-calculated velocity data predicted by openFoam in chapter 2. It is 

discovered that a significant computational expense can be avoided by using pre-calculated 

velocity data while still capturing accurate microalgae trajectories. The probability density of 

the primary parameter light to light intervals is compared to the predicted particle trajectories 

using full-time velocity fields, and it is found that a comparable result is obtained. The 

probability density function of L/L intervals is fit well by lognormal distributions, and the 

probability density function of abs(uz) is shown to be fit by exponential distributions. The 

impact of increasing the paddle wheel RPM on the velocity fields and light environment is 

determined as widening the abs(uz) PDF and reducing the standard deviation of L/L intervals 

while reducing the L/L interval that corresponds to the PDF peak. Additionally, Chapter 4 

investigates the spatial probability distribution of L/D transitions. The zone with a higher 

probability of L/D transitions overlaps with the swirling motion, demonstrating that the swirling 

motion contributes significantly to reducing the L/L intervals and therefore increasing the L/D 

frequency. When the paddle wheel RPM is increased, the locations with a high probability of 

an L/D transition is further increased. The exception is the zone near and downstream of the 
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paddle wheel where small improvement is observed with increased paddle wheel RPM. In 

comparison to a small-size raceway pond (SR = 2.55, surface area = 4.0 m2), a large-scale 

raceway pond (SR = 7.05, surface area = 25.1 m2) has a lower overall spatial probability of L/D 

transition. One rationale is that increasing the paddle wheel RPM in a larger pond does not 

increase the abs(uz) in the pond as effectively as it does in a smaller pond, and hence the L/D 

frequencies are not improved as significantly as they are in a smaller pond.  

In chapters 2 and 3 it is demonstrated that an effective and efficient method for increasing 

vertical mixing and L/D frequency is to install passive vortex enhancing devices that are 

capable of converting horizontal flow motion to vertically rotational motion. Chapter 5 presents 

a novel design of a vortex generator to demonstrate this effect. By modeling the flow field with 

and without the vortex generator in the second straight section of a raceway pond, it is found 

significant vertical mixing is produced downstream of the vortex generator. To achieve the best 

results, it is recommended that the vortex generators be placed in a counter configuration; the 

optimal diameter of the vortex generator should be slightly smaller than the liquid depth, and 

the optimal length for the 0.18 m diameter vortex generator is determined to be around 0.3 m. 

Furthermore, comparing the persistence length downstream of the paddle wheel and vortex 

generator under various uz,cri, it is found that the swirling motion generated downstream of the 

paddle wheel does not persist as long as compared to the swirling motion observed downstream 

of the vortex generator. An explanation is that swirling motion with its rotational axis parallel 

to the main flow direction can persist for a longer distance than the rolling motion whose axis 

is perpendicular to the main flow direction. 
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6.2 Future work 

In chapter 2, the time-averaged velocity fields of the simulation results are compared with 

experimental measurements in one vertical cross section. To fully validate the simulation 

results, a particle image velocimetry of a raceway pond constructed with transparent material 

is suggested. In chapter 3, a systematic way to predict the U4R is established. Extending the 

method to explore the constants of the rational function to predict the critical velocity for longer 

persistence length is promising.  In chapter 4, integrating the light history to a varying-intensity 

light array for microalgae cultivation in open ponds will provide insight into the impact of the 

light environment on microalgae growth. In chapter 5, the optimal length for the 0.18 m 

diameter vortex generator is determined. It would be promising to determine the optimal length 

for vortex generators with different diameters and validate the flow field with experimental 

measurements with vortex generators built and installed in the raceway ponds. 
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Appendix A 

 

 

The effect of the body wake and operator motion on the 

containment of nanometer-scale airborne substances using a 

conventional fume hood and specially designed enclosing hood: A 

comparison using computational fluid dynamics 
 

 
Introduction 

It is desirable when working with nanometer-scale airborne materials, including 

engineered nanomaterials whose agglomerated sizes are within a few hundred nanometers, to 

employ effective exposure controls and proper work practices so that exposure and subsequent 

adverse effects on process performance are minimized and a safe and healthy work environment 

is maintained [1, 2]. Airborne substances smaller than one micrometer in size would mostly 

follow airflow pattern and flow in the airstream [3].  This property emphasizes the importance 

of understanding the airflow dynamics to further manage the control measures to toxic airborne 

substances such as nanometer-sized particles [4, 5].  Chemical fume hoods are being utilized as 

primary controls for worker exposure to airborne substances including nanometer-scale 

materials due to their overall availability and history of effective contaminant [6].  However, 

traditional designs for laboratory fume hoods create airflow patterns that form recirculation 

regions inside the hood.  In addition, airflow around the worker creates a negative pressure region 

downstream of the worker that may provide a mechanism for transporting contaminants out of 

the hood and into the breathing zone of the worker [7].  This study utilized computational fluid 

dynamics (CFD) to assess the impacts of the presence of the worker body and the motion of the 

arms on the containment effectiveness of a traditional constant air volume (CAV) fume hood 
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and a ventilated enclosure that is designed for handling nanomaterials.   

The use of visualization techniques has proved critical in gaining a better understanding 

of the flow patterns which affect overall hood performance [8-11].  Several researchers have 

identified the existence of an airflow pattern inside the hood that carries contaminants released 

above the work surface into a large recirculation zone located behind the sash [10, 12-18].  This 

recirculation region acts to trap contaminants and is potentially a problematic area for leakage 

of contaminants generated inside the hood.  In addition, boundary layer separation produces a 

wake region, characterized by eddies or vortices that entrain air into a reverse-flow region near 

the body [19-23].  This near-wake region may serve to transport contaminants from the fume 

hood into the breathing zone of the person standing in front of the hood.   

Kim and Flynn (1991) showed that a recirculation region forms downstream of a worker 

in a free stream (as air flows from the back of the worker) with a length proportional to the 

mannequin’s shoulder width [21].  Their research also indicated that a vertical flow field was 

present downstream near the worker where the mean flow field would serve to transport 

contaminants from the waist level or higher into the breathing zone.  Further research by Kim 

and Flynn (1991) confirmed that this recirculation region could transport contaminants released 

downstream of the worker into the breathing zone [22].  Welling et al.(2000) evaluated a range 

of conditions related to potential exposure of a mannequin in free stream including body heat, 

arm motion, variations in air velocity and body orientation [24].  This research observed lower 

breathing zone concentrations for a mannequin at lower free stream velocities than at higher 

velocities; and the effect of arm motion was likened to a fan that disrupted airflows and resulted 

in increased contaminant dispersion upward.  Upstream disruptions that interfere with near-wake 

eddy formation and maintenance have also been explored as a contaminant control measure [25].  
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Other researchers have also identified significant fume hood leaks when the operator moved 

their arms in and out of the hood, a common practice used to move objects and equipment in and 

out of the hood or upon completion of work [26, 27].          

In an experimental study, the presence of a mannequin was shown to interact with the 

regions of airflow separation near the bottom and sides of the hood to increase the size of the 

recirculation region near the doorsill and side poles than without the mannequin [28]. The 

presence of the mannequin increased the intensity and size of the separation and recirculation 

zones around the middle and lower levels of the hood opening. These effects resulted in fume 

hood leaks at the middle and lower levels hood opening being more likely than without the 

mannequin.  A meta-analysis of 43 published experimental fume hood containment studies was 

conducted to identify the important elements that affect the performance of a laboratory fume 

hood [29]. This analysis showed that the presence of a mannequin/human subject in front of the 

hood caused the greatest risk of containment failure among all factors evaluated, resulting in a 

199% higher risk of hood failure than when no mannequin was present. 

The impacts of the body on fume hood containment have also been evaluated using CFD.  

CFD is a useful tool and has been used in several previous studies to evaluate the impact of hood 

design on containment performance [13-16, 30, 31].  These studies have led to a better 

understanding of how design factors affect performance and have improved hood containment. 

Hu et al. used 2-D CFD models to look at several different design configurations including the 

inclusion of a sash handle, the effect of interior baffles and a louvered bypass on hood airflow 

characteristics [13, 14].  They found that the design and placement of the sash handle has 

important consequences on the likelihood of contaminant leakage around the bottom of the sash.  

This effect is due to the impact of turbulence caused by the handle which causes contaminants 
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caught in the large recirculation region behind the hood sash to leak out of the hood.  Nicholson 

et al. (2000) developed a 3-D model which included a rear baffle and an aerodynamic lipfoil 

(located at the base of the fume hood opening) [15].  The simulations showed that removing the 

rear baffle eliminated the flow across the hood floor, increased the size of the vortex behind the 

sash and created a large stagnant zone at the back of the work surface.  With full aerodynamic 

features (baffle and lipfoil), the face velocity across the opening was uniform and containment 

performance was dramatically improved.  Because of these and other studies, most of these 

features are commonly found on chemical fume hoods today. Kumula et al. (1996) evaluated the 

effect on exposure of the recirculation region downstream of the worker using both experimental 

and CFD methods [32].  Experimental results showed that the mean recirculation region length 

did not greatly depend on free stream velocity and appeared to be 1.5 times the mannequin’s 

width.  A clockwise upward recirculation region existed above the mannequin hip level which 

provided transport to the breathing zone consistent with the findings from other researchers.  

Braconnier and Bonthoux (2010) evaluated a type II microbiological safety cabinet (BSC) 

(called a cytotoxic safety cabinet) using a 3-D CFD model [30]. The BSC differs from a standard 

fume hood in that there is an exhaust slot along the front of the hood at the base and a continuous 

down flow inside the hood which is recirculated from the overall exhaust flow following high 

efficiency particulate air (HEPA) filtration. A blockage representing an operator in front of the 

hood caused a small wake in front of the mannequin.  In addition, there was a reduction in the 

inward air velocity at mid opening heights; but it did not cause air to flow out of the hood. 

Further, a simplified arm geometry (without a body) similar to one used for BSC containment 

testing was evaluated and found not to have a significant effect on containment [30]. No fume 

hood CFD studies found in the published literature have evaluated the impact of user motion on 
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containment effectiveness. 

Nano hoods specifically designed for nanomaterials have been manufactured based on 

low turbulence balance enclosures which were initially developed for the weighing of 

pharmaceutical powders. Bench-mounted weighing enclosures are commonly used for the 

manipulation of small amounts of material. These fume hood-like local exhaust ventilation 

devices typically operate at airflows lower than those in traditional fume hoods and use airfoils 

at enclosure sills to reduce turbulence and potential for leakage. New lower flow hoods are being 

marketed and used for the manipulation of nanomaterials.  The use of lower inlet airflows may 

reduce the impact of turbulence and the body wake on the potential for fume hood leakage.  

However, there is little information on their performance.   

This study used numerical methods to evaluate the impact of the body wake on 

containment performance of a CAV and the nano hood. Previous experimental studies presented 

hood leakages with nanomaterials handled inside the hood [33, 34].  We performed experiments 

in the current study to validate the CFD models and to provide a basis for evaluating the impact 

of the human body on fume hood containment performance.  Thus, the effects of arm motion 

into and out of the hood was simulated using CFD in this study to assess how one of the common 

actions of an operator/user may affect containment.   

 

Methods Description of Hoods and Equipment Setup 

The “nano” ventilated enclosing hood evaluated was the A1 Safetech ST1 (Dusseldorf, 

Germany) potent powder weighing enclosure (hereafter referred to as the nano hood). The 

exhaust of the hood is routed through an attached fan and HEPA filtration unit with air 
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recirculated into the room. The HEPA fan/filter unit provides the important function for the 

removal of powders and filtration of air prior to recirculating the air to the workplace.  The HEPA 

fan/filter unit (33 cm in width × 33 cm in depth × 50 cm in height) was co-located to the right of 

the hood face. This hood located in a university lab was 7.32 m in width by 4.85 m in depth with 

a ceiling height of 2.75 m.  The hood was located on a bench top with shelving located above 

the hood along with an assortment of lab equipment (see Figure. S1a).  More details on these 

hoods as well as the laboratory spaces are discussed in a previous study by Dunn et al. [33]. 

The traditional fume hood evaluated in this study was the Safety-Flow Laboratory Fume 

Hood, Model 93-509Q (Fisher Scientific, Pittsburgh, PA).  This type of fume hood is known as 

a constant air volume hood which maintains a uniform volumetric exhaust flow (hereafter 

referred to as the CAV hood).  The hood was located on a bench top adjacent to an atomic 

absorption spectrophotometer and lab sink. The hood dimensions are 62 cm (height) × 130 cm 

(width) × 68 cm (depth).  This hood was located in a university lab, 7.3 m wide by 5.8 m deep 

and with a ceiling height of 2.8 m (see Figure. S1b).  The hood was exhausted out of the room 

through a facility exhaust system.   

The mannequin used for the experiments was the upper body of a standard mannequin 

mounted on a wooden platform as shown in Figure. S1a.  This mannequin had a shoulder width 

of 42 cm with a shoulder height of 140 cm and a total height of 164 cm above the floor.  The 

mannequin head dimensions were 16 cm from back of head to nose tip and 16 cm across the 

head (from ear to ear).  The body of the mannequin was placed at a distance of 5 cm from the 

inlet airfoil of the nano hood.  When using the CAV hood, the body of the mannequin was placed 

directly against the inlet airfoil with the nose distance to the sash of approximately 10 cm. The 

distance between the mannequin and the CAV hood sash was set by the ASHRAE test method 
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(ASHRAE 1995). For the nano hood, it was set based on the physical limitations for positioning 

the mannequin close to the hood opening. The difference in geometry between these two hoods 

does not allow for the distance to be consistent.   
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Figure. S1. Mannequin and Hood Setup for Experiments. a) nano hood. b) CAV hood 
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Numerical Model Details 

Airflow and contaminant dispersion simulations were conducted using ANSYS/Fluent 

version 16.1.0, a commercially available CFD code (Ansys, Canonsburg, PA).  The hood and 

surrounding details were modeled to account for the impact of furniture and lab equipment on 

airflow patterns.  The mannequin was simulated in the CFD model as a block structure with the 

following dimensions: head: 16 cm × 16 cm × 32 cm; legs: 12 cm × 12 cm; arms: 8 cm × 8 cm; 

shoulder width: 43 cm; shoulder height: 142 cm; body depth: 20 cm, and; torso length: 70 cm.  

For the base model case, the arms were positioned at the side of the torso consistent with the 

experimental conditions.  When simulating arm motion, the arms were placed inside the hood.   

The furniture and lab equipment were modeled as well to account for the impact of 

obstacles on the flow field. Hexahedron-dominated meshes were created for low element 

distortion and skewness.  The hood and the room were meshed separately and then merged in 

ANSYS/Fluent and the contact face of the two mesh was modeled as interface where two regions 

were mapped. The meshes were more densely packed inside the hood in the vicinity of important 

geometrical features such as hood inlet, airfoils, and baffle plates for both the CAV and nano 

hoods. The meshes were coarser outside of the hood and further away from the hood face where 

flow features were less likely to impact flow patterns inside the hood.  

In addition, the grid convergence was evaluated by the development of several grids and 

the inspection of the solution at key parameters. Grid convergence was assessed on grids ranging 

from 213,089 cells for CAV Hood to 277,757 cells for nano hood for the coarse grid; further 

ranging from 3,770,115 cells for CAV Hood to 4,007,074 cells for nano hood for the fine grid.  

The grids were refined by increasing the number of cells in areas of interest including at the hood 

wall boundaries and surrounding the body form.   
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A gas tracer source of sulfur hexafluoride (SF6) was positioned inside the hoods for all 

simulations to evaluate the dispersion pattern of contaminant gas released inside the hood and 

the containment for both hood designs. A small cylindrical tracer gas source with a mass flow 

of 0.26 ml/min of SF6 (species mass fraction of 0.13%) was used for the nano hood simulations, 

while a mass flow of 0.79 ml/min (species mass fraction of 0.40%) was used for the CAV hood. 

The wall across from the hood face was modeled as a pressure outlet, being set to zero gauge 

pressure (one atmosphere); flow through pressure boundaries was determined through the CFD 

solution process.  The exhaust boundary condition was established by measuring total hood 

exhaust flow and imposing this volumetric flow on the exhaust duct as a velocity inlet. The hood 

exhaust boundary condition was the only source of air movement specified a priori.  A summary 

of key boundary conditions is shown in Table. S1.  

  

Table S1. Boundary conditions used in the simulations 

 CAV Hood Nano Hood 

Averaged Mesh cells 5296094 3150528 

Exhaust velocity 

 

7.13 m/s 

Turbulent Intensity=10%, 

Hydraulic Diameter=0.275m 

 

7.11 m/s 

Turbulent Intensity=10%, 

Hydraulic Diameter=0.1m 

Room Inlet Gauge Total Pressure=0 pa 

Turbulent Intensity=10% 

Turbulent Viscosity Ratio=10 

Gauge Total Pressure=0 pa 

Turbulent Intensity=10% 

Turbulent Viscosity Ratio=10 
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SF6 Diffuser velocity=2.0417e-5   

Turbulent Intensity=10% 

Turbulent Viscosity Ratio=10  

Diffuser velocity =2.0417e-5   

Turbulent Intensity=10% 

Turbulent Viscosity Ratio=10  

 

All simulations discussed in this paper were single phase, steady state, isothermal, and 

incompressible.  A second order upwind spatial discretization scheme was used for model 

parameters including momentum, turbulent energy and dissipation and a third-order MUSCL 

discretization scheme was used for species transportation. The least squares cell-based 

discretization scheme was used for gradient terms and the enhanced wall treatment method was 

used to accurately capture the flow field near the wall boundaries. The solution process was 

iterated until the normalized residuals for each conservation equation were less than 10−3 for all 

parameters including velocity components, turbulent kinetic energy and dissipation, pressure and 

species.  

The realizable k-ɛ turbulence closure model was used as 

𝜕𝜕𝑡 (𝜌𝑘) + 𝜕𝜕𝑥𝑗 (𝜌𝑘𝑢𝑗) = 𝜕𝜕𝑥𝑗 [(𝜇 + 𝜇𝑡𝜎𝑘) 𝜕𝑘𝜕𝑥𝑗] + 𝜇𝑡𝑆2  − 𝜌𝜀                       (1) 

𝜕𝜕𝑡 (𝜌𝜀) + 𝜕𝜕𝑥𝑗 (𝜌𝜀𝑢𝑗) = 𝜕𝜕𝑥𝑗 [(𝜇 + 𝜇𝑡𝜎𝜀) 𝜕𝜀𝜕𝑥𝑗] + 𝜌𝐶1𝑆𝜀 − 𝜌𝐶2 𝜀2𝑘+√𝑣𝜀                                   (2) 

where 𝑘 is turbulent kinetic energy, 𝜀 is the turbulence dissipation rate, t is the time variable, 𝜌 

is the density of the fluid, 𝑢𝑗  is the mean component of the velocity in the direction 𝑥𝑗, and                   𝐶1 = max [0.43, 𝜂𝜂+5]                                      (3) 

𝜂 = 𝑆 𝑘𝜀                  (4) 𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗                 (5) 

where 𝑆𝑖𝑗 is the mean strain-rate tensor and is defined as 
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𝑆𝑖𝑗 = 12 (𝜕𝑢𝑖𝜕𝑥𝑗 + 𝜕𝑢𝑗𝜕𝑥𝑖)                 (6) 

The default values of the constants for this turbulence model were applied (C2 = 1.9, σk = 1.0, σe 

= 1.2).  

Lagrangian particle tracking was used to provide a better understanding of the transport 

mechanisms which may lead to operator exposure. The Lagrangian particle tracking predicts the 

trajectories of the particles by solving the equation of motion: 

𝑑𝒖𝑝𝑑𝑡 = 𝐹𝐷(𝒖 − 𝒖𝑝) + 𝒈(𝜌𝑝−𝜌)𝜌𝑝 + 𝑭               (7) 

where 𝐹𝐷  is the drag force coefficient, 𝒖𝑝 is the velocity vector for particles, 𝒖 is the 

fluid velocity vector, 𝜌 is the fluid density, 𝜌𝑝is the particle density,  𝑎𝑛𝑑 𝑭 is the acceleration 

term due to additional forces. The drag force coefficient 𝐹𝐷 is defined as 𝐹𝐷 = 18𝜇𝜌𝑝𝑑𝑝2 𝐶𝐷𝑅𝑒24                             (8) 

where 𝑑𝑝is the particle diameter, 𝜇 is the molecular viscosity of the fluid, and Re is the 

relative Reynolds number. The shape of particles is approximated as spherical and thus the 

spherical drag law was applied to calculate 𝐶𝐷. 

The Fluent Discrete Phase Model (DPM) served to calculate the paths of nanometer-

sized (50 nm) particles to provide insight on factors that affect exposure, both in the traditional 

fume hood and in the Nano hood.  To accurately predict particle trajectories under the influence 

of turbulent flow, Fluent uses a stochastic tracking model [35].  This model allows for a more 

detailed look at the potential impact of flow patterns on particle dispersion and leaks from the 

hoods.  For these models, the impact of Brownian motion has been calculated and included in 

the simulations.  To assess the impact of operator motion during CFD simulations, the arms were 

positioned inside of the cabinet near the contaminant source.   
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The action of pulling arms from the cabinet was simulated using the moving wall 

boundary condition on the arm boundaries.  This condition is implemented in the steady state 

model by a moving wall boundary condition on cells that define the arm surfaces, which then 

imparts the velocity to the adjacent air flow, via the no-slip condition. The impact of the motion 

was evaluated by releasing 50 nm diameter particles from a 10 cm diameter sphere whose center 

was located inside and 15 cm from the face of each hood. The diameter of 50 nm was chosen 

based on the medium size of the spherical nanoparticles with defined diameter of 100 nm or 

smaller. These simulations were conducted using the DPM with the release spheres located in 3 

different positions: 1) at the center of the hood; 2) 10 cm from the left side of the hood and 3) 10 

cm from the right side of the hood.  These simulations were conducted with arm removal 

velocities of 0.5, 1.25, and 2.5 m/s. The fate of the particles was evaluated to assess the number 

of particles escaping the influence of the hood.  A grouping of 56,590 particles was released 

from the sphere to evaluate containment performance.     

 

Experimental Validation of Hood Face Velocity 

 

Experimental data were collected to allow for CFD model validation.  Airflow 

measurements were taken to characterize the inlet air flow profile at the face of the fume hoods.  

A traverse of the hood face with a hot wire anemometer was conducted to evaluate the spatial 

and temporal variation in air velocities entering the hood.  The air velocity measurements were 

collected using a TSI model 8360 thermal anemometer (Shoreview, MN) with a range of 0.15 to 

50 m/s, an accuracy of 3% of reading or 0.02 m/s and a response time of 200 milliseconds (ms) 
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(to 63% of final value).  These measurements were conducted both with and without a 

mannequin in place and with the hood free of clutter and internal obstructions.  For the enclosing 

nano hood, the velocity profile was measured at the mid-plane of the hood face—at a distance 

of 8.5 cm from the hood base.  For the CAV hood, two velocity profiles were conducted at the 

sash design height of 45 cm.  This hood face traverse was conducted at 33% of the sash opening 

height which was 15 cm above the hood base.  

 

Results and Analyses        

 Model verification and validation 

The models were validated by comparing numerical predictions to experimental results, 

including comparison of both the hood face velocities as shown in Figure. S2.  For both hoods, 

the change in solution parameters was minimal with increasing cell number, and both solutions 

are shown in the comparison of experimental and CFD results in this section.  To allow for 

comparison of results, the overall grid density and count were kept similar between different 

hood CFD models.  The face velocities of the nano hood were taken at an exhaust airflow of 

3.40 m3/min and ranged from 0.34 to 0.37 m/s across the face of the hood without the mannequin 

and 0.25-0.44 m/s with the mannequin in place.  With the mannequin in place, the midplane 

velocity dropped significantly in front of the mannequin in the stagnation region downstream of 

the body for both hoods as presented in Figure. S2a.  The root mean square (RMS) differences 

between the experimental measurements and analytical predictions for the face velocities were 

approximately 11% for the nano hood without the mannequin and 24% for the nano hood with 

the mannequin in place.   
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Figure. S2. Comparison of velocity profile with CFD predictions for the a) nano hood at 
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midplane of the opening and b) the CAV hood at 33% of sash opening (15 cm). 
 

For the CAV hood, the average face velocity at 33% of the sash height (15 cm) ranged 

in 0.66-0.82 m/s without the mannequin and 0.23-0.91 m/s with the mannequin in place as 

presented in Figure. S2b. The RMS differences between the experimental measurements and 

analytical predictions for the CAV hood face velocities were approximately 21% with no 

mannequin and 34% for the mannequin in place at 33% of sash opening. The results showed that 

the simulations agree with the experimental data reasonably well for both cases. The RMS error 

for the CAV case (with the mannequin) could be due to the chaotic and transient nature of the 

flow field in the wake region and the steady state time scheme was used. Similar to the nano 

hood, the velocity magnitude dropped significantly when the mannequin was present.      

Hood interior airflow and particle dispersion patterns  

The difference in the geometric design of both hoods resulted in different flow patterns 

inside the hoods. Both hoods exhibited large recirculation zones behind the sash as air accelerates 

into the hood opening and then slows down when reaching the much larger hood volume 

(Figures. S3a and S3c, tag number 1).  The existence of a recirculation region behind the sash 

has been found in these types of hoods by other researchers using experimental and numerical 

methods.  The nano hood also exhibited secondary recirculation zones related to the side post 

airfoils, as shown in Figure. S3b. These side airfoils, which were meant to reduce turbulence 

inside the nano hood, generate a recirculation zone along the sides of the hood.  This result may 

be surprising given that the side airfoil is small and intrudes into the hood space only a few 

centimeters.  However, as the air is brought into the hood, these small airfoils greatly impact the 

flow patterns near the sides of the nano hood.  The CAV hood flow pattern shows a much smaller 

side recirculation pattern primarily due to the fact that the side airfoils end flush with the sides 
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of the hood and did not intrude into the hood space (see Figure. S3d, tag number 2).  

 

Figure. S3. Velocity at a) a vertical cross section of nano hood. b) a horizontal cross section of 
nano hood. c) a vertical cross section of CAV hood. d) a horizontal cross section of CAV hood. 
 

To understand the performance of both designs on contaminant dispersion within the 

hood, a release of a tracer gas, SF6, was simulated at the center of the hood and the predicted 

concentration contours at a vertical cross section are shown in Figure. S4 with and without a 

mannequin form in front of the hood.  Figures. S4a and 4b show that the tracer gas gets caught 

up in the primary recirculation zone behind the nano hood sash but is reduced when the 
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mannequin form is in front of the hood.  However, Figures. S4c and 4d show that the inclusion 

of the mannequin body in front of the CAV hood dramatically disturbs the flow field and causes 

the tracer gas to move towards the hood face and increases the tracer concentration in the primary 

recirculation zone behind the hood sash.  This airflow dynamic may increase the risk of 

contaminant escape in the CAV hood when attended by an operator.  Further the concentration 

of the tracer in the upper part of the hood, near the bottom of the hood sash, provides an 

opportunity for leakage of contaminants to easily reach the operator’s breathing zone (see 

Figures. S4 and S6).   
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Figure. S4.  SF6 predicted concentration contours at a vertical cut plane with no human 
mannequin and with a straight-arm mannequin for a) nano hood without mannequin, b) nano 
hood with straight arm and no motion, c) CAV hood without mannequin, and d) CAV hood 
with straight arm and no motion. 
 

Effects of arm motion on hood containment  

Simulations with both tracer gas and nanoparticle releases were conducted to better 

understand the impact of the withdrawal of arms from the hood on contaminant dispersion 

patterns.  Figure. S5 shows the impact of the highest withdrawal arm speed (2.5 m/s) on predicted 

tracer gas concentrations compared with no arm motion at a horizontal cut plane through the 

middle of the hood opening. The pulling arm motion does not seem to make a significant change 

in the dispersion patterns seen through this figure.  However, the motion of the arm moving out 

of the hood shows that contaminant seems to be dragged out by the end of the arm (see figures. 

S5b and S5d) and tends to enlarge the overall shape of the high SF6 concentration zones to a 

minor degree.  This action may increase the potential for dragging out tracer gas out of the hood 

near the hood face.  
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Figure. S5. SF6 predicted concentration contours for the CAV hood with no arm motion and 
2.5 m/s arm motion at a horizontal cut plane through both arms for a) nano hood and no arm 
motion, b) nano hood and 2.5 m/s arm motion, c) CAV hood and no arm motion, and d) CAV 
hood and 2.5 m/s arm motion. 
  

Table. S2 contains a summary of the particle tracking results for a variety of simulation 

conditions, including varying source location (left, center, or right sphere location) and arm 

withdrawal speed (0, 0.5, 1.0, and 2.5 m/s).  For all scenarios, more total particles were leaked 

from the CAV hood than the nano hood. Figures. S6a - S6d shows the particle tracks released 

from a source at the side and in the center of the both the nano and CAV hoods.  A large portion 



194  

of particles entered into the primary recirculation zone before they were eventually cleared in 

the nano hood. The speed of arm pulling motion did not show a significant impact on particle 

trajectories for the nano case. On the contrary, only a small portion of particles entered into the 

primary recirculation zone as most particles were sucked directly into the lower opening of the 

baffle in the CAV hood, shown in Figures. S6c and 6d. When the arm removal speed increased, 

some particles started to reach the hood face and show a tendency to leak from the hood (Figure. 

S6d and Table. S2). For the nano hood, only the highest arm removal rate resulted in loss of 

containment.  These particles were predicted to escape the hood and move outward into the room.  

For the CAV hood, particles leaked at every condition even when there was no arm motion.   
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Figure. S6. Particle tracks for the source at center of hood with a) nano hood with no arm 
motion. b) nano hood with 2.5 m/s arm motion. c) CAV hood with no arm motion and d) CAV 
hood with 2.5 m/s arm motion. 
 

The airflow dynamics inside the hood coupled with the mannequin in front of the hood 

and the motion of the arms from the hood impacts the containment performance of these hoods.  

Further where sources are located within the hood and their proximity to the primary and 

secondary recirculation regions affects the potential for leakage.  When the particles are released 

in the center of the hood downstream of the body, they are more efficiently captured and 
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exhausted from the hood.  In general, with all simulations, particles become trapped in the 

recirculation zones resulting in some particles not being exhausted from the hood. Overall, both 

hoods leaked exhibited leakage of less than 1% based on these simulations (see Table. S2) 

however, the nano hood showed less particle leakage than the CAV hood.  Based on these results, 

the best containment condition is for the source to be located at the center of the hood, especially 

for the nano hood, which suffers from the side recirculation zones.  When the contaminant is 

released inside the hood at the center, the average flow path is for the contaminant to be picked 

up and efficiently removed by either hood.  However, when the contaminant is located near the 

side of the hood, the flow patterns inside the nano hood increase the potential for leakage as the 

streamlines released from a source near the side do not leave the hood space directly but move 

back towards the hood opening (see Figure. S6).   

 

        Table. S2. Percentage (%) of 50 nm particles reaching hood face plane released under 
various simulation conditions including source location and arm withdrawal speeds for nano 
hood and traditional hood. 
 

Arm 
Withdrawal 
Speed (m/s) 

Nano Hood Traditional (CAV) Hood 

Source Location Source Location 

Left Center Right Total Left Center Right Total 

0 0.008 0 0 0.008 0.012 0 0.014 0.026 

0.5 0.051 0 0 0.051 0.041 0 0.039 0.080 
1.0 0.064 0 0 0.064 0.050 0 0.090 0.140 
2.5 0.092 0 0.014 0.106 0.202 0.005 0.136 0.343 

 

DISCUSSION 

The current study evaluated a new fume hood being marketed for the containment of 

nanomaterials during handling compared to an existing conventional fume hood.  One of the key 

findings was that the nano fume hood seemed to be less affected than the CAV hood by the 
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presence of a body in front of the hood.  However, the use of aerodynamic features like the side 

airfoils, which intruded into the hood volume, created a secondary recirculation zone.  This 

secondary recirculation zone interacted with the primary recirculation region behind the sash to 

trap contaminants increasing the potential for leakage.  In smaller hoods, such as the nano hood 

evaluated (hood width of 86 cm versus mannequin width of 43 cm), the impact of these effects 

might be magnified since the worker’s arms will more likely interact with the side recirculation 

zones.  However, the results also indicate a potential re-design that might lead to an improvement 

of performance.  Moving the side airfoils outside of the volume so that they terminate at the hood 

side should reduce the size of the side recirculation zone although the optimum inlet angle should 

be investigated using CFD and confirmed using flow visualization methodologies.   For the CAV 

hood, the mannequin represented a far smaller blockage to the opening area since the hood width 

was approximately 1.5 times as large as the smaller nano hood. These factors as well as the 

design of the side airfoils resulted in better airflow patterns along the hood side.  

For both hoods, as air enters the hood opening and slows down, a large recirculation 

region is created behind the sash.  The presence of this recirculation zone (behind the sash) has 

been seen in research findings on fume hoods by many researchers [10, 12-18].  Complex 

turbulent airflow patterns arose in areas where the incoming air met a wall boundary—along the 

sides of the hood, at the work surface and along the bottom of the sash [36].  When a transient 

disturbance impacts these regions of the hood, contaminants inside the hood can leak out of the 

hood into the work environment.  These disturbances may be due to many common sources 

including the presence and motion of the worker, room ventilation, sash movement and the walk-

by of workers within the room [7, 9, 12, 19, 26, 27, 29, 37-40].  Huang et al. developed an air 

curtain hood which sought to address these design issues by changing the overall flow patterns 
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associated with the hood [41].  In that design, an air jet emanates from the sash and forms a 

barrier to the potential for leakage of contaminants inside the hood. An evaluation of that hood 

during nanomaterial handling activities showed good containment performance [42]. 

The presence of the mannequin did impact the airflow into the fume hood with a 

stagnation zone forming downstream of the mannequin.  However, this factor was not sufficient 

to result in leakages for either hood.  The impact of removing arms from the hood was evaluated 

with a Lagrangian particle tracking scheme.  These simulations illustrated the effect of motion 

on the recirculation zones for both hoods which concentrate contaminants in the vortices behind 

the hood sash.  For the nano hood, motion caused a much greater disturbance in the overall flow 

field inside the hood.  This is likely due to the fact that the volumetric airflows are much lower 

for the nano hood than the CAV hood (nano hood: 2.83 m3/min, CAV hood: 17.8 m3/min).  In 

addition, although the velocity at the face of both hoods were comparable for the simulation 

(nano hood: 0.36 m/s, CAV hood: 0.48 m/s), the air speeds decrease greatly once inside the nano 

hood as the air expands into the larger volume.   

The procedure of removing the arm from the hood was demonstrated numerically 

through the steady state model. The flow pattern created by withdrawing the arms caused 

particles to be dragged out in the vicinity of the arm for the nano hood.  This is consistent with 

fume hood experimental studies conducted by other researchers [27, 43].  The leakage only 

occurred at the highest arm speed simulated and one that is higher than those likely performed 

by workers.  However, this movement is conducted by every user upon completion of tasks, and 

overall leakage could certainly be increased if the user is also pulling out an object, such as a 

beaker which would further disturb the flow field.  The approach of using a moving wall 

boundary condition in a steady state framework is a reasonable initial approach that can be 
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improved by using more recently available CFD techniques such as dynamic mesh 

methodologies.   

With both the CAV and nano hood, the recirculation zones result in contaminants being 

transported to the front of the hood near the inlet boundary.  As the particles get near the 

hood/room interface, the potential for leakage to occur increases due to user motion as well as 

outside disturbances, such as room air currents.  These simulations did not include room air 

vents, which could have further disturbed the flow and resulted in leakage of particles from the 

hood.  Other researchers have documented the negative impact of room air distribution on hood 

containment performance both experimentally and through numerical methods [27, 37, 38, 43].  

Finally, the airflow patterns in the hood were transient in nature as evidenced by the 

predicted tracer gas concentration results.  As the flow was unsteady, there were limitations with 

using steady state simulations.  However, it was believed that the overall flow field features were 

well captured by the steady state model, and agreement with experimental measurements 

validated this approach.  

Conclusions  

The dearth of published studies on the implementation and effectiveness of engineering 

controls for nanometer-sized particles such as engineered nanoparticles provide an opportunity 

to assess exposure control approaches.  Many users have adopted the laboratory fume hood as 

the primary exposure control given its ubiquitous nature and history as a standard control used 

in most research laboratories.  Some newly developed fume hoods introduced in the past decade 

are being specifically targeted for application in the nanotechnology and advanced material 

markets.  This study illustrated limitations in one such design; similar hoods by other 

manufacturers may exhibit similar limitations.  In addition, CFD was used to evaluate the 
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potential impact of worker arm motion on containment effectiveness.  Results of the modeling 

effort point to some commonsense approaches to minimizing the likelihood of arm motion 

resulting in worker exposure.  Specifically, the operator could wait a prescribed amount of time 

before withdrawing their arms to allow for the clearance of nanoparticles and do so at a lower 

speed, as an improved work practice to minimize leakage and potential for exposure.   

This study along, with others conducted, showed limitations of some fume hood 

containment test methods.  These approaches include the need to utilize a mannequin when 

conducting tracer gas tests and to evaluate common worker maneuvers, such as removing their 

arms from the hood.  In addition, hood containment assessment methods should collect data near 

each hood wall boundary since these areas represented the regions where leakage was most likely 

to occur.  More research is required to address the issues at these boundaries where leakage may 

occur to gain a better understanding of the interaction between hood containment and room 

airflows.         
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