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ABSTRACT

ASSESSING USABILITY OF FULL-BODY IMMERSION IN AN INTERACTIVE VIRTUAL

REALITY ENVIRONMENT

Improving immersion and playability has a direct impact on the effectiveness of certain Vir-

tual Reality applications. This project looks at understanding how to develop an immersive soccer

application with the intention to measure skills, particularly for the use of assessment and health

promotion. This project will show the requirements to create a top-down immersive experience

with commodity devices. The particular system serves the simulation of a soccer training environ-

ment to evade opponents, pass to teammates, and score goals with the objective to systematically

increase the difficulty of the game by moving from easier to more complex tasks. It is hypoth-

esized that the performance will go down as the level of difficulty increases. If our hypothesis

is confirmed, this system could aid in return to play readiness (with an OK by a physician) or to

promote health to non-athletes. This thesis describes the necessary steps for developing highly

immersive applications and provides future directions for human-subject experiments.
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Chapter 1

Introduction

The advent of Virtual Reality (VR) Head-Mounted Displays (HMDs) as commodity devices

have driven the introduction of more and more games that can be played and appreciated by the

general public. In addition to games, there are other types of VR applications, including training [1,

2], rehabilitation [3, 4], and simulation [4–6], among others. This effort answers the question

about what is the necessary components to create a fully top-down immersive VR soccer training

simulator using minimal equipment that can be used for return-to-play concussion assessment or

promoting health. The system presented here, SoccerSim VR, integrates all the features required

for a true immersive experience with the exception of haptic sensing.

SoccerSim VR takes advantage of immersion. The users are put on a virtual soccer field and

ask to perform various game related situations (evading opponent, pass to a teammate, score a

goal). Users have complete control of their body (avatar’s body). One of the significant features of

the system is to provide metrics to aid the ready-to-play decision. This thesis sets the foundations

by providing a complete system and a design of experiments for future researchers.

With Virtual Reality becoming more and more popular and increasingly reaching typical house-

holds, a large number of research labs around the world have started using Virtual Reality (VR) in

their research. Immersion is critical when you want people to believe they are someplace other than

their home or office. When a VR application does not allow full-body movement, it may reduce

the immersion. Just a small addition of hands visible in the 3D space increases immersion, imagine

having a complete body (human or not). This requires full-body tracking to map real-world move-

ments to the virtual world. Full-body tracking leads to a more immersive feeling and actions more

in line with the real world [7]. During the past years, many different motion capture technologies

have been developed in order to fully track the human body. Few of the solutions include attaching

markers to key body parts, video-based systems use IR or depth data capture via cameras (e.g., Vi-

con, ART, OptiTrack, Kinect, RealSense), inertial systems use trackers with accelerometers (e.g.,

1



Xsens, and several others), electromagnetic systems utilize emitters and detectors of electromag-

netic field (e.g., Ascension, Polhemus). Since, current marker-less devices tend to show jittering,

tracking instability and false pose detection, and, for full-body, low resolution and precision.

This thesis’s primary contribution is to provide an immersive system for a specific domain (e.g.,

return-to-play or health promotion) using commodity devices. The system includes everything

needed to conduct a user experiment, and it sets the way forward (Chapter 5) on how to conduct a

user study.
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Chapter 2

Literature Survey

The key points targeted in this thesis are immersion, presence, and virtual body ownership.

Berkman et al. defined immersion as "user’s engagement with a VR (virtual reality) system that

results in being in a flow state" [8]. The human mind does two types of processing based on the

information provided. Bottom-up processing refers to understanding and processing all the sensory

data as it comes in. On the other hand, Top-down processing is driven by cognition. The brain fills

in the missing gaps of information based on what it knows and what it expects [9]. Another way

of looking at it is by providing all the sensory information that five senses of the human body can

understand leads to a bottom-up approach to immersion and presence. On the other hand, just

providing a bare minimum, in case of VR - visual information, and letting the brain fill in the

rest of the information is top-down processing. Arousing body ownership when a user controls a

virtual body that moves the same ways as the real body will enhance the sensation of presence for

the user and support the idea of virtual body ownership [10].

Capturing the real body movements and producing the same movements by a virtual body

is a problem without a perfect solution today. There have been a lot of different approaches.

Some researchers built custom trackers, while in the past few years vendors have introduced their

own (e.g., HTC Vive trackers). For example Caserman et al. introduced an accurate, low-latency

body tracking approach for VR-based applications using Vive Trackers [11]. Drobnjakovic et al.

proposed a full-body motion tracking architecture for Virtual Personal Trainer system. They used

9-axis Inertial Measuring Unit(IMU) sensors, which provided accurate full-body tracking with the

freedom of wireless communication to a host device. A 3D camera was used as a stabilizing agent

by providing a point of reference. It also helped to counteract the inherent gyroscopic IMU drift

and interference from surrounding electromagnetic fields [12]. The Motion Capture suits that use

light-based markers or sensors to track each joint are difficult to use. They are weighty, intrusive,

and above all, expensive.
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The introduction of low-cost, high-speed depth sensors, such as Microsoft Kinect for Xbox [13],

has increased the popularity of marker-less human pose estimation techniques using depth images.

The use of depth data has allowed the realization of many reliable human pose estimation systems

that can output the position of some joints in order to reconstruct the human skeleton. Okada et

al. presented a method for marker-less human motion capture using a single camera. They used a

shape-from-silhouette approach to assess 3D surfaces, followed by tree-based filtering to estimate

poses in real-time [14]. Similar to Okada et al.’s work, Grest et al. proposed an example-based ap-

proach [15]. Pre-captured motion exemplars were used to estimate the body configuration. Many

exemplars should be tested to obtain the best-matched one leading to single predicted pose match.

Leoncini et al. presented an approach to simulate a collaborative virtual environment [16].

They introduced a fusion technique for data incoming from multiple Kinect sensors. Furthermore,

they also included fusion strategies for multi-body tracking based on Kinect along with head-

tracking and head-mounted Leap Motion Controllers data in order to get body-tracking with the

full hand detail, which enables direct hand manipulation in applications such as first-person virtual

maintenance training. The fusion part of leap motion and the Kinect sensor determines which

sensor tracks the hand, depending on the position of the hand.

Although Facebook has released its hand tracking feature in Oculus Quest headsets, it is still

researching on full-body tracking. They have taken it a step further where they track body move-

ments on muscle activation levels. They did state that this is a research project, not a product, and

the launch may be years away [17].
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Chapter 3

Details about hardware and software

The system was developed using Unreal Engine 4 on Alienware Aurora R8 with intel i9-9900K

Processor, 32 GB memory, and Nvidia RTX 2080 Ti Graphics card. Although the development

system had high specifications, the software runs perfectly well on any VR ready computer. Fi-

nally, 3DS Max and Blender were used for character rigging and other alterations. The program

was developed on Oculus Rift S. An HMD was used for tracking in-game camera position.

3.1 Minimum hardware requirements

1. Microsoft Kinect 2: The system uses the Microsoft Kinect to track the body movements. It

provides 25 tracking points that signify different joints.

2. VR Head Mounted Display: Any commercial HMD should support the system. Although

the system is not HMD dependent and it doesn’t need specific VR controllers, but IR interfer-

ence was observed between the HTC Vive and the Microsoft Kinect. Due to IR interference,

the Oculus Rift S or other camera-based tracking HMDs are preferred.

3. At least one hand controller: Although controllers are not needed for their conventional

use, the left controller is used to track the position of the body to define the center of gravity.

This ensures that the body doesn’t move forward when looking down or crouching. The

current prototype has fixed relative positions of HMD and controller in xy-plane. This means

there might be some positioning problems depending on the waist size but can be changed

in code.

4. Windows computer: At least an NVIDIA GeForce 1060 graphics card and i7 processor is

required. Any VR ready computer with Windows OS supports the system.
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3.2 Software

1. Unreal Engine 4: It provides necessary graphics details that are required for an immersive

experience. Since there is no haptic feedback, the way to make people believe what they

experience is real is through sight. Unreal Engine 4 also has a third-party plugin called

Kinect4Unreal, which gives the joint coordinates to Unreal. This allows subjects to have a

virtual body that they can use to interact with the virtual world.

2. Kinect4Unreal: Kinect4Unreal (sometimes abbreviated to K4U) is a middle-ware plugin

between Unreal Engine 4 and Microsoft Kinect 2. It provides functions for utilizing all the

features provided by Microsoft Kinect 2 in the form of Blueprint visual scripting system.

The idea behind this plugin is to allow developers to focus more on application design rather

than understanding and utilizing the data provided by Microsoft Kinect 2. It provides over

30 original nodes, all with extensive documentation and prebuilt Avateering systems.

Figure 3.1: Virtual Avatar with VR HMD hardware

6



Chapter 4

Unreal Engine 4 Design Details

4.1 Male and Female Avatars

SoccerSim VR provides two options for avatar selection. Generic Male and Generic Female.

The meshes of both the avatars were bought and downloaded from TurboSquid [18]. TurboSquid

provides 3D models for a variety of industries. Think of it as Amazon for 3D models. Depending

on the asset, it can provide animations, materials, and posses and free services for conversion to

multiple platforms like Unreal Engine 4, Unity, 3DS Max. The avatars were rigged on 3DS Max.

The rig used was the one provided by the Unreal Engine 4 team. The rig can be seen from the

skeleton menu of SK_Mannequin.

Figure 4.1: SK_Mannequin provided by Unreal Engine 4
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SK_Mannequin is a Skeletal Mesh provided by the Unreal Engine 4 team as a start-up content

for Third Person games (Figure 4.1). It has multiple properties. The main ones are material

selection and container for classes required for movement. The classes are:

1. Physics Asset: It is called "SK_Mannequin_PhysicsAsset." When "Physics" is enabled, it

provides the necessary structure and features for physics to work on the body properly. This

means interacting with the environment is not limited to the default capsule collision. It

also helps with body movements. For example, if the character is injured and some limbs

are paralyzed or when a character dies, the ragdoll movement can be shown using Physics

Asset. It also helps put limits on the range of movement of the limbs to simulate real-world

joint constraints.

2. Animations: The Unreal Engine 4 team also provides few animations like "Walking." "Run-

ning," and "Jumping." These animations are used to display movements. Without these an-

imations, there won’t be any limb movements. The only thing users see is a still character

floating around in space.

3. Animation Blueprint: Joining animations and putting conditions on animation triggers is

handled by Animation Blueprint. A simple example is when you want to transition from

’standing still’ to ’walking’ to ’running’ depending on how much pressure you apply on the

joystick can be programmed in Animation Blueprint.

4. Skeleton: The last class provided by the team (probably the most important of these all) is a

Skeleton or rig called "UE4_Mannequin_Skeleton". This is the rig that specifies the bones,

their location, and rotation. Different parts of the mesh are coupled with appropriate bones.

This specifies the amount of influence a particular bone has on the specified mesh region.

You don’t want the leg region of mesh to move when the bones in arms are moving. The

animations are applied to rigs and not mesh. Developers can change the mesh and have the

same animation as long as the rig is the same. This comes handy when you have multiple

characters whose movements are the same but look different.
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The Skeleton/Rig and running animation from this asset were used in most of the characters.

There are two reasons for using this Rig - a) The Kinect4Unreal plugin only recognizes the bone

structure of this rig. And b) it is much easier to transfer a mesh on to an already constructed rig

than create a new rig for every mesh.

The four characters used throughout this system are shown in Figure 4.2. Figures 4.2a and 4.2c

shows player avatars, and Figures 4.2b and 4.2d show their respective opponents. The teammates

have the same jersey like the players, so the player characters are used for that too.

For more immersive experience and virtual body ownership, the avatars have to look as close

to their real bodies as possible. Waltemate et al. conducted a study where they had six different

conditions for the subjects [19]. The conditions were - generic avatar made with character creator

program with regular clothes, non-individualized scanned avatars with regular cloths, personalized

avatars with respective clothes, and all three avatar styles in motion capture suits instead of regular

cloths. They found that personalized avatars significantly increase virtual body ownership, virtual

presence, and dominance compared to generic counterparts. Having personalized avatars is almost

impossible when you are trying to make a system that requires minimal equipment. The alternative

is to have a customizable option similar to games like Witcher, WWE.

9



(a) User Male Avatar (b) Opponent Male Avatar

(c) User Female Avatar (d) Opponent Female Avatar

Figure 4.2: Avatars
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Figure 4.3: Participant Level 3D widget

4.2 Participant Level

The level displays a blank scene with a 3D object. This object contains a widget that is used to

display menus and information. The widget is simple, where it displays the participant ID, which

is assigned to the player, as shown in Figure 4.3.

The 3D object is attached to the camera. This allows the widget to follow the player’s viewport

at all times. Unreal Engine 4 provides a widget class which can be attached to the viewport of

the player, but that is for screen playing. There are two reasons for not providing this feature in

VR playstyle. 1. VR has a larger field of view, which makes it difficult to design and visualize

the widget. 2. Having a menu stuck to the player’s face with objects in the background tends to

increase the chances of simulator sickness. In an effort to reduce the simulator sickness, the whole

level is kept blank hence there is no visible point of reference relative to the menu.

11



4.3 Start Level

(a) Start Level Male Avatar

(b) Start Level Female Avatar

Figure 4.4: Start Level

This is the first time the players see the soccer field and their body in the virtual world. In this

level, players have the chance to move around and get familiar with their virtual body. The players

find themselves in front of a mirror, as shown in Figure 4.4. Adding mirror in the configuration

stage is inspired by Gonzalez et al.’s work. They presented their finding on how Real-Time Mirror

Reflections of Motor Actions impacts Virtual Body Ownership in an Immersive Virtual Environ-

ment [20]. Disconnecting from the real world and immersing yourself in a virtual one takes time,
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especially when it is an unfamiliar environment. It is essential that players feel the virtual body is

their own.

This level serves four purposes:

1. Introduction to their virtual body and familiarizing the feeling of real-life movement mapped

to this virtual body. The mirror helps solidify the idea of virtual body ownership.

2. Opportunity to move around in the virtual environment to build up confidence and under-

stand the area that the players can move around without bumping into something or some-

one.

3. Setting height of the player so that avatar has the same height and the movements are as

close to real-world as possible.

4. Selecting gender for the avatar. The choice is provided if in case the adapting system needs

this feature. Ideally, players select their gender to increase the feelings of virtual body own-

ership.

4.4 Practice Task Levels

These levels are for the player to get used to the system and its workings. In these levels, the

players perform one task at a time, and the task remains the same for all trials until level changes.

The trials on each level start with the keypress ’T.’

4.4.1 Practice Evade Level

The level can be started with the keypress "1."

In this level, the players are spawned in the middle of the field. They face forward (facing

Kinect). Opponents spawn in three different lanes, randomly, one at a time with an interval of two

seconds. The level continues till the players collide five times with the opponents. A snapshot of

the task is shown in Figure 4.5. The opponents can be identified easily by the color of their jersey.

Male opponents have Yellow and Black jersey as opposed to Red and White. Female opponents

have Blue and White as opposed to White and Black. The opponents spawned are of two types,
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Figure 4.5: Evade Level

with a ball, and without a ball. The selection of the type of opponent depends on whether there is

a soccer ball on the field. This means that once an opponent with a soccer ball spawns successive

opponents won’t have a ball with them until the opponent with the soccer ball reaches the end of

its path and is destroyed. This ensures that there is only one soccer ball on the field. Increasing the

number of players spawned at a time or decreasing the time gap between each successive opponent

spawn can add additional difficulty.

There are 2 objectives to complete.

1. Evade the on-coming opponents without the ball

2. Tackle the opponents with the ball (stand in the way)

The collision on the opponents is a simple capsule collision, while on players, all significant

parts have their own collision box. The significant parts are Palms, Forearms, Arms, Chest, Head,

Thighs, Lower Legs, and Feet. It is considered unsuccessful evade if any of these collision boxes

overlap the capsule collision on opponent players. On the other hand, not overlapping with the

capsule collision of the player with the soccer ball is considered as failure.
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4.4.2 Practice Goal Level

(a) Goal Level

(b) Goal Level Kick

Figure 4.6: Goal Level

The level can be started with the keypress "2."

This is a penalty kick simulation. A penalty kick is when the soccer ball is placed on the white

dot, as shown in Figure 4.6b, and the task is to kick the ball in the goal. There is a goalkeeper

who tries to block the ball (in this simulation, there is no goalkeeper). In this task, the soccer

ball spawns every seven seconds. The player has 4.5 seconds to hit the ball. The reason for 4.5

seconds is to facilitate faster reaction speed and athletic movements. The players get five attempts.

A snapshot of the task is shown in Figure 4.6.
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Figure 4.7: Four quadrant Goalpost

There are two types of goalposts available:

1. Simple: This type has a simple goal, and the players can aim at any part of the goal.

2. Segmented: The goal is split into four parts, as shown in Figure 4.7. One of the segments

is transparent, while the other three red. The task is to aim at the transparent section. After

each attempt, the target section changes randomly. This variation adds an additional level of

difficulty.

The collision boxes are set up in multiple places. One to cover the whole goal. This is required

to check if and when the ball goes in the goal. In the case of the Segmented type goal post, there

are 4 collision boxes to check for each section.

4.4.3 Practice Pass Level

The level can be started with the keypress "3."

The task is simple, kick the ball to your teammate. The teammates can be identified by their

jersey color. Male Red and White and female White and Black. Unlike the goal task, there is
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(a) Pass Level

(b) Pass Level Kick

Figure 4.8: Pass Level

no white spot where the ball appears, but it always is the same spot in the virtual world and

the same place in the real-world as the white spot in goal task. Players have to kick the ball to

their teammates who spawn randomly in three different positions. This means the players have

to readjust their aim every attempt. In a regular soccer game, you do not pass precisely to your

teammates. The aim is adjusted depending on opponents, and your teammates can adjust their
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position to receive the ball. To incorporate this idea, teammates have a blue ring around them,

which is the target region where the player is supposed to kick. Decreasing the size of the circle

increases the difficulty. Similar to Goal task, the ball is spawned every seven seconds, and the

player has 4.5 seconds to hit the ball. Similar to Goal Task, the players get five attempts. A

snapshot of the task is shown in Figure 4.8. Figure 4.9 shows a player performing kick action.

The size collision bounds recorded for teammates depend on the size of the ring. The height

of the collision box is also important and is slightly higher than the actual height of teammates.

Having too high collision bounds is inaccurate as the players can’t jump that high to receive the

ball.

Figure 4.9: Participant kicking in real world
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4.5 Single Task Levels

In these levels, the players perform one task at a time, and the task remains the same for all

trials till level changes. The trials on each level start with the keypress ’T.’

4.5.1 Evade Level

The level can be started with the keypress "4."

This level has the same requirements as the corresponding practice level. However, in contrast

to the practice level where the number of trials was five, here, the number of trials is 20.

4.5.2 Goal Level

The level can be started with the keypress "5."

This level has the same requirements as the corresponding practice level. However, in contrast

to the practice level where the number of trials was five, here, the number of trials is 20.

4.5.3 Pass Level

The level can be started with the keypress "6."

This level has the same requirements as the corresponding practice level. However, in contrast

to the practice level where the number of trials was five, here, the number of trials is 20.

4.6 Double Task Levels

In these levels, the players perform two tasks one after the other. This means that for each

trial, players are tasked to do two different tasks without a break. The trials on each level start

with the keypress ’T.’ The number of trials for each Double task levels is 20. While comparing

the performance with Single Task Levels, it is important to maintain the same distances and time

intervals for all levels.
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4.6.1 Evade + Goal Level

The level can be started with the keypress "7."

Imagine a scenario where the opponents have the soccer ball, the player has to navigate through

a soccer field, tackle the player with the ball to get the ball and score. The idea of this level is to

simulate this scenario. The task starts with opponents coming at the player the same as the Evade

Task. There is a delayed response to when the ball is spawned with the opponent. This is to ensure

that the first few opponents don’t have the ball, and the player has to perform the evade task. Once

the opponent with the soccer ball spawns, the player has to tackle (again, just stand in front) and

get the ball from the opponent. Once the player has the ball, he/she has to kick it in the goal

completing one trial. To maintain consistency with the previous tasks the number of trials is set to

20. The distance that opponents travel and the distance that the player has to kick the ball is kept

the same as Single Tasks to ensure that proper comparison can be done.

4.6.2 Evade + Pass Level

The level can be started with the keypress "8."

Imagine a scenario where the opponents have the soccer ball, the player has to navigate through

a soccer field, tackle the player with the ball to get the ball and pass to their teammate. The idea of

this level is to simulate this scenario. The task starts with opponents coming at the player the same

as the Evade Task. There is a delayed response to when the ball is spawned with the opponent

the same as Evade + Goal Level. Once the opponent with the soccer ball spawns, the player has

to tackle (again, just stand in front) and get the ball from the opponent. Once the player has the

ball, he/she has to kick it to their teammate completing one trial. To maintain consistency with the

previous tasks the number of trials is set to 20. The distance that opponents travel and the distance

that the player has to kick the ball is kept the same as Single Tasks to ensure proper comparison

can be done. Also, the size of the bounding circle, which signifies a successful pass is kept the

same as Single Tasks.
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4.6.3 Pass + Goal Level

The level can be started with the keypress "9."

Imagine a scenario where the player has the soccer ball; they pass to their teammate, and the

teammate returns the ball to the player because the player is in a good position to score. So, after

receiving the ball, the player kicks and scores. The idea of this level is to simulate this scenario.

The task starts with a soccer ball spawning in front of their feet. The player has to kick to their

teammate. It is assumed that the player receives the ball properly. Once the player has the ball

again, he/she has to kick it in the goal completing one trial. The number of trials is set to 20.

The distance that the player has to kick the ball is kept the same as Single Tasks to ensure proper

comparison can be made. Also, the size of the bounding circle, which signifies a successful pass

is kept the same as Single Tasks.

4.7 Triple Task Level

In this level, the players perform three tasks one after the other performing each task 20 times.

This means that for each trial, players are tasked to do three different tasks without a break. The

trials on each level start with the keypress ’T.’ While comparing the performance with Single Task

Levels and Double Task Levels, it is important to maintain the same distances and time intervals

for all levels.

The level can be started with the keypress "0."

Imagine a scenario where the player has the soccer ball, they pass to their teammate, but the

ball is stolen by opponents. Now the player has to navigate through a soccer field, tackle the player

with the ball to get the ball back. After reacquiring the ball, the player kicks and scores. The idea

of this level is to simulate this scenario. The task starts with a soccer ball spawning in front of

their feet. The player has to kick to their teammate. At this time, opponents start coming at the

player the same as the Evade task. There is a delayed response to when the ball is spawned with

the opponent the same as Evade + Goal and Evade + Pass Levels. Once the opponent with the

soccer ball spawns, the player has to tackle (again, just stand in front) and get the ball from the
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opponent. Once the player has the ball, he/she has to kick it to their teammate completing one

trial. To maintain consistency with previous tasks the number of trials is set to 20. The distance

that opponents travel and the distance that the player has to kick the ball is kept the same as Single

and Double Tasks to ensure proper comparison can be made. Also, the size of the bounding circle,

which signifies a successful pass, is kept the same as Single and Double Tasks.

4.8 Scoreboard

Although not a level, the scoreboard is an integral part of the system. During the development

phase of this system, it was pointed out that displaying scores may be helpful and encouraging.

People tend to change the way they are doing a task, depending on the outcome. If they think

the outcome is favorable, they continue to do the task in the same way, but if they feel there can

be improvements, then they try different things. This, in the context of simulating the real world,

people try to change how they swing their legs, which part of their leg they use to hit the ball or

how far away from opponents they have to be to evade them successfully. Understanding that they

are not moving fast enough or far enough away from the opponents increases their use of number

of muscles and energy, in other words making them more active. This is helpful when you are

trying to promote health.

The way scoreboards are designed, there are specific data structures in the Game State object

to store the events of each level. Game State and Game Instances are objects that can be accessed

across levels. Think of them as global variables/objects. These are especially useful for storing

information like player health or points scored and communicating between levels. The data struc-

tures are in the form of maps, where the key and value depend on the task. Since the data is stored

in the Game State object, they can be accessed from Scoreboard objects. The Scoreboard object

takes the data and extracts the necessary information from it.

22



(a) Practice Evade Scoreboard before trial starts(b) Practice Goal Scoreboard with one success

and three failures

(c) Goal Scoreboard before trial starts (d) Pass Scoreboard with two unsuccessful

passes

Figure 4.10: Scoreboards

The Scoreboard displays two readings.

1. Time: The time displayed is in the form of mm:ss(minutes:seconds) where count starts

when the level loads. This means every time a new level is loaded, the clock resets. The time

recorded in log files is the same as this.

2. Score: This depends on the number of trials. Since the practice levels have a small number

of trials, the score is tracked by displaying "-" (hyphen). As trials progress, the hyphen is

converted to "O" (circle) or "X" (cross) depending on the successful or unsuccessful out-

come. When trail numbers are high like in case of Single Task Levels (20 each), the score is

tracked by "successful/total" format. The count on total increases with each trail, and with

each successful outcome, successful count increases.
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4.9 Data Collection

Most of the data collection is done inside the system itself. Although Unreal Engine 4 Blue-

prints don’t provide any function to read from or write to a file. There are C++ functions to handle

file interaction. Two UFUNCTIONS were written in C++. These UFUNCTIONS are user-defined

C++ functions that can be accessed from inside Unreal Engine 4. It creates a blueprint node for

each function. The way to implement is to create a C++ file. Define the functions and compile from

either Unreal Engine 4 editor or your code editor where you are writing your C++ code. Once it

is compiled, as Unreal Engine 4 uses dynamic compiling, you can access the functions right away.

If in case the functions are not found, and there are no compilation errors, you may have to restart

the Unreal Engine 4 editor.

The two functions are:

1. LoadTxt: It takes one parameter - FString file_name. The function reads from the file name

provided and returns an FString and success/failure Boolean.

2. SaveTxt: It takes two parameters - FString text, FString file_name. The function overwrites

the text into the file_name.

Figure 4.11: Directory Structure
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Both functions can handle file_name with the path. The path starts with the root directory of

the project. If there is no directory or file that you are trying to access to write a file, it creates the

necessary files and directories. On the other hand, when trying to load a file that doesn’t exist, it

returns failure Boolean.

The directory structure of the data collection is shown in Figure 4.11. The root directory of

the project holds a directory called Records. This holds one file called Height, which stores the

participant number and their respective height. The other directories are created as new participants

use the system. A new directory is created for each participant and is labeled by participant number.

Each participant directory has log files for each level. The naming of each log file depends on the

level name since level name is enough to determine what task it holds. A sample log file for the

Evade level is shown in Figure 4.12.

Figure 4.12: Sample Log File
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Each level is assigned an FString log to store all the significant events that happen. Like a log

file, new data is stored at the end of the String. This String is saved to a file just before the next

level is loaded. Since SaveTxt function only overwrites the files, all the logs have to be in a single

string and can be written on file only once. In the case of the Height file, the append operation is

done by first loading the file to a string, appending new height at the end of this String, and then

saving the file again with new data.

4.9.1 Data collection key

Evade Events

Each entry in the log file has three columns. First is the time stamp, which stores data in

seconds up to six decimal places. Second is the event. And the last column is Miscellaneous:

Actor Display Name is added as additional column entry for opponent names.

StartTrial log is added when the Start Task button ("T") is pressed. Every time a new opponent

spawns, the OpponentSpawn log is added. The opponent spawned can be in two states, with or

without a soccer ball. This can be identified by log entry OpponentReached_X, where X is variable

with possible values B (Has Ball) and N (No Ball). There is a large collision box attached to the

player, as seen in Figure 4.13. OpponentReached_X entry is added when the opponent reaches

this collision box, and depending on if the opponent has a soccer ball appropriate value of "X" is

added.

Figure 4.13: Collision box to detect opponent reaching player position
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Once the opponent reaches the player position, there are four conditions for evade:

1. Evade successful, opponent with ball: No entry added but can be determined by not find-

ing corresponding entry of OpponentEvade_X for OpponentReached_X for opponent name

stored in Miscellaneous column who has a ball.

2. Evade successful, opponent without ball: No entry added but can be determined by not

finding corresponding entry of OpponentEvade_X for OpponentReached_X for opponent

name stored in Miscellaneous column who does not have a ball.

3. Evade unsuccessful, opponent with ball: OpponentEvade_T entry is added when the

player collides with the opponent who has a ball.

4. Evade unsuccessful, opponent without ball: OpponentEvade_F entry is added when the

player collides with the opponent who does not have a ball.

Finally, when all attempts are done, EndTrial is added.

Here is a summary:

1. StartTrial

2. OpponentSpawn

3. OpponentReached_X B = Has ball N = No ball

4. OpponentEvade_X T = Tackled opponent w/ ball F = Didn’t evade opponent w/o ball

5. EndTrial

Goal Events

Each entry in the log file has three columns. First is the time stamp, which stores data in

seconds up to six decimal places. Second is the event. And the last column is Miscellaneous:

Soccer Ball Number.

StartTrial log is added when the Start Task button ("T") is pressed. Every time the soccer ball

spawns, BallSpawn log is added. KickAttempt log is added by the external controller’s Trigger
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Figure 4.14: Soccer ball with collision boxes on the sides

press operated by the experiment supervisor. This entry is purposefully not added internally. The

entry is for kick attempt and not a successful kick attempt. This means every time player tries to

hit the ball, this entry has to be added even if they miss. The initial idea was to have two collision

boxes on either side of the ball, as shown in Figure 4.14. Collision boxes are imaginary boxes that

are around objects that are being checked for collision, like pedestrians on or close to the road,

other vehicles and signs or in this case the space beside the soccer ball. These imaginary boxes

detect if a foreign object has entered this space. But the way experienced players hit the ball is

they step on the side of the ball and hit with the other leg. This records false positives for the

KickAttempt log. To avoid that, external button press is used to add the log. The KickSuccess_X

can have two results Success or Failure, which are represented by T and F, respectively. There is a

large collision box on the goal post. ReachSuccess_T entry is added when the ball enters the goal.

If the ball doesn’t enter the goal and time span of the ball is up (4.5 seconds), ReachSuccess_F is

added, signifying goal failure. Finally, when all attempts are done, EndTrial is added.

Here is a summary:

1. StartTrial

2. BallSpawn

3. KickAttempt

4. KickSuccess_X T = Kick Success F = Kick Failure

5. ReachSuccess_X T = Goal Success F = Goal Failure

6. EndTrial
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Pass Events

Each entry in the log file has three columns. First is the time stamp, which stores data in

seconds up to six decimal places. Second is the event. And the last column is Miscellaneous:

Soccer Ball Number_Actor Display Name.

StartTrial log is added when the Start Task button ("T") is pressed. Every time the soccer

ball spawns, BallSpawn log is added. Similarly, TeammateSpawn is added when a teammate is

spawned. Although there are two different entries, they occur at the same time and hence have the

same timestamp. Similar to Goal task KickAttempt log is added by the external controller’s Trigger

press operated by the experiment supervisor. The KickSuccess_X can have two results Success or

Failure, which are represented by T and F, respectively. There is a large capsule collision around

teammates. ReachSuccess_T entry is added when the ball enters this capsule collision. If the

ball doesn’t enter this and the time span of the ball is up (4.5 seconds), ReachSuccess_F is added

signifying, pass failure. Finally, when all attempts are done, EndTrial is added.

Here is a summary:

1. StartTrial

2. BallSpawn

3. TeammateSpawn

4. KickAttempt

5. KickSuccess_X T = Kick Success F = Kick Failure

6. ReachSuccess_X T = Pass Success F = Pass Failure

7. EndTrial
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Features for Double and Triple Tasks

The entries for Double and Triple tasks are the same as previous depending on the task. To

better differentiate the tasks, an additional column is added, which signifies the tasks: Evade,

Goal, Pass.

Figure 4.15: Player celebrating successful pilot
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Chapter 5

Methodology

Commercial Virtual Reality (VR) products come with handheld controllers, which restricts

the freedom of movement. This limits the applications and day-to-day interaction with VR. The

purpose of this system is to understand how to develop an immersive soccer application that can

be Incorporated into more specific use applications that can be used for assessment and health

promotion.

SoccerSim VR uses a VR headset for display and camera tracking. The left controller is used to

track the position of the body to define the center of gravity. Microsoft Kinect is used for tracking

body movements. This set-up is used because of its affordability and ease of use. Using Microsoft

Kinect means that users don’t have to wear special suits or trackers. These can be used by the

general population.

The participants complete a series of tasks. These are in a Virtual Reality (VR) environment.

The participants find themselves in a virtual soccer field. A mirror is spawned in front of them.

They can see their virtual body. At this stage, they can select their gender (avatar’s gender) for the

trial. After that, their height is set. Next, they do practice tasks to get used to the system.

We hypothesize that as task complexity increases, the performance for each individual declines

slightly as well. Figure 5.1 shows the hypothesized decrease in performance. The following list

has the available drills:

• Dodge a charging player: In this task, opponents spawn and start running at the subject.

The subject has to move out of the way to not crash into the opponent players. There is a

player with a soccer ball, and the subject has to tackle that player. This is important for Level

2 and 3, where there may be a follow-up task.

• Shoot at goal: In this task, a soccer ball spawns near the subject’s leg. The task is to shoot

at the goal.
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• Pass to a player: In this task, players spawn periodically, and the subject’s task is to pass

the ball (which spawns close to his/her leg) to the player. The position of the player can be

changed.

Figure 5.1: Different Levels of Experiment
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5.1 Research Experiment

For the experiment, healthy participants are asked to fill out the pre-experiment questionnaire,

which asks about their athletic history and any experience with mixed reality headsets. After

getting preliminary instructions and information, they perform the following tasks:

1. Practice levels: In this level, subjects perform all three tasks. For the Evade task, they have

five strikes. For the Goal and Pass tasks, they have five tries. This is for them to get used to

the system.

2. Single task levels:The three tasks are randomly presented to the subjects. In the Evade tasks,

subjects get 20 strikes, and for the Goal and Pass tasks, they have 20 tries. The increased

number of tries is because the movements are not 100% the same as the real-world due to

hardware limitations.

3. Double task levels: The two combinations of the tasks are randomly selected. Depending

on the task, the players can either stand close to the goal(in case the task was to evade, get

the ball and then kick to the goal) or far away in the case of pass. Both tasks are performed

consecutively and repeated. The important thing is that the goal task never precedes the

Evade task or the Pass task because once a goal is scored, the field resets, and the subject

can’t have the ball in their possession again or have opponents charging at them.

4. Triple task level: The three tasks are in the order: pass to a player, the player is tackled by

an opponent and loses the ball; the subject has to tackle the opponent with the ball and then

kick to the goal. This is to mimic a scenario found in actual soccer games. Again following

the same pattern as double task, all three tasks are performed before repeating.

Completion of tasks is followed by the system usability survey and post-experiment question-

naire, mainly asking about differences between real and virtual experience and simulator sickness

questionnaire.

This is a proof of concept for an immersive interactive environment. The Microsoft Kinect

has its limitations where it doesn’t track the movement 100% accurately. Also, the area that VR
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headsets can track is small, which leads to constraints on freedom of movement like running. While

it is easier to overcome Microsoft Kinect’s limitation by using Motion Capture suit and cameras,

it is expensive. One of the goals of this project this project is to find affordable options for the

general population.

Figure 5.2: Shoot at goal task in Virtual environment

5.2 Lethargy and pre-experiment workout

During the pilot tests, what was noticed (observational measure) was that players were not

moving around too much and were using minimum effort and movements. Although, as humans,

we tend to find a more comfortable alternative, it defeats the purpose of using full-body tracking.

What was observed is that as the players progressed further in the levels, and they noticed the

movements that they were doing weren’t enough to get good results, they started putting in more

effort.

There are practice levels in the beginning to get the players familiar with the system. For the

main experiment introduction of pre-workout/warm-up exercises might be beneficial. Hoff et al.

experimented with studying the reduction of legacy bias in gesture elicitation using Kinesthetic

Priming [21]. Half of the participants were subjected to kinesthetic priming. These participants

were asked to move a few cardboard boxes under the pretense that space had to be made to perform

the experiment. The subjects performed this exercise under the assumption that this wasn’t part

of the study. Kinesthetic priming was performed on subjects for the study. Although Kinesthetic
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Priming is not required for this system, it may be helpful to have them do a warm-up session before

using the system.

5.3 Surveys

Currently, participants are asked to fill out a total of five surveys. All the actual surveys are

included in Appendix A.

5.3.1 Demographic questionnaire

The survey is done before the experiment. This survey is a pre-experiment survey to get basic

information about the participant and their prior experience with different games, consoles, and

VR equipment.

5.3.2 Simulator Sickness Questionnaire [22]

The survey is done during or after the experiment. The original survey was published by

Kennedy, Lane, Berbaum, & Lilienthal in 1993. It measures - as the name suggests - simulation

sickness usually induced by elements of visual display and visuo-vestibular interaction. VR tech-

nologies experience these effects of cybersickness. The symptoms are similar to motion sickness

but less severe, although prolonged usage of the system can cause higher levels of discomfort.

The scale consists of 16 symptoms that the subject has to self asses on four levels: None, Slight,

Moderate, and Severe. Figure 5.3 shows a snapshot of SSQ [22].

5.3.3 Physical Activity Enjoyment Scale [23]

The survey is done after the experiment. This survey was developed by Kendziersji and De-

Carlo in 1991. They developed this scale as a single factor, multi-item scale to assess the enjoyment

of the physical activity that subjects perform in a particular experiment. It is a 7-point Likert scale

with 18 questions or opinions. Each question itself is a range of subjective response. Figure 5.4

shows a few of these questions [23]. This scale is especially useful for understanding if the system

can be used for health promotion.
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Figure 5.3: Self-Assessment Manikin [22]

Figure 5.4: Physical Activity Enjoyment Scale (Adapted from [23])

5.3.4 Post-Study System Usability Questionnaire [24]

The survey is done after the experiment. This survey originated from an internal IBM project

called SUMS (System Usability Metrics) in 1988. The survey is widely used for measuring the

satisfaction of a particular product. This product usually includes websites, software, system, or

product. It has been revised twice after its initial release in 1988, and the third version is used

today. The way to differentiate it is to look at the number of questions; there are 18 questions in

version one, 19 questions in version two, and 16 questions in version three. Check Figure 5.5 for a

small snapshot [24].
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Figure 5.5: Post-Study System Usability Questionnaire [24]

5.3.5 Self-Assessment Manikin [25]

The survey is done after the experiment. Bradley and Lang published a paper titled "Measur-

ing Emotion: The Self-Assessment Manikin and The Semantic Differential" in 1994, where they

introduced the Self-Assessment Manikin (SAM) scale. SAM is a non-verbal assessment technique

that uses pictures instead of a numerical or linguistic scale. In response to a wide range of stimuli,

SAM measures three emotional responses: Valence, Arousal, and Dominance. The stimulus differs

from study to study, so each study needs a unique set of questions specific to the study. As shown

in Figure 5.6, the scale has five blocks with pictures signifying different levels of emotion [25].

The choices are all five blocks and space between each block, giving a total of nine choices. SAM

ranges from a smiling, happy figure to a frowning, unhappy figure when representing the valence

dimension, and ranges from an excited, wide-eyed figure to a relaxed, sleepy figure for the arousal

dimension. The dominance dimension represents changes in control with changes in the size of

SAM: a large figure indicates maximum control in the situation.
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Figure 5.6: Self-Assessment Manikin [25]
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Chapter 6

Use Cases

6.1 Concussion Assessment

Concussion is a type of mild traumatic brain injury(TBI). The American Association of Neuro-

logical Surgeons (AANS) defines a concussion as "a clinical syndrome characterized by immediate

and transient alteration in brain function, including alteration of mental status and level of con-

sciousness, resulting from mechanical force or trauma" [26]. In most cases of concussion, loss of

consciousness is common, but there are cases when a person may have suffered concussion with-

out losing consciousness. These can go undiagnosed and later result in the same complications

and much more severe concussions [27]. One difficulty presented in concussion diagnosis is the

wide range in type and severity of noticeable symptoms. A player suffering from a concussion may

experience dizziness, nausea, loss of consciousness, headaches, difficulty concentrating, fatigue,

and memory loss. The symptoms may last anywhere from a period of a few hours to weeks on

end [28].

Methods to monitor athletes with a concussion include self-reported symptoms, clinician-rated

balance performance, and computerized neurocognitive tests [29]. However, these methods are

often subjective and may output poor test-retest reliability [30]. The lack of a better method causes

the use of these methods.

Virtual Reality (VR) may enhance the management of concussion. Similar to other, new eval-

uation methods that have enhanced sensitivity to TBI, VR can be designed with increasingly com-

plex tasks to measure subtle motor control [31] or multi-tasking abilities [32]. With the develop-

ment of technology in full-body tracking, people can simulate real-world scenarios and measure

movements more accurately [7]. More importantly, VR can capture elements of performance in

which athletes are unaware of being tested. Although visual immersion is only a part of the overall

experience of immersion, it is a critical factor, and depending on the body schema, the body image
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changes. Visual immersion can even change the space perception and perception of objects [33,34].

Athletes have been found to underperform when they know they are being tested [35]. A lot of the

assessment techniques rely on expensive instruments or prolonged and through training for admin-

istration. VR is a fairly inexpensive techniques are being developed to enhance the extraction and

evaluation of performance-based data [36], which eases and enhances clinician decision-making.

VR has been used to evaluate mild TBI in military personnel [37], to treat orthopedic sports in-

jury [38] and has significant potential to evaluate and treat TBI in athletes [39]. The reason of

including Double and Triple tasks was inspired by the work of Howell et al. [40]. According to

Howell et al. an increase in complexity between two conditions is a result of the necessary increase

in sustained attention for completion.

6.2 Promotion of Health

Teenagers and Adolescents are active media users and first to adapt to new types of entertain-

ment. They are susceptible to addiction to these kinds of entertainment and may start to ignore their

physical well-being. Vallance et al. talked about the adverse effects of high volumes of sitting (>

8 hours/day) on health [41]. Public health professionals must adopt modern technologies and find

ways to incorporate them into their strategies. VR provides a way to combine entertainment and

physical activities.

Conner et al. introduced a system for correcting a user’s form in real-time while performing

a free weight exercise [42]. They used Microsoft Kinect V2 for tracking the body movements.

The exercise they chose was Squats, the reason being that squats are easy to track with a rigid

and specific set of form specifications. The pilot study showed positive results with participants

expressing that the software was beneficial and helped improve their form as they progressed.

Baranowski et al. presented a work where they discussed health promotion and weight-loss in

children [43]. They noted that health promotion is effectively behavior change and can be catego-

rized into following: (1) Web-based educational/therapeutic programs (ET), (2) tailored message

(TM) systems, (3) data monitoring and feedback (DMF) systems, (4) active video games (AVG),
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and (5) interactive multimedia involving games (IMG). They presented findings and available op-

tions for each of these categories. The final takeaway was there is no set approach which will work

on everyone and this is especially true when comparing between different age groups.

Deutsch et al. presented the feasibility of their system, Virtual Reality Augmented Cycling Kit

(VRACK), developed for addressing motor control and fitness deficits of individuals with chronic

stroke [44]. They designed a Virtual Environment where the participants were asked to catch

another cyclist (virtual). The speed of the other cyclist depended on a Target Heart Rate specified

by the participant’s physician. Proper indicators were implemented in the Virtual Environment to

alert the participant and ensure their safety. They not only found positive results with regards to

safety and feasibility but even noticed a transfer of training from the bicycle to walking endurance.

Looking at different studies such as these, we believe SoccerSim VR has the potential to be

incorporated into a system whose focus is promoting health. SoccerSim VR needs more testing

with different age groups to determine the most suitable age group for this system. Some aids to

the players like aim assist may decrease frustration and increase the pleasure of using the system.
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Chapter 7

Conclusion and Future Work

The presented thesis is a high-level design guide for highly immersive applications while pro-

viding a future-path for human-subject experiments. The results from pilot studies suggest that

subjects enjoyed the system. Although initially, the subjects did not start out feeling active and

limited their movements as the levels progressed, they got more excited and invested in the system,

more immersed in the system. Looking at the pilot data, we can at least say that this idea may help

with return-to-play readiness post-concussion for athletes who suffered a concussion in the past

and may suffer from performance degradation, and promoting health for non-athletes. Compared

to the initial prototype of the system where trigger on hand held controllers did the kicking for the

players, this provided much more feeling of immersion.

The use of marker-less full-body motion tracking comes with its own limitations, but as tech-

nology advances, we may be able to overcome these limitations. Using multiple Kinects may be

useful to reduce the jittering of the foot, which makes it harder to kick. For promoting health

addition of assist, a function may be helpful where the trajectory of the ball is determined by the

movement of the foot and not precisely by where the ball made contact with the ball. Addition

of a real ball with a tracker that can be kicked in a safe room can increase the level of immersion

significantly by providing haptic feedback.
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