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ABSTRACT 

CONVECTIVE PARAMETERJZATION IN MESOSCALE MODELS 

Currently, there is no adequate cumulus parameterization that is suitable for use in 

mesoscale models having horizontal resolutions between five and fifty kilometers. Based 

on the similarity of the temporal and spatial evolution of the vertical variances between a 

CC OPE supercell and a generic tropical squall line as explicitly simulated by the Colorado 

Sta.te University Regional Atmospheric Modeling System (CSU RAMS), a modified second 

ore.er closure scheme has been developed which allows the prediction of deep convective 

fluxes. The Mellor and Yamada 2.5 level closure has been modified to predict solely on 

w w' using Zeman and Lumley's formulation of the buoyancy-driven mixed layer to close 

the pressure terms and the eddy-transport term. The extension to the free atmosphere 

has been accomplished by representing the deep cumulus fluxes as proportional to the dif-

ference between a cloud model derived property and the environmental value. This cloud 

model has been calibrated and generalized by comparisons with conditionally sampled 

data from the two explicitly simulated storms. 

The deep cumulus tendencies of heat, moisture and hydrometeors a.re specified by a 

mesoscale compensation term and a convective adjustment term. As above, the convective 

adjustment term is specified as the difference between a cloud model derived property and 

ite: environmental value, but is modulated by a time scale determined by an integrated 

value of w'w' . The mesoscale compensation term is a product of the vertical gradient of 

the appropriate scalar and a constant determined through a moist static energy balance. 

One unique feature of this approach is that the parameterization is not simply a 

local grid column scheme; w'w' is transported by the turbulence as well as the mean 
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horizontal and vertical winds. Thus, the scheme responds to shear and is more global in 

nature than current cumulus parameterizations. Furthermore, the scheme provides explicit 

cumulus source functions for all hydrometeor species. Results of an explicit simulation 

of two dimensional sea-breeze convection over the Florida peninsula will be compared to 

simulations on coarser grids using the generalized cumulus parameterization. 
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Chapter 1 

INTRODUCTION 

The primitive equations characterize all scales of motion within the atmosphere. 

Tiese scales include large scale planetary Rossby waves to small scale microscopic turbu-

le::ice. When numerically integrating the primitive equations, it is not practical to consider 

all of these scales of motion and thus several simplifying assumptions are invoked. One 

s1:.ch assumption involves partitioning the dynamic., thermodynamic and microphysical 

variables into a resolved component and a fluctuating or turbulent component. The fluc-

tuating or turbulent component is usually ensemble averaged or grid-volume averaged and 

is referred to as turbulence even though it may represent eddies thousands of kilometers in 

scale when the averaging operator is applied to large scales of motion. Of course, there is 

n:> explicit information included in the numerical model about turbulent processes, there-

fore) the parameterization problem can be thought of as expressing the unresolved small 

scale processes in terms of the resolved large scale variables. The grid-volume averaged 

co:>mponent represents all of those physical processes occurring on scales smaller than the 

grid spacing in the numerical model. The ensemble averaging operator can, in principal, 

include scales of motion larger than the grid spacing, thus moving some of the normally 

resolved processes from the resolved grid. In theory, this may result in the physical process 

being both resolved and parameterized (double-counted); in practice the parameterization 

is generally rob st and prohibits the physical process from appearing on the resolvable 

grid (Cotton, personal communication). 

The small scale processes that are represented in the primitive equations depend on 

the motions that are resolved in the numerical model. For example, explicit simulatiom 

of eddies in the planetary boundary layer (PBL) might necessitate a numerical grid with c.. 
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100 m grid spacing. Eddies having horizontal dimensions less than about 200 m would have 

to be parameterized. Similarly, a regional scale simulation over Colorado's Front Range 

would require a 25 km grid thus forcing parameterization of all the scales of motion below 

around 50 km. While those sub-grid scale motions that occur in the PBL simulation 

technically need to be modeled in the Colorado simulation, other larger scale motions 

such as cumulus convection may dominate. In fact, when present, cumulus convection 

is the dominant transporter of heat, momentum and moisture. Therefore, unless the 

horizontal grid scale of the numerical model is less than 1 km so that the cumulus eddies 

can be explicitly resolved, the effect of cumulus must be implicitly included through its 

parameterization. 

There is of yet no general scheme for parameterizing cumulus convection. That is 

to say that the scheme used to represent the cumulus convection on a regional scale 

grid will not function on a larger synoptic scale grid and vice versa. This is due to the 

assumptions that relate the convection to the resolved variables. The present cumulus 

parameterization schemes based upon a general classification of the scales of atmospheric 

motion first proposed by Ooyama (1982) and discussed by Frank (1983) will be stratified. 

This classification is based upon the Ross by radius of deformation R0 = NH/ lo where 

N is the Brunt-Va.i.salla frequency, H is a scale height and lo is the Coriolis parameter. 

Frank extended this to include the dynamic effects of rotation so that the dynamic Ross by 

radius of deformation becomes R' = NH/v'((+f0 )(2V/R+J0 ) where ( is the relative 

vorticity and V /R represents the solid body rotation of the system. NH is the phase speed 

of an internal gravity wave while J(c+Jo)(12V/R+fo) is the time scale over which gradient 

balance occurs. This is similar to the time scale j; over which geostrophic balance occurs 

in systems where only the rotation of the earth is considered. 

Therefore, if gravity waves are created by heating the atmosphere, for example, R' 

is simply a measure of the length scale that a gravity wave will travel before gradient 

balance occurs. The process can be envisioned as follows: A steady heat source disrupts 

the mass field and the atmosphere responds to this impulse through the excitation of a 

gravity wave (Bretherton and Smolarkiewicz, 1989; Nicholls et al. , 1991 b ). This wave 
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of adjustment includes only subsident motions since he heat source does not decay, and 

prc,pagates away from the disturbance. If the heat source decays to zero, then another wave 

of adjustment propagates from the disturbance with an equal but opposite amplitude to 

the: initial subsident wave. Pulsing convection, then, will launch a family of gravity waves 

whose horizontal wavelength is proportional to the time between pulses. 

The horizontal scale of the disturbance, L as compared to R' determines whether this 

gravity wave energy is incorporated into a balanced circulation. When L R', the system 

is balanced since the gravity wave energy excited by the heating will be in the system long 

enough so that gradient balance ensues. As gradient adjustment occurs, additional subsi-

dence is forced as the mass field adjust s to the newly formed wind field . This subsidence 

becomes stronger as more gravity wave energy is trapped within the balanced circulation 

and probably interacts with the transient gravity wave motions directly associated with 

pulsing convection. Conversely, when L < R', the system is unbalanced because the grav-

ity waves excited by the heating escape the system before gradient balance can occur. If 

L falls much below 10 km, the system becomes probabilistic rather than deterministic. 

1.1 Models resolving only the balanced flow 

When the horizont al scale of the circulation L is comparable to or larger than R', 

then the motions are quasi-geostrophic or quasi-gradient. This implies that only these 

balanced circulations are resolved by numerical models having horizontal grid sizes of 

th.e same order as R'. Halt' ner and Williams (1980) and Shapiro and Willoughby (1982) 

have shown that dynamically large circulations respond to heating by the adjustment of 

tl.e rotational component of the wind. Vertical motions arising through divergence are 

small and are a result of the geostrophic or gradient adjustment process. This effectively 

is:>lates the convection from modula ing the large scale divergence and insures a scale 

separation b€tween the cumulus convection and the large scale forcing. There is then a 

sound basis for t he parameterization since the resolved forcing remains relatively constant 

during convective episodes. 

Parameterization schemes for the models resolving only the balanced fl.ow seek to 

represent a statistically steady-state population of clouds because the grid size is large. 
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This allows the consideration of a large number of clouds, each undergoing its own growth, 

maturation and decay process. The parameterization problem then reduces to quantifying 

the average effect of this ensemble of clouds on the environment. 

There are several schemes designed for the balanced flow regime. They are mainly 

intended for general circulation models (GCMs) since the several hundred kilometer grid 

spacing insures that the eddies resolved by the model are primarily the balanced circula-

tions. The schemes are based upon either large scale convergence of mass and/ or moisture 

or an equilibrium assumption. 

The moist convective adjustment scheme (Manabe et al. , 1965) and the Arakawa and 

Schubert scheme (1974) both rely on the fact that convection acts to modify a conditionally 

unstable atmosphere toward some equilibrium state at a specified rate. A class of scheme 

first proposed by Kuo (1965) assumes that convection is related to the large scale moisture 

convergence. These three schemes form the basis for what is available for the GCM modeler 

and their performance is evaluated by Krishnamurti et al. (1980). 

1.2 Models resolving both the balanced and unbalanced flow 

As the dimensions of the system and the numerical grid shrink below R', the difficulty 

in parameterizing cumulus convection increases. This is because in dynamically small cir-

culations, significant divergent circulations result as the mass field adjusts to the wind 

field. Stated differently, the gravity waves generated as the convection perturbs the mass 

field radiate outward and perturb the divergent component of the wind. This greatly com-

plicates the parame erization problem since the convection responds to both the perturbed 

and ambient divergent wind component, i. e. the cumulus modulates itself. This is in 

contrast to the models resolving only the balanced flow where the divergent circulations re-

sult only from the slowly changing quasi-horizontal motions. The scale separation present 

in the balanced flow regime narrows considerably, thus blurring the relationships between 

the forcing and the convective response. Furthermore, since a balanced circulation does 

not develop within the scale of the disturbance, the transient gravity wave response from 

the convection may have to be captured. The timing as well as the magnitude and vertical 

distribution of the la.tent heat release then becomes important. 
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Furthermore, as the grid resolution decreases, there can no longer be a population 

of clouds which exist within the grid-box; indeed only part of one cell may be captured. 

Therefore the parameterization ' problem in mesoscale models reduces to specifying the 

effect of one cell on its environment . Statistical averages can be gleaned by considering a 

nu:nber of 'look-alike' clouds which would exist in certain environmental conditions or by 

considering one generic cloud which embodies the features present in many clouds if they 

were ensemble-averaged. 

The several cumulus parameterization schemes which exist for models resolving both 

th~ unbalanced and balanced flow are scale specific, i. e. they are designed for a specific 

gr:d size. This is certainly not a desirable property of a parameterization scheme. The 

Fritsch and Chappell (1980) scheme recognizes that energy in the mid-latitudes can be 

accumulated over a long period of time and then almost instantaneously released. The 

cloud is assumed to remove the convective available potential energy (CAPE) that exists 

in a grid volume within a specified time interval. 

The Kreitz berg and Perkey (1976) parameterizai;ion is a sequential plume scheme that 

adapts the moist convective adjustment parameterization used in balanced flow models to 

simulations of the atmosphere within the unbalanced flow regime. A problem this scheme 

shares with t he Fritsch-Chappell scheme is the assumption that the cumulus clouds exist 

within and modify only one grid box. This constrains all of the subsidence associated 

V\.i th cumulus clouds to occur within the same grid box as the convection. As the grid 

resolution increases, this assumption becomes increasingly suspect, thus forcing a lower 

bound on the grid size. 

1.3 Probabilistic flow 

As the scale of the simulation is reduced to significantly less than 2 km, there may be 

LO need to parameterize t he cumulus eddies since they will be explicitly resolved by the 

numerical model. The unresolved turbulence still needs to parameterized: though, and 

one way is through similarity theory (Businger et al. , 1971). Mellor and Yamada (1974) 

approached the parameterization of turbulent eddies based upon scale considerations. 
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The cumulus parameterization scheme for mesoscale models developed here is based 

on the ensemble averaged approach of Mellor and Yamada. As will be discussed in later 

chapters, a model will also be developed to represent the cumulus scale eddies. Therefore, 

the cumulus parameterization schemes briefly reviewed in the introduction are more fully 

discussed in chapter 2 with particular attention paid to the closure assumptions. The 

basis for the parameterization is presented in chapter 3 as well as the general theoretical 

framework. The mathematical derivation of the parameterization is cast in chapter 4 while 

the results of prognostic tests with various grid resolutions are presented and compared 

with an explicit two dimensional simulation of Florida sea breeze convection in chapter 5. 

Finally, a summary and the conclusions are discussed in chapter 6. 



Chapter 2 

PARAMETERIZING THE UNRESOLVED SCALES 

As mentioned in the introduction, the unresolved scale in a numerical simulation may 

in.elude eddies having scales from micrometers to tens or even hundreds of kilometers. As 

tl.e grid interval in a numerical simulation increases, the length scale of the unresolved 

eddies also increases. Therefore, the important unresolved scale in a GCM will be the 

c mulus scale eddies while in a large eddy simulation (LES), the parameterized scale will 

ir.clude the eddies having scales of tens or hundreds of meters. The parameterization of 

eddies spanning the length scales suitable for the small scale LES through the mesoscale 

to the larger scale is reviewed in this chapter. The larger scale parameterizations are 

designed for a GCM and rely on the numerical model resolving only the balanced circu-

la.tions while parameterizations for the mesoscale rely on the model resolving both the 

1:alanced and unbalanced circulations. In order to gain a deeper understanding of how 

these parameterizations differ, particular emphasis is placed on the closure assumptions. 

Perhaps a philosophical difference arises when cumulus parameterization for mesoscale 

models is compared to cumulus parameterization for GCMs and small scale turbulence 

parameterizations for LESs. In all cases, the parameterizations seek to represent the sta 

tistically averaged effect of the unresolved eddies, or the generalized ensemble averages 

(Cotton and Anthes, 1989). This is straightforward in LES and GCM work since a pop-

ulation of eddies and cumulus clouds exist. In GCMs, each cloud within the population 

:nay be in different stages of growth and decay so that with large enough grid sizes, it 

·s feasible to capture the mean effect of the clouds on the grid-box variables. Since con-

densation in the updraft core is mostly balanced by precipitation and the heating fron 

this condensation is balanced by adiabatic cooling, the averaged effect of the cloud on i~ 
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environment is the subsidence forced by the cloud and the detrainment of the cloud into 

the surrounding environment. 

Another way to think about this is to consider a reference numerical model with a grid 

spacing small enough to explicitly resolve all cumulus convection. The reference model 

will be run long enough to capture a statistically constant time period when cumulus 

convection is active. Furthermore, the reference simulation will take place over a domain 

large enough to include several GCM grid boxes. Let us now consider a contractible grid 

having the area of a GCM grid box. All cumulus convection which falls within this grid 

will have to be parameterized. It is easy to see that if this grid is large enough, then 

cumulus convection within all stages of its life-cycle will be captured. Furthermore, the 

population of clouds within this grid will be statistically constant as this grid is moved or 

the initial conditions of the reference model are slightly changed. Therefore, the ensemble 

averaged effect of the population of clouds is simply determined by averaging over the 

contractible grid. 

When cumulus convection in a mesoscale model is considered, a different approach is 

needed for its parameterization. As the grid discussed above shrinks in size, the number of 

cumulus clouds captured within this grid decreases. Rather than capturing a population 

of clouds in a statistically steady state, the grid may now capture one or even part of 

one cumulus cell or no cells. Therefore, an individual cumulus cell now needs to be 

parameterized, depending on whether cumulus convection should occur at a particular 

grid box. Statistics can no longer be determined by simply averaging over the contractible 

grid since an ensemble of cumulus eddies no longer exists. Meaningful ensemble averages 

of a cell are then determined by considering the statistical average of a number of cells that 

develop under 'look-alike' local environmental conditions in the reference numerical model. 

The timing and location of the cumulus convection would presumably be well represented 

in the mesoscale model since aspects of the local forcing present in the reference model 

would be captured. 
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2.1 Parameterizations for LESs 

As the scale of the simulation is reduced to significantly less than 2 km, there may 

be no need to parameterize the cumu_us eddies since they will be explicitly resolved by 

the numerical model. There may be some exceptions, however, as in Rosenthal (1978) 

who explicitly simulated the convection occurring within a hurricane on a 20 km grid. 

However, the numerical model was initialized as a balanced vortex and, as such, evolved 

as a balanced circulation with or without unresolved convection. Orlanski and Ross (1977) 

explicitly simulated dry convection in the presence of a cold front on a twenty kilometer 

grid by artificially enhancing the eddy viscosity in the presence of static instability. Simi-

larly, Orlanski and Ross (1986) performed a similar simulation with moist convection. In 

each case, however, convection did not play an important role in forcing the circulations 

since strong dynamics were present. Cram (1990), on the other hand, found 'that cumulus 

convection could not be adequately simulated on a 5 km grid. The squall line she at-

tempted to simulate moved with a phase speed corresponding to an internal gravity wave 

t:hus underscoring the importance of a cumulus parameterization scheme designed for the 

unbalanced flow regime. 

2.1.1 Classic LESs 

The numerical simulation of the PBL represents only one realization of many possible 

outcomes since the resolvable terms begin to represent the turbulent eddies which are 

relatively random in nature. The results of such a simulation may be thought of as an 

ensemble average as discussed by Cotton and Anthes (1989). The unresolved turbulence 

still needs to parameterized, though, and one way is through similarity theory (Businger 

et al. , 1971). Here, turbulence is assumed to behave statistically similarly under 'look-

alike' atmospheric conditions as determined by the dimensionless characteristics of the 

atmospheric flow. Quantities such as the Richardson number and the Monin-Obukhov 

(1954) length are valuable in determining these 'look-alike' conditions. The relevant fluxes 

are determined through universal similarity functions 
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Mellor and Yamada (1974) approached the parameterization of turbulent eddies dif-

ferently, and discussed a hierarchy of second order turbulence closures based upon scale 

considerations. he resulting four levels of equations contain an increasing number of 

prognostic equations as the degree of anisotropic turbulence increases. The parameter-

ized vertical fluxes of heat, momentum and moisture are related to the mean gradients of 

these quantities by diagnostically determined mixing coefficients. Moeng (1984) used the 

intermediate level 2.5 closure which carries one predictive equation for TKE to simulate a 

laboratory vortex and the evolution of the PBL, and a cloud topped convective boundary 

layer (Moeng, 1986). A full second order level 4 closure was also constructed by Moeng and 

Arakawa (1980) to study the interaction of radiation with a stratus-topped marine PBL 

and Chen and Cotton (1986) to study the physics of the marine stratocumulus-capped 

mixed layer. Finally, full third order closures which contain predictive equations for the 

second and third order moments have been constructed by Andre et. al. (1978), Moeng 

and Randall (1984) and others to study the PBL. 

Explicitly simulating eddies allows the numerical simulation to be used as a virtually 

perfect data base. The data, if they are believable, represent perfect spatial and temporal 

coverage. Diagnostics can be recovered as in Moeng (1987), Moeng and Wyngaard (1984) 

and Bougeault (1981) to further understand the physics of the phenomena under study. 

Furthermore, averaging the data and their statistics over various space and time scales 

allow for the evaluation of parameterizations of physical processes, such as those carried 

out by Moeng and Wyngaard (1984, 1989) to evaluate closures for the pressure-scalar 

covariances, turbulent transport and dissipation terms, and Sommeria (1976). 

2.1.2 Cumulus ensemble models 

Extending the LES approach from the PBL to the free atmosphere yields cloud or 

cumulus ensemble models. Cloud models using a variety of simple turbulence closures 

have been used to study cumulus clouds for some time. Although they can describe the 

dynamics of the cumulus clouds, they fail to capture the feedback between the cloud and 

the large scale due to the limited domain size. Furthermore, due to their relatively simple 

turbulence closures, the interactions between the cloud and he sub-cloud layer are poorly 
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simulated. Schlesinger (1990) used a limited domain to investigate the feedback between 

a simulated supercell and its near environment and calculate the cumulus fluxes of heat, 

momentum and moisture. 

Soong and Ogura (1980) pioneered the use of cumulus ensemble models which simulate 

a field of cumulus and its feedback on the large scale. Although their approach was semi-

prognostic because the large scale fields were specified and their domain size was limited 

to almost seven kilometers, cumulus ensemble models have developed into valuable tools 

for studying cumulus convection. Soong and Tao (1984), for example, used a 130 km grid 

to explicitly simulate the vertical transport of momentum within tropical rainbands. 

Recently, Krueger (1988) has developed a numerical model with a full third order 

closure to study the response of tropical clouds to large-scale advection. The benefits of 

the third order closure include greater emphasis on the turbulent processes both within 

the cloud and the sub-cloud layer. At present, cumulus ensemble models are restricted 

to two dimensions due to computational limitations, however, the third order closure 

does provide for an accurate treatment of the PBL and, due to its generality and wide 

range of validity, cumulus clouds. In addition, Nicholls et al. (1991a) used a cumulus 

ensemble model covering six hundred kilometers to investigate the role that the large 

scale shear profiles have in the moderating organization of cumulus convection over the 

Fiorida peninsula. Gregory and Miller (1990) also used a cumulus ensemble model with 

a domain greater than 250 km to study the convective heat and moisture budgets and 

investigate several assumptions contained within the Arakawa-Schubert and Kuo cumulus 

parameterizations. Also, Schlesinger (1990) diagnostically determined convective feedback 

b-udgets for heat, moisture and horizontal momentum from a cloud model having a two 

kilometer horizontal resolution. 

Thus far, relatively small scale models which parameterize the random, turbulent 

eddies having length scales of tens to hundreds of meters have been considered. All other 

scales of motion are resolved as long as they are contained within the domain. Attention 

i3 now turned to mesoscale models having horizontal resolutions of two to fifty kilometers . 

As mentioned in the introduction, these models characteristically resolve the divergent 

part of the circulation. 
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2.2 Parameterizations for models resolving both the balanced and unbal-
anced flow 

The parameterization schemes to be reviewed are the Fritsch-Chappell (1980) and 

the Kreitzberg-Perkey (1976) approaches. Also reviewed are schemes developed by Brown 

(1979) and Frank and Cohen (1987). All of these schemes use one dimensional cloud 

models to distribute the temperature and moisture in the vertical. And, although these 

approaches are specifically designed for mesoscale grid sizes, they still assume that the 

cloud and its associated subsidence occur within the same grid box. As stated in the 

introduction, this assumption becomes increasingly suspect as the grid interval shrinks. 

Also mentioned for completeness are the wave-CISK schemes proposed by Lindzen (1974) 

to explain cloud clusters in the tropics and extended by Raymond (1975) and others. 

Unlike traditional cumulus parameterization schemes, wave-CISK assumes that convection 

forces gravity waves which create travelling regions of convergence and divergence which 

in turn influence the convection. Wave-CISK may be applied to models resolving the 

balanced and/or unbalanced flows. 

2.2.1 Kreitzberg-Perkey 

This is perhaps the first of the schemes which recognized that convective instability 

could build for several days before being explosively released over a time scale of several 

hours. They employ a series of sequential plumes which are called every twenty minutes 

until the CAPE is exhausted. The CAPE, as stated earlier, is related to the positive area 

in a skew T-ln P graph, i. e. the difference between the cloud and grid box temperatures. 

This appears similar to a soft convective adjustment scheme, mentioned later, where a 

lapse rate is adjusted towards greater stability. 

The initial cloud radius is assumed constant, but because the cloud radius modulates 

the amount of entrainment, Kreitzberg and Perkey maintain that extratropical storms are 

handled better than their tropical counterparts since entrainment plays a less decisive role 

in cloud development. They note that the specification of the initial updraft radius is the 

weak link in their parameterization since it controls entrainment and cloud height. Possi-

bilities for modifying the initial updraft radius include basing it on the previous convective 
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activity within a grid box and introducing a spectrum of clouds with different initial up-

draft radii. Note that this is similar to the Arakawa-Schubert approach of assuming a 

distribution of clouds with various entrainment rates and as such would be more suitable 

on the coarser grids. The updraft obeys vertical mass continuity as in a steady-state cloud, 

with the radius decreasing with updraft acceleration and increasing broadly with updraft 

der:eleration. 

Cloud base is selected by determining the height where the maximum releasable 

instability is achieved. The primary closure rests on a vertically-integrated slice method. 

This means that the fractional updraft area at cloud base is determined by forcing the 

hydrostatic pressures within the cloud and the adjacent environment to be equal. Since 

the environmental subsidence depends upon the fractional updraft area through mass 

continuity, an iterative technique is used to determine the fractional updraft area and 

the resulting environment subsidence. The premise in forcing the hydrostatic pressures 

within and outside the updraft to be equal is that convection will cease and the cloud will 

d~cay when the buoyancy within the cloud is offset by the warming due to subsidence next 

to the cloud. At this point the model cloud is mixed horizontally through bulk theory 

with the subsided environment, and, if diagnosed, further convection is allowed. Care has 

been taken to ensure energy conservation by forcing consistency between the heating and 

moistening and the computed precipitation. 

2.2.2 Fritsch-Chappell 

This parameterization scheme is also based on the assumption that CAPE is depleted 

over a time scale much shorter than the rate at which the buoyant energy is made available . 

The time scale over which the CAPE is depleted is the grid length divided by the mean 

environmental wind over the clouds depth and represents the amount of time needed for 

:he cloud to transverse the grid. 

The grid box temperatures are area-weighted averages of the updraft, downdraft and 

environmental temperatures which implies bulk mixing. The time rate of change of th.e 

environmental temperature is due, in this formulation, to the compensating hydrostati.c 
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subsidence and cooling due to evaporation of condensate within the anvil. Moist down-

drafts are included in this formulation and are assumed to be saturated above cloud base 

and eighty percent saturated below cloud base. The area of the downdraft is related to 

the precipitation efficiency of the system which is determined by the environmental shear. 

All cloud types are assumed similar within a grid box so that there exists a unique up-

draft area at cloud base (which can easily be related to cloud fractional coverage) and 

associated downd: aft and environmental areas which will remove all CAPE within the 

convective time period. This is also an iterative solution and the end result is a number of 

identical clouds which exist within the cloud volume. Momentum and moisture are also 

distributed using the same bulk theory of transport and mixing. 

Tremback (1990) substantially modified the Fritsch-Chappell parameterization in sev-

eral ways. The downdrafts formulation is completely reformulated to match the observa-

tional and modeling study of Knupp (1985, 1987). The updraft vertical profile and cloud 

top is also redefined, as is the effect of the capping inversion, if present, in determining 

if and how much convection will occur. Perhaps the most important modification is the 

requirement that water mass and energy are conserved in the parameterization. 

2.2.3 Brown and Frank-Cohen 

Both of these schemes assume simple relationships between the unresolved drafts and 

compensating subsidence mass fluxes. Unfortunately, the empirical constants which relate 

the unresolved mass fluxes to the resolved mass fluxes are scale dependent which limits the 

generality of the schemes. Brown, for example, relates the cloud mass flux to the resolved 

mass flux at 900 mb, while Frank and Cohen prescribe the compensating subsidence to be 

one fifth of the updraft mass flux. The Frank-Cohen scheme also parameterizes downdrafts 

which are assumed to lag the updraft formation by some calculated time interval equal to 

twice the time it takes for a parcel to travel from cloud base to cloud top. The factor of 

two is needed since they state that one dimensional cloud models overestimate the vertical 

velocities. 
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2.2.4 Wave-CISK 

This theory assumes that the gravity waves forced by convection are criti al in main-

taining and initiating convection. The gravity waves modulate the convection by forcing 

areas of convergence and divergence so that a positive feedback between the convection 

and the subsequently forced gravity waves exists. Raymond (1975, 1976) showed that this 

theory successfully simulated the propagation speed of various storms. Lagged downdrafts 

were incorporated by Raymond (1983, 1984) and shown to significantly alter the propa-

gation characteristics of the storm. Specifically, the inclusion of downdrafts allowed for a 

traditional wave-CISK propagating mode and an advective mode which moved with the 

speed of the mid-level steering flow. A cumulus parameterization scheme designed around 

wave-CISK assumes fixed profiles of convective heating whose amplitudes are modulated 

by the amount of lifting near cloud base. Raymond (1986) applied t_his theory in the 

context of a large scale model resolving only the balanced circulations and assumed a 

spectrum of non-entraining clouds similar to the Arakawa-Schubert scheme discussed be-

low. Downdrafts were included to highlight the importance of the advective mode in 

mesoscale convective systems. 

2.3 Parameterizations for models resolving only the balanced flow 

Models in which only the balanced part of the circulation is resolved are now consid-

ered. On the one hand, this makes the parameterization problem easier since there is a 

distinct scale separation between the large scale forcing and the unresolved scale response. 

On the other hand, the divergent mesoscale circulations may have to be parameterized if 

they a.re important. 

The three parameterizations reviewed here a.re similar in that they are based o:i 

~quilibrium assumptions between the rate of stabilization by convection (the unresolved-

scale response) and the rate of supply of convective fuel (the large-scale forcing). Certain 

assumptions about the convection a.re contained in all three parameterizations; perhaps 

the most st ringent requirement in some is that the areal extent of the convection is much 

less than the grid area in which it is contained. 
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2.3.1 Arakawa-Schubert 

This parameterization scheme is unique because it recognizes that clouds of various 

heights exist and are important in modifying the large-scale fields. To this end, the scheme 

specifies a spectral representation of a sub-ensemble of clouds. The clouds themselves are 

assumed to be of constant radius and detrain in a very thin layer near the equilibrium 

temperature level. The cloud types within the sub-ensemble are characterized by varying 

entrainment rates , with the larger clouds having the smaller entrainment rates. The larger 

clouds will have higher detrainment levels since they lose buoyancy less quickly than the 

smaller clouds with higher entrainment rates. 

A predictive equation for the height of the mixed layer is also included in this para-

meterization. The depth of the mixed layer is important since the updrafts are assumed 

to incorporate the mixed layer air. The subsidence from the co vection will modulate the 

height of this layer, and, if the convection and its associated subsidence is strong enough, 

the mixed layer height will decrease. There then exists a control on the strength of the 

convection; as the mixed layer height decreases, the fuel available to feed the convection 

decreases. 

The cloud work function is introduced in their formulation and represents the positive 

area on a skew-T 1n P graph spectrally weighted for each cloud type. The key closure 

for this parameterization is the assumption that the cloud ensemble reacts rapidly enough 

to the large scale changes so that the changes in the cloud work function are minimized. 

In other words, the cloud-ensemble consumes the energy provided by the large scale at 

the same rate it is supplied. Downdrafts, although not part of the original scheme, have 

been added by Payne (1981) who noted improvement in the vertical heating profiles and 

increased mass flux in middle and low clouds and Cheng (1989a,b ), who found that the 

downdrafts reduced excessive drying through the entire cloud layer. Similarly, Kao and 

Ogura (1987) found that downdrafts alleviated the underestimate of condensation and 

evaporation rates while Ogura and Kao (1987) found that downdraft cooling reduced the 

circulation intensity of the simulated convective system. In addition, Konig and Ruprecht 

(1989) parameterized the effects of clouds on the large-scale vorticity budgets using the 

Arakawa-Schubert parameterization. 
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2.3.2 Kuo schemes 

The Kuo schemes are easier to understand since only one cloud type is represented. 

This general class of scheme relates the strength of the convection to the large scale 

moisture convergence including evaporation from the ground. Moisture and heat are 

dis.tributed vertically through a one dimensional cloud model assuming that the cloud 

temperature is reached for some fraction of the grid over some time interval through the 

condensation of water vapor and warming to balance grid-scale adiabatic cooling. The 

wuming needed to balance the adiabatic cooling combines with the vertical advection term 

in the mean equations to represent the subsidence warming which occurs at the large scale. 

The parameter which closes the scheme is the partitioning parameter which partitions the 

moisture provided by the large scale into either condensation or humidification. The 

candensation either rains out or is carried away while the rest is assumed to evaporate 

and increase the relative humidity of the large scale environment. Of course, the behavior 

of the scheme is crucially dependent upon the partitioning parameter, and although Kuo 

(1974) mentions that in the tropics, the partitioning parameter is near zero so that most 

o~ the large scale moisture eventually falls as rain, the scheme will not adequately describe 

aJ types of convection until a suitably general formulation is found for the partitioning 

parameter. 

Kanamitsu (1975) and Krishnamurti et. al. (1976) generalized the Kuo scheme to 

allow for separate fractional approaches of moisture and heat to the limiting state. These 

additional variables make the movement of the grid column temperature and moisture 

towards cloud values dependent upon such factors as the strength of the forcing, the-

presence of down drafts and the moisture partitioning. The Kuo scheme then becomes 

a variable-rate, time dependent scheme rather than just a mixing approach. They also 

redefined the moisture supply to include only the vertical advection of moisture which 

seems to reduce the lag between the moisture supply and convection to zero. 

Molinari and Corsetti (1985) included cumulus scale and mesoscale downdrafts in th~ 

Kuo formulation and assume a functional form for the moisture partition dependent upon 

shear as in Fritsch and Chappell (1980). The area weights of the downdrafts and updrafts 
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are determined from observations as is the thermodynamic character of the downdrafts. 

The main effect of the downdraft was to stabilize the grid column more rapidly and shift 

the level of maximum upward motion higher. Molinari (1985) proposed a simplification 

of the Kuo approach which defined the fractional approaches of heat and moisture to the 

cloud profiles such that the cumulus heating and moistening exactly matched arbitrarily 

defined profiles which were derived from observations. 

Ttemback (1990) modified this work and arbitrarily defined the downdraft weighting 

with respect to the updraft. Furthermore, an anvil moistening term as well as the sub-

cloud drying term was introduced. Bougeault (1985) proposed an improvement to the 

Kuo type schemes which is based upon the concept of cloud mass flux. The cumulus 

parameterization scheme presented in this paper is a modification of this approach. The 

cumulus scale heating and moistening budgets in this scheme are dependent upon the 

vertical advection of heat or moisture by the cloud scale mass flux and the detrainment of 

these quantities. The detrainment term is simply represented by the relaxation of the large-

scale variables toward a cloud profile over a specified time constant which is independent 

of altitude. This time constant is determined by assuming that the vertical integral of 

the moist static energy is conserved and the mass flux is assumed proportional to the 

square root of the cloud-environmental difference of the moist static energy. The constant 

of proportionality is derived from equating the large-scale moisture convergence to the 

rainfall and the atmospheric moistening, as in the classic Kuo scheme. However, since the 

rainfall is related to the mass flux, the partitioning parameter is explicitly calculated. The 

cumulus parameterization scheme presented in this paper is a modification of part of this 

approach. 

2.3.3 Moist convective adjustment 

Perhaps the easiest of the parameterizations to implement and understand is moist 

convective adjustment. This class of scheme simply adjusts the lapse rate if it becomes 

unstable back to neutrality within a specified time interval. The underlying physics of 

the adjustment are ignored which may be attractive if the underlying physics are not 

well known. A modification to this is soft convective adjustment (Manabe et al. , 1965) 
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which prescribes the changing of the lapse rate over a part of the grid box, u, over a 

specified time interval, usually taken to be thirty minutes. The cloud fractional coverage 

must be calculated from another parameterized rela·ionship based on relative humidity. 

The final grid column profile is then obtained by weighting the moist adiabat' c lapse rate 

by u and the unperturbed clear air profile by (1 - u). The percentage of t he grid over 

which to change the lapse rate is certainly scale dependent and no general scheme for its 

prescription has been proposed. 

Betts (1986) and Betts and Miller (1986) proposed a more sophisticated adjustment 

scheme where temperature and moisture profiles are relaxed toward reference profiles 

derived from quasi-equilibrium assumptions over some time period. The time period 

determines the lag between the convection and the large scale forcing. Included in this 

sc.heme are both a deep convective reference profile determined through a total enthalpy 

constraint and a shallow convective reference profile determined by forcing the sum of the 

condensation and precipitation to be zero. 

2..4 Summary 

Closure techniques for parameterizing small scale eddies within LESs through cumulus 

scale eddies within GCMs have been reviewed. Since this paper is concerned with a 

cumulus parameterization scheme for mesoscale models, the schemes designed for models 

resolving only the balanced flow are not applicable. The moist convective adjustment 

~cheme may be applicable for smaller scale models since the lapse rate is certainly modified 

in the presence of cumulus convection on any scale, and this will be discussed in later 

chapters. 

The schemes designed for models resolving t e unbalanced circulations are grid de. 

pendent since they assume that the cumulus convection and the related compensating 

subsidence occur within the same grid box. Forcing the convection and its compensatin6 

subsidence to occur in the same grid box forces a lower limit on horizontal resolutior.. 

Most also disallow the translational motion of the storm which becomes increasingly hr.-

port ant as the grid resolution increases. Furthermore, none of these schemes allow for 
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the prediction of explicit hydrometeor species. Rutledge and Houze (1987) diagnostically 

determined that the active line of cumulus inject substantial quantities of hydrometeors 

into the trailing stratiform region. While many GCMs do not carry explicit microphysics , 

mesoscale modele are able to predict a wide range of hydrometeor species. It is therefore 

important that a cumulus parameterization incorporate a source function of hydrometeors 

for mesoscale models . Therefore, a new parameterization is needed. 

Considering the success of the cumulus ensemble model, it appears reasonable to 

extend the higher order closure technique to modeling cumulus convection in the free 

atmosphere. Exel ding precipitation processes, the main difference between eddies in the 

PBL and deep cumulus clouds in the free atmosphere is the forcing. PBL eddies are 

driven by boundary fluxes of heat, momentum and moisture while cumulus eddies are 

driven by the release of latent heat in the lower and mid-troposphere. Therefore, the deep 

cumulus fluxes of heat and moisture will need to be separately parameterized Thus , a 

new parameterization is proposed in the next chapter which is based on a level 2.5 second 

order closure and the specification of the the cumulus heat and hydrometeor fluxes and 

tendencies. As in the manner that LES data are analyzed to determine statistics and 

validate term closures, cloud model simulations are used for determining and calibrating 

the proposed cumulus parameterization. 



Chapter 3 

THEORETICAL FRAMEWORK 

As discussed in the previous chapter, LES type models explicitly resolve the large ed-

dies and parameterize the smaller scale turbulence. Given that the numerical simulation 

of an event is 'correct', the model data provides an extensive data base from which analysis 

ma.y be done. This data base is essentially perfect in that there is complete spatial and 

temporal coverage over the domain. Researchers have used data from classic LES simula-

tions to elucidate the physical mechanisms and parameterize processes. Extensions of this 

approach can also be applied to cloud models and cumulus ensemble models. From cu-

n:.ulus ensemble models the nature of convection and its interaction with the environment 

can be studied. 

Care needs to be exercised when interpreting the cloud model output because the 

numerical simulations used in this study, for example, have limited domains which capture 

the storm and its near environment. They are not considered true cumulus ensemble 

nodels since while the control on the storms by the environment is well represented, only 

the effect of the storm on its local environment is well represented, i. e. only half of th€: 

fuedback loop is modeled. 

Data from cloud models and cumulus ensemble models can also be used to study the 

cumulus parameterization problem. This is seen by considering the the derivation of the 

:nean model equations. If X represents any scalar variable, then a generalized equation 

for the rate of change of X with time is 

dX dt = PR( X ) + S( X ), 

where PR represents all microphysical processes such as precipitation fallout, growth and 

decay due to accretion, auto-conversion, nucleation, melting, freezing, collection, vapor 
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deposition, evaporation and riming (Tripoli and Cotton, 1982), and S represents all other 

source terms such as radiation. The total derivative can be separated into local changes 

and advective changes by use of tensor notation: 

ax ax at = -Ui ax; + PR( X) S( X ), (3.1) 

where Uj is the three dimensional velocity. 

X and Uj are now decomposed into a mean and fluctuating component, 

X = X + x', (3.2) 

where the overbar represents the generalized ensemble average discussed in chapter 2 and 

Cotton and Anthes (1989) and the prime represents deviations from this average. The 

averaging operator represents an average over time and space scales resolvable by the 

numerical model. When this is substituted into Eq. 3.1, the resulting equation becomes: 

a X ax' a at+ 8t = -(Vi+ ui) ax . ( X + x') + PR( X ) + S( X ) 
J 

+PR(x') + S(x'). 

If the traditional assumptions about the averaging operator are made, mainly 

x' = 0 

x 
u'.8 X = U· 8x' Jaxj JaXj 

then when Eq. 3.3 is averaged, the result is 

= 
0, 

ax TI ax --;-Efi' (-) (-) -- = -Uj---u --+PR X +s X . at ax · J 8x · J J 

(3.3) 

(3.4) 

The result when this equation is expressed in total derivative form and turbulence is 

assumed incompressible is 

dX 
dt 

= TURB( X ) + PR( X ) + S( X ). (3.5) 

This shows that the turbulence operator represents scales of motion which are not 

resolvable by the model. If a mesoscale model having a horizontal resolution of twenty 
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kilometers is used, then the averaging operator will include scales of motion less than about 

for-y kilometers. If an explicit simulation (where the averaging operator now represents 

smaller scales of motion) is then performed of a cumulonimbus, for example, then the 

subsequent averaging of these fields over the storm scale will enable an ensemble-averaged 

view of convection as it is applicable to the mesoscale model. 

The explicit simulations may also be used as a calibration instrument. As will be 

die,cussed later in this chapter, the cumulus parameterization scheme incorporates a one-

dimensional cloud model. Parameters within the cloud model can be calibrated to mat ch 

the values derived from the numerical simulations and, with enough simulations, general-

ized to include an array of cloud environments. 

With this in mind , data from the numerical simulations of a tropical squall line and 

a mid-latitude supercell are analyzed and compared. It is hoped that the simulations of 

these different storm types in different environments yields a sufficiently broad view of 

the physics of cumulus convection so that a first step towards a general cloud model and 

cumulus parameterization scheme can be formulation. A basis for developing a general-

ized cumulus parameterization scheme using a predicted w'w' is then developed. This 

parameterization scheme will consist of a second order turbulence model to capture the 

small-scale eddies which occur within a deep convective cloud as well as layer-averaged 

stratocumulus elements, and a deep cumulus forcing term to represent the tropospheric 

scale thunderstorm eddies which are the major transporters of heat, momentum and mois-

ture. The parameterization itself will be presented in chapter 4. 

3.1 Data base 

The numerically simulated data base includes a mid-latitude supercell and a tropical 

.,quall line. Both simulations were performed using the Colorado State University Re-

gional Atmospheric Modeling System (CSU RAMS) which employed the non-hydrostatic, 

fully compressible, equations with parameterized microphysics (Tripoli and Cotton, 1982; 

Cotton et al. , 1982,1986). The supercell was observed on 2 August 1982 during the 

CCOPE experiment (Miller et al. , 1988) and was simulated using a 40 km x 40 km x 21 
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km domain with a grid resolution of 750 m in all directions. The storm developed along 

a probabl!! synoptic surface front and was characterized by strong shear and buoyancy. 

The lifted index was about -10 and the winds veered nearly 120° from the surface layer 

to cloud base with a magnitude of 10 m/s . From cloud base to about 9 km, the winds 

increased to almost 40 m/s with very little directional shear. Its bulk rucha.rdson number 

(Moncrieff and Green, 1972, Weisman and Klemp, 1982) was about 25. The simulation 

was initialized by a warm bubble which produced a relatively steady-state storm simulated 

for three hours. 

A quasi three dimensional tropical squall line (Nicholls and Weissbluth, 1988) was also 

simulated over the ocean. Unlike the supercell simulation, this can be considered a cumulus 

ensemble simulation since the domain was 110 km x 30 km x 23 km. The horizontal grid 

spacing was 1 km, while in the vertical. a. stretched grid with 280 m resolution near the 

ground increasing to 1 km a.loft was used. Also, unlike the supercell, the squall line evolved 

with relatively weak shear and buoyancy. The lifted index was a.bout -6 which is slightly 

stronger than the composite analysis of tropical squall lines observed during GATE but 

weaker than those of mid-latitude squall lines. The wind profile had a low level jet with 

winds increasing from 1 m/s to almost 12 m/s at 3.5 km and a weaker upper level jet. Its 

bulk Richardson number was over an order of magnitude larger than the supercell storm 

at a.round 500. 

3.2 Comparison 

Variances an covariances a.re now compared between and within the two numerically 

simulated storms. Perturbation values a.re determined by subtracting a horizontally ho-

mogeneous vertically dependent mean value of a variable from the instantaneous value of 

that variable. Vertically dependent profiles of variances and covariances are then deter-

mined by horizontally averaging the product of the appropriate perturbation quantities. 

These second order statistics can provide valuable insight if they are calculated over the 

lifetime of a. storm, a.a shown below. 

These two cases show striking similarity in the vertical structure and temporal evolu-

tion of w'w'. Presented in Figs. 3.la and 3.lb are time-height cross sections of the CC OPE 
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wd Florida simulations, respectively. All have centers of activity in the upper troposphere 

which pulie with time. 

In Fig. 3.2a, a vertical profile of w'w' at 5400 sec is shown for the CCOPE storm 

while in Fig. 3.2b, the vertical profile is for the tropical storm at 1800 sec. 

Shown in Figs. 3.3a a.nd 3.3b a.re the time-03 cross-sections of turbulence kinetic 

energy (TKE). In these cases, the strong divergences near cloud top dominate the TKE 

budget. There is very little structure through most of the troposphere whlch strongly 

contrasts with the w'w' profiles. 

Also shown in Figs. 3.4a,b - Figs. 3.l0a,b a.re time-height cross-sections of the vertical 

flux of total water, , 8, and the microphysical quantities rain, ice, graupel and aggre-

gates for the supercell and the squall line, respectively. Total water is a good tracer except 

in the presence of precipitation. The profiles of total water flux bear close resemblance to 

the profiles of w'w' except that the maxima for total water are considerably lower in the 

troposphere for both storms due to precipitation effects. 

The numerical model uses the thermodynamic variable 0i1 which is conservative for 

parcels undergoing adiabatic motions with phase changes. It is non-conservative, however, 

for all precipitation processes. The expression relating 0il and 0 is der·ved in Tripoli 

and Cotton (1981) and is 

e = (3.6) 

The profiles of the 8i1 flux alao mimic the w'w' curves because 0il is conservativ,e 

for phase changes. Once again, precipitation alters the levels of maxima or minima. If 

the vertical fluxes of 0i1 and 8 a.re compared, the relative smoothness of the 0., flux 

is apparent. Also, the 0il flux more closely resembles the w'w' profile! since the flu 

is always of the same sign and has a single minima. It appears beneficial, then, tha.t 

the RAMS model uses ice-liquid potential temperature as its predictive thermodynamic 

variable. 

The similarity of both the behavior of w'vl within storms embedded in markedly 

different environments and the vertical covariances with w'w' prompted speculation that 



26 

1837 a 
1612 

[ 
1387 

, 

1162 I 

Q [j/' 0 0 -.. 
e 937 ', t I 

[ 0 

N 
712 

487 

262 

0 
30 60 90 120 150 180 

TIME (ml 

2 131 

193 1 b 

IHI 

1531 

I') 1337 
I -~ 0 
,. 1157 ,, 

~-] 994 

N 

783 

<#. 

546 _j 346 

178 

0 
0 30 60 90 120 150 

TIME (m) 
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a cumulus parameterization scheme could be based on w'w'. Therefore, the basis for the 

parameterization is presented below. As mentioned earlier, the scheme consists of two 

parts ; the diagnosis of the cumulus fluxes and the closure modeling of the smaller-scale 

eddies. 

3.3 Basis for the model components 

The scheme name is based on the Mellor and Yamada (1974) hierarchy of higher order 

turbulence closures. In order to make the closure computationally feasible as a cumulus 

parameterization scheme, the number of prognostic variables is limited to one. The scheme 

is therefore a 2.5 level closure and, because it is based on w'w', it is termed a level 2.5w 

closure. As will be discussed in chapter 4, the two components of the model operate 

symbiotically. Conceptually, however, it will be easier to treat the parts separately. 

3.3.1 The level 2.5w closure 

Vertical variance is predicted for several reasons. First, the prognosis of w'w' allows 

for explicit vertical and horizontal advection of this quantity by the mean wind. This 

creates a parameterization scheme which is more global in nature since there is com-

munication of convective activity between adjacent grid volumes. This offers a distinct 

advantage over all previous cumulus parameterization schemes since they all specify that 

convection grows, matures and decays within the same grid box. While this is an ap-

propriate approximation for large grid sizes, as the grid size shrinks below 100 km, the 

approximation becomes increasingly inaccurate and is altogether invalid for grid sizes be-

low a cloud diameter. Also by specifying the cloud existence within a given grid cell, the 

other schemes force compensating subsidence to occur within the same grid volume. As 

stated in the introduction, cloud induced subsidence remains within the grid cell when 

l:l ~ R' since the transient gravity waves approach gradient balance within a distance R' 

from the convective source. When /:l < R', transient gravity waves may affect several grid 

cells with subsident heating. 

The vertical velocity variance is a direct and intuitive measure of convective activity. 

It can also explicitly respond to shear in a model since it is advected by the resolved winds. 
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With these points in mind , a term analysis diagn sed from the explicit simulations is 

performed on w'w' so that the behavior and magnitude of the terms could be investigated. 

A prognostic equation for w'w' will be fully derived in the next section, however the final 

for it is 

- 8 - - & W ( w'()' -) U· - w'w' -2 w'u'• --+2g __ v_ - w'r' 
J 8Xj J 8Xj 0vo UI 

8-- w'w' = 8t 
ADV SHRPRD BUOPRD 

8 I I I 2 1 /~ 2 - - w w w - - w oz - --r . 8z Po z 3 ______., ----- ........... 
(3.7) 

EDYTRN PRS DIS 

ADV, SHRPRD, BUOPRD and DIS are the mea.n advection, shear production, buoy-

ant production and dissipa ion of w'w', respectively and are relatively easy to represent. 

However the eddy transport and pressure terms are relatively difficult to model. Here 

arises one of the difficulties in predicting w'w' rather than turbulence kinetic energy; 

upon contraction of the Reynolds stress equation to form a TKE equation, the pressure 

terms drop out since they tend to distribute stress among the various components of TKE. 

However, they need to be modeled in the w'w' equation. In Fig. 3.lla and 3.llb, the 

diagnosed vertical profiles of these terms for the COPE supercell at 5408 sec and the 

tropical squall line at 1800 sec is shown. As is por:rayed by the figure, the cJfficult terms 

to model are important in driving ve tical variance. Note the large positive tendencies in 

Fig. 3.llb when the squall line exhibits strong growth. In Fig. 3.12, the term analysis is 

shown at 5400 sec for the squall line when it was more steady-state. 

The shape of the component curves for both the supercell and squall line are similar. 

In particular, the eddy transport term closely balances the sum of the buoyancy production 

and pressure redistribution. Also note that in Fig. 3.llb, there is an imbalance in these 

three terms leading to a relatively large positive tendency for w'w' which is to be expected 

in the growing stage of a squall-line. The more steady-state behavior is represented by 

the closer balance and resulting smaller tendencies for w'w' in Figs. 3.lla and 3.12. 

Zeman and Lumley (1976) modeled the buoyancy-driven mixed layer, including the 

eddy-transport and pressure terms. Their mode! produces vertical profiles of w'w'w' 

which have the characteristic shape shown in Fig. 3.13. The broad peak in the middle of 
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Figure 3.11: Term analysis of the time rate of change of w'w' in cm2 /s3 as a function 
of model level for (a) the CCOPE supercell, and (b) the tropical squall line. The solid 
lines are the sum of curves (BOY) buoyancy, (PGF) pressure gradient force, (ADV) eddy 
transport, and (DIF) diffusion which equals the tendency as determined from numerical 
model. 
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Figure 3.12: As in Fig. 3.llb except for the tropical squall line at 5400 sec when it exhibits 
stea.dy-state behavior. 

the mixed layer also appears in the eddy-transpon curve in Figs. 3.lla, 3.llb and 3.12 

when this curve is integrated from the mixed layer top to the bottom. The broad similarity 

between this term and the general profile of w'w' in our studies and Zeman and Lumley's 

study has led us to adopt their method of modeling the pressure and eddy-advection terms 

in Eq. 3. 7. The scheme is promising since the main difference between their buoyancy 

driven mixed layer and our free atmosphere is that theirs is driven with a heat source 

located at the ground while deep convection is driven by latent heat release in the lower 

and mid-troposphere. 

3.3.2 The cumulus fluxes 

Given that w'w' can be reasonably predicted for cumulus clouds, a quantitative 

model is needed to retrieve the covariances. A cumulus flux model first proposed by 

Arakawa (1969) and developed by Betts (1975) is attractive because it is simple an:l 

intuitive. The parameterized convective flux is derived from a convective velocity and a 
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Figure 3.13: Zeman and Lumley's (1976) w'w'w' profile (from their Fig. 8). 

one dimensional cloud model, i. e. 

(3.8) 

where w'x' is any vertical variance, w• is the convective velocity, and Xu and Xe are the 

updraft properties as determined from a one-dimensional cloud model and the environ-

mental or resolved properties, respectively. The cloud fractional coverage is designated 

by u. The convecti-Je flux model in this form is compared with the vertical covariances of 

potential temperature explicitly calculated over the model domain for the two simulations 

in Figs. 3.14a and 3.14b. Cloud fractional coverage was assumed to be around 10 percent, 

however, the actual value is unimportant since it will have to be diagnosed in the cumulus 

parameterization scheme. The agreement is excellent and indicates that this model can 

satisfactorily diagnose the convective fluxes if the fractional coverage and the convective 

velocity are prescribed. 

Also shown in Figs. 3.15a and 3.15b are the parameterized convective fluxes for total 

water and the explicitly calculated total water flux. The agreement is not as good, but 
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Figure 3.14: Vertical profiles of the flux of potential temperature in cm-K/s explicitly 
calculated from the numerical model ( curve A) and the parameterized flux ( curve B) for 
(a) the CCOPE supercell, and (b) the tropical squall line. 
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Figure 3.15: Vertical profiles of the flux of total water in cm/s explicitly calculated from 
the numerical model (curve A) and the parameterized flux (curve B) for (a) the CCOPE 
supercell, and (b) the tropical squall line. 
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this is to be expected since the cloud model has no precipitation scheme. The convective 

fluxes ( determined with Eq. 3.8 and diagnosing w* a., ~), then, roughly agree with 

the explicitly calculated covariances. 

There is now a broad basis on which to formulate the cumulus parameterization 

scheme. A tropical squall line and a mid-latitude supercell are shown to exhibit striking 

similarity in the behavior of w'w'. Furthermore, the vertical convective fluxes of ice-liquid 

potential temperature, total water and the other microphysical variables bear resemblance 

to w'w' . Therefore, the parameterization is based on w'w' . A model for the diagnosis of the 

convective flux has been presented and shown to broadly represent the explicitly calculated 

flux for potential temperature and total water. And finally, a way to close the prognostic 

equation for w'w' has been proposed. 

The task now is to implement the closures for the prognostic w'w' equation and 

develop a cloud model with precipitation that will yield the cumulus forcing terms. 



Chapter 4 

THE LEVEL 2.5W CUMULUS MODEL 

In this chapter, the modified second order turbulence model and the cumulus model 

used in the cumulus parameterization are described. Although these two parts of the 

parameterization operate symbiotically, they will be described separately. The level 2.5w 

model is based on higher order closure theory and incorporates terms important to mod-

eling buoyancy-driven mixed layers. The cumulus model incorporates a one dimensional 

cloud model and parameterized hydrometeor profiles derived from the explicit simula-

tions of the CCOPE supercell and the tropical squall line described in earlier chapters. 

Furthermore, the cumulus model contains a parameterization for fractional updraft and 

downdraft core coverage based upon a bulk llichardson number. 

4.1 The level 2.5w model 

The turbulence model follows closely the Mellor and Yamada (1974) system of equa-

tions. They have ased the number of prognostic equations in their generalized second 

order turbulence scheme on the degree of anisotropy of the system. Their Level 4 scheme 

includes prognostic equations on all variances and covariances while their Level 3 includes 

prognostic equations on turbulence kinetic energy (TKE) and potential temperature vari-

ance. They have also formulated a Level 2.5 model which predicts only on TKE; all 

other variances and covariances are diagnosed. They have found that the Level 2.5 model 

performs reasonably well in predicting the development of the PBL except during times 

when the PBL is undergoing significant change, i. e. at sunset and sunrise. This is to 

be expected since the degree of anisotropy grows large and the scaled equations no longer 

represent reality. 



45 

In order to maintain simplicity, only one second order quantity is predicted. Because 

of the behavior of w'w' discussed in the previous chapter, w'w' is predicted instead of 

TKE and thus the model is labeled level 2.5w. All other variances and covariances are 

diagnostic. Because the same problems as Mellor and Yamada are encountered when the 

turbulence changes quickly, several constraints were imposed on the model. These include 

the clipping approximation of Andre et al. (1976) and limiting the obtainable values of 

certain coefficients in the algebraic solution of the diagnostic equations as in Hassid and 

Galperin (1983). 

The present formulation uses the thermodynamic variable (}ii as described in the 

previous chapter. If Eq. 3.6 is linearized by assuming (}ii = 0i1 + (}ii I and the ice 

and liquid water mixing ratios are decomposed similarly, and the assumption 0i1 ~ 0 is 

used, then 

(}' = (4.1) 

is obtained. 

The equations for the second moment quantities contain terms that involve covari-

ances with the density perturbation. Density perturbation will therefore be expressed as a 

function of the model variables. From Manton and Cotton (1977), the density perturbation 

equation can be written as 

(4.2) 

C where 1 = ~- After substituting Eq. 4.1 into Eq. 4.2, the expression relating density 

per urbations to (}ii perturbations is 

From 4.3 the covariance of density perturbations with any variable a' is 

9- -:-;-;r, --a'p' - f3 a'rl_ - n n, 
Po 
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where 

{) a'0' n n 

a'0il 
a'r' t 
a'r' _/ 
a'ri 
a'p' 

(4.4) 

The correlations with pressure are appropriate for deep convective flows. The calculations 

done thus far do not include this term. 

After decomposing the variables as U; = U; + ui where the overbar represents the 

grid-volume-averaged variables and the prime represents sub-grid scale deviations from 

this average, the fully prognostic second order equation set is as follows: 

8 -,-, 
8t U;Uk 

8-- u~a' 8t ' 

8 --::rr, - a·o· 8t 

U: 8 -,-, (-,-, 8 IT,; -,-, 817;) = - J - U ·Uk - U ·U · --+ UkU · --8x · ' ' ' 8x · 3 8x · J J J 

ADV SHRPRD 
+ 03kf3n ui0~ + 0;3{)n uk0~ 

BUOPRD 

8(''') 1('~ ~2 - - U ·U ·Uk - - Uk . + - -t (4.5) 8x; ' J Po z, 3 . ._,..,, 
EDYTRN PRS=Il;1c DIS 

U: 8 -,-, (-,-, 8 A -,-, 8 17; ) = 3 - u -a - U ·U · --+ u -a --8x · ' ' ' 8x · 3 8x · J J J 

ADV SHRPRD 
r {) --;n,- 8 - 1- 1 - 1 1 , 21!:... + Ui3 n a Un - -8 U;U3•a - - a oii:; ..._____, x; Po ' 
BUOPRD 

(4.6) 

EDYTRN PRS=Il; 8 (-81i -8A) 8 --= - Tl: - a'b' - u'-a' --+ u'-b' -- - - u'-a'b' - 2? (4.7) 
' 8x · ' 8x · ' ax · 8x · ' ._,..,, 

J 3 J DIS 
ADV SHRPRD EDYTRN 

Here, u represents the horizontal and vertical velocities and a and b are any of the 

scalar variables. ADV represents the advection of the covariance or variance by the mean 

wind, SHRPRD and BUOPRD represents the production of these by shear and buoyancy, 

respectively, EDYTRN represents the transport of these quantities by the eddies, PRS 

represents the sub-grid scale pressure forces and DIS represents dissipative forces. 
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In order to clarify the behavior of the pressure term, the term is manipulated as 

follows: 

Il,·L _!_ ( u' £L u~.EL) " Po k 8x; + , 8x1c 

1 ( a - a - [-a;;, -a,;;,]) = Po ax-; u~p' + ax"; uip' - p' + p' . 
PRSDIF RTN TO ISO 

Here, PRSDIF represents the pressure-diffusion term and RTN TO ISO is the return to 

isotropy term. The main effect of this term is to distribute the Reynolds stress amongst 

the three components of TKE. 

In order to form a prognostic equation on w'w', the indexes i and k are equated in 

Eq. 4.5. The result is: 

a_ 
-w'w' = at 

- a - -aW -:-77iJ U · - w'w' -2 w'u'- --+2,8 w'u~ 
J ax. J ax. ____,,.____ J J .___,,_. 

ADV 

- (!!_ w'w'w' az 
SHRPRD 

2 1 a -) +--- u'-p' 3p 0 ax; 3 

EDYTRN 

BVOPRD 

- _!_ (2 w'~ - u'-p' )- ~r . 
P oz 3 ax - 3 3 

0 J --..,.,, 
DIS 

( 4.8) 

Note that in Eq. 4.8, the divergence of uip' has been added to the eddy transport term 

and subtrac ed from the pressure term in anticipation of future manipulation. 

To form the velocity variances and covariances, Eq. 4.5 is contracted. Furthermore, 

if uiui = q2 where q2 is the TKE and ,J; = ft+ u; k, the resultant TKE equation is 
) 

d 2 
dtq = (4.9) 

Note that the return to isotropy term of the pressure term vanishes since turbulence is 

assumed to be incompressible. If Eq. 4.9 is multiplied by ½oik, then 

d 1 2 
dt 30ik q 

2 C -,-, a u; 2 C C (.l ,-(}I = - 3uik uiu; 7[;-:- + 3uik UJk/Jn ui n 

i a --- -Oik - u'-q2 
3 ax; J 

J 

2 1 a -
-Oik -- u'-p' 3 Po ax; 3 

2 C -3Uik €. ( 4.10) 
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Now, by subtracting Eq. 4.10 from Eq. 4.5, the departure from isotropy equation is 

(4.11) 

where the departlil'e from isotropy tensor is defined as 

Note that the dis3ipation term has vanished. Also note the appearance of the term 

-~<'ik£;- uip' in :he pressure term of Eq. 4.11. This is why the transport and pressure 

terms in Eq. 4.8 aI= formulated with the addition of the divergence of the pressure-velocity 

correlat ion. 

The pressure term is modeled after Rotta (1951) who modeled the return to isotropy 

part and Mellor (1973) who added the effects of buoyancy. This is the 'rapid' part of the 

pressure term and is due to buoyancy-turbulence interactions. Terms have been added to 

represent virtual a:ad water loading effects in their formulation. The diagnostic pressure 

term then is 

(4 .12) 

The first and seco:r:d terms on the rhs of the above equation represent the return to 

isotropy and shear components, respectively of the pressure term as proposed by Rotta 

for neutral flows . T11e remaining terms include buoyancy effects on the redistribution of 

energy amongst the t hree velocity components. 

Zeman and Ten•ekes (1975) developed a self contained model for IIik which considered 

interactions between turbulence and the mean st rain rate and the mean vorticity separately 
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so that the Coriolis effect could be included implicitly. Sun and Ogura (1980) applied this 

model to the evolving convective boundary layer. The form of the pressure term then 

becomes 

nik = ~a aikq2 + C2 ( 03kf3n ui(J~ + Oi3f3f\ uk(J~ - loik 03kf3n ui(J~ ) 

-Ci q2 sik - q2 [ 201 ( Si;a;k + Sjk-Oij -1S;1a1;6ik) 

+211 (Ri;a;k - R;kai;)], 

where C2 = lo and C1 = i• The mean strain rate and vorticity tensors are given by 

1 (8 Ui 8 Uk ) - --+--
2 8xk 8xi 

- -- - -- - 2!nS1k, 1 (8 Ui 8 Uk ) 
2 8xk 8xi J 

The Eq. 4.12 will be used as the formulation for the pressure term and the possible 

improvement in model results by using the more general formulation above is noted. 

If steady-state is assumed, advection and eddy-transport terms are neglected and 

Eq. 4.12 with fri- for (as in Mellor, 1973) is substituted into Eq. 4.11, t he following 

relationship for the velocity variances and covariances is 

The remaining diagnostic equations are formed by assuming that the covariances or 

variances are constant in time and that advection, eddy transport and any precipitation 

effects are negligible in Eqs. 4.6 and 4.7. Furthermore, the pressure term in Eq. 4.6 iE 

modeled as 

C9 -,-, 1" -:-;,r;-- u -a + -
3

ui3 a·un . 
T ' 

As in the formulation for IIik, a more general expression for !Ii is 

C9 -,-, 4 8 If; [-, -, " 1 ( -,-, " - u -a - --- u -a uik - - u -a uk; -
T 1 5 8Xj j 4 1 

1 + 3oi3 a'O~ . 

( 4.14) 
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Zeman and Lumley (1976) note that the constant of½ in front of the buoyancy terms may 

be as small as ½ for strongly anisotropic flows. Formulating the pressure term like this 

allows vector covariances with scalars to be expressed as a balance between the production 

of the covariance and its redistribution through pressure forces. Substituting Eq. 4.14 into 

Eq. 4.6 and assuming steady-state and neglecting advection and eddy-transport yields 

( 4.15) 

Similarly, scalar covariances with scalars can be formed by assuming a length scale A2 for 

dissipation such that 

thus forcing a balance between production and dissipation, i. e. 

( -oJJ -oA) = - u'•a' -- + u'•b' -- . ) ox · ) ox · ) ) 

( 4.16) 

All length scales are assumed proportional to each other and a master length scale l, 

with the constants of proportionality gleaned from turbulence data. Therefore, 

( 4.17) 

= l(0.78,15.,0.78,8). 

Furthermore, although C2 = 1
3
0 and C1 = ~' an error in programming has produced 

C2 = 0.056 and C1 = 0. These are applicable for neutrally buoyant layers, however 

the exclusion of the buoyancy term occurs only in the pressure term parameterization. 

Therefore, it is hoped that this omission is insignificant. 

The master length scale which is modeled similarly to Chen and Cotton (1987), where, 

in their formulation, 

1 
l 

1 ( 1 1) = zi + MAX 4' le ' 

where l' accounts for the generalized length scale, his Blackadar's (1962) length scale and 

le is the length scale in an unstable cloud layer. The generalized length scale is represented 

by 

= { fo when fi#ifJn 0n 0 
l' 1 when 8 1 fJ <:>:" > 0 ' r; Fz"iJi n n 

1 
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where 10 is the characteristic length scale defined as 

f qzdz 
lo = 0.1 f qdz 

and ld is the turbulent length scale defined as 

Finally, in accord with observations that within a buoyant layer, the dissipation is around 

sixty percent of the dominant buoyancy production, 

1 { 0 f = o.6:g,13 w'8' c ~q n n 

when /3n w'()~ $ 0 
when f3n w'()~ > 0 ' 

where c1 = 0.102. 

All the variances and covariances can now be solved for algebraically. The algebra 

is extensive, therefore the symbolic algebra program REDUCE 3 (Hearn,1984) is used for 

the algebraic manipulations. In order to make the final form of the solution physically 

meaningful, the following non-dimensional parameters , as in Flatau (1985) , are introduced: 

Km = lqSm 

Kh = lqSh 

Gm = 1:_ (arr'+ av') 
q2 8z 8z 

Gh 
12 ae; 

= --/3-q2 n 8z 
au2 

Q = 8z 
( aff2 aV2) · 

8z + 8z 

The eddy exchange coefficients for this system of equations then become: 

where 

sn m = 
s;: = 
Sd = 

Sm 
sn 

= m 
sJ" 

Sh = s;: 
Sd' 

9A1A2Gh ( 3A2 w'w' + B2C1q2 - B2 w'w') + 3A1 ( w'w' - C1q2) 

- (21A1A~Gh w'w' -3A2 w'w') 

27 A1A~B2G1q2 + 3A2Ghq2 (-3A1 - B2) + q2. 
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As in Mellor and Yamada (1974), the values of these mixing coefficients are restricted to 

be positive. This then restricts the diagnostic quantities to be down-gradient. The values 

that Gh can attain are also restricted as in Hassid and Galperin (1983) in order to retain 

physically meaningful solutions to the Reynolds stress equation. The expression for Sh 

can be simplified to 

-,-, 
where o = w/f . If Sh > O, then G h can only assume the values 

This restriction also keeps the mixing coefficients finite. By placing limitations on the 

model, the mean fields are allowed to adjust to the turbulence, i. e. the turbulence is 

restricted to values that can be assimilated by the model. When turbulence changes 

quickly, this level 2.5w model no longer represents reality and the forcing conditions need 

to be modified in order that the scaled equations operate within the assumptions used in 

their derivation. As long as turbulence changes relatively slowly, these limitations should 

not impact the solution significantly. 

The final set f equations become: 

u'u' q2 
(~ + A16SmGm - 2A1ShGh) 

v'v' = q2 (1 + A1/3SmGm - 2A1ShGh) 

u'v' = 6A 12s au av 
1 m az az 

u'w' 
av = -lqSmaz 

v'w' 
av = -lqSm az 

u'(}il = 3A 12 cs s ) au aei1 
2 m + h az az 

v'(}il = 3A 12 cs s ) av ae;i 2 m + h az az 
w'(}il l S atf;i = -q h--az 
(}il(}il = B z2 S atf;i2 

2 h az ' 
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where 6 = 2(3a - 1), /3 = 2(2 - 3a) , Ai = A2 = 0.78 and B2 = 8. 

The one prognostic equation for w'w' now needs to be expressed in a tractable form; 

this involves closing the transport term, the pressure erm and dissipation in Eq. 4.8. The 

dissipation term will be closed by simply assuming 

C1 q3 
£ = v'sT' 

The pressure and transport term closure will be modeled after the approach taken by 

Zeman and Lumley (1976) who closed these terms for a buoyancy-driven mixed layer. The 

pressure term is handled as in Eq. 4.12 with the coefficient in front of the return to isotropy 

component expressed as~ with C1 = 1 and C2 = / and, representing some mechanical 

time scale. In their original formulation, the shear components were not included since 

they studied an environment without shear; in our formulation, contributions to w'w' 

from shear will be included. 

The transport term is handled in a relatively sophisticated way in order to include 

counter-gradient transports in the mixed layer. The present formulation extends the 

original theory to include the virtual and rainwater effects on the buoyancy terms. Only 

the part of the Zeman and Lumley analysis pertinent to closing the w'w'w' term are 

retained here. First, the third order :fluxes, Fi, are expressed as 

[ w'w'w' tc1w191 w'9'9' ] i - 1 2 3 without water lo~ding , ' , - ' , 

= [ ' ' ' f3n 1 '91 l 1 (/3 llt )
2 ] • - 1 2 3 · h 1 d' w w w , f3i w w n , f3f w nun , i - , , wit water . oa mg. 

Then, express the rate equation for these fluxes as 

where Sa; represents the non-buoyant or neutral source terms, SB; repre~nt the buoy-

ant source terms, Di represents dissipation and the remaining term models t he pressure 

contributions. The time scale T3 represents a time scale for the third order terms. 

The expression for the buoyant source term can be extracted from the expanded 

expression for Fi; if l'j = w'q>' , where</> is w'w', f;;- w'9~ or -Jr (f3n9~) 2 , t hen 

[aFi] = [w' fJ <I>'+ n . at B at '+'aiUI JB 
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The buoyancy contributions to :t </>' and :t w' are known so that SB; can be found. For 

example, if Fi = F1 = w'w'w' , then 

= [ 
a a 

w'-w'w' + w'w'-w' at at B 

= w' (2/3 w'O' - ~/3 w'O') + /3 w'w'O' n n 5 n n n n 

13/3 I 101 5 nWW n, 

if the pressure terms in Eq. 4.12 are included. The matrix for SB; then becomes 

Note that modelling w'w'w' in this manner leads to terms containing f3n w'w'O~ . 

These then lead to terms containing w' (f3n0~) 2 and then to terms containing (f3n0~) 3 

. These terms are finally closed by forming a rate equation on (/3n0~)3 and assuming 

steady state: 

The mean temperature gradient enters into the closure for the third order fluxes here 

and T9 is some thermal time scale. In convective regions , Zeman and Lumley state that 

r:- = 0.5 with the ratio increasing with the stratification. 

Zeman and Lumley express the neutral source terms in the invariant form 

[

-3 w'w' .£.. w'w' l az 
-2 w'w' 8 /3_n_ w'O' - lb_ w'O' 8 w'w' 7ri7'1 n 7'1 n az 
_ w'w' a 1 (/3 0, )2 7f'i7§'[ n n 

and the dissipation terms are represented as 

[ 

4e w'w'w' l .11:.en w'w'B' 3-r7Ji n , 

2~ 1 w' (/3 (}' )2 -r7§'[ n n 

whereµ= 1~ as in Zeman and Lumley. 
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Lumley et al. (1976) have shown that the mixing coefficients are also subject to 

buoyancy effects. Therefore, terms like T3( w'w' ) are modified by 

As in Zeman and Lumley, T3 = r-3'; with r = 1.1. 

Finally, the pressure part of the transport term is modelled in the simplest invariant 

form, i. e. 
1- 1-/J uip' = 5 uiq2 

Expressions for the third order moments can be formed by assuming local equilibrium 

so that 

Then if Fi is now w'w'w' + 11 w'p' 
3 p ' 

= 
J3 T K' ~(32

T
2 K' l 1 m 4 1 t 

i K' 3/3 K' IT m 4 1T t 
O K: 

The mechanical and thermal eddy mixing coefficients K:n and K: are: 

K' m = T ( w'w' + b/3nTe w'8~ ) 

T ( w'ul + (b + 1)/3nTB ~) 
Tc 1 ' 1 + 3TcTeN 2 

where the compounded time scale is 

1 
Tc = 

In studies of the dry buoyancy-driven mixed layer, Zeman and Lumley point out 

that this formulation allows the counter-gradient transport of w'w' in the lower part of 

the mixed layer. Since w'w' exhibits a broad peak in the middle of the mixed layer, 

-Km iz w'w' < 0 and the principal gradient term contributes to a local decrease of w'w'. 

However, since the vertical gradients of w'8' and 8181 tend to be negative in the mixed 
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layer, the contributions to w'w' are positive and counteract the negative contributions 

from the principal gradient term. This then yields the correct shape of the w'w'w' 

profiles. Furthermore, they point out that the thermal mixing coefficient is associated 

with transport of w'w' through the gradient of (}'(}' ; is more sensitive to buoyancy 

effects than the mechanical mixing coefficient and is a function of N, the Brunt-Va.isal.la 

frequency. 

It is important to note that there are two classes of mixing coefficient; those related 

to the second order closure (Km and Kh) and those related to the third order closure (K:n 

and K1J The third order mixing coefficients tends to be several orders of magnitude larger 

than the second order coefficients due to their direct dependence on w'w'. Furthermore, 

the linear stability criterion for the diffusion equation 

is used to determine the small time step where Kz represents the maxima of all the mixing 

coefficients. 

Thus far, pressure effects have not been considered, i. e. /35 = 0. 

4.2 The convective adjustment model 

The model as it stands predicts the evolution of horizontally homogeneous convection 

over land and wate!. This includes, for example, convectio within the PBL and convec-

tion forced by the radiative destabilization of statiform cloud layers in the PBL and in 

the middle and upper troposphere. However, the theory fails to simulate the ensemble-

averaged effects of deep convective activity when applied to the free atmosphere. This is 

because the PBL, for example, is driven by the parameterized heat flux at the ground. 

The divergence of this heat flux creates an unstable lapse rate which implies strong mixing 

and an upward transport of heat. The PBL grows slowly by vertically communicating the 

heat flux upwards until the inversion can no longer be eroded by the PBL eddies. When 

deep moist convective cells are present in the free atmosphere, however, this theory of 

contiguous mixing is no longer valid since information about the buoyant parcel is carried 
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from the lifted condensation level (LCL) to the equilibrium temperature level (ETL ). Some 

way is needed to conserve the parcels buoyancy through the depth of the free atmosphere 

in order to represent the effects of deep moist convection. 

Two methods of determining the cumulus buoyancy are investigated. The cumu-

lus flux method, first proposed by Arakawa (1969) a.nd developed by Betts (1975) is an 

attractive way to represent convection since the fluxes of heat and moisture are simply 

represented by a convective velocity and the difference between the updraft and envi-

ronmental characteristics of a parcel as determined from a one dimensional cloud model. 

Alone, the cumulus flux model represents the required magnitudes of the convective buoy-

ancy fluxes properly, but since there is no vertical communication of this buoyancy flux, 

the model fails to convectively mix the free atmosphere. Therefore, a cumulus component 

will be added to the original formulation in the presence of deep convection so that __!he 

Betts model will supply the required buoyancy flux ;a,nd the mixing coefficient model will 

distribute this buoyancy flux vertically, i. e. 

= ( 4.18) 

Here, Uu,d represent cloud core fractional coverage of the updraft or downdraft, X repre-

sents a scalar variable and u, d, e are the updraft, downdraft and environmental values of 

X. When no deep moist convection is present, the model reduces to the classic second 

order form. The level 2.5w model and the cumulus flux model act together when deep 

convection is present. Presumably, changes in the algebraic manipulations to include shear 

and water loading effects in the level 2.5w model would produce insignificant changes in 

the hybrid scheme since the main driving terms are the fluxes by cumulus towers. 

However, after numerical experimentation, the cumulus flux model was found to do 

a poor job of transporting the scalar quantities through the free atmosphere. The strong 

scalar transports by cumulus convection are seen in the following Chapter in Figs. 5.lld 

and 5.22d where six and 21 km running averages of the perturbation total water mixing 

ratio from an explicit simulation of sea-breeze cumulus convection over the Florida penin-

sula are respectively shown. The cumulus flux model, conversely, yields drying below the 
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mid-troposphere and only slight moistening aloft when incorporated into the mesoscale 

model. This can be seen by taking the divergence of the cumulus part of Eq. 4.18 to 

determine the tendency of X: 

8--- w'x' 8z 

For clarity, assume a non-entraining updraft with a mass flux profile independent of height. 

The above equation then becomes 

.axe 
<1udW -

8
. ' z ( 4.19) 

This clearly indicates that by casting the deep cumulus effects in a mass flux framework, 

the only effect non-entraining convection can have is warming and drying if the environ-

mental temperature and moisture profile decreases with height. This is appropriate in 

large-scale models since the interest lies in determining the effects of a population of con-

vective elements, each passing through its own life-cycle. Since the adiabatic cooling of 

the updraft is largely offset by condensation and the moistening is offset by precipitation, 

the mass flux present in the unresolved updraft induces compensating subsidence and 

subsequent warming and drying outside the cumulus core. 

In mesoscale models, on the other hand, individual convective elements can be at 

least partially resolved so that the interest lies in capturing an ensemble-averaged single 

convective element. Thus strong scalar transports within the core of the convection must 

be parameterized. As shown above, this cannot be accomplished by a mass flux model. 

Therefore, a convective adjustment scheme first proposed by Manabe et. al. (1965) and 

investigated by Betts (1986), Bougeault (1985) and others is proposed. It should be noted 

that the above formulation for the covariances is used for the determination of w'w' . 

Here, the tendencies to the model variables are specified rather than the fluxes. Then, 

the cumulus forcing becomes 

( 4.20) 
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The second term on the rhs of Eq. 4.20 is the convective adjustment term where Tis the 

time scale over which convection modi-fies the environment. It is simply specified as 

1 
T = - J w'w' pdz 1 l.ct 

pH lei 

where His the total cloud height. The first term on the rhs of Eq. 4.20 is as in Bougeault 

(1985), except w•• is determined from forcing the moist static energy of the convective 

tendencies to be nil, i. e. 

w** = ~_.fi~~[L(r8U - r;;) - L(rtu - rt)+ Cp(Tu - T)]pdz 
T rct [L§Ji - L§.µi.. - C aT]pdz Jl::1 oz cJz P 8z 

( 4.21) 

There are several interpretations of Eq. 4.20 which can be made. When cumulus 

forcing is diagnosed, the first term on the rhs combines with the resolvable advection. 

Bougeault (1985) then interprets the first term on the rhs as a subsidence term since 

the resolvable vertical motion in large-scale models is negligible compared to w**. The 

second term is then interpreted as the detrainment term. In large scale models, then, 

the subsidence term prompts warming and drying while the detrainment term prompts 

warming and moistening. 

In mesoscale models, the resolved vertical motion may be comparable to w** and a 

different interpretation of the term is needed. In this case, the advection by the resolved 

motions and the first term on the rhs (now called the compensation term) combine to 

give near zero net advection which is desirable since the advection of the scalars is now 

being accomplished by the convective adjustment term. Double counting is then explicitly 

eliminated since the convective adjustment term wholly handles the updraft core warming 

and moistening. 

In Eq. 4.20, either w** or T could be specified and the remaining coefficient deter-

mined from a moist static energy balance. Bougeault specified the convective flux as a 

function of height and diagnosed the detrainment time scale. Here, the convective adjust-

ment time scale is prescribed and the mass flux is diagnosed. This is an artifact of th.e 

methodology used to construct Eq. 4.20; only the convective adjustment term was initially 

included in the calculations. Due to the difficulty in balancing the moist st atic energy cf 
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the tendencies, the compensation term was later added. The effect of prescribing w** and 

diagnosing T on the parameterization scheme is unknown and will be relegated to future 

research. 

Finally, the mass balance of total water is accomplished by equating the depletion of 

water vapor within the PBL to the total water tendency within the parameterized cloud. 

Updraft and downdraft properties must now be determined including the hydrometeor 

mixing ratios in order to obtain the correct cumulus fluxes. 

4.2.1 Modeling the updraft 

The cloud updraft and downdraft values of the scalar variables must be specified 

in order to close the parameterization scheme. Once again this closure is based on the 

model output diagnostics from the explicit numerical simulations. The one dimensional 

cloud model is described fully in Tremback (1990) and includes an updraft and downdraft. 

Briefly, the drafts are assumed to be steady-state entraining plumes which travel from the 

lifting condensation level to the equilibrium temperature level for the updraft and from 

the level of free sink (the level where the environmental 0e is at a minima) to the ground 

for the downdraft . In order to calibrate the cloud model, the updraft and downdraft 

characteristics of each explicitly simulated storm are conditionally sampled. After several 

different sampling criteria were tried, updrafts greater than 5 m/s with condensate present 

were chosen to generally represent the updrafts in the different storm types. Figs. 4.la and 

4.lb delineate the areal coverage of the sampled updraft portions of the CCOPE supercell 

at 5580 sec and the tropical squall line at 3000 sec. 

The updraft core 

Simple cloud models depict the updraft core as undergoing undiluted ascent from 

cloud base to cloud top. It is well known, however, that entrainment can modify the ther-

modynamics of the updraft. Shown in Figs. 4.2a and 4.2b are the potential temperature 

profiles of the updraft incurring entrainment rates which doubled the mass flux from the 

base of the cloud to the detrainment level for the CCOPE supercell and the tropical squall 

line. Increasing the entrainment rate so that the mass flux quadrupled within the cloud 
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Figure 4.1: Conditionally sampled updraft cores with W 5 m/s for (a) the CCOPE 
supercell at 5580 sec, and (b) the tropical squall line at 3000 sec. 
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Figure 4.2: Vertical profiles of 0 for the conditionally sampled updraft cores from the 
explicit simulation ( curve A) and the cloud model-derived profiles with the mass flux 
doubling from cloud base to cloud top (curve B) for (a) the CCOPE supercell at 5460 sec 
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Figure 4.3: Vertical profiles of 0 for the conditionally sampled updraft cores from the-
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yields the thermodynamic profiles shown in Figs. 4.3a and 4.3b. It appears that mass flux 

quadrupling more accurately describes the mid-latitude storm while mass flux doubling is 

slightly more accurate for the tropical storm, cloud top height notwithstanding. It is of 

interest to note the relative insensitivity of the thermodynamic profiles to the entrainment 

rate in the tropical storm. This contrasts with the Kreitzberg-Perkey assertion in Sec-

tion 2.2.1 that mid-latitude storms are not as affected by the entrainment rate as tropical 

storms. 

Also shown in Figs. 4.4a and 4.4b are the conditionally sampled vertical velocities 

compared to two modeled updraft velocities with entrainment rates leading to mass flux 

doubling within the cloud. Curve B is the updraft profile determined from a steady-

state plume mode_ including the 'virtual mass coefficient ' while curve C is the profile with 

the English (1973) modifications. This involves normalizing an observationally-derived 

updraft profile with the maximum updraft speed derived from the parcel calculations. 

In Figs. 4.5a and 4.5b, the profiles derived from entrainment rates leading to mass flux 

quadrupling are shown. It appears that again, the larger entrainment rates better describe 

the vertical velocity profile of the conditionally sampled updraft profiles of the mid-latitude 

storm. 

It should be noted that the updraft velocity profiles are not used within the para-

meterization, but the figures are presented for completeness. 

Condensate efficiency of the updraft core 

There are two ways to calculate the amount of water in the cloud that contributes to 

hydrometeors. The first is to define a condensate efficiency for the cores of the storm such 

that 

explicit conditionally sampled condensate 
columnar adiabatic EWC from cloud model· ( 4.22) 

If X represents the mixing ratio of any hydrometeor species, or, in this case, the sum of 

all the condensate ( i. e. the difference between the water vapor mixing ratio at cloud base 

and the saturation vapor mixing ratio at any level within the cloud), the EWC ( equivalent 
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Figure 4.4: Vertical profiles of Win m/s for the conditionally sampled updraft cores from 
the explicit simulation ( curve A) and the cloud model-derived profiles with the mass flux 
doubling from cloud base to cloud top (curve B) for (a) the CCOPE supercell at 546J 
sec and, (b) the tropical squall line at 4200 sec. Curve C includes the English ( 1973) 
modifications to curve B. 
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Figure 4.5: Vertical profiles of Win m/s for the conditionally sampled updraft cores from 
the explicit simulation ( curve A) and the cloud model-derived profiles with the mass flux 
quadrupling from cloud base to cloud top (curve B) for (a) the CCOPE supercell at 5460 
sec and, (b) the tropical squall line at 4200 sec. Curve C includes the English (1973) 
modifications to curve B. 
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water content) is defined simply as 

EWC = (X)(Pair), ( 4.23) 

The columnar EWC is the integral of Eq. 4.23 over the depth of a column. Note that 

Eq. 4.22 is different from the traditional interpretation of precipitation efficiency which 

relates the total precipitation rate observed at the ground to the water vapor moisture 

convergence at cloud base. The term condensate efficiency is chosen so that all condensed 

water including cloud water is represented rather than that just the precipi ation which 

reaches the ground. 

The evolution of the diagnosed condensate efficiency is shown in Figs. 4.6a and 4.6b 

for the CCOPE supercell and the tropical squall line, respectively. The time series for the 

supercell indicates relatively steady state behavior and an average value of 90% is repre-

sentative. This is considerably higher than what may be expected from the traditional 

definition of precipitation efficiency. From data on various High Plains thunderstorms, 

Marwitz (1972) clearly showed the inverse relationship between wind shear a.nd precipita-

tion efficiency. From his Fig. 1, a precipitation efficiency of between 20% and 40% should 

be expected for this storm in view of the large value of wind shear. However, Marwitz 

believes that the high wind shear causes a tilted updraft which contributes to a low precip-

itation efficiency through hydrometeor evaporation within the clear air below the updraft. 

When sampling only the updraft core, the evaporation of hydrometeors detrained from 

the storm is not considered, thus leading to high condensate efficiencies of the updraft 

core. 

Because the squall line is composed of many convective cells, each undergoing a growtl:. 

and decay process, forty minute running averages of the fields are taken to represent aL 

ensemble-averaged cloud field. Because the cloud model indicated no convection beyond 

4680 s (time file #39), the curves are valid between time files #10-#29. A condensate 

efficiency of 48% is representative of the tropical storm. 

These two cases underscore the strong variability of the precipitation, and condensa-

tion and condensate efficiency (defined traditionally and by Eq. 4.22, respectively) within 
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Figure 4.6: Time series in min of the condensate efficiency ( curve A) for the conditionally 
sampled updraft core of ( a) the CC OPE supercell at 5460 sec and, (b) the tropical squall 
line at 4200 sec. Curve B represents the storm precipitation efficiency as determined from 
the empirical formula in Fritsch and Chappell (1980). 



69 

different storm types. Indeed, Weisman and Klemp (1982) and, as noted above, Marwitz 

(1972) found precipitation efficiency to vary according to the mean shear profile and bulk 

Richardson numbers within similar storm types. 

The second method for determining the amount of water that contributes to the 

hydrometeors within the cloud is simply to integrate the difference between the total water 

mixing ratio and the saturation mixing ratio through the cloud depth as determined from 

the one dimensional cloud model. For the simulations in Chapter 5, this method agreed 

closely with the condensate efficiency method described above and this method is chosen 

for its simplicity. 

Hydrometeor profiles within the updraft core 

All hydrometeor mixing ratios within the parameterized cloud are needed in order 

to determine the water loading effects on the cloud buoyancy. Furthermore: hydrometeor 

mixing ratios within the cloud are needed so that the cumulus tendencies can be deter-

mined and fed back into the large-scale fields, thus providing a parameterized source oi 

hydrometeors. 

The vertical profiles of the various hydrometeor mixing ratios are approximated by 

parabolic curves. The curve shape is determined by the appropriate general cloud criteria 

(which will be discussed later in this section) and is normalized by the columnar EWC of 

each hydrometeor species (Eq. 4.22) as determined from the explicit simulations. 

Therefore, conditionally sampled vertical profiles of cloud water, rain, ice, graupel 

and aggregates are examined in the updraft region for both storms. From these, a total 

columnar EWC is calculated which is the sum of the columnar EWC of cloud water, rain, 

ice graupel and aggregates. We then calculate the percent contribution of each speciee., 

PCT, to the total columnar EWC. The time series in Figs. 4.7a and 4.7b indicate the PCT 

cloud, rain, ice, graupel and aggregates in the updraft of the supercell and the tropical 

squall line, respectively. Because rain and cloud water did not form until t ime file #7 in 

the tropical storm, the percentages are only valid between time files #17-#29. Similarly, 

the valid time files for ice, graupel and aggregates are #23-#29. The partition percentages 
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representing the squall line are taken at time file #26 as were the condensate efficiencies. 

Again, note the temporal steadiness of the condensate partitioning. 

The normalization of the parameterized hydrometeor mixing ratio is completed by 

assuming the columnar EWC of each species can be determined from the condensate 

efficiency of the updraft core, the columnar EWC of an adiabatic updraft core assuming 

that all supersaturated water is condensed (ADEWC) and PCT i. e. 

Xu,d = (t:u,d)(ADEWC)(PCT). (4.24) 

The shape of the vertical profiles of the hydrometeor EWC is specified in terms of 

general cloud parameters like the lifting condensation level (LCL), the melting, freezing 

and ice levels (ML, FL, IL, respectively), the equilibrium temperature level (ETL) and 

cloud top (CT). 

Parabolic curves are then constructed based on the general cloud parameters. These 

are shown in Figs. 4.8a and 4.8b through Figs. 4.12a and 4.12b for the supercell and squall 

line, respectively. The general cloud criteria used to construct these profiles are shown in 

Table 4.1. 

Table 4.1: The generalized criteria for constructing the hydrometeor profiles within the 
updraft core. 

I Hydrometeor species II Z1ow 

cloud LCL ML IL 
rain LCL ML FL 
ice FL ETL CT 
graupel ML IL+2 CT 
aggregates ETI-IL IL ETL 

As seen in these figures, the fit is fairly good considering the variability between 

the storms and their environments. These curves are combined with the updraft an.cl 

downdraft values of potential temperature to yield updraft and downdraft values of 0i1 . 

These are then placed into Eq. 4.18 to yield the cumulus flux forcing to w'w'. In addition 

the parameterization also provides source functions for the hydrometeor equations in th.e 

mesoscale model as seen in 4.20. 
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Figure 4.8: Vertical profiles of cloud water in kg/kg for the conditionally sampled updraft 
(curve A) and the parameterized updraft (curve B) for (a) the CCOPE supercell at 5460 
sec and, (b) the tropical squall line at 4200 sec. 
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sec and, (b) the tropical squa.11 line at 4200 sec. 
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Figure 4.10: Vertical profiles of ice water in kg/kg for the conditionally sampled updraft 
(curve A) and the parameterized updraft (curve B) for (a) the CCOPE supercell at 5460 
sec and, (b) the tropical squall line at 4200 sec. 
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Figure 4.11: Vertical profiles of graupel in kg/kg for the conditionally sampled updraft 
(curve A) and the parameterized updraft (curve B) for (a) the CCOPE supercell at 5460 
sec and, (b) the ropical squall line at 4200 sec. 
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Figure 4.12: Vertical profiles of aggregates in kg/kg for the conditionally sampled updraft 
(curve A) and the parameterized updraft (curve B) for (a) the CCOPE supercell at 5460 
sec and, (b) the tropical squall line at 4200 sec. 
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4.2.2 Modeling the downdraft 

The sampling criterion for the owndrafts is vertical velocities less than -2 m/s with 

condensate present . Figs. 4.13a and 4.13b delineate the areal coverage of the sampled 

downdraft portions of the CCOPE supercell and the tropical squall line. 

The downdraft core 

The downdraft model is taken from Tremback (1990) and assumes that downdrafts 

are driven by the evapora.tion of precipitation and entrainment. In calibration tests, 

cloud model profiles better matched the explicitly calculated profiles if the additiona:. 

cooling effects of melting and sublimation were neglected. The Betts and Silva Dias (1979) 

evaporative pressure scale Es used to determine some of the downdraft characteristics. Thie. 

crudely accounts for the evaporation rate of precipitation falling through the downdraft. 

Shown in Figs. 4.14a and 4.14b are the potential temperature profiles determined with 

evaporative pressure scales of 60 mb for the CCOPE supercell and the tropical squall line. 

Increasing the evaporative pressure scale to 240 mb in the mid-latitude case and 180 

mb for the tropical case yield the thermodynamic profiles shown in Figs. 4.15a and 4.15b. 

Also shown in Figs. 4.16a and 4.16b are the conditionally sampled vertical velocities 

compared to two modeled downdraft velocities with the evaporative pressure scale set to 

60 mb. Similarly, shown in Figs. 4.17a and 4.17b are the profiles with an evaporative 

pressure scale of 240 mb for the supercell and 180 mb for the squall line. As can be seen, · 

the vertical velocities of the downdraft are not well predicted by the cloud model even 

though the potential temperature is handled well. Again, the downdraft velocities are 

not used in the parameterization except in the graupel parameterization which will be 

discussed later. 

Condensate efficiency of the downdraft core 

The evolution of the condensate efficiency of the downdraft core is shown in Figs. 

4.18a and 4.18b for the CCOPE supercell and the tropical squall line, respectively. The 
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Figure 4.13: Conditionally sampled downdraft cores with W::; -2 m/s for (a) the CCOPE 
supercell at 5580 sec, and (b) the tropical squall line at 3000 sec. 
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Figure 4.14: Vertical profiles of 0 for the conditionally sampled downdraft cores from the 
explicit simulation ( c rve A) and the cloud model-derived profiles with the the evaporati\'e 
pressure scale equal to 60 mb (curve B) for (a) the CCOPE supercell at 5460 sec and, (1:) 
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Figure 4.15: Vertical profiles of 0 for the conditionally sampled downdraft cores from the 
explicit simulation (curve A) and the cloud model-derived profiles (curve B) in (a) the 
CCOPE supercell at 5460 sec with the evaporative pressure scale equal to 240 mb, and 
(b) the tropical squall line at 4200 sec with the evaporative pressure scale equal to 180 
mb. 
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sec and, (b) the tropical squall line at 4200 sec. 
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the empirical formula in Fritsch and Chappell (1980). 
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time series for the supercell indicates relatively steady state behavior and an average value 

of 42% is chosen as representative. A downdraft condensate efficiency of 23% is chosen to 

represent the tropical storm. 

The total amount of water calculated in the downdraft is then taken from the updraft 

profile of rain since it is presumably the falling rain which contributes to the formation of 

the downdraft. If there is not enough rain in the updraft, then additional water is taken 

from the cloud water profiles within the updraft. This ensures that the total condensed 

water present in both the updraft and downdraft is equivalent to the total condensed 

water present within the cloud. 

Hydrometeor profiles within the downdraft core 

The time series in Figs. 4.19a and 4.19b indicate the percentage of rain and graupel 

in the downdraft of the supercell and the tropical squall line, respectively. 

The parabolic curves for rain water is shown in Figs. 4.20a and 4.20b the supercell 

and squall line, respectively. Table 4.2 indicates the generalized criteria for constructing 

the parabolic curves. 

Table 4.2: The generalized criteria for constructing the hydrometeor profiles within the 
downdraft core. fdis represents the distance a graupel particle will fall within the down-
draft. See the text for an explanation. 

I Hydrometeor species II Z10 w 

I rain 1 1 ML 
I graupel (see text) ML-fdis ML LFS 

The parameterization of graupel is complicated by the fact that the graupel may or 

• may not melt before it reaches the ground. The work is based on Mason (1956) who looked 

at factors influencing the melting of hailstones and graupel. He assumed the melting is due 

to the heat diffused from the environment and the heat of condensation. A more complete 

formulation should have included the heat diffused from the accreted cloud drops at the 

ambient temperature, but the treatment is kept simple. The initial radius of the graupel 

particle was calculated to be around 3 mm based on the mixing ratio of graupel near the 
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Figure 4.19: Time series in min of the percent contribution from cloud water ( curve A) , 
rain water (curve B), ice water (curve C), graupel (curve D) and aggregates (curve E:, 
to the total conditionally sampled condensate within the downdraft for (a) t he CCOPE 
supercell at 5460 sec and, (b) the tropical squall line at 4200 sec. 
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Figure 4.20: Vertical profiles of rain water in kg/kg for the conditionally sampled down-
draft (curve A) and the parameterized downdraft (curve B) for (a) the CCOPE supercell 
at 5460 sec and, (b) the tropical squall line at 4200 sec. 
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ground for the supercell and the level where all the graupel had melted in the squall line. 

From the family of curves Mason deduced, a graupel particle with a 3 mm radius would 

fall 1.2 km in a saturated downdraft and 1. 7 km in an unsaturated downdraft. Therefore: 

these distances are multiplied by 1 + Wa/Vi where the terminal velocity is assumed to be 

5 m/s for graupel and the downdraft speed is the average over the depth of the downdraft 

of t he cloud model predicted downdraft. The downdraft is considered saturated if the the 

relative humidity averaged over the downdraft depth exceed 80%. These new fall distances 

are subtracted from the melting level to give the lower penetration height of the graupel. 

This new height may be below ground level which would indicate graupel falling at ground 

level. 

Unfortunately, the downdraft speeds are poorly estimated which could lead to erro-

neous graupel profiles. For the mid-latitude storm and the tropical storm, the parameter-

ized graupel profiles are shown in Figs. 4.21a and 4.21b. 

4.2.3 Cloud core fractional coverage 

The final parameter to be determined is cloud core fractional coverage, i . e. O'u,a 

in Eq. 4.18. This parameter should be dependent upon the grid resolution as well as 

environmental conditions. At this point O'd = f(uu). The closure of the updraft core 

fractional coverage is based on the observational evidence of the diameter of the updraft 

core and its associated environment, which is assumed to be comprised of weaker updraftE 

and downdrafts as well as any compensating subsidence around the cloud. Zipser and 

Lemone (1980) sampled updraft cores of greater than 1 m/s in the GATE area and found 

that they occupied about 5% of a 100 x 100 km2 grid box from 2.5-4.3 km. Since each 

core has a diameter of approximately 2 km, the average area encompassed by one core 

and its associated environment is T/ = 65 km 2• 

Similar diagnostics can be gleaned from Byers and Braham (1949) who studied thun-

derstorms in Florida and Ohio. Unfortunately, they based their fractional coverage on. 

radar echos and thus a threshold value for the updraft core is difficult to determine. How-

ever, the maximum fractional coverage of the radar echos occurred at an altitude of 3 km 
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and covered about 15% of a 400 x 400 km2 area. If a diameter of 1.5 km is assumed, the 

average area encompassed by one core is T} = 13 km2 • 

The core and its associated environmental area is stratified according to a bulk 

Richardson number as defined by Weisman and Klemp (1982). In their formulation, 

Ri depends on CAPE, the positive area in a skew-T 1n P plot and the mean shear over 

some of the storm's depth. 

Ri = 
I 9c(!,l-9(z) d 

g 9(z) Z 

1 1 6k 1 1 km 
2 ;itl.z fo m p(z)TJ(z)dz - p3z fl p(z)TJ(z)dz 

( 4.25) 

The GATE Ri were computed by Weisman and Klemp as well as a FACE Ri which was 

chosen to represent the thunderstorm projects TJ. The results are plotted in Fig. 4.22 and 

show that the core and cloud area vary inversely with the bulk Richardson number. This 

Ri 

GATE 

SUPERCELLS 

"' "' 10 .__ _____ _.__ _____ ___._ _____ __,L.J..._ __ "-..:......--__J 
10 

Figure 4.22: Cloud core updraft area ( TJ) as a function of the bulk Richardson number 
(Ri). 

makes sense since the larger storms, which occur at smaller Richardson numbers, have 

more area associated with them. The general relation then becomes 

T} = 2x1011 - 2 Ri2 + 10' [m ]. ( 4.26) 



90 

If n is the number of cores in a grid area D.xD.y, then Clu = nAup/ D.xD.y = Aup/17. 

Therefore, the updraft core fractional area is only dependent upon grid area if D.xD.y < 17, 

i. e. 

= MAX (Aup Aup ) Clu ' A A • T/ u.xu.y ( 4.27) 

For two dimensional simulations, the radius rather than the area of the updraft is consid-

ered: 

( 4.28) 

The fractional area of the downdraft is a simple function of the updraft fractional coverage. 

As in Tremback (1990) who based the downdraft mass flux on the observational studies of 

Knupp (1987), the downdraft mass flux is assumed to be equal to one half the cloud base 

updraft mass flux at the level of maximum downward vertical motion. The downdraft 

mass flux then decreases linearly with height to the LFS where its value is one third of 

the maximum value. This assumption is implemented by setting the maximum downdraft 

core fractional coverage equal to the updraft core fractional coverage at cloud base and 

decreasing the downdraft core fractional coverage appropriately with height. 

A relationship between draft fractional coverage, the environment in which the cloud 

is growing and the grid area now exists if the updraft core radius is known . From Cotton 

and Anthes, (1989) the mean updraft radius varies between 1 km for tropical convection 

(high Ri) and 2 km for mid-latitude convection (low Ri). If an inverse linear relationship 

between cloud radius and Ri is assumed, then Aup = ,rr2 = 5~?0 + 1000 

4.2.4 The cumulus parameterization decision 

The final parameters which need to be specified are those related to the activation of 

the cumulus :fluxes. In general, the cloud model indicates that there is enough CAPE to 

support cumulus convection over a large area. In reality, the cumulus convection is focused 

through various triggers and is concentrated over a much smaller area. These triggers may 

include upward motion caused by synoptic or mesoscale fronts, propagating gust fronts or 

cold pools, gravity waves or other mechanisms. Ideally, the decision to activate the deep 
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cumulus component should be related to properties of the mean flow which are not related 

to grid size . In the previous cumulus parameter'zation schemes designed for mesoscale 

models, resolved vertical motion at cloud base ha.s to exceed a threshold value for the 

representation of deep cumulus. Since this cumulus parameterization scheme includes c.. 

measure of the sub-grid scale vertical motion , it seems appropriate to include w'w' in the 

cumulus decision. As will be discussed in the next Chapter, both the mean and sub-gric. 

scale vertical motion are used in the cumulus decision. 

4.3 Summary 

A generalized cumulus parameterization based upon higher order turbulence closure 

is presented. The scheme is based on the prognosis of w'w' and is a hybrid of a level 2.5w 

scheme modeled after the level 2.5 scheme of Mellor and Yamada (1974) using Zeman and 

Lumley's (1976) closure for the eddy transport and pressure terms and the Betts (1975) 

method for the diagnosis of cumulus fluxes based upon a one dimensional cloud model. 

The cloud model has been calibrated to model output diagnostics from explicit numerical 

simulations of a CCOPE supercell and a tropical squall line. condensate efficiencies and 

condensate partition percentages are found and used in normalizing general parabolic 

curves representing the hydrometeor distribution within the parameterized cloud. The 

inclusion of hydrometeor profiles allows for an accurate treatment of the buoyancy flux 

within the cloud (which is crucial for the correct prognosis of w'w') and provides cumulus 

source functions of hydrometeors for the mesoscale model. 

The variables which are thus far 'tunable' are; (1) the entrainment rate; (2) the 

evaporative pressure scale; (3) the condensate efficiency (which can be bypassed by using 

the total water values generated by the cloud model); and ( 4) the condensate partitioning 

parameter. One last detail which will be addressed in the following Chapter is the cumulus 

parameterization decision, i. e. the criteria which need to be satisfied in order to initiate 

deep cumulus convection. 



Chapter 5 

PERFORMANCE OF THE CUMULUS PARAMETERIZATION SCHEME 

The mathematical framework for the parameterization has been described in chapter 

4. Here, evaluation of the non-entraining cumulus parameterization scheme is performed 

for both one dimensional and two dimensional simulations. The one dimensional simula-

tions are performed in the context of a mesoscale model with a very large horizontal grid 

spacing of 1000 km and cloud fractional coverage of unity. There is necessarily no mean 

vertical motion and feedback between the scheme and the numerical model so that the 

one dimensional simulations then indicate the limiting state to which the cumulus para-

meterization scheme tends. The two dimensional simulations, on the other hand, allow the 

parameterization and mesoscale model to develop concurrently, thus allowing the scheme 

to be evaluated as an interactive entity. 

5.1 One dimensional simulations 

The one dimensional simulations will be presented here in order to delineate the 

final or limiting state the cumulus parameterization scheme would reach. This scheme is 

placed within a mesoscale model with a large horizontal grid spacing of 1000 km in order 

to simulate a one dimensional model. Areal coverage of the cumulus is assumed to be 

unity and the parameterized cumulus is active for 5400 seconds. Since a one-dimensional 

simulation does not allow for the horizontal convergence of water vapor, this quantity will 

not be depleted by the cumulus convection. Figures in this section will include the initial 

and final total water mixing ratio profiles, initial and final potential temperature and 

final 0i1 profiles, and the time evolution of the condensate rate for simulations with and 

without downdrafts and with and without precipitation. The condensate rate is defined 

as the total liquid and ice which is produced within the parameterized cloud. In order 
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to produce these limiting states, only the convective adjustment term (the second term 

on the rhs of Eq. 4.20) is retained since there can be no vertical motion to offset the 

compensation term. 

The limiting state for a non-entraining cumulus cloud with no downdrafts and no 

precipitation is indicated in Figs. 5.la - 5.lc. The final total water mixing ratio (Fig. 

5.la) is well mixed through the depth of the cloud as is the final profile in Fig. 5.lb . 

Note that the potential temperature profile in the same figure indicates the atmosphere 

has warmed at all levels in response to the convection. The condensate rate in Fig. 5.lc 

peaks at 310 mm/hr soon after cumulus convection is initiated and assymptotes to near 20 

mm/hr. The condensate rates are large since the parameterized cumulus has a fractiona.:. 

coverage of uni y. These profiles adequately characterize the expected changes in the 

environment when a deep, non-entraining, non-precipitating cloud with o downdrafts 

fills a grid volume. 

When downdrafts are added to the cumulus parameterization (Figs. 5.2a - 5.2c) witl:. 

an evaporative pressure scale of 180 mb, the final total water mixing ratio shows a decrease 

in value where the downdrafts are present. Furthermore, cooling below model level 12 ir. 

Fig. 5.2b is apparent . . The condensate rate peaks 50 mm/hr higher at 460 mm/hr anc. 

assymptotes to a similar value as the no downdraft case. 

The final s ates when the parameterization is run with precipitation and no down-

drafts is indicated in Figs. 5.3a - 5.3c. The total water mixing ratios in Fig. 5.3a are not 

constant with height since there is now precipitation forming and falling. he final 0ii' 
in Fig. 5.3b is no longer well mixed due to the precipitation processes, yet the potentia.:. 

temperature profiles are similar to the simulation with no precipitation since the in-cloud 

potential temperatures are only affected by precipitation through the energy released by 

the freezing process. The condensate rate peaks at 365 mm/hr and assymptotes near 60 

mm/hour. 

When both downdrafts and precipitation are added to the cumulus parameterization 

(Figs. 5.4a- 5.4c), slightly more total water accumulates near the lower layers as evidenced 

by Fig. 5.4a. Also slight cooling is seen in the lowest layers in Fig. 5.4b. The condensate 
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Figure 5.1: One dimensional simulation without downdrafts and without precipitation. 
(a) initial RT (curve CP) and final RT (curve MOD) in g/kg after 5400 s, (b) initial 0 
( curve B), final 0 ( curve C) and final 0a ( curve A) after 5400s. 
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Figure 5.1: Continued. (c) Time series of condensate rate in mm/hr 

rat e is higher than the no downdraft case through the whole simulation with a peak rate 

of 460 mm/hour and an asymptotic rate of 140 mm/hour. 

These limi ing solutions indicate that the cumulus parameterization scheme is func-

tioning as desired. The next step is incorporating the scheme in a fully two dimensional 

simulation. 

5.2 Two dimensional simulations 

The results of the cumulus parameterization on a five and a twenty kilometer grii 

are now compared to a two dimensional explicit simulation on a 1.5 km grid of Florida 

sea. breeze convection. The explicit simulation follows closely the experimental design of 

Nicholls et al. (1991b) who examined the effect of varying initial wind and thermodynamic 

profiles on the evolution and structure of deep convection initiated by the propagating sec.-

breezes. They examined three wind profiles from which their Type I, discussed below, is 

chosen. The domain size is 600 km with land in the center third of the domain and water 

on either side and includes a stretched vertical grid having a resolution of 250 m near the 
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Figure 5.2: Continued. 

surface and increasing to 1 km up to 21 km. There is a Rayleigh friction layer in the 

uppermost 7 km of the domain and Klemp-Wilhelmson (1978) radiative lateral boundary 

condition with a very large phase speed to effectively create a zero-gradient outflow con-

dition. Full microphysics including rain, ice, graupel and aggregates are included. The 

simulation is run for 12 hours starting at 0800 local time in order to properly capture 

the development of the sea breeze. The Type I thermodynamic profile has a lifted inde::: 

of about -4 ° (Fig. 5.5a) while the wind profile (Fig. 5.5b) indicates easterlies through th8 

depth of the troposphere with a slight jet near the ground and near the troposphere. 

The sea breezes develop fairly early in the day as the solar radiation heats the ground 

more strongly than the water. A relative low pressure forms over the peninsula which 

draws in the relatively cooler and denser oceanic air over both coasts. The result is an 

eastward propagating sea-breeze front over the western coast and a westward propagating 

front on the east coast. As noted in Nicholls et al. in their review of the Florida sea breez~ 

phenomenon , this Type I situation is characterized by by development of deep convection 

along both coasts due to low level uplift at the sea breeze fronts . The east coast convection 
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Figure 5.3: Continued. 

moves inland fairly rapidly, whereas the west coast convection moves more slowly due to 

the presence of an easterly component in the wind. The sea breeze fronts collide to the 

west of the center of the peninsula producing the strongest convection which diminishes 

in the early evening. 

Before the explicit and parameterized simulations are compared, the decision criteria 

for activating the cumulus parameterization scheme are discussed. Traditional parameteri-

zations generally rely on a grid-dependent threshold value of mean vertical motion in order 

to determine whether to activate the cumulus parameterization scheme. For example, tl.e 

Fritsch-Chappell schemes checks for resolved upward motion greater than an arbitrarily 

specified threshold; as the grid resolution increases, the threshold value must increase as 

well since the resolved vertical motions are necessarily stronger. Kuo (1974) also trigge:s 

deep cumulus when the low-level velocity reaches some threshold value while the Arakawa-

Schubert scheme diagnoses the existence of convection whenever the large-scale variables 

increase the cloud-work function. Another problem with using vertical velocity as the de-

cision trigger is that gravity waves excited by convection or other mechanisms may force 
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Figure 5.4: Continued. 

activation of the cumulus parameterization scheme. This may produce propagation rates 

of the convection similar to the phase speed of the gravity wave which may or may not be 

the case (Tripoli and Cotton, 1989) and also produce convection in undesirable locations. 

The decision criteria is therefore based on there being any upward motion in the presence 

of a calibrated value of w'w'. The advantages of using w'w' are that gravity waves are 

not represented in this formulation of the vertical variance and the magnitude of threshold 

value of w'w' should vary less than the mean vertical motion. 

Unfortunately, it was necessary to adopt a threshold value of mean vertical motion 

since there was insufficient w'w' generated when the sea-breeze fronts collided to support 

deep convection. Cumulus convection can therefore be triggered in this scheme by mean 

vertical motion or w'w', both of which are grid-dependent. Furthermore, the convection 

rapidly depleted the boundary layer moisture so that convection ceased soon after it wa.s 

initiated. Perhaps this is due to the nature of the parameterization; it was constructe:i 

from three dimensional steady-state storms. The source of moisture was the PBL an:i 

moisture depletion there was probably replenished through moisture convergence in both 



a 

200 

300 

:a 400 .§ 
a. 

500 

600 

700 

800 
900 

1000 

b 

200 

-.J:l 400 E 
w a:: ::, 600 Cl) 
Cl) 
I.LI a:: a. 800 

1000 
-10 

\ ', 
\ 

/ 

" \. 

. . 

102 

.... .... ... . . . . . 

-200 

-10° 

oo 

10° 

30° 

Td T 

-- TYPE I 
----TYPE 2 
• • • • • • • TYPE 3 

... ... . . . 
, ..... 

' ) 
/ 

I 
\ 
\ 
I 

I 
\ ..... __ 

-5 0 

VELOCITY ( m s-1) 

.. ... . . 
. . . . . 
.· 

5 
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103 

horizontal directions. In this two dimensional study, three dimensional convection basi-

cally draws from a two dimensional boundary layer so that the parameterized storms will 

always be short of available moisture. Therefore, the PBL moisture is not depleted by the 

parameterized cumulus convection in the two dimensional test simulations and thus there 

is no mass balance of total water. 

Four numerical simulat' ons are performed with a five and twenty kilometer resolution; 

a precipitation simulation with and without downdrafts and a condensation only simula-

tion with and without downdrafts. All simulations with downdrafts used an evaporative 

pressure scale of 180 mb which was found in the previous section to adequately character-

ized the potential temperat re profile of downdraf s in tropical convection. These will be 

analyzed at 1400 local time when the transient convection is active along the sea-breeze 

fronts and 1700 local after the fronts collide and initiate steadier, longer-lived convection. 

5.2.1 The explicit and parameterized simulations on a 20 km grid 

This section will analyze the explicit simulation analyzed with 20 km running averages 

and the parameterized simulation on a 20 km grid. This will be done separately at 1400 

local time and 1700 local time. Since the running averages must be an integral number 

of the 1.5 km grid resolution of the explicit simulation, these averages will not correspond 

exactly to the parameterized runs. 

The explicit simulation at 1400 local time 

In order to compare he explicit simulation and the simulation with the cumulus 

parameterization, running averages over appropriate lengths are applied to the fields of 

horizontal and vertical wind, perturbation temperature, perturbation total mixing ratio, 

condensate mixing ratio and the vertical variance on the sub-averaging-scale. Shown in 

Figs. 5.6a - 5.6f are the 21 km running averages of these quantities at 1400 local time. 

At this time, transient convection is only present on the east coast with averaged vertical 

motions as high as 1 m/s. Apparent is the warming of the PBL through radiational 

heating and the drying of the PBL as the cumulus draws from the moisture reservoir. 

Interestingly, w'w' values are small; the values of 2.1 which are found in the cumulus • 
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Figure 5.6: Continued. ( c) perturbation temperature in K, ( d) perturbation total water 
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cores are of the same order of magnitude as the vertical variance within the PBL. The 

peak values of mean vertical motion, perturbation temperature, perturbation total water 

mixing ratio , condensate mixing ratio and w'w' are summarized for the explicit and 

the four parameterized simulations at 1400 local time in Table 5.1 for easy reference and 

comparison. 

Table 5.1: Peak values of mean vertical motion, perturbation temperature aloft, perturba-
tion total water mixing ratio, condensate mixing ratio and vertical variance for the explicit 
and four parameterized simulations on the 20 km grid at 1400 local time. dn/nodn refers 
to simulations with/without downdrafts and mc/nomc refers to simulations with/without 
precipitation. 

I Simulation II W (m/s) I T (K) I Rt (g/kg) I COND (g/kg) I w'w' ( ) I 
explicit 1.0 1.0 4.5 3.6 2.1 
nodn/nomc 1.7 4.0 7.2 7.6 119 
dn/nomc 0.50 1.5 3.6 3.8 42 
nodn/ me 1.6 7.0 4.0 1.9 270 
dn/ me 1.3 3.6 2.4 1.1 150 

Eddy heating and moistening rates for the sub-twenty kilometer averaging scale are 

shown in Figs. 5.6g and 5.6h, respectively. The maximum heating rate is only 2. 7 K/ day 

and the maximum moistening rate is only 110 g/kg/ day. These small values indicate the 

limited strength of the cumulus convection at this time. 

The cumulus parameterization at 1400 local time 

In Figs. 5.7a - 5.7h, the fields from the 20 km grid cumulus parameterization simu-

lation with only condensation ( explicit and parameterized) and without downdrafts are 

shown at 1400. Note the strong upward motion and associated outflow near x=-20 km. 

The resolved upward motion is comparable to the average explicit value. Areas of compen-

sating subsidence around the dominant cumulus cell are also clearly visible on Fig. 5. 7b. 

The temperature perturbation is far too strong and elevated as are the perturbation total 

and condensate mixing ratios. Of course, there is no precipitation so that these high mag-

nitudes are to be expected. Perhaps the most obvious discrepancy between the explicit 

and parameterized simulations is the two celled cumulus structure and the magnitude of 
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w'w' in the parameterized simulations. The two-celled structure is not surprising since 

cumulus convection on both sea-breeze fronts is expected; however it doesn't conform tc 

the explicit simulation at this time period. 

Values for w'w' are also over a.n order of magnitude higher than they should be 

and may contribute to the high temperature perturbations. This is substantiated by the 

large values of the cumulus heating and moistening rates shown in Figs. 5.7g and 5.7h. 

Strong cumulus drying is also indicated within the PBL. The absence of moisture depletion 

within the PBL by the parameterized cumulus may lead to excessively strong convection. 

In reality, the transience of cumulus convection along the propagating sea-breezes may 

be due to exhaustion of water vapor within the PBL. Indeed, the reason why the PBL 

moisture is not allowed to be removed by parameterized cumulus in these two dimensional 

simulations is the resulting dryness of the PBL after transient convection is triggered. 

Restoring moisture depletion, then, in a three dimensional simulation may well induce 

weaker and more transient cumulus convection along the propagating sea-breeze fronts. 

Another explanation for this discrepancy may lie in the basis of the parameteriza-

tion. It was conceived for and designed around simulating large steady-state storms; 

the convection along the sea-breeze fronts is necessarily transient and may never reach 

a steady-state. The parameterization, then, may be too robust for the more transient 

cumulus events. The end result is that the cumulus convection along the west coast in 

the parameterized simulations does not decay as quickly as in the explicit simulations. 

Furthermore, allowing entrainment would also weaken the parameterized cumulus clouds. 

Unfortunately, it is difficult to interpret the large values of cumulus heating and 

drying and their profiles in the context of a mesoscale model. This is because the resolved 

motions act in tandem with the parameterization. The very stable lapse rate near the 

tropopause is directly responsible for the high heating rates through the compensation 

term in Eq. 4.20 (first term on the rhs). Presumab y, the resolved vertical motions would 

create strong cooling to offset the strong cumulus warming. However, the strength of the 

temperature perturbations indicate that this is not happening as completely as it should. 

It could be that choosing a vertical distribution for the coefficient of the compensation 
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term (first term on the rhs of Eq. 4.20) rather than assuming it to be independent of 

height would lead to more realistic fields in the mesoscale model. Also, if entrainment 

were included, the compensation term near cloud top would be considerably smaller since 

the cloud would not penetrate as far into the stable layers near the tropopause. 

When downdrafts are added to the condensation only simulation (Figs. 5.8a - 5.8h), 

dramatic differences occur. Peak values of mean vertical motion at 1400 are half those 

which occur with no downdrafts. Furthermore, peak values of perturbation temperature, 

and perturbation total water and condensate mixing ratios, shown in Table 5.1, are about 

half of the no downdraft simulation. The reason for this general decrease of magnitude may 

be due to the decrease of moist static energy within the PBL when downdrafts are present . 

The decrease in moist static energy is accomplished by cooling and also drying since the 

PBL humidity is not depleted by the parameterized convection. The most obvious effect 

on w'w' is the lowering of the center of greatest sub-grid scale convective activity from 

13 km to about 5 km. 

The previous two simulations are unrealistic since no precipitation is allowed to form 

and fall . In Figs. 5.9a - 5.9h, the parameterized simulation with precipitation and no 

downdrafts is shown. Comparing these to the no precipit ation simulation (Figs. 5.7a -

5.7h), several points become apparent. The mean vertical motion associated with the 

convection, although of the same magnitude, extends through more of the troposphere. 

Furthermore, the perturbation temperature in the upper troposphere is twice as large. 

These differences can be simply explained by the added heat release due to the freezing 

process which is not included in the condensation only runs. The peak perturbation total 

water mixing ratios are close to those predicted by the explicit simulation. The peak 

condensate mixing ratio is half of that predicted by the explicit simulation. Peak w'w' 

values are far too robust and considerably stronger than the no precipitation simulation. 

When downdrafts are added to the simulation with precipitation (Figs. 5.l0a- 5.10h), 

peak values of all variables are reduced as they were when downdrafts were added to the no 

precipitation simulations. Peak vertical motions fall to 1 m/ s which are the 20 km-averaged 



115 

20.00 

a 

15 . 00 

_,, .. 

E 
: _b . 00-------: 

1 0.00 
N ·---b . 00 • __ ............ 

CONREC 
- • 221eE•12 

to l . 22e1E+l2 
b y e . 4111e1 E• lll1 

1 . 10B8E+lt 

__ •. - -b. 00 ------------------........ 

----- ... -.. ---- --- .. 

s . e 0 

20 . e0 

b 

1s.e0 

E 

-1 0. 00 
N 

'. , 

- 50 . 00 

, ' . . . ' . . . ' 

.... -______ _ 

0 . 00 
x ( km l 

- 150 . 00 - 100 . 00 - 50 . 00 0 . 00 
X (Km ) 

.... \ 

.............. 

50 . 00 100 .00 

CONREC 
, ,. •• - . s1 a11E+a1 
to 111. 27H E+ l1 
by I . 211111£ •11 
l abe l • I l . 1H8E+l1 

1 50. I 

50 . 00 100.00 150 .1 

Figure 5.8: As in Figs. 5.6a-h except for the 20 km parameterized simulation with down-
drafts and without precipitation. 



20 . 00 

15.00 

E 
.x:. 
10 . 00 

N 

5.00 

0.00 

C 

-c.::.:::::= ___ _ 

.. .. -.... ., ( .. .. -----------·-----
,,,' -.. 

.......... ,• · 

116 

-150 . 00 -1 00 . 00 -50.00 0 . 00 50 .0 0 
x ( km l 

20 . 00 

d 

15 . 00 

E 
.x:. 

) 
10 . 00 

N 

5 . 00 

----.-.:.-----.----
·=:----==:::: ::_- -- :::::::: _______________ _ :-::"."' ____ = ___ = ___ ~==~ 

CONREC 
- . 115SE•S2 

to I . 11l51lE+l2 
by ll.1e01E•ll1 
lab• I• I I . 1 IIIIE+l1 

.... -.. --·--::~~ 

100.00 150 . 1 

CONREC 
- . 21HE-11 

to 8 . 19HE-11 
by 
'•'-• '• , 1. ,aeeE+15 

------...... __ ·;::_ -- .. _ 0 . 00--=-.-'--'-'=--!'-"--'------r-....._-"-'_.:.'-t--...._-==,--'---...._--l--'---..J._.,...-J 
-150 .0 0 -100 . 00 -50.00 

X 

0 . 00 
( k. m ) 

Figure 5.8: Continued. 

50.00 100.00 150 .1 



20.00 
e 

15.00 

E 

10.00 
N 

5 . 00 

117 

0 
CONAEC 
fro• - . 2100( - 01 
lo 0 , 1Q00E-01 
by 0 .2008(-02 
l ab• I • a S . 1a0SE•l5 

0.00-=--,-...__..__+-___. _ _.__,,..__.__....._ _______ .._,-.__.._--+---'--~-,--' 

-150.00 -100 . 00 

20 . 00 
f 

15 . 00 

E 

-10.00 
N 

5 . 00 0 

-50 . 00 0 . 00 50.00 
x ( k rr l 

100 . 00 1 50 . I 

COMREC 
f,-o• - . 1111E•12 
lo I . J1IIE•IJ 
by e . 2HIE•12 
lab a l a t I . IBHE+II 

0 . 00~-,-~~-----'----"'-T-'------+-----'--'---.--'---'--t--'--_._.,,_., 
-150.00 -1 00 . 00 -50 . 00 0 . 00 50 . 00 100 . 00 150. I 

x ( km l 

Figure 5.8: Continued. 
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peak values as predicted by the explicit simulation. Once again, the peak temperature 

perturbation is reduced by half from the no downdraft simulation, but it is still so high. 

Also, w'w' is too robust as in all other parameterized simulations. 

The explicit simulation at 1700 local time 

The explicit fields three hours later at 1700 local time are shown in Figs. 5.lla -

5.llh and the peak values of the salient fields are shown in Table 5.2. Note that cumulus 

convection is active west of the center of the peninsula with deep vertical motion. Apparent 

is the large solenoidal circulation caused by the convection with upward motion of 2.8 m/s. 

Also indicated is the warming and moistening of the upper troposphere and the cooling 

and drying of the PBL. The temperature perturbations extend higher in the troposphere 

and are as large as 2.5 K near 10 km. Deep transport of moisture through the cumulus 

cores are indicated in the perturbation total water mixing ratio and condensate mixing 

ratio fields. Furthermore, the vertical variance on a 20 km averaging scale is 32 rg.. and • 
considerably stronger than during the transient convection three hours earlier. 

Table 5.2: As in Table 5.1 except for the 20 km simulation at 1700 local time. 

I Simulation II W (m/s) I T (K) I Rt (g/kg) I COND (g/kg) I w'w' ( ) I 
explicit 2.8 2.5 5.0 3.5 32 
nodn/nomc 1.1 4.5 11. 11. 32 
dn/nomc 0.75 2.8 6.3 6.0 27 
nodn/ me 2.8 7.0 6.5 4.0 140 
dn/ me 0.60 3.6 4.5 1.4 80 

The eddy-averaged fields on the twenty kilometer averaging scale, shown in Fig. 5.llg 

and 5.llh, respectively, indicate that the cumulus heating and moistening rates are an 

order of magnitude larger that at 1400 local time. This is to be expec · ed since the 

convection is stronger at this time period. 

The cumulus parameterization at 1 700 local time 

When the parameterization scheme is run with no downdrafts and no precipitation, 

(Figs. 5.12a-5.12h) the general area of convection due to the colliding sea-breezes is west of 
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the center of the peninsula by 40 km although the explicit simulation has the convergence 

localized around 80 km west of the center. Deep outflow near 13 km is present and 

extends over the peninsula and ocean even though the explicit simulation has the outflow 

considerably more localized. Resolved vertical motion resulting from the parameterization 

scheme is half as strong as the explicit simulation while the perturbation temperatures and 

total water mixing ratios are twice as strong as the explicit simulation. These fields also 

exhibit, along with the perturbation horizontal velocity, too much spatial coverage. Also 

obvious is the large amount of condensate injected into the troposphere. The magnitudes 

of w'w' are similar to the explicit simulation although the parameterization scheme 

confines the vertical variance to under 10 km. It is not clear why this restriction occurs. 

Adding downdrafts to the parameterization appears to anchor the convection to a 

location near its initial activation, as seen in Figs. 5.13a-5.13h. This is similar to the wave-

CISK result of Raymond (1983) where he obtained a propagating mode and advecting 

mode with downcirafts. Here, the advecting mode dominates over the propagating mode 

and has a phase speed near zero. The convection is also weaker with downdrafts, with the 

salient parameters summarized in Table 5.2 being about half the magnitude as when the 

simulation is run without downdrafts. This is consistent with the analysis at 1400 local 

time. 

When precipitation is included in the parameterization without downdrafts (Figs. 

5.14a-5.14h), peak values of mean vertical motion, perturbation total water mixing ratio 

and condensate mixing ratio are comparable to the explicit values even though the peak 

temperature perturbation is too large by almost three times. In addition, the vertical 

variance is also overestimated by the parameterization by almost five times. The injection 

of moisture by the core of the updraft is clearly seen in Figs. 5.14d and 5.14e. 

When downdrafts are added to the simulation with precipitation, a two-celled struc-

ture emerges again as seen in Figs. 5.15a-5.15h. However, the west cell appears to have 

moved considerably closer to the east cell than one would expect if the convection was 

truly anchored to one location. The mean vertical motion has weakened by half of the 
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no downdraft simulation and is one seventh of the explicit simulation value. Perturbation 

temperature and total water mixing ratio are similar to the explicit values, although the 

condensate mixing ratio is small by one half and the vertical variance is large by a factor 

of two. 

Since the cumulus parameterization scheme communicates microphysical information 

to the mesoscale model, precipitation rates of the parameterization are unavailable. There-

fore, condensate rates at a particular grid point near the center of the peninsula are shown 

in Figs. 5.16a - 5.16d for each of the four parameterized simulations. Condensate rates 

here are defined as the total condensate including cloud water, rain water, ice, graupel 

and aggregates which is produced by the parameterization scheme. Peak condensate rates 

when cumulus convection is first activated approach 70 mm/hr for both no downdraft 

simulations and are less than a third of that for the parameterized runs with downdrafts. 

This agrees with the previous discussions which indicate that downdrafts weaken the con-

vection. The high frequency oscillations when downdrafts are present in the condensation 

only case in Fig. 5.16b are due to the cloud model indicating cumulus convection on only 

alternating groups of time steps. The reason for this is not known at this time. The tem-

poral evolution of t he condensation rates indicate that all simulations evolve differently. 

In general, best agreement with the explicit simulations appears to be when the para-

meterization is un with precipitation but without downdrafts. The downdrafts appear to 

anchor the convection so that its propagation is less influenced by the movement of th~ 

sea breeze front and weaken convection through the decrease of moist static energy within 

the PBL. Because the parameterized cumulus convection is prevented from depleting the 

moisture in the PBL, this decrease in moist static energy is accomplished through cooling 

and possibly drying since the moisture content within the downdraft is less than the un-

perturbed humidity in the PBL. Temperature perturbation are too strong, though , as is 

the value of the vertical variance during the transient phase of the cumulus convection at 

1400. Furthermore, temperature pert urbations appear to influence too large an area about 

the convection. However, temperature perturbations and vertical variances are similar to 

the explicit simulation three hours later when the explicit simulation ha.s indicated foe 
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convection is steadier and more long-lived. It also appears that the parameterization is 

far too robust during supposedly transient events; this is perhaps due to the lack of mois-

ture consumption by the parameterized cumulus within the PBL or the parameterization 

scheme being constructed around a steady-state model. The neglect of entrainment may 

also contribute to the excessive strength of the cumulus convection early in the numerical 

simulation. However, the transport of moisture by the convective cores is reproduced and 

the subsident circulation in the resolved circulations is apparent. 

5.2.2 The explicit and parameterized simulations on a 5 km grid 

The explicit simulation with 5 km running averages and the parameterized simulation 

on a 5 km grid are analyzed in this section. This will be done separately at 1400 local 

time and 1700 local time. 

The explicit simulation at 1400 local time 

In general, the 5 km running averages are similar in appearance to the 20 km running 

averages except the magnitudes are higher (Figs. 5.17a - 5.17h) This can be seen by 

comparing the peak values of the salient fields in Table 5.3 to those in Table 5.1. 

Table 5.3: As in Table 5.1 except for the 5 km simulation at 1400 local time. 

I Simulation II W (m/s) I T (K) I Rt (g/kg) I COND (g/kg) I w'w' ( ) I 
explicit 2.4 1.2 7.0 6.0 2.8 
nodn/nomc 6.0 2.4 9.9 5.7 85. 
dn/nomc 3.2 1.8 5.6 4.2 76. 
nodn/ me 7.0 4.8 7.2 2.2 850 
dn/ me 2.8 3.5 4.5 1.9 250 

Interestingly, the magnitudes and scale of the temperature perturbations and divergent 

circulations are similar. These fields have similar scale and magnitude since they are 

affected by the geostrophic adjustment process, i. e. as the convection perturbs the mass 

field through localized heating, gravity waves are launched which distribute mass and 

momentum so that the final fields are in geostrophic balance. The temperature fields 

and divergent circulations should then exhibit similar final states as long as the averaging 
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operator is applied at scales less than the Ross by radius of deformation. Furthermore, the 

magnitudes of the vertical variance are also similar in magnitude between the two time 

periods as are the values of the eddy heating and moistening rates with a 5 km averaging 

scale. 

The cumulus parameterization at 1400 local time 

When the parameterization is run on a 5 km grid with no downdrafts and no pre-

cipitation (Figs. 5.18a - 5.18h), a two celled structure is clearly evident with this and 

the other three parameterization runs at 1400 local time. As discussed with the 20 km 

parameterization runs, this is not surprising since there is convergence and thus cumulus 

forcing on both the east and west propagating sea-breeze fronts. The parameterization is 

too robust in this case, thus prolonging the more transient cumulus events. The resolved 

vertical motion is three times stronger than the explicit simulation while the temperature 

perturbations are twice as strong. The robustness of the parameterization is indicated 

by peak vertical velocity variances of 120 . Scalar transport through the convective • 
cores is clearly evident in the perturbation total water mixing ratio and condensate mixing 

ratio fields. 

As in the 20 km simulations, the decrease in peak magnitudes of the salient variables 

when downdraf s are added is indicated in Figs. 5.19a - 5.19h and Table 5.3. Although 

w'w' has increased slightly, mean vertical motion and perturbation temperature and 

total water mixing ratio are now in line similar to the explicit simulation. 

When precipitation is added with no downdrafts (Figs. 5.20a- 5.20h), the condensate 

fields are more realistic. The robustness of this parameterization is indicated by w'w 

values of 340 and mean vertical motions and perturbation temperatures twice as • 
strong as the explicit simulation. 

The addition of downdrafts to the precipitation simulation (Figs. 5.21a - 5.21h) in-

dicate that several cells form on each sea breeze front. Peak values are similar to the r.o 

downdraft case. 
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The explicit simulation at 1700 local time 

Finally, the explicit simulation three hours later (Figs. 5.22a - 5.22h) is examined. As 

at 1400 local time, the magnitudes of the 5 km-averaged fields are higher than the 20 km 

averaged fields except for the temperature perturbations, as indicated by comparing Table 

5.4 to Table 5.2 and the divergence fields, seen by comparing Figs. 5.22a and 5.lla. These 

are similar due to the mass rearrangement resulting from the geostrophic adjustment 

process. The vertical variance is also similar confirming the notion that this variable is 

less scale dependent tha the mean vertical motion. 

Table 5.4: As in Table 5.1 except for the 5 km simulation at 1700 local time. 

I Simulation II W (m/s) I T (K) I Rt (g/kg) I COND (g/kg) I w'w' ( ) I 
explicit 9.3 2.5 7.0 7.0 2.8 
nodn/nomc 3.0 2.4 9.9 8.5 72. 
dn/nomc 5.5 2.2 5.6 4.8 1300 
nodn/ me 6.0 2.8 9.9 9.0 63. 
dn/ me 1.6 3.0 5.4 2.3 110 

The cumulus parameterization at 1700 local time 

In Figs. 5.23a - 5.23h, the appearance of a single parameterized cell is evident; as in 

the 20 km parameterized simulation, the 5 km parameterization with no precipitation and 

no downdrafts place this cell about 40 km too far east. Mean vertical motion is half as 

strong as the explicit simulation and the temperature perturbations occupy too large a 

horizontal scale. However the deep transport scalars in the parameterized cumulus cores 

is apparent. In adcition, the vertical variance is now similar, although slightly high, as 

compared to the explicit simulation. 

The addition of downdrafts, shown in Figs. 5.24a - 5.24h, again appear to anchor the 

parameterized cumulus convection so that a single cell does not form near the western 

half of the peninsula at this later time. Instead, the parameterized cumulus appear to 

remain near where they were first initiated. All peak values are lower compared to the no 

downdraft simulation except vertical variance which increases slightly. 
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Figure 5.23: As in Figs. 5.6a-h except for the 5 km parameterized simulation without 
downdrafts and without precipitation. 
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Figure 5.24: As in Figs. 5.6a-h except for the 5 km parameterized simulation with dow:i-
draits and without precipitation. 



20 . 00 

15 . 00 

E 
..Y 
-10 . 00 

N 

5 . 00 

20 . 00 

15 . 00 

E 
..Y 
-10 . 00 

N 

5 . 00 

184 

C 

X 

d 

COHREC 
fr-o• - . 185eE•e2 
to lll. 11115111E+1112 
by lll . 1111111111E+lll1 
l ab• I • • 8 . 1000E+l1 

.... ...... -~\ 
--

D .. -- .. 

0 . 00 50. 00 1 00 . 00 1 50 . 00 20~ 
(kml 

COHREC 
- • 21 HE-1111 

to lll.lQBBE-1111 
by lll . 211lHE-1112 
l abel• a l . 1000E+15 

--------------------------------____ _____ .. 
. ---,-- ----- -- --------- --------- ---0.00---......... -======="1:>&J ......... :.J....L;!--L-L-'-'-L..L.I..J....L-i ........ .L.U..L.U... 

-200.0~150.0~100.00-50 . 00 
X 

0 . 00 :;e•. 00 1 00 . 00 1 50. 00 20~ 
(kml 

Figure 5.24: Continued. 



20.00 

E 
.Y 

1 5 . 0e 

-1 0. 0e 
N 

5 . 0e 

185 

e CONREC 
,,.o• - . 211HIE- B1 
lo B. 1'188E-B1 
by B. 2111HE-B2 
lab e l • • e . 101!18E•l5 

0 . 00--r--~~'-'+-'~~..........,f-'-'-'~~4-'-' ........................ '-'+-'""'-"-' ............ .................................... 4-'-' ........................ '-'+-' ........................ 

- 200 . 00-150 . 00-100. 00 -50 . 00 0 . 00 50 . 00 1 00. 00 1 50. 00 20~ 

20 . 0 0 

15 . 00 

E 
.Y 
10 . 00 

N 

5 . 00 

x ( km l 

f 
CONREC 
fr•• - . 1525E• I 
lo I . t251E+ IJ 
by B . 5111HE• B2 
lab•l• t 1 . 10111 

0 . 00--P-.................... ~f-'-'-................................. ,..L.L. ....................... +'-'~ .......... "-'+ ..................... ~'-t-'-........................ --'--'--1 .................................. -'-t-'~~..........., 

-200 . 00-150 . 00- 100 . 00 -50. 00 e. 00 50 . 00 1 00 . 00 150. 00 20~ 
x (km) 

Figure 5.24: Continued. 



20000.0 

15000 . 0 

E 

N 

20000 . 0 

15000 . 0 

10000 . 0 

E 

N 

5000 . 0 

0.0 

g 

-200.0 

h 

-200 . 0 

186 

-1 00 . 0 

x(km) 

-100 . 0 

x(km) 

0 . 0 

0 . 0 

Figure 5.24: Continued. 

CONAEC 
fro• -31 02 . 
lo 3100 . 
by 200.11 
I abe • 1 . 0011 

100 . 0 200 . 0 

CONAEC 
-31 111e . 

to 31H . 
by 2011 . 8 

a 1 .008 

100.0 200 . 0 



187 

When the parameterization with precipitation and no downdrafts is run (Figs. 5.25a 

- 5.25h), a single parameterized cumulus cell appears. Peak values are similar to the 

explicit simulation except for the perturbation total water mixing ratio which is twice as 

high , especially near 5 km. The vertical variance at this time is half as large as the explicit 

simulation. 

In Figs. 5.26a - 5.26h, the results from the parameterization with downdrafts and 

precipitation is shown. Similar to the 20 km parameterized simulation at this time period, 

the convection is anchored to its initiation location. The vertical variance is an order of 

magnitude high while mean vertical motion, perturbation total water mixing ratio and 

condensate mixing ratio are all too small. This is probably the result of the cumulus 

convection remaining in the same location for the entire simulation. 

The temporal evolution of the condensate rates are shown in Figs. 5.27a-5.27d for 

all four simulations at a grid point near the center of the peninsula. Unlike the 20 km 

simulation, the peak condensate rates for the runs without precipitation are nearly equal 

at 30 mm/hour. However, similar to the 20 km simulation are the peak rates near 50 

mm/hour for the precipitation case without downdrafts. Also similar is the decrease of 

the condensate rate to one third of this value when downdrafts are added to the simulation 

with precipitation. 

5.3 Summary 

To summarize, the strengths and weaknesses of the parameterization on the 5 km 

grid are similar to those on the 20 km grid. In general, best agreement with both timing, 

location and transport of scalars by cumulus conve tion appears to occur when the para-

meterization is run with precipitation but no down.drafts; downdrafts anchor the convec-

tion to a location near its initiation. Downdrafts also weaken the parameterized cumulu~ 

convection, presumably due to the decrease of moist static energy within the PBL. This 

decrease is due to the cooling and also drying since the parameterized cumulus convectioL 

does not deplete the moisture within the PBL. The transport of scalars within the cumulus 

core is reproduced as are the resolved subsident circulations within the mesoscale model. 
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Figure 5.25: As in Figs. 5.6a-h except for the 5 km parameterized simulation without 
downdrafts and with precipitation. 
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However, the parameterization is far too robust during the earlier transient events and 

this may be due to the neglect of moisture depletion within the PBL by the parameterized 

cumulus or the parameterization scheme being constructed around a steady-state model. 

The high heating rates in the upper troposphere are caused by the stability there and 

is manifested through the compensation term in 4.20. The strong parameterized heat-

ing should be offset by the cooling associated with the induced upward resolved motions, 

however high perturbation temperatures indicate that this is not happening as completely 

as it should. Choosing another form for w•• rather than assuming it to be constant with 

height might alleviate this problem. Allowing entrainment within the cloud would also 

decrease the effects of the parameterization scheme in the upper levels. 

In addition, other experiments indicate there appears to be a weakly grid dependent 

criteria on the selection of the threshold value of w'w' for the initiation of convection. 

This threshold value is probably also dependent upon the type of convection being simu-

lated. Fortunately though, these values appear confined to within a fairly narrow range 

and may need to be specified by the user through trial and error. 



Chapter 6 

SUMMARY AND CONCLUSIONS 

A new cumulus parameterization scheme is presented which is designed for use in 

mesoscale models having a wide range of grid sizes. The basis for the scheme is derived 

from the explicit simulations of a mid-latitude supercell and a tropical squall line; these 

storms show striking similarity in the vertical profiles and temporal evolution of the vertical 

variance and the other vert' cal covariances. The scheme is an extension of the Mellor and 

Yamada (1976) level 2.5 cl sure which uses TKE as the only predictive variable. Their 

equations are modified to include saturation and precipitation and predict only on w'w' , 

therefore this model is termed a 2.5w scheme. Furthermore, the closure formulation of 

Zeman and Lumley (1976) is used for the eddy transport and pressure-diffusion terms 

which are important in driving the prediction of w'w'. 

Since the level 2.5w model is inadequate in representing the effects of deep convection., 

a deep cumulus updraft and downdraft scheme based on convective adjustment is added. 

This cumulus part includes a convective adjustmen term modulated by a time scale based 

on the integrated value of w'w' and a mesoscale compensation term which offsets the 

advection of scalars by the resolved vertical motion; this eliminates any double-counting 

between the cumulus parameterization scheme and the mesoscale model. The compensa-

tion term is formed by multiplying a constant determined through a moist static energy 

balance by the vertical gradient of a scalar. 

Although this model is tested assuming a non-entraining updraft, 'tunable' param-

eters at this point include the entrainment rate of the updraft, the evaporative pressure 

scale for the downdraft, the updraft and downdraft core condensation efficiencies (which 

are not needed if the the condensed water is taken to be the difference between the total 
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water mixing ratio and the saturation water mixing ratio within the cloud), the condensate 

partitioning terms for the updraft and downdraft and the threshold values of w'w' and 

mean vertical motion needed to activate convection. Many of these parameters are deter-

mined from conditionally sampling the aforementioned explicit simulations of a supercell 

and tropical squall line. 

Four one dimensional simulations including no downdrafts/no microphysics, down-

drafts/no microphysics, no downdrafts/microphysics and downdrafts/microphysics indi-

cate that the limiting states of the parameterization scheme adequately represent a non-

entraining cloud. These four versions of the cumulus parameterization scheme are exer-

cised in a fully prognostic two dimensional simulation of Florida sea breeze convection on 

grid resolutions of five and twenty kilometers assuming a non-entraining cloud. General 

agreement is found when the fields of horizontal and vertical wind, perturbation temper-

ature, perturbation total mixing ratio and condensate mixing ratio are compared to the 

appropriately averaged fields derived from an explicit simulation. Best agreement is found 

when microphysics are included and downdrafts are excluded since downdrafts tend to 

anchor the cumulus convection. Downdrafts also weaken the convection by decreasing the 

moist static energy within the PBL. 

However, temperature perturbations are too strong in all parameterized simulations; 

this is supported by the high cumulus heating rates. These high heating rates should be 

moderated by the adiabatic cooling associated with the resolved upward motions, how-

ever model results indicate that this does not happen as completely as it should. The 

specification of a vertical profile for the constant in the compensation term may alleviate 

the unrealistically high perturbation temperature fields observed as might allowing cloud 

entrainment. Furthermore, the cumulus parameterization scheme is too robust during the 

transient events; this may be due to the neglect of moisture depletion within the PBL by 

the parameterized cumulus or to the scheme being designed around a steady-state model. 

This scheme is unique since it extends a traditional PBL closure to the free atmo-

sphere. It also predicts on w'w', which is an intuitive and direct measure of convective 

activity, and thus allows the communication of convective activity between contiguous 
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grid cells. This hopefully overcomes the limitations that has prevented the use of previous 

cumulus parameterization schemes on a wide range of grid sizes. Furthermore, this cumu-

lus parameterization provides an explicit source of hydrometeors for the mesoscale model 

which is important, for example, in the parameterization of mesoscale convective systems 

(MCSs). W · e hydrometeors may form in the broad area of mesoscale ascent, the de-

trainment of hydrometeors by parameterized convection is also important in contributing 

to the total hydrometeor content of the MCS. 

6.1 Future research 

The first step is to incorporate the cumulus parameterization scheme into a three 

dimensional model in order to allow for moisture depletion within the PBL by the pa-

rameterized cumulus. This will determine whether the inability of the scheme to replicate 

supposedly transient effects is due to the artificial constraints imposed in this work or to 

the scheme being designed around a steady state model. Perhaps a life-cycle may have to 

be incorporated into the cumulus parameterization scheme if allowing moisture depletion 

within the PBL does not produce transience. This life-cycle may include a downdraft 

lag as in some other cumulus parameterization schemes. And, although the cloud model 

in this study is called at every timestep, greater efficiency in program code and perhaps 

better results may be obtained by calling the cloud model less frequently. 

Cloud entrainment also needs to be incorporated into future studies to determine its 

effect in reducing the unrealistically high heating rates and associated temperature pertur-

bations within the upper troposphere. Choosing another form for the compensation term 

may more accurately mimic the mesoscale vertical motion profiles and thus also reduce: 

the excessive temperature perturbations in the parameterized simulations. In addition 

experiments could be performed which specify the compensation term and diagnose the 

convective adjustment term. 

The ability of the down drafts to anchor the convection needs to be explored since this 

did not happen in the explicit simulation. Furthermore, in reality, the downdrafts and 

updrafts are physically separated in space so that the cool downdraft air is not drawn into 
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the updraft. In this parameterization scheme, the downdrafts cool the entire PBL volume 

so that the cum us cell is weakened. In order to more closely represent reality, the grid 

volume may have to be divided into a part cooled by downdrafts and a part which feeds 

the updraft. 

Analysis of more explicit simulations will allow the appropriate free variables, includ-

ing the condensate efficiencies and the condensate partitioning parameters to be further 

generalized. In fa.ct, the explicit simulation and analysis of a MCS is planned so that this 

parameterization scheme can be extended to that class of storm. The explicit simulations 

do not need to be limited to supercells or squall lines, however; anvil-generated cirrus, 

stratocumulus-cumulus and small broken field cumulus can also be analyzed to generalize 

this parameterization scheme. It may be critical, for example, to accurately determine the 

condensate partitioning parameter for different cloud types. 

It would also be interesting to implement this scheme in a GCM to determine its 

applicability in balanced-flow models. Since Bougeault (1985) has designed a cumulus 

parameterization scheme for GCMs which has a form very similar to this, hope exists that 

a single parameterization scheme might be able to accurately emulate deep convection on 

all grid sizes. 

One la.st problem that may need to be further explored is the specification of the fall 

speeds of hydrometeors within the mesoscale model. An explicit simulation will provide 

the vertical mixing ratio profiles of hydrometeors which are supported by the resolved 

updraft velocities. Inconsistencies between the resolved vertical motion of the larger scale 

mesoscale model and the parameterized source profiles within the cloud model may de-

velop, thus causing he hydrometeors to fall at unrealistically high speeds. 
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