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ABSTRACT 

THE SENSITIVITY OF TROPICAL RADIATIVE BUDGETS TO CLOUD DISRIBUTION AND 
THE RADIATIVE PROPERTIES OF CLOUDS. 

The research reported in this paper defines the constraints, which 

data analysis techniques must meet if the GATE Radiation Subprogram 

accuracy objectives are ~o be met, ;n terms of the conventional independent 

variables used in radiative transfer computations. The need for an 

objective cloud field determination scheme and the proposed methods of 

deducing the radiative divergence fields from cloud field data and 

other pertinent meteorological data are reviewed in light of the GATE 

RSP proposed resolution and accuracy requirements. 

The sensitivity of the radiative divergence fields to inaccuracies 

in the cloud field description is investigated by means of broadband 

radiative transfer models for the short wave (0.3 ~m - 3 ~m) and long 

wave (3.0 ~m - 55 ~m) spectral regions. Specifically, the maximum 

allowable uncertainties in the description of each of the bulk cloud 

radiative properties, cloud height, and areal cloud cover are determined 

for various cloud types, such that the RSP proposed accuracy in the 

radiative heating rates of +O.2°C o day-l for 200 mb thick atmospheric 

layers may be achieved. The situation of multi-layered cloud config-

urations is treated. The case of simu1taneous uncertainties in the 

description of various cloud parameters is also investigated. The data 

presented are most applicable to the determination of the radiative 

divergence on the GATE AlB and B-scales. Objective cloud field 

determinations are constrained to meet these criteria if the RSP 

objectives are to be met. 
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The sensitivity of the fields of radiative divergence to uncer­

tainties in the vertical moisture and temperature structure is evaluated. 

The effects of aerosols are also discussed. In addition, the sensitivity 

of the radiative fluxes at the surface to the specification of the 

temperature, moisture and cloud fields is determined. 

Based on the results, recommendations are made concerning the 

development of an objective cloud field determination scheme and the 

development of adequate methods of deducing the fields of radiative 

divergence for the GATE areas. 
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I. INTRODUCTION 

The field phase of the GARP* Atlantic Tropical Experiment (GATE) 

(ISMG, 1975) was carried out during the period 15 June to 23 September 

1974. The observing network encompassed the tropical zone of Africa, 

the Atlantic Ocean, and Central and South America (Figs. 1 and 2) and 

was adequate for the study of tropical scale interactions ranging from 

one to 10,000 kilometers. Seventy nations participated in the experiment 

providing resources including 39 research ships, 13 highly instrumented 

aircraft, several satellites, numerous ground stations, and some 4,000 

scientists and technicians. The deployment of observing platforms was 

configured to correspond to scales of meteorologica1 phenomena in the 

tropics (Table 1). The experiment was designed to explore the role of 

the tropics in the general circulation of the atmosphere as part of the 

overall GARP objectives. This involves describing the basic state of 

the atmosphere on scales corresponding to meteorological phenomena such 

that investigations of the interaction of the different scales may be 

carried out. Parameterization schemes for moist convection, boundary 

layer processes and the large scale effects of radiation may then be 

developed. Subsequently, improved numerical models of the global 

circulation should be forthcoming. 

The goal of the research reported in this paper is to specify the 

output information and accuracy required of objective cloud field 

determinations, such that the GATE Radiation Subprogram objectives may 

be fulfilled. A primary objective of the RSP is to determine the verti­

cal profiles of radiation fluxes and of radiative temperature change at 

the time and space resolution of the AlB, Band C-scales. The importance 

* Global Atmospheric Research Program 
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of radiative processes in the development of tropical disturbances such 

as tropical waves and cloud clusters is well documented in the litera­

ture. Reed and Recker (1971) have reported that the net radiative tem­

perature change in a tropical wave disturbance ;s of the same order of 

magnitude as the total diabatic heating. Albrecht and Cox (1975) have 

demonstrated the sensitivity of the vertical motion fields associated 

with tropical waves to the phase difference of the convective and 

radiative heating. The importance of net radiative temperature change 

for the energetics of cloud clusters has been clearly pointed out by 

the investigations of Yanai, et ~ (1973), Nitta and Esbensen (1973), 

and Nitta (1975). Yanai, et ~ (1973) have shown that the contribution 

of the radiative heating to the vertical flux of total heat (a measure 

of activity of cumulus convection) is of the same order of magnitude as 

all other terms. Further evidence for the importance of radiative 

processes in the development of tropical disturbances has been pointed 

out in papers by Gray (1972), Gille and Krishnamurti (1972), and 

Pelissier (1972). The highly heterogeneous cloud fields of the tropics 

force a highly variable contribution of radiation to the energetics. 

Thus, the determination of the spatial and temporal distribution of 

radiative fluxes and heating is necessary for an adequate description 

of the basic state of the atmosphere on the various scales. 

The RSP has stated the desired accuracy of radiative heating rate 

determinations as +0.2°C o day-l for a 6 to 12 hour period over 200 mb 

thick atmospheric layers. This implies that the net fluxes be known to 
-2 a relative accuracy of ~2.4 Worn per 200 mb. It has been estimated 

(Kraus, et ~., 1973) that the number of direct observations of 

radiative fluxes was only 3% of those needed to fulfill the resolution 
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requirements of the RSP. Thus, analysis techniques are needed to gener­

ate the required fields of radiative fluxes and temperature change from 

the direct observations and other pertinent meteorological data. 

Various methods have been proposed for this task (Vonder Haar, et ~, 

1974). These are: (l) a computation from state parameters incorporating 

the direct application of the radiative transfer equation, utilizing 

laboratory and theoretical1y derived coefficients, to the observed 

distributions of water vapor, carbon dioxide, ozone, aerosols, and clouds 

within a volume at a given time; (2) a semi-empirical method based upon 

an app1ication of the radiative transfer equation, utilizing in-situ 

measurements of atmospheric transmissivity in four spectral intervals 

representative of the contributions of water vapor, carbon dioxide, 

clouds and the earthis surface) to the observed distributions of those 

parameters; (3) a compositing technique where mean vertical profiles of 

radiative divergence~ constructed from the statistics of direct in-situ 

observations for various conditions, are area-weighted according to the 

observed structure at a given time. A fundamental input quantity 

necessary for the successful app1ication of any of these techniques is 

a description of the three dimensional cloud fields present. That is, 

the spacial and temporal distribution of clouds in the GATE area is 

absolutely required for the description of the radiative energy component. 

In this study~ the various methods proposed to solve for the fields 

of radiative temperature change are reviewed with respect to the reso­

lution and accuracy requirements of the RSP, the input data required, 

the overall feasibility and the implications for an objective cloud 

field determination. The sensitivity of the radiative heating rates to 

uncertainties in the specification of the cloud fields is determined. 
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Specifically, the impact of uncertainties in the vertical location, 

areal coverage, and radiative properties of clouds on the radiative 

heating rates is evaluated. In light of the Radiation Subprogram 

resolution and accuracy requirements, a tolerable range of uncertainty 

of the cloud field description is specified. Objective cloud field 

determinations must be constrained to meet these criteria if the RSP 

objectives are to be met. 

The sensitivity of the fields of radiative divergence to uncer­

tainties in the vertical moisture and temperature structure is evaluated. 

The effects of aerosols are also discussed. In addition, the sensitivity 

of the radiative fluxes at the surface to the specification of the 

temperature, moisture and cloud fields is determined. 



II. THE REQUIREMENTS OF A RADIATIVE DIVERGENCE DETERMINATION 

The resolution and specific output formulation of an objective 

cloud field determination scheme are dependent upon the intended 

application. This work is directed toward utilizing cloud field infor­

mation as an input for a determination of radiative fluxes and radiative 

temperature change. The complexity and ultimate feasibil ity of such a 

scheme are largely determined by the requirements of the method of 

incorporating the cloud fields into a radiative divergence determination. 

In turn, the radiative divergence determination is required to meet an 

accuracy requirement of ~O.2oc.day-l for a 200 mb thick layer. The 

radiative temperature change of a volume of the atmosphere is caused by 

the divergence of net radiation in that volume. Assuming horizontal 

homogeneous stratification and employing the hydrostatic assumption, the 

relationship between net flux divergence and radiative temperature change 

for an atmospheric layer ;s given by: 

(~i) Rad. 
(2.1) 

where ~HNET is the divergence of net radiative flux in the pressure 

layer ~p, 9 is the acceleration due to gravity, cp is the specific heat 

of dry air at constant pressure, T is temperature, and t is time. The 

radiative heating rate, QR' may be partitioned further into a short wave 

or solar component (A=O.3 ~m + 3.0 pm) and a long wave or infrared 

component (A=3.0 pm + 55 pm). Thus, 

(2.2) 

These definitions apply for all subsequent discussions unless otherwise 

noted. 

-8-
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Effectively, the required precision of relative flux determinations 

in the vertical is fixed by the accuracy requirements of the heating 

rate. This relationship has been noted by Kraus, et al, (1973). The 

accuracy of radiative heating rates deduced from observed radiative 

fluxes as a function of the precision of the flux measurements for vari­

ous layer pressure thicknesses is shown in Fig. 3. To specify radiative 

heating rates to a vertical resolution exceeding ~p = 200 mb requires 

the relative net flux be specified to a precision greater than ~2.4 W.m- 2 

at each level. To observationally verify determinations to this precision 

is state of the art. Therefore, the accuracy requirements can be mean­

ingfully maintained for a vertical resolution not exceeding ~p ~ 200 mb. 

That is, a vertical resolution of 6p ~ 200 mb is the desired output 

formulation of a radiative divergence determination. This is not to 

imply that additional partitioning based upon theoretical reasoning, 

empirical evidence, or computations is not possible. Such partitioning, 

while not directly verifiable, would have great utility for investigations 

of boundary layer or outflow layer interactions. However, additional 

partitioning must be done subsequent to and constrained to agree with 

the values specified at the coarser vertical resolution. This would 

insure the highest level of confidence in the radiative fields determined. 

It must also be noted here that to generate a useful product, the 

radiative heating rates need to be specified in a standard format. This 

study will consider a vertical partitioning of layers as: 

Layer 1 + p = .1 + 200 mb 

Layer 2 + P = 200 + 400 mb 

Layer 3 + P = 400 + 600 mb 

Layer 4 + P = 600 + 800 mb 

Layer 5 + P = 800 + surface 

(2.3) 
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The area enclosed by the B-scale array is ~7.2 x 104 km2. 

When considering the horizontal resolution required for the radiative 

divergence determination, it must be noted that the desired output 

products for studies of the type reported by Yanai, et al (1973) are 

values averaged over areas. That iS 9 a profile of radiative temperature 

change at a particular grid point is not useful unless it is representative 

of the entire grid area corresponding to that point. Betts (1975) has 

stated that for AlB ard B-scale studies, area averaged values of the 

radiative divergence would be necessary on a scale of 0.5 0 latitude by 

0.5 0 longitude, ~3 x 103 km2• The grid adopted for this study is that 

shown in Fig. 4. The dashed lines partition the area into grid boxes 

for which the radiative divergence must be specified. C-scale studies 

will require a horizontal resolution, in the sense noted above, of 

~102 km2. 

The temporal resolution desired, as stated by the Radiation Subprogram, 

is six to twelve hours. However, the lifetimes of convective systems 

with scales ranging from squall lines to cloud clusters in the tropical 

East Atlantic during the GATE have been found to be relatively short. 

Analysis of radiometric data obtained from the SMS geosynchronous 

satellite during the GATE, Martin (1975), suggests that over 50% of the 

convective systems in the tropical east Atlantic, excluding those which 

merged with or separated from other systems, exhibited lifetimes of less 

than 24 hours. Only 15% persisted for more than 48 hours. Within 

these systems, diurnal and semi-diurnal modes of convective activity 

have also been found in the radar data taken by ship Quadra during 

Phases I and II of the GATE (Marks, 1975). The lifetimes of individual 

cells are much less than the system as a whole. Thus, to resolve changes 
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in the radiative fields associated with the growth and dissipation stages 

of Band C-scale convective systems, a resolution of one to three hours 

is desirable. To account for the contribution of solar fluxes to the 

radiative temperature change requires an integration in time to account 

for the changing solar geometry. A resolution of one to three hours 

would be appropriate to adequately resolve this variance. 



III. METHODS FOR DETERMINING THE RADIATIVE DIVERGENCE 

The determination of radiative fluxes and the radiative divergence 

in the atmosphere may be accomplished in several ways. Rodgers (1972) 

has reviewed the general aspects of the various types of schemes with 

special emphasis on their application to numerical modeling of atmospheric 

processes. Three general types of methods are most applicable to 

meeting the Radiation Subprogram objectives for the GATE. These are: 

computations from state parameters, semi-empirical methods and 

compositing techniques. 

A. Computation from State Parameters 

The computation of radiative divergence in the troposphere from 

state parameters requires the integration of the radiative transfer 

equation. Methods of varying complexity exist for this integration. 

Kondratyev (1972) has summarized many of the simp1ified fast methods 

employed in dynamical and climatologica1 models. The accuracy and 

resolution of these fast methods are too coarse for the purposes of the 

Radiation Subprogram. The improvement of this type of model should 

result from the more detailed analysis envisioned by the RSP. A more 

complex and accurate procedure is to use the classical radiative transfer 

equation for horizontally homogeneous layers. This method utilizes 

frequency integrated transmission/emission functions over small spectral 

intervals (i.e., a band model). A typical band model is detailed in 

section IV.A. For the computation, the vertical distributions of the 

following atmospheric quantities are needed: 

clouds 

temperature 

water vapor 

aerosols 

ozone 

carbon dioxide 

-14-
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together with the surface pressure. The transmission/emission functions 

for atmospheric parameters are based on laboratory and theoretical 

determinations. The effect of molecular scattering is also taken into 

account. 

The various formulations of band models which are currently in use, 

often yield somewhat different results. This disagreement arises through 

the use of different numerical methods of integration and different 

emissivity data. For example, Stone and Manabe (1968) have compared the 

technique given by Manabe and Strickler (1964) and Manabe and Wetherald 

(1967) to that reported by Rodgers and Walshaw (1966) for the infrared 

portion of the spectrum. They showed disagreement in the radiative 

cooling exceeding the GATE RSP desired accuracy for the clear sky case. 

No account was made for aerosol contributions. 

Roach (1961), Kondratyev and Nikolsky (1968), Cox (1969), Kuhn and 

Stearns (1971), Kondratyev (1971), Cox, et £1 (1972), and Paltridge 

(1973) have shown that numerical computations often do not agree with 

observations, even for observed cloudless conditions. This disagreement 

is often ascribed to the presence of aerosols. Bignell (1970), Cox (1973) 

and Grassl (1974) have attempted to account for this effect in the 

continuum portion of the spectrum. They have postulated a water vapor 

pressure broadening effect to account for the discrepancy in the lower 

troposphere. Cox (1969) has stated that the presence of very thin 

cirrus clouds, which are not visible to a ground observer, may be the 

cause of the disagreement at upper levels. 

At present, the typical band models take no account of the 

radiative effects due to aerosols such as dust and oceanic haze. More 

lengthy and complex methods, which still employ simplifying assumptions, 
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may be used (e.g. Yamamoto, et al., 1974; and Herman and Browning, 1975). ---
However, their applicability to the GATE region has yet to be verified. 

In section III.E., the potential magnitude of the aerosol influence on 

the radiative heating is discussed. 

From the above discussions, it is evident that, even for cloud 

free conditions, extensive verification of the accuracy of band models 

will be necessary. 

For cloudy conditions, the radiative transfer about the clouds is 

handled by using bulk coefficients to describe the radiative charac­

teristics of clouds. That is, the shortwave absorptivity and reflectivity 

and the long wave effective emissivity of the cloud are assumed to be 

independent of wavelength. The sensitivity of a typical calculation to 

the bulk properties prescribed can be quite large. This is particularly 

true for high clouds as is demonstrated in Chapter IV. 

The natural variability of the bulk radiative properties of clouds 

has been observed to be large. Cox (1976) has reported large variations 

in the observed infrared properties of tropical clouds. The bulk solar 

properties, which are dependent upon the microphYSical structure of the 

clouds, much as the infrared properties are, may also vary substantially. 

The variation of bulk solar properties with changing solar zenith angle 

has also been shown to be large (Kondratyev, 1969). Thus, the emissivity, 

absorptivity, reflectivity, and corresponding solar geometry for a 

particular cloud feature must also be regarded as necessary input data 

to a calculation from state parameters. The cloud is assumed to be of 

semi-infinite horizontal extent for the band computation. McKee and 

Cox (1974) have shown by more exact methods that for clouds of finite 
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horizontal extent, errors as great as 25% may be anticipated in the 

vertical fluxes of solar radiation when using this assumption. 

An additional matter of concern with the band models is the 

computational feasibility. An integration of a typical model (described 

in section IV.A.) uses approximately 30 seconds of computer time on a 

CDC-6400 at 70k core for a single geographic point. To generate area 

average values of radiative divergence to the desired accuracy under the 

highly heterogeneous cloud conditions of GATE will require integrations 

at a large number of points for statistical significance. To resolve 

areas of cumulus activity, a horizontal resolution of ~x = ~y ~ 10 km 

may be necessary. The input parameters, especially the water vapor 

mixing ratio, aerosol concentration, clouds and the bulk radiative cloud 

properties will need to be specified at this resolution. This implies 

~ 7 x 102 integrations at a specific time to resolve the B-scale area. 

This procedure would be repeated every 1-3 hours for each day of the 

GATE. The amount of computer time required is prohibitive. Thus, some 

area averaging of input parameters is necessary to reduce the amount of 

computations. The accuracy of this type of scheme under this constraint 

has not been verified. 

Detailed modelling of the radiative transfer is possible utilizing 

more complex methods. Kattawar, et !l (1973) and McKee, et !l (1974) 

have developed methods where photon paths are followed individually by 

random procedures. These models are too time consuming for operational 

use. Their value is to aid in the development of adequate parameterizations 

for the radiative effect of cloud fields in terms of bulk coefficients. 



-18-

B. The Semi-Empirical Method 

The semi-empirical method is applicable to the calculation of the 

infrared radiative divergence profiles. Smith and Shen (1975) have 

reported that, based upon theoretical calculations using the model of 

Rodgers and Walshaw (1966), the total spectrally integrated infrared 

radiative divergence may be accurately approximated from a linear combi­

nation of the radiative divergence profiles for four optimum spectral 

intervals. That is 

aT at (p) TOTAL = 
4 aT .L ai at (p, ~A.) 

1=1 1 
(3.1) 

where ai is an empirically determined weighting coefficient and 

~Al = 6.1 6.5 11m 

AA2 = 10.9 11.411m 
(3.2) 

AA3 = 12.5 13.9 11m 

LlA4 = 16.7 26.3 )lID. 

The longwave divergences in the four spectral intervals are representative 

samples of the total tropospheric radiative divergence due to water 

vapor, carbon dioxide, clouds and the earth!s surface. During the GATE, 

measurements of the upward and downward longwave fluxes of radiation 

integrated over the entire longwave spectrum and in these optimum 

spectral intervals were taken from the Convair 990 aircraft. The 

integrated radiative transfer equation was used to determine the radi­

ative divergence for the entire spectrum and each of the spectral 

intervals. This enabled the specification of the empirical weighting 

factors, ai' through a regression analysiS. The computation of the 

total infrared radiative divergence profile may then be accomplished 

through the calculation of the radiative divergence for the four spectral 



-19-

intervals, provided the atmospheric transmission functions for these 

intervals are known as a function of the vertical distributions of 

temperature, moisture, and cloud amount. The CV-990 aircraft experiment 

observed the radiance in the required spectral intervals, from the 

atmosphere and clouds, at viewing angles from zenith to nadir. Vertical 

profile soundings were conducted through clear air and through clouds. 

This enables the flux transmissivity of the atmosphere and clouds to be 

derived using established techniques (Smith, et al., 1972). 

This method is more efficient than the band models. It has the 

advantage of being based on observed relationships and flux transmis­

sivities obtained in-situ. Account is made for the atmospheric param­

eters most responsible for observed variations in the distribution of 

radiative temperature change. The absolute accuracy of the method 

should be tested with independent data. The method must account for 

the varying contribution of aerosols. The severity of this constraint 

may be seen in section III.E. Also, the transmissivity data related to 

clouds must be sufficient to account for all types of clouds that 

contributed significantly to the distribution of radiative fields. An 

additional scheme would be needed to account for the radiative processes 

in the short wave portion of the spectrum. To achieve computation 

feasibility, area averaging of the input parameters will be necessary. 

c. The Compositing Technique 

The compositing technique relies on observations of radiative flux 

divergence and concurrent atmospheric parameters. This method has been 

discussed by Cox (1971b, 1972). During the GATE, a large amount of 

observations of the radiative fluxes were taken from ship, satellite, 
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aircraft and radiometersonde platforms (Cox and Kraus, 1975). The 

radiometersonde instrument RMS en"or hc.s been given b~' Johnson and Kuhn 

(1966) as less than +O.2S cC per day. The broadband, hemispheric 

pyranometer and pyrgeometer instruments flown on aircraft have a 

precision of :!:..3.4 ~~em-2 (Albrecht, et a1..:_z 1974; ~l1d Cox, 1975). This 

implies radiative divergence may be dete r m1rled to ~:.(L29CC per day for a 

200 mb thick 1ayer of the atmosphere. The·;"efGrE, this basic data 

approaches the des i red accuracy. The a ir'C'ra.f-::: f1 i ght confi gurati ons 

included a stacked mode and a profi1ing mode. Thus, flux divergence 

profiles for heterogeneous cloud fields and various vertical cloud 

structures have been obtained. Mean profiles of radiative divergence 

corresponding to particular t.ypes of clow::~ cOllfig:.Jrations can be 

constructed. The basis of the compositing method is that the flux 

divergence profile for a particular vertical distribution of atmospheric 

parameters is representative fer areas where suc~ a structure is 

observed. Cox (1968) has concluded that the horizontal variations of 

temperature and moisture in the tropics are not statistically related 

to the flux divergence profiles. This conclusion was based on exami-

nation of several h~ndred radiationsonde ascents. The implication is 

that clouds are the primary modulators of radiative o·jvergence in the 

tropics. That this conclusion is justified may be c1early seen from 

Fig. 5. Figure 5 is a comparison of the root mean square deviation of 

computations of the infrared cooling made from BOMEX rawinsor.de temper-

ature and moisture profiles collected during the period 31 May to 9 June, 

1969 and radiationsonde observations of infrared cooling during the same 

period. The RMS deviation for the calculated case, which contains no 

clouds, is as m~ch as a factor of five less than the RMS deviation for 
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the observed cases. Thus~ clouds are the most important factor 

influencing horizontal gradients of radiative heating in the tropical 

atmosphere. 

Therefore, with a description of the cloud fields present at a 

particular time in a.n atmospheric volume, the mean radiative divergence 

profiles corresponding to the types of c10ud fields present may be area 

weighted to yield a representative profile for that volume. Since mean 

profi"las for each typical cloud conf'!guration are to be used, the larger 

the volume, the more representative the results. Thus, the resolution 

1s limited by the degree of confidence desired. It must be verified that 

individual profiles have been obtained for a11 significant cloud config­

urations in the GATE area. The magnitude of potential deviations from 

the mean for a volume at a particular time as a function of volume must 

be ascertained. It may also be necessary to stratify the typical 

profiles according to the variations of other atmospheric parameters, 

especially water vapor and aerosols, to increase the accuracy to 

acceptable levels. Profiles must also be constructed to account for 

effects due to varying solar zenith angle. The advantages of this 

method are: it is based on the observed fields of flux divergence; 

primarily only one independent variable, the cloud structure, is needed; 

and the feasibility in terms of computer' and data cesources is good. 

D. Implications of the Methods for an Objective Cloud Field Determination 

A.ll methods proposed thus far for the determination of the radiative 

divergence fields for GATE require the specification of the cloud fields 

present as a primary input. To achieve computational feasibil Hy for 

the computation from state parameters or the semi-empirical method, 
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statistics as to the areal extent of individual vertical cloud structures 

within an otherwise homogeneous volume will be required. The compositing 

technique has the same requirement. Thus, it is the statistics of the 

three dimensional cloud fields within a volume that is required and not 

the vertical structure at a few geographic points. Additional informa­

tion as to the bulk radiative properties of particular cloud features 

is required for the computation from state parameters and ;s desirable 

for both the semi-empirical and compositing technique. 

E. The Influence of Atmospheric Aerosols 

Yamamoto, et !l (1974) have shown that the extinction of solar 

radiation in the visible wavelengths due to aerosol absorption is 

significant. Reynolds, et !l (1975) have observed extinction of solar 

radiation, which they attributed to aerosols, to be of the same magnitude 

as gaseous extinction during .BOMEX.* Prospera and Carlson (1972) 

document the presence of aerosols of African origin in the BOMEX region. 

Kondratyev, et !l (1976) have shown from observations that the radiative 

effects of dust aerosols of Saharan origin are large in the GATE region. 

The dust IIcloud ll may reflect greater than 5% of the downward solar flux. 

It may also absorb up to 15%. In addition, the angular distribution of 

the downward solar flux becomes much more diffuse downstream from the 

dust IIcloud". This tends to enhance the reflectivity of the ocean 

surface. The effect in the infrared is to partially compensate the 

solar warming anomaly due to the dust. Kondratyev, et!l (op. cit.) 

have stated that the radiative effect of the low level oceanic haze 

layer is relatively neutral. Thus, the dust aerosols of Saharan origin 

* Barbados Oceanographic and Meteorological Experiment. 
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are the primary radiatively active aerosols in the GATE area. They have 

also found that the horizontal boundaries of the dust II cl ouds li are 

distinct and may be deduced from satellite radiometric data. The dust 

Hcloud" is normally limited in vertical extent to the 600 mb to 900 mb 
-1 layer. Thus, a dust ncloud ll may typically induce an anomaly of +4°C·day 

to +5°C o day-l in the instantaneous heating rate of this layer. It is 

noted that exact computations of the radiative effect of aerosols are 

lengthy and complex. It;s also questionab1e whether or not sufficient 

data on the composition, size distribution, and concentration of aerosols 

have been obtained to enable such calculations to be performed at the 

desired space and time resolution. Therefore, an empirical method of 

accounting for the effect of a dust layer is desireable in a radiative 

divergence determination. The potential magnitude of the heating 

anomaly implies that at least ten distinct stratifications of aerosol 

influence must be resolved in order to achieve the RSP accuracy goals. 

However~ the data of Kondratyev, et ~ (op. cit.) suggests that, when 

there is a Saharan dust outbreak into the GATE area, the radiative 

effect is somewhat uniform. Thus, only a few stratifications of 

aeroso"' i nfl uence may need to be resolved once the presence of the 

dust IIlcloud 'l is establ'jshed. 



IV. SENSITIVITY OF THE RADIATIVE DIVERGENCE TO THE CLOUD FIELDS 

An automated, efficient objective cloud field determination scheme 

is desired. Since it is doubtful that any scheme will be able to 

describe the cloud fields present during the GATE in their fullest 

detail, the sensitivity of the radiative temperature change to errors 

in the cloud field description must be evaluated. In this section, the 

sensitivity of the radiative fields to inaccuracies in the bulk radiative 

properties of clouds, cloud height, vertical extent and areal cloud cover 

is investigated. The situation of disturbed conditions with a multi­

layered cloud configuration is also treated. The analyses presented in 

this chapter were performed in an independent fashion. In this regard, 

it must be noted that the sensitivities derived for the bulk radiative 

properties and cloud height, which are presented, represent the maximum 

limiting constraint. This arises because these analyses implicitly 

assume the areal cloud cover is 100% and, thus, the perturbation of the 

radiative field is maximized when compared to the case of broken or 

scattered cloudiness. The situation of simultaneous uncertainty in 

all cloud parameters is treated in Chapter V. 

A. The Radiative Transfer Models 

Broadband radiative transfer models were used to simulate the 

radiative transfer in the short wave (0.3 pm - 3.0 pm) and the long wave 

(3.0 pm - 55 pm) spectral intervals. The assumption of horizontal 

homogeneity of atmospheric parameters was made for both transfer models. 

Clouds were assumed to have infinite horizontal extent and uniform bulk 

radiative properties. 
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A simplified isothermal, broadband flux emissivity transfer program 

with a vapor pressure broadened continuum absorption reported by Cox 

(1973) was used to simulate the terrestriai fluxes. Account was made 

for the molecular emission of the continuum, rotational and 6.3 ~m 

spectral bands of water vapor; the 15 ~m band of carbon dioxide; and 

the 9.6 ~m band of ozone. Compensation was made for the overlap of the 

rotational band of water vapor and the 15 ~m band of carbon dioxide. 

Flux emissivities used in the calculation are those reported variously 

by Walshaw (1957), Smith (1969), and Cox (1973). 

The transfer of infrared radiation through a cloud layer was 

modelled in terms of a broadband layer emissivitY9 Fig. 6. The 

effective emissivity (Kuhn, 1963; and Cox, 1976) is defined: 

for the upward irradiance, 

and for the downward irradiance. 

( 4.1) 

(4.2) 

The quantities H(t) and H(+) refer to the upward and downward 

infrat"ed irradiances, respectively. The subscripts T and B refer to the 

top and bottom of the cloud layer, respectively. cr is the Stefan­

Boltzman constant and T is the temperature. The effective emisSivity 

defined in this manner implicitly includes the effects of emission by 

gases within the cloud layer and scattering by cloud hydrometers, The 

differing sources for the upwelling and downwelling irradiance streams 

imply differing spectral distributions of energy. The interaction of 

these irradiance streams with clouds is spectrally dependent and thus 

different upward, s*(+), and downward,s*(+), effective emissivities are 
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needed. This has been discussed by Cox (1976). However, it is found 

that for a sensitivity analysis, the assumption that: 

(4.3) 

does not adversely affect the results. Errors due to the grey body 

assumption are not evaluated here. 

A simplified broadband flux transmissivity transfer model was 

used to simulate the short wave radiative transfer. The model treats 

absorption of solar radiation by water vapor, carbon dioxide, and 

ozone; scattering by molecules in the free atmosphere; and the absorption, 

reflection and transmission of solar radiation by cloud layers. The 

absorption data for the gaseous constituents as a function of absorber 

amount, are those given by Manabe and Moller (1961). Overlap between 

absorption bands of the different gases was ignored as was any contri­

bution due to aerosols. The solar geometry is specified uniquely by 

the day of the year, latitude and time of day. For this study, all 

computations were carried out for 7°N latitude and Julian Day 225 (i.e. 

August 13). The solar constant was taken as 1360 Wo m-2 (~1.95 ly.min-1). 

The instantaneous heating rates, computed at 23 time steps from sunrise 

to local noon, were multiplied by twice the time increment and sUlnmed 

to yield the total integrated short wave heating through the day. Thus, 

the results are normalized such that atmospheric parameters, including 

clouds, are assumed to be constant for the entire day_ In this work, 

the short wave heating rate, QSW ' is the total integrated short wave 

heating per day unless specifically defined as an instantaneous heating 

rate. Therefore, whereas the results pertaining to the infrared 

component may be interpreted as either daily or instantaneous values, 

the analysis for the short wave component is only directly applicable 
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to the daily situation. To convert the short wave heating rate, Qsw ' 
as it is used here~ to the average instantaneous short wave heating 

rate for the daylight hours, one must multiply the value of QSW by 1.96. 

The factor of 1.96 represents the ratio of the total number of hours in 

a day to the number of hours of daylight at 7°N on Julian Day 225. In 

a similar manner, the sensitivities for the short wave component may be 

converted to the average instantaneous situation during the daylight 

hours by dividing by 1.96. The sensitivities, modified to represent 

the daily average instantaneous situation, are the limiting quantities 

for analysis on a time scale of less than one day. It must be noted 

that even if the results presented here for the short wave component 

and also for the combined short wave and long wave analYSis are trans­

formed to correspond to the average instantaneous situation, they may 

only qualitatively represent the true sensitivity of the instantaneous 

rates at a specific time and solar geometry. 

Tests were made to evaluate the effect of surface reflectivity 

upon the short wave heating rates. Comparing the solar heating in the 

case of no surface reflectivity and in the case of a surface reflectivity 

of 0.10, increased heating of less than 0.1 COday-l resulted in any 

200 mb thick atmospheric layer. Therefore, except for the cloud free 

case, the reflected irradiance from the surface was ignored. 

Thin clouds were assumed to be non-diffuse transmitters as in 

Fleming and Cox (1974). All reflected irradiance was assumed to be 

diffuse as was that which is transmitted by a thick cloud. The optical 

thickness of layers of the atmosphere downstream from a cloud was scaled 

by the diffusivity factor 1.66, formed by a hemispheric integration of 

optical thickness over a solid angle, as in Goody (1964), for computing 
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the absorption of reflected and transmitted diffuse irradiance. A 

schematic diagram of the treatment of solar irradiance, H, at the cloud 

boundaries is shown in Fig. 7. The transfer of short wave radiation 

through a cloud layer was modelled in terms of two broadband radiative 

properties, the cloud reflectivity, Pc' and the cloud absorptivity, ac ' 

The short wave reflectivity and absorptivity are defined as: 

Pc = 
HT(t) 
HT(+) (4.4) 

and HB(t) 
ac = 1 - p - { HT(t) } 

c (4.5) 

where H{t) and H(+) refer to the upward and downward short wave irra-

diances, respectively. The subscripts T and B refer to the top and 

base of the cloud layer, respectiveiy. It is noted that the cloud 

transmissivity, t e , is defined as: 

(4.6) 

The cloud reflectivity and absorptivity are assumed to be independent 

of wavelength. Errors due to this assumption are not evaluated here. 

The mixing ratio of carbon dioxide was assumed to be constant with 

height and equal to 0.4666 go kg- 1. The mixing ratio of ozone was a 

composite of vertical soundings which have been compiled by the 

Meteorological Branch, Canadian Department of Transportation. for 

West Africa for the month of July, Fig. 8. The total NTP depth was 

0.273 cm. 

The profiles of temperature and water vapor mixing ratio as a 

function of pressure were those given by Wiiliams and Gray (1973), 

Fig. 9. This sounding is a composite of 537 rawinsonde soundings 
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representative of conditions in conservative cloud clusters in the 

western tropical North Pacific. Ruprecht and Gray (1974) have noted 

that this sounding differs only slightly from a composited mean cluster 

environment sounding. It is similar to the sounding given by Jordan 

(1958) for the West Indies "hurricane season". Ruprecht and Gray (1974) 

have shown that significant deviations from the mean moisture profile 

occur within a given cluster and for a cluster as a whole. They have 

reported the mean deviation of water vapor mixing ratio for any level 

does not exceed +20%. Tests made with this radiative transfer model 

yielded the result that to achieve an accuracy of QR = ~0.2°C per day-l, 

random errors must not exceed +0.2 gokg-1 in the mean water vapor mixing 

ratio for a layer in layers 2, 3, and 4. The allowable random error in 

the mixing ratio for layers 1 and 5 is approximately ~O.03 and 2.0 gokg-1, 

respectively. A systematic error in the water vapor mixing ratio of 

~O.5 g.kg-1 in layers 3, 4, and 5 does not change the QR of any layer 

by more than +0.2°C oday-l. A systematic error of ~0.2 gokg-1 in layers 

2, 3, 4, and 5 does not alter the QR of any layer by more than ~0.2°Co 

day-l. Random or systematic errors in the mean temperature of a layer 

or layers must be less than +2.5°C to fulfill the Radiation Subprogram 

accuracy requirement. 

Since the author desires to evaluate the sensitivity of the 

radiative temperature change to inaccuracies in the cloud field 

description, the mean sounding was employed. It is felt to be repre­

sentative of conditions in which tropical clouds are likely to be 

present. Effects due to variations from the mean sounding upon the 

sensitivities derived in this work are noted where it is appropriate. 
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In Fig. la, the computed long wave, short wave, and total radiative 

heating rates (QIR' QSW ' and QR' respectively) are given for the mean 

sounding in clear sky conditions. The surface albedo was 0.04. A 

plotted point represents the mean heating rate in the corresponding 

200 mb thick layer. 

B. Sensitivity of the Infrared Component 

1. Cloud Emissivity 

The most significant radiative cloud property in the infrared 

spectral interval is the effective broadband infrared emissivity, E*. 

The E* of a particular cloud is dependent upon the microphysical 

structure of that cloud, (i.e., the liquid water content, drop size 

distribution, the water phase and the geometry and orientation of ice 

crystals - if they are present) integrated through the geometric thick­

ness of the cloud. The natural variability of these parameters in 

clouds is significant. Consequently, the range of E* values associated 

with naturally occurring clouds may be assumed to be significant. 

Differences in the spectral distribution of incident radiant fluxes 

upon clouds and the subsequent interaction with the microphysical 

structure result in differences of E*. COX (1976) has observed the 

large natural variability of E* for tropical clouds. 

The total atmospheric infrared heating rate, TQIR' where 

Po = 1013 mb 
TQ IR = f . QIR(P') 

PT = 0.1 mb 

1 dp I • (p _ p ) 
o T 

(4.7) 

as a function of cloud top pressure, PCT' for clouds of differing E* is 

depicted in Fig. 11. For this figure, the clouds were assumed to be 

100 mb thick. The range of TQ IR for a given range of cloudE* is seen 
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to increase dramatically with decreasing PCT~ For clouds with PCT 

greater than approximately 400 mb, the range of TQ 1R possible for 

emissivities from e* = 0.0 (i.e., cloud free) to E* = 1.0 (i.e., black 

cloud) is less than 0.4°C per day. Thus, the TQ IR may be approximated 

to within ~O.2°C per day by assuming E* ~ 0.5. This implies that for a 

cloud below 400 mb, which approximates tropical water clouds, the e* 

need not be known to fulfill an accuracy requirement of ~0.2°C per day 

for the entire atmospheric column. For upper level ice clouds, i.e. 

cirroform, at the 150 mb level, the e* must be known to within ~O.lO to 

achieve this degree of accuracy. This large sensitivity of QrR to the 

e* prescribed for cirroform clouds has been previously noted by Manabe 

and Strickler (1964) and Cox (1971a). The effect of decreasing the 

cloud thickness, ~Pc' upon the sensitivity of TQ rR to variations in E* 

is slight. 

The sensitivity of the infrared heating rate in each standard layer 

to the effective emissivity specified for 100 mb thick clouds at various 

levels of the atmosphere may be seen in Table 2. The data entries are 

the maximum allowable uncertainty in the effective infrared broadband 

emissivity, oe*, of the cloud, such that an accuracy of 6QrR = +.2°C per 

day may be achieved for the corresponding layer. An asterisk, *, implies 

that OE* > +0.5. Thus, these layers are relatively insensitive to the 

emissivity of the corresponding cloud. It is noted that the most 

sensitive layers are generally the 1ayer the cloud occurs within and the 

layer below. Table 3 is the same as Table 2 except that the cloud is 

assumed to be 50 mb thick. The sensitivity for a layer decreases with 

decreasing cloud thickness. Uniform variations of atmospheric water 

vapor of ~20% at all levels alter 0£* by less than +0.01. 
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In the bottom row of Table 2, the maximum uncertainty such that an 

accuracy of oQ IR = ~0.2°C per day may be achieved for all 200 mb thick 

layers for a cloud at a given level is noted. These data are graphically 

displayed in Fig. 12. The solid curves correspond to the data in Tables 

2 and 3. The data were computed for the standard pressure layers noted 

in Eq. 2.3. It;s evident that the jagged shape of these curves is 

largely due to proximity of cloud boundaries to standard pressure levels. 

The dashed curves were computed from the same data for a cloud centered 

pressure layer scheme. That is, the values of OE* were computed for a 

200 mb thick layer centered on the cloud and for the adjacent 200 mb 

thick layers. Thus, these curves portray, in a more general way', the 

maximum uncertainty in the effective, broadband, infrared cloud emissivity 

allowed such that the desired accuracy for all the standard pressure 

layers may be attained. An interesting result is that for a given cloud 

pressure thickness, the magnitude of OE* is approximately a constant for 

a cloud at most levels of the tropical atmosphere. The exceptions are 

that when there are very high clouds, the sensitivity increases and that 

when there are clouds in the lower troposphere, Q1R is insensitive. 

To evaluate these results, we first consider water clouds. Yamamoto, 

et ~ (1970) have deduced broadband infrared emissivities for model water 

clouds of various thicknesses based upon theoretical calculations. They 

have concluded that for water clouds thicker than 100 meters, the broad­

band emissivity ;s nearly unity. Zdunkowsk; and Crandall (1971), Hunt 

(1973) and Paltridge (1974) have reported similar results for limited 

spectral intervals in the infrared. However, their results imply a 

thickness of up to 500 meters is required before a water cloud may be 

considered black. The author notes that the effective broadband infrared 
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-- STANDARD LAYER 
SCHEME 

--- CLOUD CENTERED 
, SCHEME 

0.10 0.20 0.30 0.40 • 

I ± 8 e*1 
Figure 12. Magnitude of the maximum allowable uncertainty 

in the effective infrared broadband emissivity, 
o£*, of a cloud, such that an accuracy on the 
infrared radiative divergence, 8QIR' of ~O.2°C· 
day may be achieved for all standard or cloud 
centered pressure layers as a function of cloud 
top height. (i.e. if o£* = ~ x, then I~ 0£*1 = x) 
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emissivity, €*, employed in this study is always greater than the broad­

band emissivity used in the studies noted above as it includes the effect 

of reflected infrared radiation. Therefore, theoretical calculations 

imply that for a moderately thick water cloud the €* is nearly unity and 

the possibi1ity of a real variation in €* exceeding the tolerable limits 

of uncertainty noted in Fig. 12 is slight. This fact may be reconciled 

with the observations of Cox (1976) by noting that his sample includes 

thin clouds. Furthermore, the presence of non-uniform cloud tops, i.e. 

turrets, and the possibi1ity that all broken cloud observations were 

not eliminated from the data set may also contribute to the large 

variation of €* observed. We have shown that QIR does not vary substan­

tially with the €* specified for a lower tropospheric cloud. Thus, only 

for the thin water cloud occurring in the mid-troposphere is there a 

need to specify an E* less than unity with some degree of accuracy, 

However, it has also been shown that as the cloud becomes thinner and 

thinner, the radiative effect becomes smaller and the tolerable range 

of uncertainty of the corresponding :::* -increases. For the thin cloud, 

the OE* is greater than ~O.15. Additional information from the 

Radiation Subprogram data analysis of specific aircraft observations 

of this type of c10ud as to the proper values of E* will be needed. 

Clouds exhibiting the most significant influence on the vertical 

distribution of Q1R are the upper tropospheric ice clouds. The effective 

emissivity for a cloud of this type must be known to within ~O.08 in 

order to deduce the Q1R for each layer to the proposed accuracy. 

Measurements by Kuhn and Weickman (1969), Davis (1971), and Cox (1976) 

have shown that a wide range of E* values occurs in natural cirroform 

clouds. Jacobowitz (1970) and Fleming and Cox (1974) have performed 
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calculations confirming that a large range ofe* may be expected in 

cirrus clouds. Hansen (1971), Shenk and Curran (1973), and Platt (1975) 

have proposed methods to deduce cirroform emissiv1ties from satellite 

data. However, the accuracy of these types of schemes for operational 

use needs to be verified. It is apparent that with the high degree of 

sensitivity of Q1R to the value of e* spec·ified and the wide range of 

E* encountered in naturally occurring cirroform clouds, specific values 

of E* for particular cirroform clouds will be needed to meet the 

proposed accuracy requirement. Observational data obtained during the 

GATE Field Phase may be the only way to resolve this problem. 

When the cloud boundary is in close proximity to a standard pressure 

level, the sensitivity of Q1R to the e* prescribed increases by at least 

a factor of two over the case when the cloud is deep within the layer. 

In light of the above discussions, this effect will not severely limit 

the accuracy of calculations when water clouds are present. However, in 

the case of ice clouds, this effect serves to emphasize the necessity 

for specific accurate information on ~he E* of an ice cloud. One 

encouraging fact is that the middle and lower tropospheric QIR i~ 

relatively insensitive to the E* prescribed for an upper level ice 

cloud, Tables 2 and 3. Thus, even if it is not possible to attain the 

proposed accuracy for all layers, the values deduced for the lowest 

layers will be representative. 

2. Cloud Height 

In order to evaluate the sensitivity of Q1R for the standard layers 

to uncertainties in the cloud height, a series of computations were made 

for water clouds, thin and thick ice clouds, and clouds of large vertical 
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extent. For convenience, a plot of pressure as a function of geopo­

tential height for the mean tropical atmosphere is given in Fig. 13. 

All data presented in this section were derived under two basic 

assumptions. First, the standard layer(s) in which the cloud boundaries 

occur were assumed to be known. If the layer(s) in which the cloud 

boundaries occur are not known, the vertical distribution of Q1R exhibits 

errors substantially exceeding the desired accuracy. Second, it was 

assumed that the cloud boundaries were not coincident with or in very 

close proximity to the standard pressure levels. This was done to 

simplify the analyses. If a cloud boundary is in close proximity to 

a standard pressure level, the tolerable uncertainty in the boundary 

location decreases greatly. This is due to the large cooling and 

warming in the region of cloud top and cloud base, respectively. Very 

accurate information on the boundary locations is needed in this case. 

Further discussion of this problem is given in following sections. 

The maximum allowable uncertainty of cloud top location, 8PCT for 

50 mb thick black water clouds such that the proposed RSP accuracy 

requirement may be fulfilled is revealed in Tab1e 4. These clouds were 

assumed to exist at levels of 925 mb to 500 mb. The entries are the 

allowable 8PCT such that an accuracy of 8QIR = ~0.2°C per day may be 

achieved for a given layer for clouds occurring above, within, or below 

that layer. An asterisk denotes a sensitivity of oPCT > +500. mb. 

The radiative divergence in layers above the standard layer in 

which a water cloud occurs is relatively insensitive to the location of 

cloud top. This is due to the small quantity of water vapor in the 

upper layers. The middle tropospheric water cloud requires the most 

accurate location. This results because of the radiative interaction 
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'of the cloud layer with the vertical temperature and water vapor distri­

butions. As cloud top becomes higher in the middle troposphere, the 

atmosphere above rapidly becomes semi-transparent to infrared radiation 

in the water vapor bands. As cloud base becomes higher, the incident 

upward radiation due to water vapor emission increases slowly. The 

upward and downward fluxes at cloud top and cloud base also decrease 

as the cloud boundaries become higher and colder according to Eqs. 4.1 

and 4.2. The net effect is a high sensitivity of the radiative heating 

of the standard layer in which the cloud occurs to the location of the 

cloud boundaries. It is noted that for thin water clouds, which are not 

black, the allowable oPCT increases. Thus, the data in Table 4 represent 

the maximum accuracy required. 

Table 5 is similar to Table 4. The data were computed for simulated 

ice clouds in the 450 to 125 mb layer. The clouds were assumed to be 

25 mb thick and were assigned to e* of 0.5 and 0.05. These values span 

the range of e* encountered in the large majority of tropical ice clouds. 

In general, the basic pattern is the same, however, the sensitivity to 

PeT is greater. It is noted that the location of an optically thin 

(i.e. small e*) ice cloud is less sensitive than for an optically thick 

ice cloud. In Fig. 14, the limiting values of oPCT are drawn for each 

of the above cases. 

The data given in Table 4 and 5 pertain equally well to the location 

of cloud top and cioud base. If a cloud straddles a standard pressure 

layer, cloud top and cloud base must be known to the accuracy noted 

above for the layers in which they occur. 

Computations were made to determine the sensitivity of the total 

atmospheric infrared heating, TQIR' to the location of these model 



-49-

~ 
CLOUD LOCATIOtl RELATIVE TO LAYER 

ABOVE t~ITHIN BELOW 

LAYER '\ E* = 0.5 0.05 0.5 0.05 0.5 0.05 

1 +10 mb +15 mb +100 mb +219 mb 
(+410 m) (+620 m) - -

2 +61 mb +90 mb +10 rrIb +30 mb 
(+240 rrJ) (+730 [11) 

3 +50 mb +80 mb +10 mb +36 mb 
(+160 rn) (+570 m) 

4 +57 mb +75 mb ---- -

5 +104 mb +91 mb 

Table 5. Same as Table 4 except ~Pc = 25 mb and E* = 0.05 and 0.50. 



a:: 
w 
~ 2 
..J 

W 
a:: 
::> 
C/) 

~ 3 
a:: 
a.. 
o 
a:: 
;3 4 
z 
<:( 
r­
(f) 

5 

10 

-50-

ICE CLOUD 
e-=0.05, A Pc = 25 mb 

ICE CLOUD 
e
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Figure 14. Magnitude of the maximum allowable uncertainty in the 
location of cloud top height within a standard layer, 
such that an accuracy of oQIR = ~O.2°C.day-l may be 
achieved for all standard layers for various cloud 
thicknesses and effective infrared broadband ('rlissiviti(s. 
(e.g. if oPCT = ~ x mb, then I~ oPcTi = x mb) 



-51-

clouds. The allowable uncertainty in cloud top location, oPCT' was 

determined such that TQ IR may be deduced to within ~0.2°C.day-l. In 

the case of the water cloud and thin and thick ice clouds, the cloud 

top location must be known to within +290 mb, + > 500 mb, and +127 mb, 

respectively. 

For the case of clouds of large vertical extent, i.e. cumulus 

congestus and cumulonimbus, only the layer in which the cloud top 

occurs and the layers above that layer are sensitive. The emissivity 

of such clouds is taken as unity. To deduce the TQ rR to within +0.2°C 

per day we need to know the c 1 Dud top to with in +76 mb. To fu Hi 11 

the proposed accuracy requirement for all layers, cloud top must be 

known to the accuracy noted in Fig. 15. Thus, for a cloud top within 

the layer defined by the vertical extent of the solid lines~ the 

tolerable uncertainty of cloud top location is that noted on the 

abscissa. The lower the cloud top pressure is, the greater the 

accuracy required in the location of cloud top pressure. 

3. Areal Cloud Cover 

The tolerable uncertainty of percent areal cloud coverage, oa, is 

defined: 

oa :: ±0.2°C per day * 100% 
QIR(cloud) QIR(clear) o. 

(4.8) 

Thus, oa is the maximum allowable uncertainty of percent cloud area such 

that an accuracy of oQ IR = ~0.2°C per day may be achieved for the layer 

to which Q1R pertains. It is always assumed that the area not occupied 

by the cloud is clear. That is, if the cloud cover ;s 20% then the 

other 80% is clear. This is done in order to normalize the results. 

Fig. 16 displays the oa requirement to deduce the TQ 1R to within ~0.2°C 
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Figure 16. Magnitude of the maximum uncertainty allowed in the 
specification of percent area cloud cover, such that 
an accuracy of oTQIR = +O.2°C o day-l may be achieved 
for the total atmospherIc column, as a function of 
cloud top height for various cloud thicknesses and 
effective infrared broadband emissivities. (i .e., 
if oa = ~ x%, then I~ ~al = x%) 



-54-

per day for clouds of various emissivities and thicknesses as a function 

of PeT' A value of oa > +50% implies that the TQ 1R is insensitive to the 

amount of cloud. It is seen that water clouds and very optically thin 

clouds do not alter the TQ 1R beyond the ~0.2°C per day limit no matter 

what the areal coverage is. The less the E* of the cloud, the less we 

need to know about the areal coverage. The maximum accuracy of cloud 

area information required is for the high ice cloud, where it must be 

known to approximately ~15%. 

Figure 17 depicts the oa for clouds of various PeT' ~Pc and £* such 

that the proposed Radiation Subprogram accuracy requirement may be ful­

filled for a1l 200 mb thick standard pressure layers. Q1R is relatively 

insensitive to the area cloud cover of lower tropospheric water clouds 

and 111gh, very optically thin ice clouds. In genera1, the areal cloud 

cover must be known to better than approximately ~10% for middle and 

upper tropospheric clouds. The most sensitive layers are the layer the 

cloud occurs within and the layers below. 

The percent areal cloud cover for clouds of large vertical extent 

must be known to within +7% to +4% for cloud top ranging from 550 mb to 

150 mb, respectively, 

4. The Multi-Layered Configuration 

Information on c10ud layers existing below cirrus clouds is 

required. Whereas, the addition of single or multiple water clouds 

below a cirrus layer does not substantially alter the TQrR' the vertical 

distribution of QrR is altered. 

This may be seer. in Fig. 18, which is a plot of the infrared heating 

rate, QIR' in each standard pressure layer for various cloud configurations. 
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figure 17. Magnitude of the maximum uncertainty allowed 
in the specification of percent area cloud lover, 
such that an accuracy of oQIR = ~O.2°C·day- may 
be achieved for all standard pressure layers, as 
a function of cloud top height for various cloud 
thicknesses and effective infrared broadband 
emissivities. 
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The emissivity of the cirroform cloud was assumed to be 0.42. The cloud 

top height is 225 mb and the thickness is 50 mb. Thus, it is totally 

within standard layer 2. The water clouds were assumed to have emissiv;ties 

of unity. The cloud top heights are 525 mb, 625 mb s 725 mb~ and 825 mb. 

The cloud thickness is taken as 50 mb for all clouds. Thus, the lower 

level clouds are totaliy contained within standard iayers 3, 4, 4, and 5. 

respectively. It is seen that the layer above the cirroform cloud, layer 

1, is relatively insensitive to additional cloud layers deep within the 

troposphere. It is noted that the sensitivity of upper tropospheric 

layers to the description of upper tropospheric ice clouds remains nearly 

the same as in the case of cirroform clouds only. Since the limiting 

values of OE*, oPc and oa, noted previously, for upper level clouds were 

derived for the most sensitive layer, which, in general, was an upper 

tropospheric layer, the al1o'tJable uncertainty in the desct'iption of cirrus 

clouds remains substantially the same whether it overlies water clouds or 

not. 

An example of the situation of a single water cloud below a cirroform 

layer is plotted as curve 2. The effect of the overlying cirrus cloud is 

to reduce the cooling in the standard layer in which the water cloud occurs. 

In this example, the cooling in layer 3 is reduced by approximately 60%, 

compared to the water cloud only case, curve 6. However, due to the black­

ness of water clouds, the cirrus cloud has no effect on the cooling below 

the water cloud. Referring to Table 3, in most cases, it is the layers 

below which are most sensitive to the specification of the E* of a water 

cloud. Thus, the limiting OE* is nearly the same for the single water cloud 

underlying a cirroform cloud as when there is no cirrus. The oPeT for the 

underlying cloud layer is slightly greater than in the case 'of no cirrus. 
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This is due to the decreased vertical gradient of QIR above the water 

cloud when cirrus clouds are present. It is still critical to know in 

which standard layer the water cloud occurs. The improvement in oPCT 

for the example noted here is only approximately ~2 mb. The uncertainty 

allowed in the percent areal cloud cover of this water cloud alone is 

given as +6% in Fig. 14. This was derived for the most sensitive layer, 

which is the standard pressure layer in which the cloud occurs. In the 

case of overlying cirrus, the most sensitive layer is the standard layer 

below that in which the water cloud occurs. The uncertainty allowed in 

this case is ca = ~8%. Thus, QIR is slightly less sensitive to the areal 

cloud cover prescribed for a water cloud underlying a cirroform cloud 

compared to when there is no overlying cirrus cloud. 

In the situation of multiple water clouds, the description of the 

uppermost water cloud must be accurate to within the limits given above 

for a single water cloud layer or a single water cloud layer underlying 

an ice cloud. If two black water clouds occur within the same standard 

pressure layer, they may be regarded as one cloud with cloud top and 

cloud base corresponding to the top and base of the upper and lower 

cloud, respectively. The limits of allowable uncertainty of the cloud 

description pertain to these boundaries. Curves 3, 4 and 5 in Fig. 18 

correspond to the case of multiple water cloud layers not occurring in 

the same standard pressure layer. In these cases, the OE* for the lower 

water cloud is approximately twice that given in Fig. 12. The oPCT is 

nearly ~50 mb, the oa > ~40% for the lower water cloud when compared to 

the case of the upper water cloud only, curve 2. Thus, in the situation 

of multiple water cloud layers, the required accuracy in the description 

of the lower water cloud layers is much less than for the uppermost layer. 
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C. Sensitivity of the Solar Component 

1. Cloud Radiative Properties 

The significant cloud radiative properties affecting the short wave 

or solar component of the radiative transfer are the cloud reflectivity, Pc' 

the cloud absorptivity, ac ' and the nature of the cloud transmission, 

i.e. direct beam or diffuse. As noted in section IV.B, the large natural 

variability of the microphysical properties of clouds implies a variability 

of cloud optical properties. 

The magnitude of potential errors in QSW due to uncertainty as to 

whether a cloud is a diffuse or direct beam transmitter is shown in 

Fig. 19. This curve was computed for a cloud base of 500 mb. The 

difference in the instantaneous short wave heating rates. QSW (diffuse) -

QSW (direct), is given as a function of solar zenith angle for the 500 mb 

to 700 mb layer. The cloud reflectivity was specified as 0.30 and the 

cloud absorptivity as 0.05. Since this effect is maximized just below 

the cloud, this curve may be regarded as the maximum effect within any 

standard layer. It was found to be representative for a cloud with these 

broadband radiative properties at any level of the atmosphere. Over the 

entire day, the difference averages to approximately O.l°C per day. The 

difference in total solar warming rate, TQSW ' for the total atmospheric 

column, i.e. Po = 1013 mb 

TQSW = J QSW(pl) 
PT = 0.1 mb 

dp' • ( 1 ) 
Po - PT 

(4.9) 

averaged over the day ;s approximately 0.03°C per day. It is seen that 

errors approaching the RSP desired accuracy occur at small zenith angles, 

i.e. during the mid-day hours. However, the reflectivity and absorptivity 

of the cloud were chosen to yield a maximum difference. At larger values 
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of ~ and ac this difference decreases markedly. It must also be noted 

that this curve represents the extremes of the angular distribution of 

solar irradiance transmitted by a cloud, i.e, purely direct or purely 

diffuse. It is probable that most natural clouds fall within these 

extremes. Furthermore, the degree of diffusivity of the transmitted 

irradiance is likely to be positively correlated with cloud reflectivity, 

i.e. clouds with large reflectivities in the short wave may be assumed to 

be diffuse transmitters. Some manner of relating these quantities is 

needed if the RSP objectives are to be met on a time reso1ution exceeding 

three hours. For the remainder of this chapter, all clouds are assumed 

to be diffuse transmitters, and all short wave heating rates are the 

total integrated heating per day. To interpret these data for average 

instantaneous conditions during the daylight hours, the reader should 

consult section IV.A. 

The maximum uncertainty in cloud absorptivity, cac ' allowed in order 

to achieve an accuracy of 8QSW = ~O.2°C per day for all standard pressure 

layers is approximately ~0.01 for very high clouds and approximately 

+0.015 for very low clouds. To convert to power units, mUltiply by the 

daily incident solar irradiance at cloud top as in Eq. 4.5. The standard 

layers below the cloud layer are relatively insensitive when compared to 

the cloud layer. 

In Fig. 20, the maximum allowable uncertainty in cloud reflectivity, 

oPe' such that QSW may be determined to within +O.2°C per day for 200 mb 

thick atmospheric layers is given as a function of cloud top height. 

Variations of absorptivity do not affect the sensitivity. These data are tre 

result of computations based on a standard pressure layer scheme and also 

on a cloud centered scheme. Thus, they represent the maximum allowable 
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uncertainty even in the case of close proximity of cloud boundaries and 

standard pressure layer boundaries. Naximum sensitivity occurs in the 

cases of very high clouds and very low clouds. For the very high clouds, 

the layer most sensitive is standard layer 3. This may be seen in Fig. 21, 

where the curve represents the maximum a 11 owab 1 e uncerta; nty such that 

the RSP desired accuracy may be fulfilled for each standard pressure 

layer in the case of a cloud top of 150 mb. Layer 2 is less sensitive 

because of its significantly smaller water vapor mass compared to layer 3. 

The sensitivity of lower layers is somewhat less. This is due to the 

spectral nature of the gaseous absorption. For mid-tropospheric clouds, 

the layer of maximum sensitivity is the sub-cloud layer where large values 

of Pc greatly suppress the short wave heating. As a cloud is imbedded 

deeper and deeper into the lower tropospheric water vapor mass, the 

above-cloud layer sensitivity increases until it is of equal magnitude 

and opposite sign compared to the sub-cloud layer sensitivity for cloud 

top below about 700 mb. Since the sensitivity is of opposite sign in the 

regions above the cloud and of equal magnitude, if a lOVier "level cloud 

occurs in the center of a standard pressure layer, then the sensitivity 

of this layer to uncertainty in cloud reflectivity is greatly decreased. 

The maximum sensitivity is then found in the next standard layer below. 

This maximum sensitivity is oPc ~ ~ 0.32 or greater in all cases. Thus, 

for clouds whose boundaries are in close proximity to standard pressure 

levels, the proper specification of cloud reflectivity is more critical. 

Korb and Moller (1962) have performed theoretical computations of 

the broadband absorptivity and reflectivity of model clouds. They have 

reported solar absorption of from 0.07 to 0.21 and reflectivity of from 

0.33 to 0.82 for their model clouds. These values correspond well with 
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those summarized by Kondratyev (1969) from observational and theoretical 

work. Kondratyev (1969) and Fleming and Cox (1973) have noted the 

dependence of ac and Pc on solar zenith angle. Thus, there exists a 

relatively wide range of values of ac and Pc for natural clouds when 

compared to the accuracy with which they must be known for our purposes. 

Therefore, it is evident that some method of specifying these quantities 

from the field data is needed. 

2. Cloud Height 

To determine the sensitivity of the short wave radiative warming of 

the atmosphere to uncertainties in the vertical location of a cloud, 

tests were made using a cloud with a reflectivity of 0.5 and an 

absorptivity of 0.05 and 0.10. 

In Fig. 22, the TQsw as a function of cloud top pressure, PeT' is 

shown. The range of heating rates for a cloud top of from 925 mb to 150 

mb and oac = ~0.025 does not exceed ~O.2°C per day. The shape of these 

curves is representative for any ac' The maximum slope occurs at about 

350 mb and implies a oPCT = ~295 rob to fulfill this accuracy requirement. 

As in the long wave case, it is imperative that the standard layer 

in which the cloud occurs is known. If a cloud straddles a standard 

pressure level, the distance from that level to cloud top must be known 

such that a proper partitioning of the in-cloud absorption between the 

two layers may be accomplished. If a cloud top is more than 1000 m above 

a standard level, then the absorption is primarily in the upper layer. 

This may be inferred from the data presented by Korb and Moller (1962). 

Once the standard layer in which the cloud occurs is determined, the allow­

able uncertainty in the location of that cloud within that layer such that 
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Figure 22. Daily short wave heating rate for the total atmospheric 
column as a function of cloud top height for clouds with 
short wave broadband absorptivities of 0.05 and 1.10. 
The clear sky short wave heating is noted. 
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Qsw may be determined to within ~0.2°C per day for all standard layers 

may be seen in Fig. 23. A relative minima of oPeT = ~55 mb occurs for 

clouds in the 400 mb to 600 mb layer. It is evident that simply locating 

in which layer the cloud occurs is nearly sufficient except in the case 

of boundary proximity to a standard level. The only effect of increasing 

the cloud absorptivity is to increase the sensitivity when the cloud 

boundary is in close proximity to a standard pressure level. The 

sensitivity tends to decrease slightly with increasing cloud reflectivity. 

This is particularly true of upper and middle tropospheric c1ouds. 

3. Areal Cloud Cover 

The tolerable uncertainty of areal cloud cover, as is used here, is 

identical with that given by Eq. 4.8 except that QSW was subtituted for 

QIR' Thus, the results are normalized to the clear sky case, as before. 

The cloud reflectivity was assumed to be 0.5. Effects due to variations 

of this quantity are discussed below. 

For clouds with absorptivities ranging from 0.025 to 0.20, the areal 

cloud cover need not be known to better than aa = +50% to deduce the TQ IR 

to within +O.2°C per day for clouds at any level of the tropical atmo­

sphere. Figure 24 displays the aa required to achieve an accuracy of 

oQSW = ~0.2°C per day for all standard pressure layers for ac = 0.025, 

0.05 and 0.1. The plotted points correspond to the accuracy needed for 

the standard layer in which the cloud occurs. The standard layers above 

and below the cloud layer are relatively insensitive. It is noted that 

as cloud top approaches the lower boundary of a layer, the sensitivity is 

maximized. This is because both the heating due to cloud absorption and 

increased heating above the cloud due to the reflected irradiance are 
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Figure 23. Magnitude of the maximum allowable uncertainty in the 
location of cloud top height within a stand~rd layer, 
such that an accuracy of oQSW = ~O.2°C·day- may be 
achieved for all standard layers. 
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Figure 24. Magnitude of the maximum allowable uncertainty in the 

specification of areal cloud c~ver, such that an 
accuracy of oQsw = +0.2°C o day- may be achieved, as a 
function of cloud top height for various values of 
cloud short wave absorptivity and a cloud short wave 
reflectivity of 0.50. 
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concentrated within that layer. Thus, the maximum accuracy required is 

oa ~ +30%, ~20%, and ~10% for cloud absorptivities of ac = 0.025, 0.05, 

and 0.10, respectively. 

A higher value of cloud reflectivity increases the sensitivity in 

the standard layer above that in which the cloud occurs; very high values 

of Pc increase substantially the sensitivity of the standard layers below 

the cloud layer. However, in the case of high cloud reflectivity, the 

cloud absorptivity is large, as in the case of a cloud of large vertical 

extent. Thus, the cloud layer still predominates in this regard. There­

fore, even for the case of high cloud reflectivity, the above limiting 

values are representative. For lower values of cloud reflectivity, 

consider that a cloud which reflects only a small portion of the incident 

solar irradiance also absorbs only a small portion; therefore, the cloud 

layer sensitivity decreases. 

4. The Multi-Layered Configuration 

In the situation of multiple cloud layers, the uncertainty allowed 

in the description of the upper-most cloud layer, i.e. oac' oPc' oa, 

oPeT' remains the same as in the case of a single cloud layer. Since an 

overlying cloud layer decreases the solar irradiance available to interact 

with lower level cloud layers, the sensitivity of Qsw to the description 

of the lower cloud layer is also decreased. This relation may be approxi-

mated by 

ox I 

U 
= { 1 } oX 

(1 - a - P ) u o 0 
(4.10) 

where x is one of the factors needed for the c10ud description, i.e. ac ' 

Pc' PCT' a; and u and 0 refer to the underlying and overlying cloud layers. 

respectively. Thus, for example, in the case of a cirrus cloud with 
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Pc = 0.3 and ac = 0.05, the uncertainty allowed ;n the specification of 

the absorptivity of an underlying water cloud at 900 mb may be approximated 

as oa I = +0.023. This compares to a value of oa = +0.015, when there is c - c -

no overlying c10ud layer. 

For clouds of similar microphysical properties, which may be 

anticipated to have similar spectral interaction with the irradiance 

fields, the radiative properties prescribed for the lower layer in a 

multilayered configuration should be less in magnitude than in the case 

of a single cloud layer. 



V. IMPLICATIONS FOR AN OBJECTIVE CLOUD FIELD DETERMINATION 

A. Cloud Radiative Properties 

Based on the foregoing analyses, it is evident that if the RSP ob­

jectives are to be met, then it is imperative that information as to the 

infrared emissivity, short wave absorptivity and reflectivity, and dif­

fusivity of transmitted short wave irradiance associated with the cloud· 

fields be generated. Further efforts should be made to explicitly quantify 

relationships among the radiative properties for particular cloud types by 

theoretical or observational means. Various authors (e.g. Korb and Moller 

(1962), Davis (1970), Hansen (1971), Hunt (1973), Shenk and Curran (1973), 

and Platt (1974, 1975)) have presented data from which such relationships 

could be derived. However, their data are limited to the particular mod­

el or natural clouds considered and in some cases to small spectral inter­

vals. It is unlikely that they are representative for all the major cloud 

forms occurring in the GATE area. It may be concluded from their results 

that the general relationship of a positive correlation of E*, ac ' and Pc 

for a given cloud type exists, 

dE* dE* apc apc aac aac sa '3p 'aa' dE* , -d - and ~ > o. c c C Pc E 
i . e. (5.1) 

It may also be seen that, 

aE* aa apc 
d{~PC) , a(~~) and a(~p) ~ O. 

c c 
(5.2) 

Thus, for example, a thick water cloud tends to have a large E* approaching 

unity. The short wave absorptivity and reflectivity are also maximized~ and 

the transmitted solar irradiance is predominantly diffuse. Knowledge of the 

exact magnitude of the terms in Eq. 5.2 along with appropriate boundary 

conditions for various cloud types would enable the radiative properties 

to be specified as a function of basic parameters, such as PCT and ~pc. 

-72-
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For the nighttime situation, only the s* must be specified. The s* 

prescribed must meet the tolerances given in IV.B.l. 

For the daytime situation, s*, ac ' and Pc must be specified. It is 

likely that equations utilizing the coefficients given in Eq. 5.1 and 

5.2 will be used to deduce the radiative properties of clouds from 

observations of one or more of the quantities a ~ P , s*, PeT. and 6P . 
C c I c 

If it is hypothesized that the correct magnitudes of the coefficients 

and the appropriate boundary conditions are known for the various cloud 

forms, then a decrease in the sensitivity of QR to the specification of 

the cloud radiative properties results. That is, if an overestimate is 

made of the s* of a cloud then the estimates of ac and Pc are also too 

large. However, a positive error in each of these quantities results in 

corresponding errors in QR which tend to cancel in some of the different 

layers. 

For example, the maximum allowable uncertainty in s*, ac and Pc such 

that QR may be determined to within ~y.2°C per day for a cloud with PCT = 

500 mb and Llpc = 100 mb for the 200 mb thick layers above and belo'w the 

cloud and for the cloud layer itself, is shown in Fig. 25. An asterisk 

implies no significant dependency. These maximum allowable uncertainties 

were derived independently as in previous sections. It is noted that the 

magnitudes of os*, oac and oPe are not directly comparable. An absolute 

error in s* is not numerically equivalent to the absolute error in ac or 

Pc but is dependent upon the hypothesized formulation. Thus, an error 

in s* of +0.20 may correspond to errors in ac and Pc of +0.05 and +0.10, 

respectively. Considering the above cloud layer, a positive error in s* 

and Pc results in a positive error in QR for this layer. The errors due 

to the overestimation of each radiative property are of the same sign and 

cumulative. However, this is the least sensitive layer. 
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300mb - - - - -- - - - ------

500mb 

+0.025 
~ Pc = 100mb 

600mb 1 

4--0.052 

+ _0.012 

+0.33 

+0.31 

800mb------------­
*=NO SIGNIFICANT EFFECT. 

Figure 25. Maximum allowable uncertainty in the infrared and short wave 
radiative properties of a 100 mb thick cloud with cloud top 
of 500 mb, such that an accuracy of oQIR = oQS = ~0.2°C·day 
may be achieved for the cloud layer and the 20~ mb thick 
layers immediately above and below the cloud. An asterisk 
denotes no significant requirement. 
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~0r the cloud layer, the induced errors in OR due to the positive 

err~rs in E* and ac are Of opposite sign. A cancellatior ~akes place. 

Thus, ?R in this laj~r is less sensitive to consistent errors in s* and 

ac than to independent errors. The below cloud layer is sensitive to the 

. * ~ c , ~c' and r specified . 
"c 

However, as in the claud layer, the errors 

induced in the short wave at least partially carleel the error induced in 

the long wave region. Thus, the two layers exhibiting the largest 

sensitivity to the cloud radiative properties prescribed are less sensi-

tive in the daytime if the radiative properties are specified in a con-

sistent fashion. Therefore, the maximum allowable uncertainty of the 

radiative properties is larger in the daytime than at night. 

In lieu of the development of adequate methods of specifying the 

radiative properties of clouds, any data pertaining to these quantities 

should be retained in an objective cloud field determination. 

B. Cloud Height 

With respect to the nighttime situation, the results given in 

section IV.B.2 are definitive. For the daytime, the long wave and short 

wave analyses must be combined. In Fig. 26, the allowable uncertainty 

of cloud top pressure such that an accuracy of oQR = ~O.2°C per day may 

be achieved for all standard pressure layers as a function of the layer 

in which the cloud occurs is shown by the solid curves. It was assumed 

that the standard layer in which the cloud occurs ;s known. For compar­

ison, the results shown in Figs. 14 and 23, which were derived for oQ 1R = 

oQSW = ~O.2°C per day for all standard layers, are shown as dotted and 

dashed curves, respectively. The set of curves represents the cases of a 

thin ice cloud, a thick ice cloud, and a typical water cloud. 
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It is evident that in the daytime case, the location of cloud top 

need not be as precise as in the nighttime case. As noted previously, 

the standard pressure layer in which the cloud occurs must be known to 

avoid large errors in the vertical distribution of QR" The allowable 

uncertainty of the cloud location when the cloud is within 500 m to 

1000 m of a standard pressure level is on the order of +100 m .. This 

is true for both the nighttime and daytime cases. 

C. Area Cloud Cover 

The results given in section IV.B.3 describe the sensitivity in the 

nighttime situation. For the daytime case, the allowable uncertainty 

in areal cloud cover in percent as a function of cloud top pressure is 

shown in Fig. 27 for the case of water clouds and thick and thin ice 

clouds. Compared to the nighttime case, Fig. 17, more information is 

required for the lower tropospheric water clouds and very high ice clouds. 

Less information ;s required as to the area cloud cover of ice clouds in 

the 200 mb to 400 mb layer. For the situation of middle tropospheric 

water clouds, there is no real difference. The slope of the curves tends 

to change in the vicinity of the standard pressure levels. This is 

particularly true at upper and middle levels. This is a reflection of 

the change in the standard pressure layer in which the cloud occurs and, 

thus, the change in the relative position of the cloud within the layer 

in which it occurs. Errors in the areal cloud cover exceeding 

approximately +10% to ~ one octal can be expected to seriously compromise 

a radiative divergence calculation. 
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Figure 27. Magnitude of the maximum allowable uncertainty in 
the specification of areal cloud cover, such that 
an accuracy of oQR = +O.2°C o day-l may be achieved 
for all standard layers, as a function of cloud top 
height for clouds which possess the infrared and 
short wave radiative properties and cloud thicknesses 
as noted. 
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D. Simultaneous Uncertainty of Various Cloud Parameters 

The previous analyses were performed by determining the sensitivity 

of QR' QSW ' and QrR to uncertainties in the cloud radiative properties, 

cloud height, and areal cloud cover in an independent fashion where some 

or all factors relating to the cloud field description other than that 

being tested were held constant. An objective analysis scheme, which 

generates a description of the cloud fields from field data, is likely 

to exhibit some uncertainty in all factors simultaneously', However, in 

the process of generating the cloud field description, some factors may 

be determined in a dependent manner. Thus, the case of multiple 

uncertainty and particularly the case of dependent uncertainties must be 

evaluated in light of the RSP accuracy requirements. To this purpose, 

three example cases are presented. In Table 6, the values of os*, oPCT' 

and oa are given for each standard layer for the situation of cloud top 

at 200 mb, 500 mb, and 800 mb, respectively. All clouds were assumed to 

be 100 mb thick. The data entries are the maximum uncertainty allowed 

in s*, PCT' and a of the given cloud such that an accuracy of oQ IR = 

~O.2°C.day-l may be achieved for the layer. They result from the analyses 

reported in section IV.B. The layer in which the cloud occurs was assumed 

to be known. Thus, the values of 08*, oPCT' and oa quantify' the degree of 

sensitivity of QIR to each factor. Large values should be viewed in this 

light. These examples portray the nighttime situation. 

Considering the case of cloud top of 200 mb, the sign of each 

allowable uncertainty given in Table 6 is the same in all standard layers 

except in layers 1 and 2, where the sign of cPCT is opposite to that of 

OE* and ca. This implies that an error in QrR due to an overestimate! 

underestimate of anyone factor is at least partially compensated in 
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Table 6. Maximum allowable uncertainty in the specification of the 
effective infrared broadband emissivity, o€*, the cloud top 
location, oPCT, and the areal cloud cover, oa, of a cloud to 
achieve an accuracy of oQR = oQIR = to.2°C-day-l for each 
standard layer and the total atmospheric column for clouds 
contained within standard layers 2, 3, and 5, i.e. approximate 
cloud top heights of 200 mb, 500 mb, and 800 mb, respectively. 
Table 6 is continued on the next page. 
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PCT = 200 mb, ~Pc = 100 mb 

LAYER os* oPCP (mb) Oct, (%) OCt, (%) 

E* = 0.5 E* = 1.0 E* = 0.5 

+0.15 +100 +66 +35 
2 +0.08 + 10 +30 +15 

3 +0.13 + 50 +25 +13 - -
4 +0.15 + 57 +23 +13 
5 +0.19 +104 +20 +13 

TQ IR +0.20 +127 +36 +19 

PCT = 500 mb, ~Pc = 100 mb 

LAYER os* oPCP (mb) Oct, (%) oa, (%) 

s* = 1.0 s* = 0.5 s* = 1.0 

+2.81 +604 +98 +84 

2 +1.74 +738 +282 +153 

3 +0.04 +13 +34 +6 
4 +0.04 + 36 +23 + 7 

5 +0.16 + 70 +11 + 9 

TQ IR +0.76 +290 +110 +71 

PCT = 800 mb, 6PC = 100 mb 

LAYER os* oPCP (mb) oct, (%) oCt, (%) 

E* = 1.0 s* = 0.5 s* = 1.0 

+5.16 +604 +172 +147 

2 +16.0 +738 +556 +500 

3 +2.91 +165 +350 +286 

4 +0.15 +120 +180 "+ 56 

5 +0.16 + 33 + 98 + 24 

TQ IR +8.0 +290 +298 +364 
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layers 3, 4, and 5 if there is a corresponding underestimate/overestimate 

of either of the other two factors. However, the standard layer most 

sensitive to an error in either of these quantities differs according 

to the factor considered. Layer 2 is most sensitive to errors in s* or 

PCT' Lower tropospheric layers are most sensitive to errors in a. Note 

that a positive error in PeT implies the cloud height estimate ;s lower 

in the troposphere than it actually is. One of the primary data sources 

for an objective cloud field determination scheme, particularly at upper 

levels, ;s the infrared satellite observations. In the interpretation 

of such data, the s*, PCT and a of clouds are solved for in a dependent 

fashion (Smith, et al., 1974). The infrared radiative flux, Ho' which 

the satellite sensor samples, may be approximated in a gross way as: 

where Hs is the upward infrared flux from the earth's surface and the 

lower troposphere, a is the Stefan-Boltzman constant, and TCT is the 

cloud top temperature. It is noted that Hs ~ Ho and Hs ~ TCT4. Thus, 

a positive/negative error in the estimate of the s* of a cloud results 

in a negative/positive error in the estimate of a and/or a positive/ 

negative error in the estimate of PCT' If, for example, the estimate of 

s* for a moderately thick upper tropospheric cloud is 0.08 too high, 

then the induced error in QrR' in °Coday-l ~ is -0.11, +.20, +0.12, +0.11, 

and +0.09 for layers 1 through 5, respectively. However, if the over-

estimate of s* generates an overestimate of PCT of 10 mb, then the 

induced error in QIR through the cumulative effect of the errors in both 

s* and PeT is -0.15, 0.0, +0.16, +0.14, and +O.ll°C.day-l for layers 1-5, 

respectively. Thus~ in the case of a dependent relation between errors 
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in s* and PCT ' there is a degradation in layers 1, 3, 4 and 5. Schemes 

solving for s* and PCT in a dependent manner tend to minimize the effect 

of any errors in the layer in which the cloud occurs. However, the error 

in all other layers is increased. In the same way, if an error in the 

estimate of s* of +0.08 generates an error in a of -20%~ then the 

resultant cumulative error in QIR is +0.05, +0.07, -0.04, -0.06, and 

-O.1,oC o day-l for layers 1-5, respectively. Thus, in the case of a 

dependent relation between errors in e* and a~ there is improvement in 

the accuracy of QIR in all layers except for layer 5, where there is a 

slight decrease in the accuracy. For no layer does the cumu1ative error 

exceed the RSP accuracy requirements. This implies that schemes solving 

for e* and a in a dependent fashion tend to reduce the error in QrR at 

most levels and, consequently, satisfy the RSP requirements. The same 

general conclusions result in the case of a cloud in 1ayer 1. The 

cumulative error in layers 2-5 is large if e* and PCT are deduced in a 

dependent fashion. The error in QrR is reduced in all layers in the 

case of a dependent solution for e* and a. Layer 2 exhibits the largest 

error in this case. Therefore, any objective cloud field determination 

scheme relying on satellite data to generate upper level cloud field 

statistics should attempt to specify the cloud height and also thickness 

from independent data sources such as rawinsonde and aircraft observations. 

If this is done, then the infrared satellite data may be used to generate 

values of e* and a in a dependent manner. This would assure the highest 

degree of accuracy in the determination of QIR' 

Consider the case of a thick mid-tropospheric cloud. For a cloud 

top of 500 mb, layers 1 and 2 are virtually completely insensitive to 

errors in the estimate of E*, PeT' and a. The sign of each allowable 
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uncertainty in layers 3, 4, and 5 are the same. Therefore, in all 

layers where there is a significant effect, an underestimate/overestimate 

of anyone parameter is at least partially compensated if there is a 

corresponding overestimate/underestimate of either of the other two 

factors. If, for example, an overestimate of E* of 0.04 is made, then 

the resultant error in QrR is -0.20, +0.12, +O.02°C o day-l for layers 3, 

4, and 5, respectively. An error in E* of +0.04 and a consequent error 

in PeT of +13 mb induces a cumulative error in QrR of -0.4, +0.2, and 

+0.05°C.day-l in layers 3, 4, and 5, respectively. An error inE* of 

+0.04 and a consequent error in a of -6% induce a cumulative error in 

QIR of 0.0, -0.05, and -0.12°C.day-l for layers 3, 4, and 5, respectively. 

Thus, if £* and PCT are generated in a dependent fashion, then there is 

substantial degradation in the accuracy of QrR in all ·Iayers where there 

is a significant sensitivity. This is particularly true for the layer 

in which the cloud occurs. If E* and a are generated in a dependent 

fashion) then there is substantial improvement in the accuracy of QIR 
in layers 3 and 4. However, the high sensitivity of layer 5 to errors 

in a, coupled with the decreased sensitivity to £* in this layer, results 

in an increase in the cumulative error in QrR in this layer. Therefore, 

an objective cloud field determination scheme which generates E* and a 

in a dependent fashion, as from satellite infrared data. for middle 

tropospheric clouds may yield a much higher degree of accuracy in the 

resultant QrR values compared to a scheme which generates these parameters 

in an independent fashion. This implies that such a scheme should attempt 

to use such data sources whenever possible, when attempting to deduce 

statistics relating to middle tropospheric clouds. As in the case of 

high cloudiness, independent information as to the proper PeT is more 

desirable than for a. 
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It may also be noted here that if the assumption of an E* = 1.0 for 

a tropical water cloud is employed, which may tend to be slightly too 

high, and the cloud top height is determined from radar data, which tends 

to give a positive error in PeT (Mason, 1971; and Sattan, 1973), then the 

cumulative errors in QIR due to each of these factors are in the same 

direction. Thus, much care is required in the interpretation of radar 

data with the above assumption to avoid large errors in QIR' If radar 

data is used to estimate a, which tends to underestimate a, and 8* is 

assumed to be unity, then the cumulative errors in Q1R due to each of 

these factors are in the opposite direction. Thus, there is a favorable 

aspect in utilizing radar data to estimate a if there is a tendency to 

overestimate £*. 

In the case of the lower tropospheric cloud with cloud top of 800 mb, 

layers 1, 2, and 3 are very insensitive to the specification of either 

E*, PeT' or a. Moreover, layer 4 is relatively insensitive to the PeT 

or a prescribed. In layers 4 and 5 the sign of the allowable uncertainty 

of 8* and a given in Table 6 is the same, the sign of oPCT is the opposite. 

As before, this implies that if E*, PCT' and a are solved for in a 

dependent fashion from the satellite data, then the induced error in QIR 
is less than the case of independent errors. However, it is unlikely that 

satellite data could be used to generate cloud statistics for such low 

clouds. The presence of overlying clouds or haze, which are relatively 

active in the "atmospheric window", greatly limits the usefulness of 

satellite observations. Therefore, it may not be possible to determine 

E*, PeT' and a in a dependent fashion at lower levels. If the values of 

E*, PeT' and a are generated from independent information at this or any 

level of the troposphere, the allowable uncertainty of E* is bOE*, of PeT 
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is cePeT' and of a is dca, where b + c + d = 1.0 and the 8 values are 

those limiting values given previously. Thus) it is desirable to know 

as many parameters as accurately as possible so that the tolerable uncer­

tainty in anyone parameter, which may be very difficult to evaluate 

from the field data, ;s as large as possible. In this way, the Radiation 

Subprogram desired accuracy is most likely to be met. 

For the daytime situation, the effect described in section V.A. must 

be combined with the results given in sections IV.D.2 and IV.D.3. It is 

unrealistic to attempt to quantitatively evaluate the cumulative effect 

of multi-uncertainty in the estimate of cloud field parameters at this 

time due to the lack of adequate knowledge of the relationship of s*, ac ' 

and Pc postulated in section V.A. However, a qualitative understanding 

of the cumulative effects of multi-uncertainty may be gained by comparing 

the values listed in Table 7 to those given in Table 6. The data entries 

in Table 7 are the maximum allowable uncertainty of E*, PeT' and a such 

that an accuracy of ~O.2°C.day-l may be achieved in a determination of 

QR' The same example cases are considered. The cloud top heights and 

thicknesses are the same. Additionally, in Table 7, in the deter.mination 

of oPCT and oa for the cloud at 200 mb, the cloud was assumed to have a 

long wave emissivity of 0.5 and a short wave reflectivity of 0.5 and a 

short wave absorptivity of 0.1. For clo~d top at 500 mb and 800 mb, 

6PCT and co. were determined for a cloud with E* = 1.0, Pc = 0.5, and 

ac = 0.1. The values of os* are the same as given in Table 6. 

In the case of the cloud at 200 mb. if the uncertainty in s* is 

coupled to the uncertainty in ae and Pc as in section V.A., then the net 

effect of a consistent simultaneous error in E*. a , and p may be rep-e c 

resented by increasing the value of os* in layers 2, 3, 4, and 5. The 
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Table 7. Same as Table 6, except for an accuracy of o(QIR + QSW) = 
oQR = ~0.2°C.day-l. Note the values of oPCT and o~ were 
derived for clouds with a = 0.10 and p = 0.50. Table 7 
;s continued on the next page. 
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PeT = 200 mb, APe = 100 mb 

LAYER oe:* eSPeT' (mb) oCt., (%) 

e:* = 0.5 e:* = 0.5 

, 
+0.15 +128 +232 I 

2 +0.08 +" 25 + 9 -
3 +0.13 + 58 + 79 

4 +0.15 + 56 + 53 

5 +0.19 +72 + 29 
I 

I 'TQ R +0.20 +105 + 27 

1 PeT = 500 mb, APe = 100 mb 

LAYER oe:* 8PCT' (mb) oCt., (%) 

e:* = 1.0 e:* = 1.0 

1 +2.81 +625 +126 

2 +1.74 >+1000 +541 

3 +0.04 +190 +17 
4 +0.04 + 45 + 9 -

I 
5 +0.16 +555 + 9 -

rQR +0.76 +195 + 34 
! 

PCT = 800 mb~ APc = 100 mb 

LAYER ae:* apCT' (mb) oCt., (%) 

e:* = 1.0 E:* = 1.0 

1 +5.16 +1000 +303 
2 +16.0 >+1000 >+500 
3 +2.91 >+1000 >+500 

4 +0.15 + 47 +286 -I 

l 
5 +0.16 + 30 + 8 -

TQR 
+8.0 >+1000 + 45 
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sign remains the same for all layers and for layers 2 and 3 the increase 

may be as much as a factor of 2. The value of o£* in layer 1 decreases 

slightly. This implies that the sensitivity of all layers is nearly the 

same. The values of oPCT and oa for the daytime case are all of the same 

sign as in the nighttime case. Thus, the same general conclusions as in 

the nighttime case are also valid in the daytime. The magnitude of oPCT 

is greater in the upper troposphere~ nearly the same in the middle 

troposphere and less in the lower troposphere. The magnitude of oa is 

greater in all layers except layer 2, in which the cloud occurs. The 

net effect is that due to the nearly equal values of o£* at all levels 

and the greatly variable values of .oPCT and oa, the cumulative error in 

QR generated by solving for the cloud parameters in a dependent fashion 

is larger in most layers than in the nighttime case. 

For the case of a middle tropospheric cloud with top at 500 mb, 

consistent errors in s*, ac ' and Pc may be represented by slightly 

decreasing the values of O£* in layers 1 and 2, increasing by as much 

as a factor of 2 the values in layers 3 and 4, and slightly increasing 

the value of O£* in layer 5. The signs of oPCT and oa are the same as 

in the nighttime case and the magnitudes are somewhat larger. Noting 

the relative magnitudes for the various layers, the cumulative error in 

QR may best be minimized if £* and a are generated in a dependent manner. 

Conversely, if s* and PCT are generated in a dependent manner, the 

cumulative error in QR in the lowest layers is even larger than in 

the nighttime case. 

For the case of a lower tropospheric cloud with cloud top of 800 mb, 

the values of os*, in the same sense as above, are of the same sign and 

smaller above the cloud top level, when compared to the nighttime case. 
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The value of oe* in layer' 4 may be less than that listed in Table 7 by 

a factor of 0.5. The value af oe* in layer 5 ;s somewhat larger. The 

values of oPeT are of the same sign and larger compared to the nighttime 

situation. The sensitivity of QR to a in layer 5 is greatly increased. 

Due to the large inconsistent variance of the reiative magnitudes of oe*, 

oPeT' and oa in the lowest 1ayers, the utilization of an objective 

scheme for specifying e*, PCT' and Cl in a dependent fashion would yield 

no improvement and possibly generate greater inaccuracies in QR when 

compared to an independent method of specifying e*, PCT' and a. 

If these results are incorporated into sate11ite data analysis 

techniques, improvement in the interpretation of satellite radiometric 

data in the case of broken clouds at sub-satellite resolution may result. 

In particular, bi-spectral methods, which generate cloud field data at a 

resolution exceeding sensor resolution, such as in Reynolds and 

Vonder Haar (1976), should be modified to ref1ect these conclusions. It 

must be noted that improvement results only in the application to a 

radiative heating rate determination. In the absolute sense, the 

accuracy in the estimate of o:*,PCT and a may not be increased. 

E. Resolution, Accuracy, and Scale 

As was stated at the beginning of Chapter 4, it is unrealistic to 

attempt to formulate an objective cloud field determination scheme, 

which would resolve all c10ud features in detail for the GATE AlB and 

8-sca1es, The 1imit on the spaCial reso1ution of satellite observations, 

the significant distance between surface observations, the restricted 

time coverage of aircraft observations, and the response characteristics 

of radar observations necessitate this conclusion. To specify in detail 
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the radiative properties of the clouds, on an individual basis, poses an 

even greater problem due to the limited observations and large variability. 

Even if these data could be generated, a statistical stratification into 

more general classifications would be required to make it feasible to 

apply any of the proposed methods of computing the radiative divergence 

on the proposed scale. A more acceptable method of specifying the cloud 

fields is to attempt to determine the mean statistics directly. One may, 

from the limited observations. be able to typify the cloud structure 

within limited volumes. In the same way, the mean radiative properties 

associated with the various cloud structures could be more readily deduced 

from the observations. In regions where the radiative properties of 

specific clouds were not observed, values observed as typical of such 

cloud forms could be assigned. For small volumes, the data generated in 

this manner may be substantially in error. However, the larger the volume 

and, consequently, the more observations available, the greater the 

probability that the mean statistics are representative of the cloud 

structure within that volume. Thus, more confidence may be placed ;n 

the resultant values of QR for the resolution proposed in Fig. 4, than 

in the values of QR generated for the various structures and sub-volumes 

within these grid volumes. In a similar manner, the mean radiative 

divergence for a 10 x 10 grid volume is likely to be more accurate than 

the values specified for the 0.5 0 x 0.5 0 volumes. The point ;s that the 

cumulative effect of truly random errors is to approach the mean as the 

sampling volume is increased. 

The accuracies to which cloud parameters must be specified to achieve 

an accuracy of oQR = ~0.2°C.day-l, as have been reported in this work, 
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are applicable to the mean statistics of these parameters as well as for 

the individual cloud. The true value of such an approach is particularly 

evident in the case of cloud boundary proximity to a standard pressure 

level, where the values of QR for both layers are extremely sensitive to 

the exact boundary location. A knowledge of the mean cloud height and 

an estimation of its variance allows for a suitable partitioning of QR 
for the two layers. 

Systematic or bias errors may be corrected by a comparison of 

deduced and observed values of QR for specific times when a dense 

observing network (multiple aircraft missions) was deployed. 

Studies of C-scale phenomena require a greater spacial and temporal 

resolution to adequately describe the phenomena. To achieve a resolution 

campatible with the requirements of C-scale studies, requires a different 

approach. The surface observing network was more dense than on the 

larger scale. Additionally, for limited times, aircraft observations of 

state parameters, clouds and the radiative fluxes were made at as many 

as five different flight levels, concurrently. Thus, the resolution of 

input parameters to a computational method is quite good. The ~ccuracy 

of these data should also be enhanced due to the density of observations. 

It may, therefore, be possible to generate the fields of radiative 

heating at this resolution by more detailed computations. Such deter­

minations could be readily verified using the direct observations of the 

radiative fields. 



VI. THE SENSITIVITY OF THE RADIATIVE SURFACE FLUXES 

In addition to the determination of the radiative divergence of 

atmospheric layers, the determination of the radiative fluxes at the 

surface is also essential to the fulfillment of the RSP objectives. 

Knowledge of the upward and downward long wave and short wave surface 

fluxes is required for the purposes of the Oceanographic and Boundary 

Layer Subprograms of the GATE. 

Kraus, et ~ (1973) have suggested that a determination of the 

hourly mean surface fluxes is necessary. The observing network, which 

was deployed in the GATE area (Fig. 1), provides a fairly extensive and 

continuous record of the upward and downward radiative fluxes at the 

ocean surface, (Cox and Kraus, 1975). These direct observations 

comprise a basic data set, which is superior in resolution and continuity 

when compared to those available for the radiative divergence determination. 

However, area averaged values of the surface fluxes are needed. The 

horizontal resolution required of a surface flux determination is 

comparable to that required for the radiative divergence determination 

(Fig. 4). Thus, the direct observation may be insufficient to accurately 

specify the hourly mean area averaged surface fluxes on this resolution. 

This is analogous to the radiative divergence determination in that the 

representativeness of the hourly mean fluxes observed at a point for the 

surrounding grid area must be verified. Therefore, analysis techniques, 

which utilize the direct observations and other pertinent meteorological 

data, may be necessary in order to generate the required fields. Kraus, 

et ~ (1973) have stated that the determination of the individual hourly 

mean fluxes should be accurate to within 7 Wo m-2 + 5% of the true value. 

-93-
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That is: 

-2 - H 5 H < + { 7 W -m + 0.0:' . } 
S - - s (6.1) 

where Hs is the upward or downward long wave or short wave radiative flux 

at the surface. 

In this section, the sensitivity of the computed radiative surface 

fluxes to the vertical distribution of temperature, moisture and clouds 

is investigated. 

A. Infrared Upward Irradiance 

The upward long wave radiative flux at the surface, H1R(t}s' is 

primarily a function of the sea surface temperature, Ts ' according to 

the Stefan-Boltzman Law. That is: 

= E:s a Ts 
4 (6.2) 

where E:s is the sea surface broadband long wave emissivity and a ;s the 

Stefan-Boltzman constant. The long wave emissivity of the sea surface 

is very nearly unity (Kondratyev, 1972). Thus, effectively, the sea 

surface temperature is the on1y variab1e quantity on the right hand 

side of Eq. 6.2. Radiometric and thermometric observations of sea 

surface temperature were routinely made from the GATE ships (see GATE 

Report No. 19). A mean map of the sea surface temperature for the tropical 

East Atlantic Ocean for Phase I has been compiled by Nicholson (1975). 

These data were composited from daily maps generated from the ship 

observations. A mean value of ~ +27°C occurred in the GATE B-scale area. 

Variations of from +22°C to +28°C were encountered in the GATE AlB-scale 

area. Employing Eqs. 0.1 and 6.2 for a surface temperature of +25°C, 

a limiting accuracy constraint of ~ ~29°w·m-2 for the upward long wave 

flux determination is found. This implies that the sea surface temperature 
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must be known to within ~ +4.5°C. Thus, even the simple assumption of 

a mean sea surface temperature of +25°C will meet the RSP proposed 

accuracy standard. Therefore, the utilization of observed sea surface 

temperatures and observed upward long wave fluxes should yield results 

which substantially exceed the RSP proposed accuracy for the upward 

long wave surface flux determination. 

B. Infrared Downward Irradiance 

Simplified formulas exist for the determination of the downward 

longwave radiative flux at the surface. Rodgers (1972) and Kondratyev 

(1969) have discussed the accuracy and applicability of such techniques. 

In general, they are based upon the water vapor content and temperature 

of the lowest atmospheric layers. However, the results of numerous 

computations using the radiative transfer model described in section III.A. 

imply that for tropical maritime conditions, the downward long wave 

radiative flux at the surface is relatively invariant. The downward flux 

for the mean model atmosphere (see section IV.A.) was 450 Wo m-2. This 

implies a limiting accuracy constraint of ~ +29 Wom- 2. Computations made 

for black (£*=1.0) clouds existing in the mean model atmosphere at 

heights of from 100 mb to 900 mb yielded long wave downward surface 

fluxes of from 450 Wo m-2 to 452 W.m-2, respectively. Thus, even in the 

case of the low lying black cloud, a change of only + 2 Wo m-2 in the 

downward long wave surface flux results when compared to cloud free 

conditions. Computations for grey (£*=0.5) clouds gave an even smaller 

deviation from the mean case. It may thus be concluded that a knowledge 

of the cloud fields is not required to meet the RSP proposed accuracy 

standard for the downward long wave radiative flux at the surface. Even 
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in the c'ase of an atmosphere, which is saturated at all levels, the 

computed downward surface flux was only 471 W'm-2 or 21 Wo m-2 greater 

than in the mean model case. For an atmosphere which is 20% drier at 

all levels compared to that given in Fig. 9, a downward surface flux of 

443 Wo m- 2 was computed. This is only 7 Wo m- 2 less than in the mean 

case. Computations made for atmospheres~ which are 2c C warmer or cooler 

at all levels compared to the mean atmosphere given in Fig. 9, yielded 
-? 2 surface fluxes of 470 Worn ~ and 448 W'm- ~ respectively. It is noted 

that in none of the above cases does the downward surface flux in the 

infrared vat'y by more than :..29 W.m- 2 from that computed for the mean 

model atmosphere. This relative invariance of the downward long wave 

radiative flux at the surface may be attributed to the high vapor 

pressures and the resulting continuum absorption in the boundary layer. 

The semi-permanent presence of such a layer over the tropical oceans is 

a well-known feature of tropical meteorology (v. Ficker, 1936). It is 

thus evident that if the data on the temperature, humidity and cloud 

fields are generated to the accuracy required for the radiative 

divergence determination (section IV and V), then the accuracy .of 

downward surface flux determinations in the long wave may be expected 

to substantially exceed the proposed accuracy requirement. 

C. Solar Incident Irradiance 

One may deduce the sensitivity of the incident short wave irradiance 

at the surface for a grid area by considering a simple, one layer approx-

imation to the atmospheric radiative transfer processes. That is: 

= 
~CT 

+ { i t (p!). dp I 

t J a 
o 
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(6.3) 

where K(~) is the downward solar irradiance, ta(p) is the broadband 

short wave transmissivity of the free atmosphere, tc(p) is the broadband 

short wave transmissivity of the clouds, a, is the percent area cloud 

cover over the grid area, and p is the pressure. The subscripts s, 0, 

CT, and CB refer to the ocean surface, the top of the atmosphere 

(p ~ a mb), cloud top and cloud base, respectively. It is noted that: 

and P.CB 
tc - J tc(p')odp' = 

PeT 

1 - a - p • c c 

One may also approximate the transmissivity of the free atmosphere in 

the cloudy column as: 

RCT 
JS ta = J ta(p')odp' ta{p')odp', 

a PCB 

Thus, 
K(~)s = K(~)o 0 {ta°(l - a,) + taotc°a,}. (6.4) 

This equation ignores the spectral dependence of the transmissivities. 

Thus, it may tend to underestimate the transmissivity in the cloudy 

column. This implies that the sensitivity of K(~)s to the specification 

of t a , tc and a, is slightly too large in Eq. 6.4. Differentiating 

Eq. 6.4, substituting from Eqs. 6.1 and 6.4 and rearranging terms, yields: 

-2 
= 7 Wom + a 05 K() t o(1-a) + t .t oa, . 0 + 0 

a a c 
(6.5) 



-98-

. -2 
= 7 W~m + 0 05 • • K(+) o{(l-a) + t oa} . La o C 

(6.6) 

7 W'm-2 1 
= K(+) .t 'a + 0.05 • { -a + t } 

o a a C 
(6.7) 

+ 0 a = 
7 W.m-2 + a 05·K'+) ~ft ·(l-a) + t ·t 'a} . . o' a a c 

K(+) • it.t - t } (6.8) 
o a c a 

where the quantities oK(+)o' ota' otc' and oa are the maximum uncertainty 

allowed in the specification of K(+)o' ta' t c' and a in order that K(t)s 

may be determined to within 7 W.m-2 + 5% of its true value. Thus, the IS 

values may be determined for various combinations of the four variables 

t a, t c ' K(+)o and a. 

Consider first the sensitivity of the incident solar irradiance at 

the surface to the specification of the incident solar irradiance at the 

top of the atmosphere {Eq. 6.5}. By simple examination of Eq. 6.5, one 

may see that the less the attenuation (i.e. large t c ' and t a, and small 

a), the more sensitive K(+)s is to K{+)o' In Tab1e 8, values of 6K(+)o 

are given for various combinations of t c ' t a, a. The value of K(+)o was 

assumed to be ~ 500 W m-2. The magnitudes of oK(+)o should be increased 
-2 ' (\ ~ -2 -2 () ~ by 25 W'm for K +J o = 1000 Worn or decreased by 20 W·m for K + 0 = 

100 W·m-2. 

The maximum accuracy required in the specification of K(+)o may be 

determined by evaluating Eq. 6.5 for a = 0, and ta = 0.85. In this case, 

for K(+)o ~ 500 Wo m-2, 8K(+)o = ~33.2 We m-2 or for K(i)o ~ 1000 Wo m-2, 

oK(+)o = ~58.2 Wo m-2. 

Examining Eq. 6.6, it is seen that the maximum sensitivity (i.e. 

minimum eta) of the incident solar irradiance at the surface occurs in 
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oK( -1-) , (W om-2) o .. 

tc a = 20% a = 50% a = 80% 

0.1 +39.2 +46.2 +66.7 - -

0.3 +38.5 +43.0 +51.5 -

ta = 0.60 0.5 +38.0 +40.6 +44.5 - -
0.7 +37.4 +38.7 +40.4 -
0.9 +37.0 +37.3 +37.7 

O. 1 +35.0 +40.0 ~54.4 -
0.3 +34.6 +37.7 +43.7 - - -

ta = 0.85 0.5 +34.2 +36.0 +38.7 -
0.7 +33.8 +34.7 +35.8 -

0.9 +33.4 +33.7 +34.0 - -

Table 8. Maximum allowable uncertainty in the specification of the 
incident solar irradiance at p ~ 0 in order that the incident 
solar irradiance at the surface may be determined to within 
7 Wo m-2 + 5% of its true value

2
for various values of t a, tc 

and a and for K(-I-) ~ 500 W·m-. To interpret for 
different values o~ K(~)o' refer to the text. 
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the case of small values of a, t c ' and ta and large values of K{+)o' 

Thus, the less cloudiness there is, and the less optically thick the 

clouds are, the greater the sensitivity is. Also, the greater the 

incident solar irradiance at the top of the atmosphere, the greater is the 

sensitivity. In a similar manner, the less transparent the atmosphere is, 

the greater the sensitivity. If one employs the mean instantaneous value 

of K(+)o for the conditions noted in section IV.A (i.e. K(+>o ~ 800 

Wo m- 2) and assumes a = 0 (i.e. no clouds), then a value of at ~+O.04, a -
+0.05 results for t ~ 0.60, 0.85, respectively. That the values of - a 

~ ta = 0.60 and 0.85 correspond to the extreme values of clear sky atmo-

spheric transmissivity for the GATE AlB-scale area may be inferred from 

the observational results of Kondratyev, et!l (1976). Thus, these are 

the lower limiting values of the uncertainty which can be tolerated in 

the specification of the transmissivity of the free atmosphere. The 

presence of c10uds may increase this lower limit by up to ~O.04 (i.e. 

eta ~ ~O.08 for tc = 0.1 and a = 80%) in the mean instantaneous 

situation. 

In the situation of a small solar zenith angle and thus a small 

value of K(f)o corresponding to the time periods near sunrise and 

sunset, the sensitivity is substantially decreased. If one assumes a 

cloud free atmosphere, a value of K(+)o = 100 W'm-2, and ta ~ 0.60, 

then eta ~ ~O.lO. 

Table 9 is a compilation of the values of etc resulting from the 

evaluation of Eq. 6.7 for various values of K(t)o' t a, tc and a. It 

is seen that the less the solar attenuation in the clear region, the 

more sensitive K(t)s is to the specification of te. It may also be 

noted that as areal cloud cover increases or as the optical thickness 
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otc 

K(~)o = 100 Wo m- 2 

tc ~ = 20% ~ = 50% ~ = 80% 
-

ta = 0.60 0.1 +0.79 +0.29 +0.16 -
0.9 +0.83 +0.33 +0.20 -

ta = 0.85 0.1 +0.62 +0.22 :!:.0.12 
0.9 +0.66 +0.26 +0.16 - -

K(~)o = 500 Wo m-2 

-- tc ~ = 20% ~ = 50% ~ = 80% 

ta = 0.60 0.1 +0.32 +0.10 +0.04 
0.9 +0.36 +0.14 +0.08 - - -

-
ta = 0.85 0.1 +0.29 +0.09 +0.04 -

0.9 +0.33 +0.13 +0.08 - -

K(~)o = 1000 Wo m-2 

tc ~ = 20% ~ = 50% ~ = 80% 

ta = 0.60 0.1 +0.27 +0.08 +0.03 
0.9 +0.31 +0.12 +0.07 

ta = 0.85 0.1 +0.25 +0.07 +0.03 -
0.9 +0.29 +0.11 +0.07 -

Table 9. Maximum uncertainty allowed in the specification of the cloud 
transmissivity in order that the incident solar irradiance at 
the surface may be determined to within 7 Wo m-2 + 5% of its 
true value for various values of t a, t c ' ~ and K(~)o. -
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of the clouds increase (i.e. decreasing t c)' the sensitivity increases 

) -2 (i.e. decreasing etc)' Evaluating Eq. 6.7 for K(+ a = 800 W·m ,ta = 

0.85 and ~ = 100% yields values of at = +0.015, +0.035 and +0.055 for c - - -

tc ~ 0.1,0.5, and 0.9, respectively. These values of atc are the 

lower limit of the allowable uncertainty in tc for the mean instantaneous 

case. Referring to section IV.C.l, the comparable requirement for the 

radiative divergence determination is atc ~ ~0.l05 to 0.155. Thus, the 

surface flux determination is much more sensitive to the specification 

of the cloud radiative properties in the short wave portion of the 

spectrum. This arises because the radiative heating is not nearly as 

sensitive to the cloud reflectivity. 

In Table 10, the values of O~ are given for various combinations of 

K(+)o' ta~ tc' and~. It is seen that the sensitivity of K(+)s to the 

specification of ~ increases with (1) increasing cloudiness, (2) 

increasing K(t)o' (3) decreasing cloud transmissivity, and (4) increasing 

transmission in the cloud free atmosphere. Thus, in general, the greater 

the difference in transmissivity of the clear and cloudy regions, the 

greater the sensitivity (i.e. small magnitudes of o~). The-limiting 

value of oa, which resulted from the radiative divergence determination 

for the mean instantaneous condition (see sections IV.C.3 and V.C.), 

was approximately ~5%. The comparable number for the surface flux 

determination is ~ +10%. This results in the case of K(+)o ~ 800 W'm-2, 

tc ~ 0.5, and ta = 0.85. Thus, the accuracy of the surface flux 

determination should exceed the RSP proposed accuracy by up to a factor 

of 2 if the data on the percent areal cloud cover meets the accuracy 

constraint imposed for a radiative divergence determination. However, 
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oa, (%) 

K ( 4-) = 100 W om -2 
0 

\ a = 20% a = 50% a = 80% 

0.1 +17.5 +16.0 +14.5 

ta = 0.60 0.5 +32.3 +30.8 +29.3 
0.9 +166.0 +164.2 +162.7 

0.1 +13.7 +12.2 +10.7 

ta = 0.85 0.5 +25.5 +24.0 +22.5 
0.9 +131.4 +129.9 +128.4 

K(4-}o = 500 Wom-2 

-
tc a = 20% a = 50% a = 80% 

0.1 + 7.2 + 5.7 "+ 4.2 

ta = 0.60 0.5 +13.7 +12.2 +10.7 
0.9 +72.3 +70.8 +69.3 

0.1 + 6.4 + 4.9 + 3.4 

ta = 0.85 0.5 +12.3 +10.8 + 9.9 

0.9 +65.5 +64.0 +62.5 

K{4-} = 1000 Worn -
0 

tc a = 20% a = 50% a = 80% 
_. 

0.1 + 5.9 + 4.4 + 2.9 

ta = 0.60 0.5 +11.4 + 9.9 + 8.4 

0.9 +60.6 +59.1 +57.6 

0.1 + 5.5 + 4.0 + 2.5 

ta = 0.85 0.5 +10.7 + 9.2 + 7.7 

0.9 +57.3 +55.8 +54.3 

Table 10. The maximum allowable uncertainty in the specification of 
the percent areal cloud cover in order that the incident 
solar irradiance at the surface may be determined to 
within 7 Wom-2 + 5% of its true value for various 
values of K(f)o' t a, t c' and a. 
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it must be noted that the greater sensitivity of K(+)s to the specifi­

cation of t c ' when compared to QR or QSW ' will tend to partially cancel 

this beneficial relation. 

D. Solar Reflected Irradiance 

The upward short wave flux at the surface~ K(t)s ;s determined by 

the broadband short wave surface reflectivity and the incident, downward 

short wave flux according to: 

Differentiating Eq. 6.9, substituting from Eqs. 6.1 and 6.9, and 

rearranging terms yields: 

(6.9) 

(6.10) 

where cPs is the maximum uncertainty allowed in the specification of Ps 

in order that K{t)s may be determined to within 7 W.m- 2 + 5% of its 

true value. 

Except for the case of large solar zenith angle, Kondratyev. et ~ 

(1976) have observed that the surface reflectivity in the short wave for 

the GATE region varies from 0.04 to 0.16 depending on the diffuseness of 

the downward irradiance. The maximum values of Ps were observed in very 

dusty conditions where the incident solar irradiance at the surface was 

very diffuse. Evaluating Eq. 6.10 for p ~ 0.04 and K(~)s = 100, 500, 

and 1000 W.m-2 yields values of oPe = ~0.072~ ~0.016. ~O.009, respectively. 

In a similar manner, in the case of P ~ 0.16, cPs equals ~O.078, ~O.022, 

+0.015. Thus, in the situation of a large incident irradiance, the 

surface reflectivity must be known to within ~ ~O.Ol to ~O.02. Also, 

the smaller the surface reflectivity is, the better it must be known. 
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Thus, it is evident that some manner of deducing the diffusivity of the 

incident irradiance is needed. In addition to the presence of aerosols, 

the presence of clouds also affects the diffusivity. The problem of 

aerosols may be adequately handled utilizing the results of Kondratyev, 

et~, (1976). However, to deduce the effect of clouds, analysis of 

the ship observations will be required. 

Due to the small magnitude of Ps' if K(+)s ;s determined to within 

the RSP proposed accuracy then K(t)s is only slightly sensitive to the 

uncertainty in K(+)s' 

E. Net Radiative Flux at the Surface 

Based on the foregoing ana1yses, it may be concluded that the 

determination of the net long wave flux at the surface should be 

accurate to within 7 Wo m-2 + 5% of its true value. However, the 

determination of the net short wave flux will be more difficult. This 

is due to the large variability of the solar incident irradiance. It 

is noted that the effect of an uncertainty in K(+)s on the net solar 

flux will be slightly compensated in the determination of K(t)s' 



VII. CONCLUSIONS 

The research reported in this paper defines the constraints, which 

data analysis techniques must meet if the GATE Radiation Subprogram 

accuracy objectives are to be met, in terms of the conventional independent 

variables used in radiative transfer computations. The need for an 

objective cloud field determination scheme and the proposed methods of 

deducing the radiative divergence fields from cloud field data and other 

pertinent meteorological data have been reviewed in light of the GATE 

RSP objectives. The desired resolution of the radiative divergence 

product is specified as 0.5 0 latitude by 0.5 0 10ngitude in the horizontal 

and 200 mb in the vertical everyone to three hours. Area averaged 

values of the radiative divergence are desired at this reso1ution. 

Statistical information on the three dimensional cloud fields and other 

meteorologica1 parameters within the grid vo1umes is needed. This 

conclusion results fram a consideration of the computational feasibility 

of the proposed methods and the desired resolution and accuracy. Thus, 

data at a limited number of geographic 1acations are tnsufficient; in 

addition, the bu1k radiative properties cf the cloud fields must be 

known. 

The required accuracy in the cloud field description, which an 

objective cloud field determination scheme must meet such that the RSP 

accuracy requirement of +O.2°C e day-l in the radiative heating rates may 

be achieved, has been evaluated. The radiative transfer was simulated 

by means of a simplified isothermal, broadband flux emissivity transfer 

model in the 10ng '1'12.'1£ spectral region and a simplified broadband flux 

transmissivity transfer model in the short wave regime. In the long 

wave region, c1o!.lds ~ere J'lcdelled in terms of a. broadband effective 
-106-



-107-

emissivity (i.e. grey body approximation) and in the short wave in terms 

of a broadband absorptivity and reflectivity. The maximum allowable 

uncertainty in the specification of each of the bulk radiative properties, 

the height, the thickness and the percent areal coverage of clouds, such 

that the RSP accuracy requirement may be met, has been determined for 

the short wave and long wave radiative components, and for the total 

radiation. The sensitivities are directly applicable to the mean daily 

situation. A constant multiplier must be used to reinterpret the short 

wave component in terms of the average instantaneous situation. 

, The accuracy required in the description of the temperature and 

moisture fields has also been evaluated. In addition, the influence of 

aerosols upon the radiative heating rates has been investigated. Similar 

limiting constraints for the radiative surface flux determination have 

been developed. The RSP proposed accuracy limit for the individual 

hourly surface fluxes is 7 W.m-2 + 5% of the true value. 

The primary results of this study are stated below: 

1. State Parameters 

Random or systematic errors in the specification of the water vapor 

mixing ratio must not exceed ~0.2 g.kg- l in a 200 mb thick atmospheric 

layer. Similarly, errors in the mean layer temperature should not 

exceed ~2.5°C. Observational verification of the accuracy of the 

proposed methods in their treatment of the radiative transfer for tropical 

cloud free conditions is needed before any method is applied. 

2. Aerosols 

The contribution of atmospheric aerosols to the radiative heating 

rates is significant. Dust "clouds" of Saharan origin are the primary 



-108-

radiatively active aerosol in the GATE region. Kondratyev~et a1 (1976) --
have measured radiative he~ting rates due to aerosol absorption of short 

wave radiation in the GATE region of 4°C o day-l to 5°C o day-l. Thus, as 

many as ten stratifications of dustiness might be required in the data 

analysis. However, based on their measurements, this constraint may be 

able to be relaxed in light of the uniformity of the effect when dust 

IIclouds" are present. Further research into the variability of the dust 

influence and ways of detecting the dust (!clouds" is needed. 

3. Areal Cloud Cover 

Errors in the specification of percent areal cloud cover must not 

exceed +10% at any level. Exceptions to this are: lower tropospheric 

water clouds at night, clouds which are not very radiatively active (i.e. 

very thin stratus and cirrus whose bulk radiative properties are very 

small in magnitude), and water clouds occurring beneath other water 

clouds. In these cases, the sensitivity of the radiative heating to 

the percent areal cloud cover is significantly less. 

4. Cloud Structure 

It is critical to know in which standard 200 mb thick pressure 

layer(s) a cloud occurs. The accuracy with which the cloud boundaries 

must be located within the layer(s) in which they occur, at night, 

ranges from f\; 2:..10 mb to "v .:!:..35 mb for radiatively active high and low 

clouds, respectively. In the daytime case, the radiative divergence is 

less sensitive to the boundary location within a layer by as much as a 

factor of 2-3 at many levels. Less information ;s needed for water 

clouds occurring below water clouds and clouds which are relatively 

radiatively inactive. 
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5. Bulk Radiative Properties of Clouds 

In general, the accuracy to which the bulk radiative properties 

must be specified is substantially greater than the range of naturally 

occurring values. This is particularly true for upper and middle level 

clouds and their associated long wave effective emissivity and short 

wave absorptivity. Thus, methods must be developed to deduce the cloud 

radiative properties from the data obtained during the GATE Field Phase. 

In this regard, detailed modelling and observations of the interaction 

of finite size cloud elements and broken cloud fields with the radiative 

fi'e1ds is needed such that adequate methods of specifying the associated 

radiative properties may be developed. 

6. Interrelation of Cloud Bulk Radiative Properties 

Further effort is needed in the formulation of quantitative 

dependent relations among the effective long wave emissivity (both up­

ward and downward), short wave absorptivity and reflectivity, the dif­

fusivity of transmitted short wave irradiance and cloud height or type 

and cloud thickness. Both observational and theoretical studies should 

be undertaken. Without such information, the RSP objectives are unlikely 

to be met due to the lack of direct observations on t~e required time 

and space scales. In lieu of the development of adequate methods for 

specifying the radiative properties of cloud fields, all information 

relating to these quantities should be retained in any objective cloud 

field determination scheme. 

7. Data Analysis and Dependent Solutions 

The case of simultaneous uncertainty in the specification of 

various cloud parameters has been treated. In the case of independent 
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errors the allowable uncertainties in the cloud field parameters is 

substantially reduced. Realistically, however, in many instances, 

these quantities will be deduced in a dependent fashion from a particular 

data source (e.g. satellite radiometric data). The effect of compen­

sating errors due to a dependent solution for the various cloud 

parameters has been evaluated for three example cases. The parameters 

for which a dependent solution would yield the greatest accuracy in the 

radiative divergence are given. In a similar manner, those quantities 

for wh'ich independent information is most desirab1e are also given. 

8. Surface Fluxes 

The upward and downward infrared fluxes at the surface are 

relatively invariant over the tropical oceans. The sea surface 

temperature must be known to within +4.5°C. It has been found that 

if the accuracy of the description of the temperature and water vapor 

distributions meets the limits noted above for the radiative divergence 

determination, then the individual and net surface flux determinations 

in the long wave region may be expected to easily meet the RSP proposed 

accuracy. Due to the large vapor pressures and continuum absorption in 

the tropical oceanic boundary layer, the effect of clouds on the 

infrared surface fluxes is nearly negligible. 

The downward solar flux at the surface is~ in general, less 

sensitive than the radiative divergence to uncertainties in the cloud 

field description and the transmission of the free atmosphere. However, 

it is significantly more sensitive to the broadband short wave reflectivity 

of clouds. To deduce the upward short wave surface flux, the sea surface 

refl ecti vi ty must be determi ned to withi n + 1 ~{, to +2% inmost cases. 
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Since the surface reflectivity depends on the angular distribution of 

the incident irradiance, some manner of prescribing the diffusivity of 

solar irradiance transmitted by clouds and aerosols must be developed. 
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