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ABSTRACT

SNOW SUBLIMATION AND SEASONAL SNOWPACK VARIABILITY

In the western United States, seasonal melt from snow in mountainous regions serves as
an essential water resource for ecological and anthropological needs, and improving our abilities
to quantify the amount of water stored in the seasonal snowpack and provide short-term forecasts
of snowmelt inputs into river systems is a critical science endeavor. Two important uncertainties
in characterizing the seasonal evolution of snow in mountainous environments are related to the
inherent spatial variability of snow in complex terrain and the magnitude and variability of snow
sublimation fluxes between snow and the atmosphere; these uncertainties motivate this collection
of research which includes three studies conducted in the north-central Colorado Rocky
Mountains. The first study uses fine resolution airborne lidar snow depth datasets to evaluate the
spatial variability of snow within areas comparable to coarse scale model grids (i.e. subgrid
variability at 500 m resolution). Snow depth coefficient of variation, which was used as a metric
for evaluating subgrid snow variability, exhibited substantial variability in mountainous terrain
and was well correlated with mean snow depth, land cover type, as well as canopy and
topography characteristics. Results highlight that simple statistical models for predicting subgrid
snow depth coefficient of variation alpine and subalpine areas can provide useful
parameterizations of subgrid snow distributions. Given that snow sublimation fluxes are
expected to exert important influences on snow distributions, the second and third studies focus
on measuring and modeling the variability and importance of snow sublimation. To evaluate the

relative merits and measurement uncertainty of methods for quantifying snow sublimation in



mountainous environments, a comparison was made between the eddy covariance, Bowen ratio-
energy balance, bulk aerodynamic flux, and aerodynamic profile methods within two forested
openings. Biases between methods are evaluated over a range of environmental conditions,
which highlight limitations and uncertainties of each method as well as the challenges related to
measuring surface sublimation in snow-covered regions. Results provide guidance for future
investigations seeking to quantify snow sublimation through station measurements and suggest
that the eddy covariance and/or bulk aerodynamic flux methods are superior for estimating
surface sublimation in snow-covered forested openings. To evaluate the spatial variability and
importance of snow sublimation, a process-based snow model is applied across aB600 km
domain over five water yeans-situ eddy covariance observations of snow sublimation compare
well with modeled snow sublimation at sites dominated by surface and canopy sublimation, but
highlight challenges with model evaluation at sites where blowing sublimation is prominent.
Modeled snow sublimation shows considerable spatial variability at the hillslope scale that is
evident across elevation gradients and between land cover types. Snow sublimation from
forested areas (canopy plus surface sublimation) accounted for the majority of modeled
sublimation losses across the study domain and highlights the importance of sublimation from
snow stored in the forest canopy in this region. Model simulations suggest that snow sublimation
is a significant component of the winter water balance, accounting for losses equivalent to 43
percent of total snowfall, and strongly influences snow distributions in this region. Results from

this study have important implications for future water management and decision making.
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CHAPTER 1- INTRODUCTION

Seasonal snow covers are relied on by human populations as an essential water resource
in many regions throughout the worBBdrnett et al. 2005], particularly in semi-arid and arid
lands that rely heavily on water originating in mountainous akéasdli et al., 2003]. In the
mountains of the western United States (U.S.), where most of annual precipitation falls as snow
[Serreze et al1999], seasonal snowmelt runoff is a major source for streamflow and subsurface
recharge, delivering water for drinking, irrigation, industry, energy production, and ecosystems
across much of the regioBdles et al.2006]. Snow-covered mountainous terrain in this region
serves as a large natural reservoir that stores water through the winter, and releases it
downstream during the spring and summer months each year. It has been estimated that
snowmelt contributes to between 70 and 80% of annual runoff in the westeriteSkén and
Judson 1996]. Therefore, in headwater states such as Colorado, an area with already over-
allocated water resourceBdinter et al, 2010], quantifying the amount of water stored within
seasonal snow is critical to account for water that will often be utilized to meet demands
hundreds of miles away. Additionally, given the increasing pressures on water resources in the
western U.S. from population growth as well as the risk of changing snow dynamics in response
to climate change [e.gknowles et a].2006;Mote, 2006;McCabe and Wolo¢kR007;Rauscher
et al, 2008;Stewart 2009;Clow, 2010;Harpold et al, 2012], future water management insthi
region will pose significant challenges. Current water resources forecasting methods are based
upon statistical relations between index snow measurements and observed streamflow and have
been shown to perform best during average conditions well represented by tiRagasb|[et

al., 2014], and the skill of these forecasts will likely continue to decrease as past observations



become less representative of current conditibhiy] et al., 2008]. Therefore, improving our
abilities to quantify the seasonal evolution of snow water equivalent (SWE) within mountainous
regions and provide short-term forecasts of snowmelt inputs into river systems is a critical
endeavor and is central to the motivation of the dissertation.

Chapter 1 of this dissertation provides background on the nature of spatial and temporal
snow variability in complex mountainous terrain as well as the drivers of this heterogeneity.
Also, an overview of the methodologies currently used to resolve snow variability and their
limitations are provided. The motivations of this dissertation research as well as the objectives of
each dissertation chapter are outlined.

1.1  Background
1.1.1 Spatial and Temporal Variability of the Snowpack

The snowpack exhibits marked variability both spatially and temporally across the
landscapel|f6pez-Moreno et g12015] that is shaped by different processes at varying spatial
scales Blosch| 1999]. At the plot scale (1 to 10s m), microtopography and forest canopy cover
often control the distribution of snow [e.ylusselman et 312008;L6pez-Moreno et gl2011],
while snow sublimation, wind redistribution of snow, and solar radiative irradiance tend to
dictate the evolution of the snowpack at the hillslope or watershed scale (100s to 1000s m). At
the basin scale (100s to 1000s km), where the physical process scale of climatic conditions may
be represented by a correlation length on the order of 1Bkimdh| 1999], snow variability in
mountainous regions is controlled by orographic precipitation and storm track movement.
Therefore, the variability of the snowpack through space and time at a given scale of interest is
driven by the influences of weather patterns (e.g. precipitation, temperature, vapor pressure,

wind, and net radiation) and their interactions with topography and forest canopy. Given the



complexity related to the processes and interactions controlling snow evolution, considerable
research has focused on understanding the nature and drivers of snowpack variability.

Forest canopy can have a strong influence on snow cover heterogeneity observed over
short distances due to a variety of physical process interactions. Snow interception within the
forest canopy [e.gHedstrom and Pomeroy998] and subsequent canopy sublimation [e.g.,
Montesi et al.2004;Molotch et al, 2007] often results in a reduced snow accumulation
underneath the canopy [e.§lusselman et 312008;Veatch et al.2009]. Additionally, in
environments with interspersed canopy cover and high exposure to wind (especially near tree
line), trees have a strong influence on aerodynamic properties and thus the redistribution of snow
by wind, with blowing snow often depositing in drifts on the leeward side of trBemftra et
al., 2006;Deems 2007]. Forest canopy cover also exhibits a strong control on the snowpack
energy balance through solar radiation [eé=t)is and Pomeroy2007], longwave radiation [e.qg.,
Pomeroy et a).2009], and advective fluxes of water, heat, and momentumLestpn, 1995].

The influence of canopy cover on sub-canopy shortwave irradiance has been shown to be well
correlated with the variability of snowmelt rates [eMusselman et §12012].

Terrain position and orientation and its interaction with meteorology also impose a strong
control on snowpack variability. The transfer of water directly between the snowpack and
atmosphere through snow sublimation from the surface fagsnacht2004;Reba et al.2012;
Sexstone et al2016b] and blowing snow [e.d?pmeroy and Esseri999] is an important
process influencing snow water evolution and is especially enhanced in terrain with high
exposure to wind and solar radiation, such as alpine aread{eogl et al, 1999;Strasser et al.
2008;Knowles et a.2012]. Wind redistribution of snow is another important driver of snow

distribution and variability that is highly correlated with the influence of terrain on the



aerodynamics of wind; the snowpack tends to scour on the windward side of terrain elements and
accumulate on the leeward side due to these effdtts{ral et al, 2002]. The degree of
topographic slope, which impacts the stability of the snowpack, can also influence snow
accumulation through sloughing and avalanching [Keyr, et al, 2013], and cause preferential
accumulation of snow in areas of convex topography (e.g. low lying gullies)apgn and
Martz, 1996]. Lastly, topographic position and orientation can have a strong influence on the
exposure of the snowpack to solar radiatidoZier, 1980]. Solar radiation is the dominant
component of the overall snow energy balance and therefore plays an important role in the
timing and rate of snowmelMarks and Dozier1992].

The geographic controls on mountain meteorology, such as elevation, latitude, and
continentality Barry, 2008], can also control snow variability, especially at the basin scale.
Snow accumulation tends to increase with elevation because of orographic precipitation patterns
and the effects of air temperature (i.e. the fraction of precipitation falling as snow and snow
cover duration) [e.gFassnacht and Souli2002]. Additionally, latitude can influence snow
accumulation and melt because of decreasing temperature and net radiation as well as changing
vegetation growth patterns with latitudgejrry, 2008]. Continentality (i.e. geographic location)
can influence the distribution of snow in various ways that depend on site location and scale. The
distance to a mountain barrier and/or an ocean can influence snow accumulation patterns [e.g.,
Fassnacht et al2003;L6pez-Moreno and Nogués-Bra#906]. Furthermore, geographic
differences in snow accumulation and ablation can be caused by the preferential movement of
storm tracks through a regioBexstone and Fassna¢@014] found that elevation and

geographic location showed a strong relation with SWE at the basin scale, suggesting these



variables represent consistent drivers of the spatial variability of SWE, such as orographic
precipitation patterns and storm track movement.
1.1.2 Measuring and Modeling Snow Variability

Given the complexities that shape the spatial and temporal variations of snow in
mountainous regions, accurately measuring and modeling snow distributions is a significant
challenge. Ground-based and remotely sensed observations as well as various modeling methods
each show important strengths and limitatidbeZier, 2011]. An overview of methods currently
used to characterize the spatial distribution of snow is provided below.
1.1.2.1Remote Sensing Observations

Satellite and airborne remote sensing platforms offer an exceptional opportunity to
monitor snowpack variability across spatial and temporal scales that cannot be monitored by
traditional field measurements. Remote sensing observations of snow have shown significant
advances over the past fifteen yeddsl[n, 2010]; however, there are still major challenges
limiting the direct observation of snow distributions in complex terrain. Operationally,
spaceborne snow remote sensing products are either coarse-resolution data with broad
observational frequency or fine-resolution data with longer time steps. Despite these limitations,
snow covered area (SCA) is a key spaceborne snow observation that provides important
information about the spatial and temporal coverage of snow and is essential for constraining the
extent of snow cover in spatial estimations of SWE. Additionally, SCA is a central observation
to a reconstruction modeling analysis of SWE that is based on the timing snow cover
disappearanceMartinec and Rangol981]. Snow water equivalent reconstruction [é&/mplotch

and Bales2005] has shown robust performance by a variety of studasdr, 2011], but this



method can be only applied subsequent to snow disappearance which limits its application for
streamflow forecasting.

More recently, airborne and terrestrial-based lidar (light detection and ranging) remote
sensing observations are of particular interest for monitoring snow distributions. This is because
these lidar observations have shown the ability to measure fine resolution (~1 m) snow depth
across the watershed scale [etppkinson et a).2004;Cline et al, 2009;Grinewald et al.
2013;Painter et al, 2016], which decimeter scale accuracy [dg@ems2007]. In principle,
lidar measurements can be used to calculate snow depth by differencing retrievals made of
surface elevation from both snow-on and snow free observabaenis et al.2013]. Although
snow depth observations from airborne and terrestrial lidar show considerable promise, these
observations are limited because they are not operational and require considerable time and
expense for a mission to be conducted (i.e., these observations have limited spatial and temporal
coverage). Additionally, potential errors induced by both topography and canopy must be
considered when utilizing lidar-based snow deptegms et al.2013].
1.1.2.2Statistical Modeling

The correlation of topography with the drivers of snowpack variability in mountainous

regions has encouraged research on the relation between terrain characteristics and snowpack
properties [e.gMeiman 1968] through the development of statistical models [Elder et al,
1991]. Using topographic variables derived from digital elevation models (DEMs) as explanatory
variables along with measurements of snowpack properties as response variables, models have
successfully been used to characterize the heterogeneity of snow water equivalent, snow depth,
and/or snow density across the landscape. Studies have commonly used either multiple linear

regression [e.gFassnacht et al2003;Jost et al. 2007;Sexstone and FassnacB014] or



binary regression trees [e.Balk and Eldey 2000;Erxleben et al.2002;Winstral et al, 2002;
Molotch et al, 2005] for these efforts. These statistical models have been developed using
manual field-based snow measurements [Bak and Eldey2000], operational NRCS snow
measurements [e.d=assnacht et al2003], or a combination of both [e.§exstone and
Fassnacht2014]. However, representative field-based measurements are often needed for strong
model performance, as operational measurements alone cannot accurately characterize the
snowpack variability that vitally impacts snowmelt runddgjes et al.2006]. Statistically-based
modeling of snow distributions has provided important insight into understanding the nature of
snow variability, but is also limited for directly improving snowmelt runoff forecasts because of
the sparse availability of representative snowpack measurementsgssnacht et al2012;
Meromy et al.2013] both spatially and temporally that are needed to develop these models.
Therefore, there is a need for future research to evaluate how to incorporate the relations of snow
distribution with topographic and canopy features, that tend to repeat aniSiatiy and
Wagner 2010], within techniques for estimating snow distribution that have a more reliable
spatial coverage, such as remote sensing observations or process-based snow models.
1.1.2.3Physically Based Modeling

Physically based snow models have made considerable advances in recent years that
show promise for simulating the spatial distribution of the snowpack across the landscape [e.g.,
Lehning et al.2006;Liston and Elder2006b;Pomeroy et al.2007]. These distributed models
use more readily available meteorological forcing data and energy balance calculations to
simulate the energy fluxes away from and toward the snowpack, accounting for physical
processes driving snow accumulation, evolution, redistribution, and ablation throughout the

snow season. Given the numerical treatment of each physical process, these models also offer the



unique ability to improve both understanding of snow process interactions and prediction of
SWE distributions without relying on historic relations. The spatially distributed snowpack
evolution modeling system SnowModeigton and Elder2006b] is used in this dissertation
research and will be described in subsequent chapters.

Although process based snow models show promise for improving estimates of snow
distribution and snowmelt runoff, these models are not often critically evaluated, largely because
of the difficulty of making high quality ground and remote sensing observations across
expansive model domains. Given the uncertainties in modeling snow water content and its
seasonal evolution, and the importance of snowmelt in the annual water balance, research is
needed to conduct a more comprehensive evaluation of data needs and model capabilities for
quantifying the distribution and variability of the snowpack across snow dominated regions.
Particularly, research needs to be focused on evaluating model representations of processes that
are important for driving snow distributions, such as snow sublimation. Additionally, continued
work on the utility of assimilating ground-based snow measurements and remote sensing
observations into snow models is also needed [asign and Hiemstra2008;Fletcher et al.

2012].
1.2  The Importance of Snow Sublimation in Snow Distributions

Snow sublimation is defined as the transfer of water directly between snow and the
atmosphere through phase change, and encompasses water vapor fluxes between the atmosphere
and the snow surface (surface sublimation), snow held within the forest canopy (canopy
sublimation), and snow being transported by wind (blowing sublimation). Snow sublimation has
been shown to be an important process in the annual water balance across many snow-covered

regions [e.g.Pomeroy and Grgyl995;Strasser et a].2008;MacDonald et al.2010;Knowles



et al, 2015b]. However, given the spatial and temporal sparsity of studies that have collected
snow sublimation measurements and the lack of an operational network for measuring this
process, there is considerable uncertainty in the variability and importance of snow sublimation
and how this process shapes the spatial and temporal evolution snow distritusitmmsgnd
Sturm 2004], particularly in complex mountainous terrain. Process-based snow models provide
the unique ability to model the spatial and temporal variability of surface, canopy, and blowing
sublimation; however, careful measurements of water vapor fluxes between snow and the
atmosphere are needed for evaluating model representations.
1.3 Research Motivation and Objectives

Given that process-based snow models may provide an important utility for future
snowmelt runoff forecasting in the western U.S., there is a need for research to critically evaluate
and potentially improve model representations of snow processes. Two important uncertainties in
characterizing the seasonal evolution of the snowpack are the nature and scale of the spatial
variability of snow in complex mountainous terrain, and the magnitude and variability of
seasonal snow sublimation fluxes between the snowpack and atmosphere. Therefore, the science
guestion motivating this research i#ow does snow sublimation vary spatially and temporally
in seasonally snow-covered environments and what is the role of this process in shaping the
spatial distribution of the snowpack across varying land covers within mountainous terrain?
Through a combination of ground-based measurements, remote sensing observations, and snow
evolution modeling within the northern Colorado Rocky Mountains, this collection of research
focuses on key gaps in knowledge that are central to this overarching science question.

This dissertation research is presented as three articles prepared for peer-reviewed

journals (Chapters 2 through 4) followed by a synthesis of research contributions (Chapter 5).



Chapter 2 $exstone et al2016a submitted] uses airborne lidar datasets to evaluate the
variability of subgrid snow distributions across a range of mountainous terrain and land cover
characteristics and highlights the utility of airborne lidar for evaluating and improving snow
model representations. In ChapteiS&xstone et al2016b], measurements of seasonal snow
sublimation by four methods are collected from two forested openings and a comparison of the
relative merits and propagated uncertainty of each method is provided. Lastly, in Chapter 4
[Sexstone et al2016c in preparation], a process-based snow model is run for five water years
across a 3600 kiimodel domain in the northern Colorado Rocky Mountains. Model results are
used to quantify the spatial and temporal variability and importance of snow sublimation and are

evaluated by ground-based eddy covariance measurements.
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CHAPTER 2- SUBGRID SNOW DEPTH COEFFICIENT OF VARIATION WITHIN

COMPLEX MOUNTAINOUS TERRAIN

2.1 Summary

Given the substantial variability of snow in complex mountainous terrain, a considerable
challenge of coarse scale modeling applications is accurately representing the subgrid variability
of snowpack properties. The snow depth coefficient of variaGdMyg is an important metric for
characterizing subgrid snow distributions but has not been well defined by a parameterization for
mountainous environments. This study utilizes lidar-derived snow depth datasets from
mountainous terrain in Colorado, USA to evaluate the variability of subgrid snow distributions
within a grid size comparable to a 1000 m resolution common for hydrologic and land surface
models. The subgri@Vys exhibited a wide range of variability across the 32% &mdy area
(0.15 to 2.74) and was significantly greater in alpine areas compared to subalpine areas. Mean
snow depth was well correlated withys variability in both alpine and subalpine areasC¥g;
decreased nonlinearly with increasing snow depths. This negative correlation is attributed to the
static size of roughness elements (topography and canopy) that strongly influence seasonal snow
variability. SubgridCVys was also strongly related to topography and forest variables; important
drivers ofCVys included the subgrid variability of terrain exposure to wind in alpine areas and
the mean and variability of forest metrics in subalpine areas. Two simple statistical models were
developed (alpine and subalpine) for predicting sulb@¥igi that show reasonable performance

statistics. The methodology presented here can be used for parame@¥igzimgsnow-

! Chapter 2 was submitted Tthe Cryospherand is currently under review. Additional authors
are S.R. Fassnacht, J.l. Lopez-Moreno, and C.A. Hiemstra.
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dominated mountainous regions, and highlights the utility of using lidar-derived snow datasets
for improving model representations of snow processes.
2.2 Introduction

Snow plays an important role in hydrological, ecological, and atmospheric processes
within much of the Earth System, and for this reason, considerable research has focused on
understanding the spatial and temporal distribution of snow deépthnd snow water equivalent
(SWE across the landscape [e@lark et al, 2011]. Snowpacks exhibit substantial
spatiotemporal variabilitje.g., Lépez-Moreno et gl2015] that is shaped by processes at
varying spatial scale8[0sch| 1999]. The variability of the snowpack through space and time at
a given scale of interest is often driven by meteorology and its interactions with topography and
forest features. Mountainous areas, which often accumulate large seasonal snowpacks, generally
exhibit a high range of snow variability because of these eff8tis et al. 1995]. Given that
this variability occurs over relatively short distances [€&gssnacht and Deem8006;L6pez-

Moreno et al. 2011], accurately modeling the distribution of snow in mountainous areas requires
a detailed understanding of the characteristics of snow variability at the model scale of interest
[Trujillo and Lehning 2015].

An important challenge of physically-based modeling is often the ability to represent
within grid processes, or the subgrid spatial variability, of critical input param8&eeygipd and
Wilcox 1995]. Accurate representation of subgrid snow distribution is critical for reliably
simulating energy and mass exchanges between the land and atmosphere in snow-covered
regions [Liston, 1999], yet various studies have highlighted a deficiency with this representation
in hydrologic and land-surface mod@t.g.,Pomeroy et a).1998;Slater et al. 2001;Liston,

2004;Clark et al, 2011;Liston and Hiemstra2011].Liston[2004] presented an approach of
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effectively representing subgrid snow distributions in coarse-scale models by using a lognormal
probability density function and an assigned coefficient of varia@df.(This approach only

requires an estimation of ti&/ parameter (i.e. standard deviation divided by the mean), which
has generally been estimated from field data and is a measure of snow variability that allows for
comparisons that are independent of the amount of snow accumulation. Representative values of
the CV of snow water equivalen€{/swg and snow depthQVys) have been published by many

field studies [refer to Table 1 and Figure 2 fr@hark et al, 2011] and have been summarized
based on vegetation and landform typPerneroy et a).1998] and classified globally, based on

air temperature, topography, and wind speed regimstp, 2004]. However, the range of
publishedCVsweandCVys in complex mountainous terrain (i.e. the mountain snow class from
Sturmet al. [1995]) is quite variable and a parameterization has not been well defined.

The recent developments of snow depth mapping capabilities from ground-based and
airborne lidar [e.g.Deems et al.2013] as well as digital photogrammetry [eRjihler et al,
2015;Nolan et al, 2015] have provided a high definition view of snow depth distributions, albeit
at fixed locations in space and time, that have not been historically available by traditional field
measurements. These detailed snow depth datasets have aided in an improved understanding of
the scaling properties of snow distributions [edgeems et al.2006;Trujillo et al., 2007], the
temporal evolution of snow distributions [e.Grlinewald et al.2010;Lépez-Moreno et al.

2015], the relation of snow depth with topography [€&glinewald et al.2013;Kirchner et al,
2014;Revuelto et al.2014] and canopy [e.d3roxton et al. 2015;Revuelto et al.2015;Zheng

et al, 2016] characteristics, as well as the nature of fine scale subgrid variability of snow depth
[Lopez-Moreno et gl2015].Griinewald et al[2013] present a novel study in which lidar-

derived snow depth datasets are aggregated to coarse scale grids to evaluate the drivers of snow
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distribution at the catchment scale. Evaluations of lidar snow depth datasets within coarser scale
grid resolutions can be analogous to the grid resolution of many modeling applications, thus
lidar-derived snow datasets have potential to serve as an important tool for evaluating the
representation of subgrid snow distributions within physically based models.

In this study, we use the snow depth coefficient of variat®yd as a metric of subgrid
snow variability within complex mountainous terrain similarly_tgpez-Moreno et a[2015],
however we use a grid size comparable to a 1000 m resolution common for hydrologic and land
surface models. The objectives of this research were to (1) determine the r@vgevalues
that are observed within varying grid resolutions throughout the study area, (2) evaluate the
effects of mean snow depth, forest, and topography characteristics on SiNAgrahd (3)
develop a methodology for parameteriz®gys within complex mountainous terrain. This
research aims to help advance understanding of the variability of subgrid snow distributions, and
support the development of more accurate representations of subgrid snow variability that can be
used within physically based models.
2.3  Methods
2.3.1 Site description

The study area is in the Front Range Mountains of north-central Colorado, located in the
western United States (Figure 2.1). Spatial lidar datasets collected by the Boulder Creek Critical
Zone Observatory (CZO) (http://criticalzone.org/boulder/, accessed 17 April 2016) were
investigated in this study. The study area (32)kanges in elevation from 2190 m to 4117 m
and is dominated by ponderosa piR&(s ponderoseand lodgepole pind’{nus contorta at
lower elevations, Engelmann spey®icea engelmannjiiand subalpine firAbies lasiocarpa

forests at higher elevations, and alpine tundra at the highest elevations (Figure 2.1). The mean
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winter (1 October to 1 May) precipitation and temperature for water years 2006 - 2010 at the
Niwot SNOTEL site (3021 m; Figure 2.1) is 452 mm and 2. H@rpold et al, 2014b]. The
mountainous terrain in this region is complex, varying from gentle topography at lower
elevations to steep and rugged slopes closer to the Continental Divide. The majority of the study
area has a southeastern aspect and is located on the eastern side of the Continental Divide (Figure
2.1). The Front Range Mountains are characterized by a continental seasonal snéomgpiok [
and Molotch 2014], with the persistent snow zone at elevations greater than 3¢G0er[et
al., 2013], generally exhibiting peak snow accumulation during the springtime months of April
and May each year.
2.3.2 Spatial datasets

This analysis uses publically available lidar-derived snow dethe{evation ), and
vegetation heightH) raster datasets (1 m resolution) from the Boulder Creek CZO
(ftp://snowserver.colorado.edu/pub/WesternCZO_LIDAR_data, accessed 27 August 2015) that
are described in detail Byarpold et al.[2014b]. Airborne lidar campaigns were completed
during snow-covered (May 2010) and snow free (August 2010) periods across the study area and
lidar surfaces were differenced to derdegHarpold et al, 2014b]. The snow-covered lidar
returns were collected on two dates, 05 May 2010 and 20 May 2010, and the combined snow-
covered lidar extent is 321 Kr(Figure 2.1). A comparison of the liddydataset tan-situ ds
sensors within research catchments in the Boulder Creek CZO showed a root mean squared error
(RMSE) of 27cmand 7 cm at the Como Creek catchment (16 sensors) and Gordon Gulch
catchment (5 sensors), respectivétaipold et al, 2014b].

The lidar-derived digital elevation model (DEM) was resampled fromal mtoa 10 m

resolution for representation of the resolution of commonly available DEMs (USGS National
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Elevation Dataset, http://ned.usgs.gov) and was subsequently used to derive topography
variables for each 10 m cell that have been shown to influristributions [e.g.Elder et al,
1998;Winstral et al, 2002;Erickson et al.2005;Kerr et al, 2013;Revuelto et al.2014] using a
Geographic Information System (GIS). Surface sl&@avas calculated by fitting a plane to a 3

x 3 cell window around each DEM cell. Winter clear-sky incoming solar radia@iqn) (vas
determined using the Area Solar Radiation tool in ArcGIS, which calculates mean incoming
solar radiation for clear-sky conditions across a DEM surface for a specified time interval based
on solar zenith angle and terrain shading. The time interval used for the calcul&iQnwas

01 October through 01 May. Aspect was not considered because it was highly correlated with
Qsw. Maximum upwind slopeSx [Winstral et al, 2002], which can be used as a measure of the

exposure to or sheltering from wind, was calculated for each cell as:

N mas tant) . A% %)= 24X, %) |
SX, gmax (% Y1) w{t {[()&)g)ﬂ(yvy)z]o_s}] (2.1)

whereq is the azimuth of the search directidmaxis the maximum distance for the search

direction,zis elevation, andx(, y,) are all cells along the vector defineddgnddmax Given
the prevailing westerly winds within the study arééristral et al, 2002;Erickson et al.2005],
an averag&xwas calculated for dmaxof 200 m and a range affrom 240° to 300° at 5°
increments [e.gMolotch et al, 2005]. Topographic position indeXFl) [Weiss 2001], which is

a measure of the relative position of the cell to surrounding topography, was calculated for each

cell as:
TPl=2z-2 (2.2)
_ 1
z=—> 7 (2.3)
nR ieR

16



wherez, is the elevation of the cell aril is the average elevation of the surrounding cells within
a specified cell windowR). TPI was calculated for 3 x 3 (i.e. 30 m resolution), 11 x 11, and 21 x
21 windows around each cell.

Additional forest canopy spatial datasets were also used in this study. WorldView-2
(WV2) satellite imagery (DigitalGlobe, Inc., USA) from a cloud free sky condition on 26
September 2013 was acquired. The WV2 imagery has a high spatial (3 m) and spectral resolution
(8 multispectral bands) and was used to compute the Normalized Difference Vegetation Index
(NDVI) for the study area at a 3 m resolution. Additionally, a 30 m resolution 2011 canopy
density CD) dataset was downloaded for the study area (http://www.mrlc.gov/nlcd2011.php,
accessed 04 December 2015).

2.3.3 Aggregation of study grids

Operational snow models [e.Garroll et al,, 2006] often have a 1000 m horizontal grid
resolution and snow representations within land surface modelsSegr, et al. 2001] have
generally been designed for a coarser resolution fagg et al. 1997] but are being developed
to operate at finer scales [e.§umar et al, 2006;Wood et al.2011;Bierkens et aJ.2015]. This
study attempts to evaluate the subgrid variabilitgls@ft a comparable grid resolution to this
1000 m model grid size. Therefore, the subgrid variabilitys @fithin study grids of 100 m, 200
m, 300 m, 400 m, 500 m, 750 m, and 1000 m resolutions was evaluated. For example, subgrid
statistics for each 500 m study grid (with 1089&overage) were calculated based on 250000
lidar-derivedds cells. The goal of this was to identify an appropriate grid size for evaluation that
exhibited similar characteristics of snow variability to the 1000 m resolution grids, but
maximized the number of grids available for analysis within the study area. At least 80%

coverage of each study grid by the lidadatasets was required, and thelataset with the
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greatest coverage was utilized for cases of the overlapping snow-covered lidar datasets (Figure
2.1). When the 05 May 2010 and 20 May 2010 ldiatatasets were overlapping and both

datasets had 100% study grid coverage, the 05 May 2010 dataset was used. In order to assess the
influence of using lidar-derived snow depth from two different days, the snow depth distributions
within the overlapping area of the two lidar campaigns (7.9% Kigure 2.1) were compared.

For each study grid, the mean and standard deviatidgwafre determined and used to
calculateCVys. The mean and standard deviation of each of the topography and vegetation
datasets outlined above were also calculated for each study grid. A categorical variable
representing ecosystem type was also determined for each study grid. The alpine ecosystem type
was assigned to study grids that had a mean elevation greater than 3300 m antfld leean
than 0.5 m, while the remaining study grids were assigned to the subalpine ecosystem type
(Figure 2.1); treeline elevation in this area generally varies between 3400 m and JF@dimg [
et al, 2015]. Lastly, only study grids with a mean elevation greater than 3000 m (i.e. the
persistent snow zone) were evaluated in this study (Figure 2.1).

2.3.4 Statistical analysis

Pairwise relations betwe&Vys andds, topography variables (mean and standard
deviation), and vegetation variables (mean and standard deviation) were explored for both alpine
and subalpine study grids to evaluate drivers of sulogndriability. CVys was expected to have
a strong nonlinear relation with [Fassnacht and Hultstran@015]; therefore, this relation was
detrended for both the alpine and subalpine study grids, and residuals were used to evaluate
further topography and vegetation effects®ysusingPearson’s r coefficient. Additionally,
multiple linear regression models were developed to pr€digifor both alpine and subalpine

study grids. We evaluated a range of independent variables to be included within the multiple
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linear regression models (refer to variables in Table 2.1). However, given that the goal of the
model analysis was to provide a methodology for parametei@ifjg some of the variables

were deemed unsuitable and excluded from model testing. For examplez weeanot included

in model testing as it was believed to be a site specific variable that may not have been
transferable to independent data. Additionalli4 was not tested within the models as spatial
datasets of this variable are not commonly available, unlike the USGS National Land Cover
Database (http://www.mrlc.gov/index.php) canopy density product or remote sensing forest
metrics such aSIDVI. Variables included in the models were selected by an all-subsets
regression proceduie which both Mallows’ C, [Mallows, 1973] and Akaike information

criterion (AIC) [Akaike 1974] were used as a measure of relative goodness of fit of the models
[e.g.,Sexstone and FassnacB014]. Final independent variables within the models were
required to be statistically significang Yalue < 0.05) and not exhibit multicollinearity.
Multicollinearity was defined as model parameters exhibiting a variance inflation factor greater
than 2. Given that a non-normal distribution of snow delpgtgn, 2004] and other topography
and vegetation variables was expected, various transformations of model variables were
explored. Model diagnostics of residuals were used to ensure the model assumptions of
normality, linearity, and homoscedasticity. Model performance was evaluated using the Nash-
Sutcliffe efficiency (NSE) and RMSE. Additionally, model verification was assessed using a 10-
fold cross-verification procedure which runs 10 iterations of removing a randomly-selected 10
percent of the dataset, fitting the regression to the remainder of the data, and subsequently

comparing modeled values to the independent observations that were removed.
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2.4  Results
2.4.1 Snowpack conditions

In a hypothetical uniform snowmelt scenario [eEgli and Jonas2009], the subgrid
meandsis expected to decrease faster thamstigehus theCVys will increase without a
corresponding increase in subgrid snow variabilt§rstral and Marks2014]. Therefore, in
this study, an evaluation of the snowpack conditions was important for assessing if the subgrid
CVys may have been influenced by a melting snowp8btkEdata from nine Natural Resources
Conservation Service (NRCS) SNOTEL stations located in the Front Range Mountains of
northern Colorado (Figure 2.1) were evaluated to assess snowpack conditions. A snowmelt event
occurred across the study area on 10 April 2010 (Figure 2.2a) that caused considerable snowmelt
at stations below an elevation of 3000 m and a loss of 10% ofW&on average at stations
above 3000 m. Following this snowmelt event, substantial snow accumulation continued at
SNOTEL stations above 3000 m until 17 May 2010, when the onset of snowmelt began (Figure
2.2a). A plot ofogsversus meadsamong the SNOTEL stations highlights the hysteretic
dynamics of accumulation and melt across the redtgh pnd Jonas2009], and confirms that
the lidar data were collected prior to and at the beginning of snowmelt across the etudy ar
(Figure 2.2b). Additionally, the statistical distributions of snow depth on 05 May 2010 and 20
May 2010 within the areas that were overlapped by both lidar campaigns (7:92idune 2.1)
are shown to be similar and hav€¥ys of 1.01 and 1.10, respectively (Figure 2.3). Given that
the lidar-derived snow depths were collected before substantial snowmelt had occurred within
the persistent snow zone and the distributiordy wbm both dates exhibit similar

characteristics, we are confident that the sub@¥ig; evaluated in this study is representative of
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snow variability at peak snow accumulation and was not significant influenced by the data
collection to two separate dates.
2.4.2 Subgrid snow depth variability

Snow deptlCV (CVy9 andogswere consistently greater in the alpine versus subalpine at
each of the varying grid resolutions (Figure 2.4). The n@@épacross the study grids was
generally consistent with changes in grid resolution; however, the standard devi&hg of
decreased with increasing grid resolution and stabilized around a 500 m grid size. Tlagsmean
across the study grids tended to increase with increasing grid size for all study grids, but
stabilized around 400 m for subalpine study grids only. The 500 m resolution study grids (n =
642) were chosen for analysis in this study (Figure 2.1) and is believed to be representative of the
subgrid snow variability at the 1000 m resolution.

The mediards, o4s, andCVysacross all study grids (500 m resolution) was equal to 1.27
m, 0.88 m, and 0.74, respectively, and sub@Nfs ranged from 0.15 to 2.74 across the study
area. The variability o€Vys collected on 05 May 2010 (n = 219 study grids) and 20 May 2010 (n
= 423 study grids) (Figure 2.1) was similar, with the 05 May grids exhibiting a slightly smaller
CVys(median = 0.64) than the 20 May grids (median = 0.81). Statistically significant differences
(p value < 0.001) between the alpine and subalpine study grids were obsemkedfoand
CVys by the nonparametric Mann-Whitney test (Figure 2.5). The alpine study grids exhibited a
greater mean and range of snow accumulation and variability than the subalpine study grids. The
range ofCVys from the 16' to the 98' percentiles within the alpine and subalpine study grids was
equal to 0.61 to 1.57 and 0.30 to 0.98, respectively. Figure 2.6 highlights the abrupt change of

subgrid snow depth variability characteristics observed in a transition from the subalpine to
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alpine ecosystem; the forest structure and topography characteristics appear to exert a strong
influence on subgri€Vys and these relations were investigated further.
2.4.3 Relation of subgrid snow depth variability with topography and forest characteristics

A statistically significant linear correlatioRdarson’s r coefficient; p value < 0.05)
betweenCVys andds was observed to be -0.60 and -0.45 for the alpine and subalpine study grids,
respectively (Table 2.1). However, further evaluation showed this relation to be nonlinear and
best described by a power function (Figure 2.7). This function sugges@uhakhibits a
systematic decrease with increastgnd suggests that relative subgrid snow variability is
importantly related to the total snow accumulation of a given year. The power relation between
CVys andds was greatly improved when split between alpine and subalpine study gridSVas a
for a correspondings tended to be greater for alpine versus subalpine study grids (Figure 2.7).
The power functionsGVys versusds) were detrended (i.e. removing the influedgen CVgys) and
the residuals of the functions were compared to topography and forest characteristics (Table 2.2).
The alpine study grids were most positively correlated wgflsuggesting that the variability of
wind exposure and sheltering and thus wind redistribution within a study grid is a strong control
on CVys Theos, o7p), 0, Were also closely related @Vys in both alpine and subalpine areas
highlighting the overall importance of topographic roughness on subgrid snow variability. The
subalpine study grids were negatively correlated withMtHeNDVI, andCD variables and also
positively correlated with the variability of these vegetation met@a&(, onpvi, ocp),
suggesting that forest structure is important driver of subalpine subgrid variability.
2.4.4 Statistical models

The multiple linear regression models developed for predi€@wgin both alpine and

subalpine seasonal snowpacks are presented in Table 2.2. Variable transformations were
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necessary t€Vys andds in both models and i@s«in the alpine model an@D in the subalpine
model to account for the nonlinearity of these datasets (Table 2.2). Snow depth exhibited the
greatest explanatory ability within both the alpine and subalpine models, with standardized
regression coefficients equal to -0.92 and -0.95, respectively (not shown). Standardized
regression coefficients etxandCD were equal to 0.50 and -0.72 for the alpine and subalpine
models, respectively, and both showed the second strongest explanatory power in their respective
models. The alpine model had a NSE of 0.66 (0.65) and RMSE of 0.24 (0.24) while the
subalpine model had an NSE of 0.79 (0.78) and RMSE of 0.12 (0.13) for the model calibration
(10-fold cross-verification) dataset (Figure 2.8). A total NSE of 0.81 was calculated for the entire
dataset based on predictions from both models. These performance statistics suggest that the
models perform reasonably well predicti@¥ys and cross-verification suggests the model may
be transferable to independent data within the bounds of the original dataset.
2.5 Discussion

Based on an evaluation 6y at a 500 m grid resolution, subgrid snow variability
across a mountainous subalpine and alpine study area is shown to exhibit a wide range of spatial
variation and be well correlated with ecosystem type, snow amount, as well as topographic
characteristics and forest structure. Alpi;s was most correlated with mean snow depth and
the variability of exposure to wind while mean snow depth and canopy height and density were
most correlated witlCVys in subalpine areas. A simple statistical model for both alpine and
subalpine ecosystems was able to reasonably predict sabgetased on these relations and
could be used as a methodology for improving model parameterizations of subgrid snow

variability in mountainous terrain.
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The range o€Vysobserved over relatively small distances in this study (Figure 2.6)
highlights the importance of further characterizing the spatial variability of this parameter within
mountainous terrain. The global classificatiorCMswedefined byListon[2004] performed well
predicting the average conditions observed in this studion[2004] define th&CVsweof mid-
latitude mountainous forest (i.e. subalpine) as 0.60 and of mid-latitude treeless mountains (i.e.
alpine) as 0.85, whereas this study found a med\gof 0.55 for subalpine study grids and
1.05 for alpine study grids. However, the global classification was unable to adequately represent
the range and variability &@Vys across the study area (Figure 2.5c¢), and the results presented
herein suggests promise for an improved parameterizatiivg@in mountainous terrain.

Mean snow depth was well correlated witkiys variability across alpine and subalpine
areas within the study area. As subglithcreased, th€Vys decreased, which is a result that is
consistent with previous studies at various spatial scalesfagsnacht and Deem2006;

Fassnacht and Hultstran@015;L6pez-Moreno et gl2015]. A positive correlation was

observed betweerys andds in alpine and subalpine areas, which had a dampening effect on this
overall negative correlation between the relative subgrid varial@iys with ds. The relative

subgrid variability ofds likely decreases with increasing snow accumulation because of the
consistent size of the roughness elements of topography and canopy that drive snow variability;
asds increases, the relative influence of these topography and canopy features tends to decrease
[e.g.,Fassnacht and Deem®006;L6pez-Moreno et a12011;L6pez-Moreno et gl2015]. The

range ofCVys observed in this study (Figure 2.5) is similar to previous studies conducted in
mountainous mid-latitude forested and alpine areas [refer to Figure Ztesknet al, 2011 and
references therein]. Future research could further investateandds across different

geographic regions and snow regimes as well as across multiple snow seasons and compare

24



results to the functions presented in Figure 2.7 to better understand the dynamics and consistency
of this relation. An understanding of how the subgrid variability of snow depth for a given set of
topography and canopy elements scales between low and high snow years could be particularly
important.

Within the alpine study grids, the variability of the exposure/sheltering from wigd (
was an important driver @Vys Study grids with the greatesi,were generally positioned over
large breaks in topography. For example, a given study grid with adgiijeely contained
areas with both wind exposur@x< 0°) where snow accumulation is scoured by wind and
sheltering from wind$x> 0°) where preferential deposition of wind transported snow occurs.
Study grids with a consisteBixshowed a lowe€Vys with greater variability observed in
sheltered grids than in exposed gridanstralet al [2002] and many subsequent studies [e.qg.,
Erickson et al.2005;Molotch et al, 2005;Revuelto et al.2014;McGrath et al, 2015] have
highlighted this control of wind exposure on snow depth distribution in tree-less areas. The
degree of importance ety for describingCVys is likely variable from yeate-year, and would
be expected to be well correlated with observed wind sp&édstral and Marks2014].
However, in alpine areas where high wind speeds are ubiguitgis expected to be a
consistently important driver of subgrid snow variability.

Subgrid snow variability within subalpine study grids was well correlated witihe
NDVI, andCD vegetation metrics. As mean study gvid, NDVI, andCD increasedCVys
tended to decrease, but was also shown to be positively correlated with the variability of these
metrics CVWh, onpvi, ocp). Forest structure has been shown by various studies to exert a strong
influence on snow variability because of a variety of physical process interactions. Interception

of snow [e.g.Hedstrom and Pomerp$998] and subsequent canopy sublimation [®igntesi
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et al, 2004;Molotch et al, 2007], influences of trees on shortwave [eEtis and Pomeroy
2007;Musselman et g12012] and longwave [e.d?omeroy et al.2009] radiation dynamics,

and the effect of trees on wind redistribution of snow [&lgemstra et al.2006] can each drive

snow accumulation and evolution in forested arBasxton et al[2015] utilized lidar-derived

snow depth datasets and showed that the variability of snow depth in subalpine forests tended to
be greatest beneath the forest canopy and near the forest canopy edge and the least snow depth
variability occurred in forested openings that were distant from the forest edge. Also, substantial
differences in accumulatel were observed between subcanopy areas and forest openings. The
increasedCVyswith decreasing/H, NDVI, andCD observed in this study can be explainedby
greater occurrence of transitional areas between subcanopy areas and forest openings (i.e., forest
edges) occurring in study grids with smaller m&&handCD. Across the study area, subalpine

forest openings that spanned an entire study grid were not present; therefore, study grids with
consistent forest cover tended to exhibit the least subgrid snow variability.

This study was limited by the spatial and temporal coverage of the lidar-derived snow
datasets that were used (Figure 2.1). Although the alpine and subalpine areas evaluated are
representative of mountainous terrain in the region and snowpacks in this area are representative
of the continental snow regim@&rujillo and Molotch 2014], further analysis of subgrid snow
variability across a greater geographic area and across other regions with differing snow regimes
could improve the applicability of @Vys parameterization for snow distributions in mountainous
areas in general. Additionally, spatial patterns of snow variability have been shown to be
temporally consistent from ye#&w-year [e.g.Erickson et al.2005;Deems et a).2008;Sturm
and Wagner2010], but future studies with multiple years of lidar collection could help

understand the inter-annual variability@¥;s and the consistency of its driving variables [e.g.,
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Fassnacht et a12012]. Of particular interest would be the temporal consistency of the relation
betweenCVys andds.

This study evaluates the subgrid variabilitydgfbut SWEis the most fundamental
snowpack variable of interest in land surface processes$eugn et al.2010]. Snow depth and
SWEhave been shown by many studies to be well correlatedJetws et al.2009;Sturm et
al., 2010;Sexstone and FassnacB014], and the subgridV of these variables is expected to
exhibit similar characteristics [e.gzassnhacht and Hultstran@015]. We suggest that a
parameterization d€Vys could be sufficient for representing subgd@/Evariability, but further
investigation into this hypothesis is needed. In order to directly inves@yatg-from lidar-
derived snow data in future studies, an estimation of snow density would be needed. Statistically-
derived snow density models have been successfully developed over varying domain sizes for
estimatingSWEfrom ds [e.g.,Jonas et a].2009;Sturm et al.2010;Sexstone and Fassnagcht
2014], and these models make use of the facSWatandd; variability is much greater than the
variability of snow density [e.gMizukami and Perica2008;Lopez-Moreno et 312013].

The snow distributions and variability characteristics evaluated in this study were likely
somewhat influenced by the occurrence of snowmelt conditions within the study area. Although
substantial snowmelt had not occurred prior to data collection within the study grids (Figure 2.2),
the mid-season melt events and onset of snowmelt may have caused an in€@®as@igure
2.3) and this effect may have differed between the two dates of lidar-ddgiveghez-Moreno et
al. [2015] observed a sharp increas€Wj;s just following the onset of snowmelt yet a fairly
consistenCVys for the remainder of snowmelt season. Future studies evaluating subgrid snow
variability should investigate the intra-annual variabilityys to further understand the seasonal

evolution of this parameter.
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The development of high resolution snow depth mapping from lidar has provided a
unique ability for detailed snapshot views of the spatial distribution of snow in complex
mountains areas. Although some key advantages of these datasets are related to validating
satellite-based remote sensing products and direct use within water resources forecasting, this
study also suggests that lidar-derived snow datasets can be an important tool for the
improvement of snow representations within modeling applications. Future research should
utilize lidar-derived snow datasets to directly evaluate the ability of physically-based models to
represent snow distributions as well as to continue to improve the representation of subgrid
variability of snow. Additionally, other key snow modeling questions such as how representative
snow monitoring stations are of surrounding areas [&agtch and Bales2005;Meromy et al.

2013] could also be investigated further by lidar-derived snow datasets. Lastly, the analyses that
have been developed in this study may also be useful in future studies for characterizing the
subgrid variability of other variables that can be measured remotely at a fine scale through lidar
or other techniques.

2.6 Conclusions

This study outlines a methodology for utilizing lidar-derived snow datasets for
investigating subgrid snow deptth) variability and potentially improving its representation
within physically-based modeling applications. At fine grid resolutions, subgrid snow depth
coefficient of variation CVys) generally increased and its variability decreased with increasing
grid resolution, while study gri@Vys characteristics were similar among a range of coarser
resolutions (from 500 m to 1000 m). Study grids (500 m resolution) exhibited a wide range of
CVys across the study area (0.15 to 2.74) and subgxidriability was found to be greater in

alpine areas than subalpine areas. Snow depth was the most important @@Vgvafiability
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in both alpine and subalpine areas and a systematic nonlinear dect@sgenith increasingls

was observed; the negative correlation betw@¥p andds is attributed to the static size of
roughness elements (topography and canopy) that strongly influence seasonal snow variability.
The variability of wind exposure in alpine areas as well as vegetation metrics in subalpine areas
were also found to be important drivers of study @i@s. Two simple statistical models were
developed (alpine and subalpine) for predicting sub@xigl from meands and

topography/canopy features that show reasonable performance statistics and suggest this
methodology can be used for parameteriZdivys in snow-dominated mountainous areas. This
research highlights the utility of using lidar-derived snow datasets for improving model

representations of subgrid snow variability.
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Table 21. Bivariate correlations (Pearson’s r coefficient) between snow depth coefficient of
variation CVys) and the mean and standard deviatigrof snow depthds), vegetation height
(VH) and coefficient of variation of vegetation heigi), Normalized Difference Vegetation
Index (NDVI), canopy density@D), elevation %), slope §), winter clear-sky incoming solar
radiation Qsw;), maximum upwind slopeSQ, and topographic position indeXRI) for both
alpine and subalpine study grids. Correlations are also shown for the residuals from the
detrended nonlinear relation Gd; andds. Bold values represent statistical significaneze (
value < 0.05).

CVys(alpine CVys(subalpine
CVgs(alpine)  CVgs(subalpine) as(alpine) as( pine)

ds residuals ds residuals

ds -0.60 -0.45

Gds -0.06 0.25
VH -0.38 -0.48 -0.28 -0.71
OVH -0.38 -0.57 -0.24 -0.59
CWH 0.16 0.28 -0.08 0.61
NDVI 0.2 -0.10 -0.13 -0.42
ONDVI -0.12 0.25 -0.01 0.55
CD -0.06 -0.32 -0.21 -0.64
ocD -0.06 0.30 -0.26 0.50
z 0.17 -0.22 0.32 0.18
o3 -0.07 0.09 0.16 0.29
S -0.03 0.06 0.25 0.28
Os -0.06 0.13 0.37 0.38
Qswy 0.10 -0.02 -0.07 -0.17
GQsw| -0.07 -0.03 0.21 0.21
Sx 0.02 0.08 0.29 0.09
Osx 0.07 0.10 0.43 0.28
TPI 0.28 0.11 0.15 0.04
GTPI -0.09 0.09 0.29 0.33

30



Table 2.2. Multiple linear regression equation variables and coefficients of the alpine and
subalpineCVys models. The multiple linear regression is of the form:

Y=L, + X+ L% +...+ f.X wherey is the dependent variabbg,throughx, aren independent

variablesfis the regression intercept, afidthroughg, aren regression coefficients. Units of
the model variabiles area as following: snow depth (m), maximum upwind slope (°), clear-sky
solar radiation (W ), canopy density (%), surface slope (°).

Alpine Subalpine
model model
Y log(CVae CVy®

Po 9.00E-03 8.45E-01
p1 -1.02E+00 -2.84E-01

X1 dg® log(ds)
p2>  1.00E-02 -9.79E-05
X2 Sx CD?

B3 3.42E-01  1.12E-02
X3 log(osy os

pa  1.84E-03 ---

X4 Qswu ---

31



SNOTEL sit Lidar collection Cresk 620 _ 3
sites [:](osmyzom) M b A g

® <3000 mas.l. TSN ; ™~ 1- :
® > 3000 ma.s.l. I:I Lidar collection R BT CEEET BB IR
- 20 May 2010 = ; il S S ;
—--- Cont. Divide (St a4 ) £ S U N
reams AP U
Study grids (500 m) 0 - HHHHEE
[ ] subalpine — A SRSMEmMAL i
[ ] Aipine /L e L
(_, 4 ’_ e B 9 2, —FE- )
NDVI :
High: 1.0 Calorado, USA -
7 s I s %
Willow Park o
e Lo e
s “\ .Burl.aka .’ .
Q =k
_Low: 0 Wb Ui 1
- ra
) | T
o A 5
- R
e

Figure 2.1. Map of the Boulder Creek CZO study area located within the Front Range Mountains
of northern Colorado, USA. NRCS SNOTEL sites in the region are shown in blue (sites greater
than 3000 m elevation) and red (sites less than 3000 m elevation). The extent of the snow-
covered lidar collection on 05 May 2010 (20 May 2010) is shown in orange (dark red). The 500
m resolution study grids (n = 650) are shown in blue (subalpine) and red (alpine). The black
rectangle highlights the area of close up shown in Figure 2.6.
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Figure 2.2. Snow water equivale®WB data from nine NRCS SNOTEL sites within the region
of the study area displayed as (a) niveographs showing snow accumulation and snowmelt
throughout water year 2010 with the timing of 05 May 2010 and 20 May 2010 lidar flights
plotted as vertical dashed lines and (b) a scatter plot of the standard deviation of SWE versus
mean SWE from the SNOTEL sites highlighting the hysteretic dynamics of snow accumulation
and snowmelt across the region based on nine SNOTEL stdfigihsipd Jonas2009].
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Figure 2.3. Statistical distributions of lidar-derived snow depth for the overlapping area (7.92
km?) of the 05 May 2010 and 20 May 2010 lidar flights.
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resolution for alpine (red) and subalpine (blue) study grids. Error bars represent the standard
deviation ofCVys andogsacross the study area.
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25th and 75th percentiles (box) and median (black horizontal line) for ttg (B)oq4s, and (c)
CVys of the alpine and subalpine study grids (500 m resolution).
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Figure 2.6. Close up map of selected study grids showing the distribution of (a) vegetation height
and ecosystem type, (b) snow depth, and (c) sukfigvalue. Area of close up is highlighted
in Figure 2.1.
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Figure 2.7. Nonlinear relation €Vys andds for alpine (red) and subalpine (blue) study grids
(500 m resolution).

38



Modeled snow depth CV
= = N N
o (6} o (6]

o
o

Figure 2.8. Modeled versus obsery@dsfor the alpine (red) and subalpine (blue) multiple

™« Alpine [NSE=0.66]

<
3

* Subalpine[NSE=0.79]

L c
B L
L
2e 1.
| ’..O. 2 L 2N .
.' e b El L]
3 & °® e ®
LN
| oy -
oo .’.‘

Combined model [NSE =0.81]

1 1

1 1 L 1
0.0 0.5 1.0 1.6 2.0 2.5
Observed snow depth CV

linear regression models.

39



CHAPTER 3- COMPARISON OF METHODS FOR QUANTIFYING SURFACE

SUBLIMATION OVER SEASONALLY SNOW-COVERED TERRAIRI

3.1  Summary

Snow sublimation can be an important component of the snow-cover mass balance, and
there is considerable interest in quantifying the role of this process within the water and energy
balance of snow-covered regions. In recent years, robust eddy covariance (EC) instrumentation
has been used to quantify snow sublimation over snow-covered surfaces in complex
mountainous terrain. However, EC can be challenging for monitoring turbulent fluxes in snow-
covered environments because of intensive data, power, and fetch requirements, and alternative
methods of estimating snow sublimation are often relied upon. To evaluate the relative merits of
methods for quantifying surface sublimation, fluxes calculated by the EC, Bowen ratio-energy
balance (BR), bulk aerodynamic flux (BF), and aerodynamic profile (AP) methods and their
associated uncertainty were compared at two forested openings in the Colorado Rocky
Mountains. Biases between methods are evaluated over a range of environmental conditions and
limitations of each method are discussed. Mean surface sublimation rates from both sites ranged
from 0.33 to 0.36 mm dady 0.14 to 0.37 mm day 0.10 to 0.17 mm day 0.03 to 0.10 mm day
! for the EC, BR, BF, and AP methods, respectively. The EC and/or BF methods are concluded
to be superior for estimating surface sublimation in snow-covered forested openings. The surface
sublimation rates quantified in this study are generally smaller in magnitude compared to
previously published studies in this region and help to refine sublimation estimates for forested

openings in the Colorado Rocky Mountains.

2 Chapter 3 has been published in early viewydrological Processefloi:10.1002/hyp.10864]
and isin press Additional authors are D.W. Clow, D.l. Stannard, and S.R. Fassnacht.
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3.2 Introduction

Snow sublimation is defined as the transfer of water directly between snow and the
atmosphere through phase change. There is considerable interest in quantifying the seasonal
amount of snow water equivalent (SWE) loss from snow sublimation and understanding how the
equivalent energy flux (i.e. turbulent flux of latent heat) influences snowmelt dynamics [e.qg.,
Marks and Dozier1992;Cline, 1997aBurns et al. 2014] because this process can represent an
important component of the snow-cover mass balance lfeugg, 1981;Strasser et al.2008;
MacDonald et al.2010]. Turbulent fluxes of latent and sensible heat are particularly challenging
to measure and model over a snowpack because the cold and smooth surface leads to a stable
atmospheric surface layer and low levels of atmospheric turbulPocegroy et a).1998].
Additionally, the spatial variability of snow sublimation in mountainous environments [e.g.,
Strasser et a).2008] is dependent on the spatial variability of the surface #ogd et al,
1999], canopy [e.gMolotch et al, 2007], and blowing snow [e.d?pomeroy and Esser999]
components of snow sublimation. Therefore, determining the importance of snow sublimation at
the basin scale through measurements and modeling can be diSicatider et aJ.2008;
Knowles et a].2015b;Svoma 2016].

A wide range of snow sublimation rates have been reported in the literature for both non-
forested and forested seasonal snow covers [see Table VId&akson and Prows009].
Surface sublimation losses from the Colorado Rocky Mountains have been reported to account
for about 15 percent of maximum snow accumulatiéodd et al, 1999], and from about 1 to 4
percent of total ablation during the snowmelt period at an exposed alpinélisiee 19974a].
Additionally, simulation at a sheltered site beneath the forest canopy in this region showed

surface sublimation accounting for a loss of about 6.5 percent of snowhags Et al, 2008],

41



whereas measurements of canopy sublimation from intercepted snow indicate canopy
sublimation may account for as much as 30 to 68 percent of precipitisittoriesi et al. 2004,

Molotch et al, 2007]. Surface sublimation from forested openings in the Colorado Rocky
Mountains has not commonly been evaluatedMeitnan and Granf1974] have estimated

surface sublimation from a forested opening as 45 percent of winter precipitation. Automated
snowpack and meteorological monitoring stations are most often sited in forested openings and
improving measurement techniques of surface sublimation from these sites could provide insight
into the hydrologic importance of surface sublimation from these environments. A better
understanding of the hydrologic importance of surface sublimation from forested openings is
increasingly important because of recent forest disturbances from wildfire and mountain pine
beetle in this regionWesterling et aJ.2006; USDA Forest Service, 2011]. Previous research has
often shown that snow accumulation will increase with decreasing canopy cover in a post-
disturbance landscape because of decreased canopy interception and sublimatBoofe.g.,
2012;Pugh and Small2012]. However, recent studies have shown that increased surface
sublimation in forest-disturbance openings can compensate for decreased interception resulting
in no difference in peak SWBjederman et al.2014] or even result in a decrease of peak SWE

in open areas compared to subcanopy aieagppld et al, 2014a].

Snow sublimation rates have been obtained using gravimetric methodB¢gsvglle and
Meiman 1971;Schmidt et a).1998;Jackson and Prows@009;Zhou et al. 2012], various
formulations of either the bulk aerodynamic flux (BF) [eMarks and Dozier1992;Andreas
2002;Arck and Scherer2002;Fassnacht2004;Andreas et aJ.2010;Reba et a].2012] or
aerodynamic profile (AP) methods [e.Gline, 1997a;Hood et al, 1999;Box and Steffer2001;

Zhang et al.2008], and more recently the eddy covariance (EC) methodRemeroy and
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Essery 1999;Arck and Scherer2002;Lee and Mahrt2004;Molotch et al, 2007;Marks et al,
2008;Reba et al.2009;Helgason and Pomerp012b;Knowles et al.2012]. Although the
Bowen ratio-energy balance (BR) method has commonly been used for cadculatin
evapotranspiration [e.gBlad and Rosenberd 974;Brotzge and Crawfor,d2003;Drexler et al,
2004], this method has seldom been used over a snow-covered surface for estimating snow
sublimation. Eddy covariance is often considered the most direct and reliable method for
measuring turbulent energy fluxes [eAyya, 1988;Kaimal and Finnigan1994], and is
becoming more commonly used in complex alpine and forested mountainous terrain [e.g.,
Pomeroy et a).2003;Turnipseed et al2003;Molotch et al, 2007;Hiller et al., 2008;Blanken

et al, 2009;Mott et al, 2011;Helgason and Pomerp®012aKnowles et al.2015a]. However,
the EC method can be challenging for monitoring turbulent energy fluxes in snow-covered
environments because of its intensive data, power, and fetch requirements. For this reason, there
is often a need to rely on alternative methods for providing estimates of snow sublimation in
complex mountainous terrain.

In this study, a field experiment is conducted to simultaneously evaluate the BF, AP, EC,
and BR methods for quantifying surface sublimation at two sites within forested openings
through three winters in the Colorado Rocky Mountains. Gravimetric estimates of surface
sublimation could not be made because precipitation was not directly measured at each site and
because of challenges related to wind redistribution of simydr et al. 2012]. The objectives
of this research were to (1) evaluate the strengths and weaknesses of each method for
determining surface sublimation, (2) determine which method may provide the best performance
for estimating surface sublimation within a range of environmental conditions, and (3) quantify a

range of surface sublimation estimates from the two sites.
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3.3  Methods
3.3.1 Study area

This research was conducted in the upper Colorado River Basin, Colorado, located in the
western United States (Figure 3.1). Measurements were made upstream from Granby, Colorado,
in an area characterized by terrain varying from the relatively low relief around the Fraser River
valley to the steep complex terrain of the Colorado Front Range Mountains along the Continental
Divide. Approximately 28 percent of the study area (Figure 3.1) is located above treeline, 35
percent is classified as forested area, 21 percent is classified as open areas below treeline (i.e
forested openings), and 16 percent is developed (land cover and canopy density information
accessed at <http://www.mrlc.gov/nlcd2011.php>). Measurements were collected at two
micrometeorological stations, the Cabin site and the Arrow site, which are located at elevations
of 2810 m and 2955 m, respectively (Figure 3.1). The Cabin site is located in a small clearing
(approximately 100 m in diameter) surrounded by sparse lodgepolePames contorta forest
with a canopy density of about 35 percent. The Cabin site is positioned approximately 60 m from
the forest edge, and the mean slope of the clearing is 8 percent. The Arrow site is located on
moderately sloping terrain with an aspect and predominant upslope wind direction of 290
degrees. Wind directions at the Arrow site were measured as upslope between 260 and 340
degrees (52 percent of all measured wind) during the day and downslope between 70 and 150
degrees (29 percent of all measured wind) at night. The site is characterized by an open upwind
fetch of approximately 500 m and a mean slope of 20 percent (Figure 3.1, Figure 3.2). Both
micrometeorological sites were operated during the snow-covered period (i.e. period of time with

snow cover on ground at each site often lasting from November through May) of water years (i.e.

44



period beginning 1 October and ending 30 September of the given year) 2013 and 2014. The
Arrow site was also operated during water year 2015.
3.3.2 Study instrumentation

The instrumentation setup at the Arrow and Cabin sites, measurements collected as part
of this field experiment, and measurement uncertainties are summarized in Table 3.1.
Photographs of the site instrumentation are shown in Figure 3.2. Air tempeTatanel felative
humidity (RH) were measured by aspirated sensors at approximately 0.1 m and 1.1 m above the
snow surface (Figure 3.2d), and vapor press)reds calculated at both heights frdnandRH.
The aspirated sensors were raised or lowered every 1 to 2 weeks to maintain constant heights
above the snowpack. Additionally, any biases between the upper and lower sensor measurements
were removed by automatically exchanging the vertical position of the two sets of sensors every
15 minutes and averaging the measurements over a 30-minute infarvaéf 1960]. Wind
speed (), net radiation@Q*), snow surface temperaturg«), and snow depttdf were all
measured from sensors located at a height of 3 m above the soil surface that were statically
affixed to a tripod. The profile of snow temperature was measured every 0.1 m along a vertical
array of 24 gauge (0.511 mm diameter) type-E thermocouple wires distributed through the entire
depth of the snowpack (from 0 m to 2.0 m above the soil surface) (Figure 3.2c). Horizontal and
vertical wind speed and direction, sonic temperature, and atmospheric water vapor density were
measured at the Arrow site with a fast response (10 Hz) 3-dimensional sonic anemometer and
infrared gas analyzer (EC instrumentation). These sensors were raised or lowered-éery 1
weeks to maintain a height of 1.5 m above the snow surface throughout the measurement period.

The heights of all sensors above the snow surface were calculated using the snow depth sensor
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throughout the measurement period. Manual snow density measurements were collected every 2
to 4 weeks at both sites (see Appendix A).
3.3.3 Snow-cover energy balance

The snow-cover energy balance can be expressed as

dU dt™ =Q* +Q +Q, —Q: — Q4 (3.1)

wheredU dt' is the net rate change of internal energy within the snowggicis net radiation,
Qg is ground heat fluxQa is advective energy flux (i.e. energy from precipitation onto the
snowpack), an@e andQy are the turbulent fluxes of latent and sensible heat, respectively. Here
the turbulent flux term®g andQy are positive when the flux is directed from the snowpack to
the atmosphere, while all other energy terms are positive when directed into the snowpack.
Snowpack sublimation is represented within the snow-cover energy balaQeabg is
calculated by dividinge by the latent heat of sublimatiobs), which is determined as a
function of the temperature of the snow surfa@kq 1987]. Sublimation losses away from the
snowpack are represented by positive values in this study, and sublimation gains (water vapor
depositing on the snow directly as ice) are represented by negative values and hereinafter
referred to as deposition.
3.3.4 Available energy for turbulent flux

The non-turbulent flux terms of the snow-cover energy balance in Eqg. 3.1 were measured
in this study to (1) evaluate the energy balance closure (i.e. the degree to which the sum of the
turbulent fluxes are equal to all other energy sinks and sources) of EC turbulent flux
measurementd¥ilson et al, 2002] and (2) calculate turbulent fluxes of latent heat using the BR
method. The measured available energy for turbulent flux over these snow-covered sites can be

expressed a®* - dU dt'. Ground heat flux@g) below deep Colorado snowpacks is negligible
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[Cline, 1997a] and was not considered in this study. Additionally, the advection@gjroould

not be considered because precipitation was not directly measured in this study. There was no
rainfall onto the snowpack during the snow-accumulation periods and the advection energy from
snowfall was not considered to be an important energy flux to the snowpack.

The rate of snowpack internal energy change is dependent on internal latent heat fluxes
(melting and refreezing) and sensible heat fluxes (warming and cooling) within the snowpack.
Prior to the snowmelt period, when the snowpack is cold with negligible liquid water caittdent,
dt* can be calculated as the change with time of the snowpack cold content (the energy required
to bring the snowpack to an isothermal temperature of 0.0°C):

dU dt* = J.dso{%(ps(z)ciTs(z))}dz (32)

wherez is the height above the soil surfadgis the snow deptlpsis the snow density; is the
specific heat of ice, antks is the snowpack temperature. See the Appendix A for details on the
calculation ofdU df*. Helgason and Pomerd2012b] estimated the uncertaintydb) dt* as
+10 to 15 percent. This study estimates the uncertairtyidt* to be +15 percent.
3.3.5 Aerodynamic formulation turbulent flux calculations

The BF method uses measurements of barometric pressure, wind speed, air temperature,
and relative humidity at any height, and snow surface temperature, to calculate latent heat flux
(Qe-8F):

Qe = ALCel(a -0, (33)

wherep is air densityCe is the transfer coefficient for latent heatjs the wind speed at
reference height, argl andg, are the specific humidity at the snow surface and reference height,
respectively. Specific humidity is calculated based on vapor pressure and atmospheric pressure

and the specific humidity at the snow surface is calculated based on saturation vapor pressure of
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the snow surface. The transfer coefficient for latent @gt(6ee the Appendix A) is computed
based on the roughness lengths for wind spggdrfd humidity £;) and the atmospheric

stability parameter(:

‘= —kzgQ
- pc,Tu*®

(3.4)
wherek is von Karman’s constant (0.41), zis the measurement heigbtis acceleration due to
gravity (9.81 m %), Cp is the specific heat of dry aiF,is air temperature, and is the friction
velocity. Positive (negative) values dfepresent stable (unstable) atmospheric conditions and
values close to zero represent neutral conditidndreas et al[2010] developed a BF method
algorithm that was used in this study. The parameterization of the roughness lengths used by this
algorithm were developed from EC measurements made over the Arctic Ocean during the winter
period when sea ice was compact and snow coveredskeas et al[2010], for specifics of
the algorithm).

An iterative procedure of the AP method adapted ffoya [1988] was developed for
calculating the latent heat fluQg.ap) from measurements dafl’ and4g as well as wind speed
(u) at any height:

Qe = —pLLCeAUAQ (3.5)

whereu is the wind speed gradient between measurements heightty anthe specific
humidity gradient between measurements heights (see the Appendix A for details on these
iterative calculations). Although measurementd Band4qg made in this study are vertical
differences between values at two measurement heights (i.e. approximations of gradients), they
are hereinafter referred to as gradients.

The greatest uncertainty associated with latent heat fluxes calculated by the aerodynamic

(BF and AP) methods is from the transfer coefficient for latent I&xt The uncertainty itCg
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has been estimated to be +20 percent in neutral and unstable con@ia@usino et a/.1996;
Andreas et a).2005] and suggested to have greater uncertainty in stable conditraireds
2002;Grachev et a].2007]. Given that stable atmospheric conditions are often observed over
snow-covered surfaces, this study estimates the uncertai@gtabe +40 percent.

3.3.6 Eddy covariance turbulent flux calculations

The latent Qe.ec) and sensible(y.ec) heat fluxes as calculated by the EC method are
Qcec = pLSV\/_q' (3.6a)

Quec = PC,WT' (3.6h)
wherew is the vertical wind speed and overbars denote mean values and primes denote
deviations from the meaReba et al[2009] provides a detailed overview of the theory and data
processing steps for collection of EC data over snow. The raw 10 Hz data collected in this study
were corrected and post processed using the LI-COR EddyPro software (available online at
<http://www.licor.com>) to account for systematic errors. Sonic temperature data were corrected
for humidity and momentum fluctuationSd¢hotanus et gl1983], the covariance between water
vapor density and vertical wind speed was corrected for air deiéitlyl] et al.1980], and the
double rotation scheme was used to adjust preferential vertical motion in mean vertical wind
velocity [Kaimal and Finnigan1994]. The statistical-screening analysis describeditkers
and Mahrt[1997] was followed. Wind direction was not filtered [eQtannard et a).1994;

Moreo et al, 2007], as downsloping winds often occurred from behind the sensor supports.
Finally, the quality check described Mauder and Fokef2004] was used to test for the
assumptions of steady state and fully developed turbulence. Fluxes rated as lowjaalikgr|
and Foken2004] because of under-developed turbulence or non-stationarity in the data were

flagged as faulty, while fluxes deemed as moderate to high qudiiyder and Foken2004]
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were considered valid (Table 3.3). All covariances and thus turbulent fluxes were calculated
using a 10-minute interval and subsequently averaged over a 1-hour interval to reduce sampling
errors Vickers and Mahrt1997]. The flux footprint was calculated to quantify the upwind

distance over the snow surface contributing to the EC fluxes using the method developed by
Schuepp et a[1990].

Although rigorous and well documented data screening techniques and corrections are
applied to EC measuremenBdba et al.2009], these measurements tend to have a high degree
of scatter and uncertainty. Uncertainty in turbulent fluxes of latent and sensible heat measured by
the EC method over snow have been estimated on the order of £10 pkrzesmlefs et al.
2015Db] to £20 percen®ndreas et aJ.2010]. This study estimates the uncertainty in bathQ
and Q.ec to be +20 percent.

3.3.7 Bowen ratio-energy balance method turbulent flux calculations

The Bowen ratiof) is defined as the ratio of sensible heat flux and latent heat flux and is
commonly expressed as the ratio of vertical gradients of temperature and specific humidity
[Bowen 1926]. The Bowen ratio is calculatasd

c K. AT
—_p A (3.7)
LKA Q¢
whereAT is the air temperature gradient between measurements heigtis amdK, are the
eddy diffusivities for temperature and water vapor, respectively, which are assumed to be equal.

If the Bowen ratio is calculated along with the non-turbulent flux terms of the snowpack energy

balance, Eqg. 3.1 can be rewritten as

Q- dudt?
Qe gr = T 15 (3.8)
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whereQegris the latent heat flux calculated by the BR method. The flux footprint was
calculated for the BR fluxes based on the geometric mean of the measurement heights
([Stannard 1997]; see Appendix A) using the method develope8dhwepp et a[1990].

The latent heat fluxes calculated by the BR method in this study were evaluated based on
the method described I®hmura[1982] to identify erroneous or faulty turbulent flux values.
Values of Bowen ratios close to -1, calculated in the range -8%-1.5, can lead to very large
and extremely inaccurate flux values and were flagged as fdalbngr et al. 1987]. Bowen
ratios close to -1 often occur when (Q* - dt)dt 0. Additionally, data were flagged if a
counter-gradient flux (i.e. fluxes with a sign opposite to that indicated by the measured
temperature or vapor pressure gradient) was indicated, which did not meet the following

inequalities Payero et al.2003]:

If (Q*- dU dt™)>0, thenL (Ae+)AT)<O0 or AT < —Ae (3.9a)
v

If (Q*- dU dt™) <0, thenL,(Ae+)AT)>0 or AT > —Ae (3.9b)
Y

wherey is the psychrometric constant (= 0.04 kPa °C™), de is the vapor pressure gradient

between measurements heights, and the direction of the gradients are measured as the upper
height minus the lower height. The cumulative errors in the measureméitsdid dt’, 47,

and4e, or problems with the development or stationarity of the surface layer, are likely
responsible for these problematic BR flux@himurg 1982]. Lastly, the BR method was not

used during snowmelt periods, when accurate calculation of internal snowpack energy storage
was not feasible because of the difficulty measuring the internal melting and refreezing rate

within the snowpack as well as the snowmelt outflow from the snowpack.
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3.3.8 Measurement uncertainty

The systematic uncertainties of field measurements collected in this study were
determined using either manufacturer calibration or expert opinion (Table 3.3). To transfer
measurement uncertainty through the nonlinear equati@gnahim et al.2010;Knowles et al.
2015b] used for turbulent flux calculations, uncertainty was propagated using the standard error
propagation formulaTfaylor, 1997]:

5.y = \/ZN:(% 5anj (3.10)

n=1 n

wherey is a function withN variables X), dsx is the uncertainty in variabbe anddy is the
propagated systematic error throygliHourly systematic uncertainties were aggregated to longer

time scales in an additive manner as the square of theMantifieff et al, 1996}

n:J(Z%asxt] (3.11)

from time 1T wherey is the aggregated systematic error. Random uncertainties were not

considered in this study because these evenly distributed errors diminish with increasing size of
the dataset according to 1/NT [Barlow, 1989] and were assumed to cancel out over longer time
scales Knowles et aJ.2015b].
3.3.9 Gapfilling

Each of the methods for calculating turbulent fluxes of latent heat in this study were not
serially complete, and data gaps were filled to quantify the importance of snow sublimation over
a given snoweovered period. The “look-up tables gap-filling method as defined iRalge et al.
[2001] was used in this study. Tables were developed for each of the latent heat flux calculation

methods at each site during each snow-covered period so that missing or flagged fluxes could be
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gap filled based on environmental conditions. Look-up tables were developed based on 18 net
radiation Q*) classes x 16 wind speeag) Classes that were selected based on the distribution of
Q* andu observed at the Arrow and Cabin sites. The mean turbulent flux of latent heat and
associated mean uncertainty within each class was used as a look-up table for gap-fill fluxes
based orQ* andu associated with the missing value. In cases wi}rer u were not available
at a site because of power loss or instrument malfunction, a simple linear regression between
these variables at the Arrow and Cabin sites was used to model the missing values. The
uncertainty associated with the gap-filling method was accounted for by adding an additional of
10 percent to look-up table uncertainty for gap-filled fluxes.
3.4 Results
3.4.1 Snowpack and meteorological conditions

The Arrow site received more winter precipitation (total precipitation during the snow-
covered period), had a greater peak SWE, and had a longer snow-covered period than the Cabin
site each year of the field experiment (Table 3.2). Snow-accumulation periods (i.e. period of time
with snow cover on ground prior to the onset of snowmelt) and snowmelt periods (i.e. period of
time during active snowmelt before snow cover completely melts) are also presented in Table
3.2. The Arrow site generally exhibited lowkrlowere, and higheu than the Cabin site,
however, the later spring snowmelt (i.e. highgat the Arrow site led to similar medrande at
the two sites during the snow-covered period (Table 3.2). Mean-holilypper height minus
lower height) observed at the Cabin and Arrow sites was consistently directed from the
atmosphere to the snowpack during the snow-covered period, suggesting persistent stable
atmospheric conditions over the snowpack. The mean-hdesyas directed from the

atmosphere to the snowpack (promoting deposition) during nighttime and from the snowpack to
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the atmosphere (promoting sublimation) during daytime (Figure 3.3). The atmospheric surface
layer became less stable (based on the atmospheric stability pargmdetang the daytime, at
times approaching neutral stability conditions. The duratiofedafirected from the snowpack to
the atmosphere increased during the snowmelt period as day length increased and the snow
surface warmed (Figure 3.3). Me@i flux was generally small at both sites during the snow-
accumulation period (Table 3.2) because of a balance of incoming and outgoing shortwave and
longwave radiation over the day. Net radiation was dominated by outgoing longwave radiation
during nighttime and by the net shortwave radiation during the day, which was small because the
high albedo of the snow surface (Figure 3.4). The internal snowpack energy cianige, of
the snowpack was approximately equal to zero on average throughout the snow-accumulation
period at each site (Table 3.2). The diurnal pattedibéit* driven by changes to internal
snowpack temperature was similaiQd although it peaked earlier in the day (Figure 3.4).
3.4.2 Evaluation of turbulent fluxes

The percentage of flagged or faulty hourly turbulent fluxes by each method in this study
is presented in Table 3.3. Turbulent fluxes were flagged because of power loss, instrumentation
malfunction, or the specific criteria outlined in the methods section. Hourly fluxes that were not
flagged as faulty are hereinafter referred to as valid fluxes. Both sites were run continuously
through the snow-covered periods with the exception of a loss of power during 23 February 2014
through 20 March 2014 at the Arrow site. Aerodynamic (BF and AP) method fluxes were only
flagged because of power loss, a malfunction of the sensor exchanging mechanism, or the sensor
intakes becoming clogged with snow (Table 3.3) and these flagged values were not related to
specific environmental conditions or temporal patterns. Eddy covariance turbulent fluxes from

the Arrow site that were both serially complete (from beginning to end of the hour) and rated as
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moderate to high quality based on tests for steady-state conditions and turbulence development
[Mauder and Fokern2004] were considered valid while all others were flagged. A total of 42 and
44 percent of the hourly WY 2014 and WY 2015, respectively, EC turbulent fluxes were flagged
(Table 3.3), with approximately 67 percent of the flagged values occurring at night. Bowen ratio-
energy balance turbulent fluxes that did not meet the criteria outlined in the methods section, and
were flagged as faulty, included between 38 and 59 percent of the values in each of the snow-
accumulation period datasets (Table 3.3). Most faulty BR fluxes were flagged because of a
counter-gradient flux (approximately 70 percent of flagged values), because the inequalities
presented in Eq. 3.9 were not satisfied. Bowen ratios between -1.5 and -0.5 occurred when the
available energy@* — dU dt') is very close to zerddhmurag 1982] and accounted for

approximately 16 percent of flagged values. Fluxes were not calculated by the BR method during
the snowmelt period.

Eddy covariance turbulent flux measurements at the Arrow site during the snow-
accumulation periods of WY 2014 and WY 2015 were also evaluated by assessing the energy
balance closuré/ilson et al. 2002] for 24hour periods with valid measurements or “complete
days.” Complete days are defined in this study as periods with 24 hours of serially complete
eddy covariance data beginning and ending at midnight in which at least 80 percent of the hourly
fluxes are rated as moderate to high quality. The hourly fluxes with under-developed turbulence
(less than 20 percent of the day) were included in the daily means. The sum of measured
turbulent fluxes Qe.ec + Qu-ec) Were compared to the measured available en€ty @U df)
to assess energy balance closure for complete days (Figure 3.5). The energy balance closure ratio

(i.e. the sum of the turbulent flux terms divided by the sum of the available energy terms) was
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equal to 0.71 and 0.60 and the mean-residual vgltie U dt’ - Qe.ec - Qu.ec) was -3.3 + 4.6
W m?and -5.7 + 4.6 W ifiduring WY 2014 and WY 2015, respectively.

The flux footprints of the EC and BR turbulent fluxes were relatively short distances
because the micrometeorological measurements in this study were made close to the snow
surface. The footprint calculations indicate that greater than 80 percent of the measured EC
fluxes at the Arrow site were contained within 164 m of the upwind area. Greater than 80 percent
of the measured BR fluxes were contained within 130 m (59 m) of the upwind area at the Arrow
(Cabin) site. This study assumes that the flux footprint calculations for the BR method are
applicable for the AP and BF methods considering they are based on the same environmental
variables and measurement heights. The calculated flux footprint for each method was within the
open fetch at both sites suggesting the turbulent fluxes calculated in this study were from the
forested openings and not the adjacent forest at each site.

3.4.3 Comparison of valid turbulent fluxes of latent heat

Mean differences calculated for matched pairs of valid hourly latent heat flux calculations
were evaluated at each site during the snow-accumulation and snowmelt periods using the
Wilcoxon signed-rank test (Table 3.4). All differences were statistically signifiparai(e <
0.05). Mean differences between hourly fluxes calculated by the BF, AP, and BR methods were
biased low when compared to the EC method. The AP method was biased low when compared
to the BF method at both sites during the snow-accumulation and snowmelt periods. When
compared to the BF and AP methods, the BR method was biased low at the Arrow site and
biased high at the Cabin site during the snow-accumulation period. Differences between methods
and associated propagated uncertainties were greater during the snowmelt period than the snow-

accumulation period (Table 3.4).

56



A comparison was made between simultaneous valid hourly latent heat flux calculations
from the EC, BR, BF, and AP methods (Figure 3.6). The diurnal patterns of valid EC, BR, AP,
and BF fluxes at the Arrow site (Figure 3.6a) during the WY 2014 snow-accumulation period
were similar to the Cabin site (Figure 3.6b). The BR fluxes were biased low during the night
(showing deposition) and biased high (showing greater sublimation) during midday when
compared to all other methods. These midday biases were greater at the Cabin site (Figure 3.6b)
compared to the Arrow site (Figure 3.6a). The AP fluxes were similar to the BF fluxes during the
night but were biased low when compared to the BF fluxes during the day at both sites. The EC
fluxes at the Arrow site were biased high when compared to all other methods except the BR
method during midday. Latent heat fluxes calculated by all methods were well correlated with
each other, with the strongest correlations between the BF and AP metkd@8% and 0.83
value < 0.05) at the Arrow and Cabin sites, and between the EC and BF methods at the Arrow
site { = 0.83;p value < 0.05) (Table 3.5). The diurnal pattern of when fluxes were flagged by
each method was compared to determine which flagged values were controlling when
simultaneously valid hourly fluxes were available (Figure 3.6¢c and 3.6d). The majority of
flagged EC fluxes occurred during the night winemas lowest and was greatest (most stable)
(Figure 3.3), while the majority of flagged BR fluxes occurred midday v@teanddU dt*
were greatest (Figure 3.4).

Bivariate correlations between valid latent heat fluxes and environmental variables
exhibit that fluxes from each method are positively correlated@/thu, T, andTs; and
negatively correlated witiandq (Table 3.5; Figure 3.7). The EC and BR methods are most
correlated withQ*, and the AP and BF methods are most correlateduwatithe Arrow site and

Q* at the Cabin site. The percentages of latent heat fluxes flagged for all methods were evaluated
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as a function of these well-correlated environmental variables (Figure 3.Q). &sdu
increased the percentage of EC fluxes that were flagged decreased, whereas the percentage of
BR and AP fluxes increased (Figure 3.7e and 3.7f). The percentage of flagged EC and AP fluxes
decreased with increasifig while the percentage of flagged BR fluxes was lowest beteén
-5°C to 0°C. As ( increased (increasing stable conditions), the percentage of flagged BR fluxes
decreased, while the percentage of flagged EC fluxes was lowest in near-neutral to slightly stable
conditions (0 << 0.5).
3.4.4 Comparison of estimated seasonal sublimation

Mean and net surface sublimation as well as propagated uncertainty was quantified for
the entire snow-covered period for each method at both the Arrow and Cabin sites during WY
2013 and WY 2014 and at the Arrow site only during WY 2015 (Figure 3.8, Table Al). Seasonal
surface sublimation rates and totals were computed using valid hourly fluxes for each method as
well as gap-filled values for hours of flagged data. Amongst all methods, the mean-daily surface
sublimation rates ranged from 0.09 + 0.09 mm'diey0.36 + 0.08 mm dé&yat the Arrow site
and from 0.03 + 0.03 mm dayo 0.37 + 0.13 mm dayat the Cabin site. However, the range of
mean surface sublimation rates amongst individual methods was much more consistent from year
to year (Figure 3.8a). For example, the mean BF surface sublimation rates at the Arrow site from
WY 2013- WY 2015 ranged only from 0.15 + 0.06 to 0.17 + 0.07 mni'd&pr each method,
the surface sublimation rates at the Arrow and Cabin sites increased throughout the snow-
covered period, with greater surface sublimation rates during the snowmelt period than the snow-
accumulation period (Figure 3.8a).

Net surface sublimation calculated by the BR, BF, and AP methods at the Arrow site was

comparable within the range of uncertainty of each methagl¢r, 1997] but were each
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significantly (based on the bounds of uncertainty) biased low when compared to the EC method.
Eddy covariance exhibited a net surface sublimation of 53239 mm and 58.6 £ 13.3 mm
equal to 13 and 17 percent of winter precipitation during WY 2014 and WY 2015, respectively
(Figure 3.8b and Figure 3.8c). Net surface sublimation calculated by the aerodynamic methods
(BF and AP) were comparable within the range of uncertainty at the Cabin site, but the BR
method was significantly biased high compared to the aerodynamic methods. A comparison
between the Arrow and Cabin sites during WY 2013 and WY 2014 shows that the aerodynamic
methods (BF and AP) are comparable within the range of uncertainty of each method, but the
calculated surface sublimation was greater at the Arrow site than the Cabin site. The BR method
was significantly different between sites with greater surface sublimation calculated for the
Cabin site. The mean propagated uncertainty calculated for each method in this study was equal
to 24 percenty(= 13.6 mm), 46 perceng € 10.2 mm), 94 perceny € 10.3 mm), and 46
percent 4 = 17.4 mm) for the EC, BF, AP, and BR methods, respectively.
3.5 Discussion

Based on method comparisons, propagated uncertainty calculations, as well as
instrumentation requirements, this study suggests that the EC and/or BF methods are preferable
for estimating surface sublimation in snow-covered forested openings. The EC method provided
reliable estimates of sublimation during periods of well-developed turbulence, but often required
gap filling during periods of low turbulence and high atmospheric stability which was biased
high compared to other methods. The BF and AP methods required the least gap filling amongst
methods, but were generally biased low when compared to EC estimates with the BF method
exhibiting a stronger correlation and smaller mean difference than the AP method. The BR

method often required gap filling during daytime periods when sublimation rates were highest
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and during the entire snowmelt period, and exhibited strong diurnal biases compared to other
methods. Researchers seeking to use the EC method to quantify surface sublimation should take
special care to evaluate conditions during under-developed turbulence (often at night) when
fluxes may be overestimated (or of opposite signs to near-surface gradients) by gap filling
techniques and better represented by the BF method. Alternatively, if the BF method is used,
special care should be paid to evaluating the highly uncertain transfer coeffiziptits
represents site conditions related to atmospheric stability and surface roughness. The BF method
was often biased low from the EC method during well-developed turbulence conditions in this
study when the EC method was not likely to overmeasure turbulent fluxes, and these biases may
have been related to uncertaintyda Research design using the EC and/or BF method to
guantify surface sublimation from forested openings should also take special care to evaluate the
size of the forest opening compared to the measurement footprint to ensure these techniques are
sampling from the area of interest. If measurements are desired from a small forested opening
where available fetch and turbulence development will not be adequate, the gravimetric method
may be more applicable.

Results presented in this study differ from previous comparisons of methods of
qguantifying turbulent fluxes of latent heMarks et al[2008] presented a comparison between
the EC and BF methods and highlighted a positive bias in the BF method, while the EC and BF
methods were shown to compare well using the same method in a subsequeRedtadt .
2012].Box and Steffe[2001] compared the AP, BF, and EC methods and reported that the AP
method compared well with the EC method but the BF method was biased high. Comparisons of
turbulent fluxes of latent heat over non-snow covered surfaces have often reported that the EC

and BR methods are well correlated, but that the EC method is biased low when compared to the
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BR method [e.g.Brotzge and Crawfor,d2003]. The results of this study suggest that the
different conclusions of relative biases between methods observed by previous studies and the
present work are likely related to data quality based on time of day or environmental condition
(Figure 3.6 and 3.7) or overall method uncertainty (Figure 3.8).
3.5.1 Limitations of methods for determining surface sublimation

The experimental design of this study highlighted important limitations and challenges
with each method for determining surface sublimation. Eddy covariance measurements were
collected at a site with a moderate slope and non-uniform terrain and likely experiences non-
uniform flow which challenges the assumptions of the EC method. Also, the study site
experienced drainage of cold, dense air at night along with a vapor pressure gradient from the
atmosphere to the snowpack (shown by the exchanging aspirated sensors) that was not often
captured by the EC sensors at 1.5 m height. This, along with the majority of nighttime EC fluxes
flagged because of turbulence development, suggests that EC was not the best method for
guantifying nighttime sublimation or deposition at the Arrow site. The EC method fluxes
exhibited an energy balance closure ratio ranging from 0.60 to 0.71 that is slightly low compared
to observations made over non-snow covered surfaces. Non-closure is a common problem with
eddy covariance measuremerfisfen 2008] and energy balance closure discrepancies are often
on the order of 10 to 30 percent at long-term eddy covariance (FLUXNET) measurement sites
[Wilson et al. 2002]. However, energy balance closure over a snow-covered surface has not
often been measured, aHeélgason and Pomerd012b] report a large energy imbalance
(energy balance closure discrepancies from 45 to 100 percent) over the snow cover.
Underestimations of the EC turbulent energy fluxes compared to the measured available energy

may be related to a systematic instrumentation bias, difference in observation scale between the
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available energy (measured at a point) and turbulent flux (measured over the flux footprint of
164 m) Wilson et al. 2002], or because of cold air drainage and its unmeasured advection. An
under measurement of sensible heat flux towards the snowpack and/or latent heat flux towards
the snowpack (deposition), both of which warm the snowpack, may have been responsible for
the closure discrepancy observed in this stiitBldason and Pomerp012b;Burns et al.
2014].

A potential limitation of the aerodynamic (BF and AP) methods and the BR method is
that the measurement heights of the near-sufac@lRH measurements may have been
collected so close to the snow surface that they did not represent sampling from a constant-flux
layer, which could explain biases from the EC method in conditions with fully developed
turbulence. Future research should evaluate the best measurement heights for aerodynamic
methods in order to ensure measurement from a constant flux layer but also measure important
near-snow surface processes such as cold air drainage. Biases observed in the aerodynamic
methods may also be improved through calibrating the aerodynamic methods to site-specific
conditions.Reba et al[2014] showed that turbulent fluxes calculated by the BF method were
particularly sensitive to the snow surface roughness lengtSfecifically calibrating the
aerodynamic methods to EC measurements was outside of the scope of this study, but future
research could focus on calibrating the BF method for site-specific conditions and evaluating
biases between BF and EC methods in various site conditions of complex mountainous terrain.

The BR method exhibited strong biases (negative during nighttime and positive during
daytime conditions) when compared to hourly measurements made by all other methods (Figur
3.6). It is possible that the large biases observed in the BR method could be related to the

inequality of the eddy diffusivities for temperatukg;] and water vapoiK) that have been
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suggested by various studies [eRlJad and Rosenbeyrd 974;Irmak et al, 2014], but evaluation

of this hypothesis was outside of the scope of this study. The BR method has the benefit of
providing turbulent fluxes without the need for making turbulence measurements or estimating
the atmospheric stability and snow surface roughness. Additionally, the fluxes estimated by this
method are constrained by energy balance measurements. However, this can also be problematic,
as a propagated uncertainty of 46 percent was calculated in the seasonal BR method surface
sublimation estimates because of uncertain®*indU dt*, 47, and4g. McKay and Thurtell

[1978] suggest that the BR method should be considered inadequate for winter-time energy
balance calculations because of the size of the measurement errors relative to the magnitude of
the fluxes. The data screening and removal procedures implemented by this study likely
eliminated some of the most serious measurement errors, but also resulted in flagging a
substantial percentage of the estimated fluxes (Table 3.3) and often flagging values in the middle
of the day when net radiation and wind speed are highest. Additionally, the BR method over
snow cannot be used with confidence over a melting snowfack and Fergusonl974]. This
limitation is underscored by the increased importance of sublimation during the snowmelt period
(Figure 3.8).

Gravimetric estimations of surface sublimation could not be made with confidence in this
study because (1) precipitation was estimated from a spatial climate dataset (Table 3.2) rather
than measured directly, and (2) the measurement sites were positioned such that wind
redistribution may have contributed to the difference between estimated winter precipitation
prior to peak SWE and measured peak SWE [®Blgyer et al. 2012]. These sources of
uncertainty are highlighted in Table 3.2, where peak SWE often exceeds winter precipitation,

while all other methods for estimating surface sublimation show a net loss of water away from
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the snowpack. Future studies that attempt to quantify surface sublimation using gravimetric
methods should take particular care to directly measure precipitation and account for gage
undercatch [e.gFassnacht2004] while also measuring SWE from areas that are not subjected
to wind redistribution of snow.
3.5.2 Meteorological drivers of surface sublimation

The meteorological conditions that promote surface sublimation from forested openings
at both the Arrow and Cabin included high wind speeds (increasing surface layer turbulence) and
net radiation, warm snow surface temperatures and low relative humidity (promoting a vapor
pressure gradient directed from the snowpack to the atmosphere), and a reduction in surface
layer stability toward neutral conditions (Table 3.5). These conditions are generally dominant
during midday periods and peak in the early afternoon, which coincides with the timing of the
greatest surface sublimation rates observed in this study. Because of these radiative and
meteorological drivers, surface sublimation showed a strong diurnal pattern at both sites (Figure
3.6) consistent with observations of previous studies fdgman and Grant1974;Box and
Steffen2001;Molotch et al, 2007;Reba et al.2012]. A vapor pressure gradient directed from
the atmosphere to the snowpack was often measured at night (which drives deposition), but
strong stable atmospheric conditions limited deposition rates and allowed for surface sublimation
to be the dominant water flux between the snow and atmosphere. Surface sublimation rates
generally increased throughout the snow season at each site and the greatest rates were often
observed during the snowmelt period (Figure 3.8).
3.5.3 Hydrological importance of surface sublimation in the Colorado Rocky Mountains

The yearto-year surface sublimation rates amongst individual methods in this study

displayed little variability (Figure 3.8a). This is a result that was also obseridldayet al.
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[2012] and suggests that the importance of snow sublimation in the region is largely dependent
on the amount of snowfall in a given year (Figure 3.8c). In other words, the role of snow
sublimation will likely have a greater effect on the overall water balance during low snow years.
Snow sublimation rates are not expected to scale with snowpack depth or SWE, as a given set of
meteorological conditions would be expected to sustain virtually the same sublimation rate for
any depth of snow on the ground. Furthermore, years with deeper snowpacks tend to have
greater occurrence of snowfall coinciding with conditions that repress surface sublimation,
suggesting a potential negative correlation between seasonal snow sublimation rates and total
winter precipitation. This result has important implications for water management decision
making and future long-term studies of snow sublimation measurements could provide greater
insight into the relation between snowfall amounts, occurrence of snowfall, snow-cover duration,
and snow sublimation totals.

The surface sublimation rates quantified in this study are generally smaller in magnitude
compared to previously published surface sublimation rates for the Rocky Mountain region of
the USA.Meiman and Granf1974] found surface sublimation rates of 0.58 mmi’dayd 0.64
mm day" using evaporation pans in a forested and open site at Pingree Park, Céloatiet
al. [1999] found an average seasonal surface sublimation rate of 0.67 Mwittagreater rates
(approximately 1.0 mm d&y during the snow-accumulation period using the AP method at an
alpine site on Niwot Ridge, Colorado. EC measurements of surface sublimation below the forest
canopy in the Front Range of Colorado have been reported as 0.41 fhimydaglotch et al.

[2007] and 0.17 mm d&yby Marks et al[2008]. Additionally,Reba et al[2012] found an
average surface sublimation rate of 0.39 mni‘dstyan exposed forested opening and 0.15 mm

day" at a sheltered site beneath an aspen canopy at Reynolds Creek Experimental Watershed,
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Idaho. The range of BF and EC seasonal surface sublimation reported in this study at both sites,
0.10 + 0.05 mm dayto 0.36 #0.08 mm day, is most comparable to the rates reported in the
subcanopy byarks et al[2008] andReba et al[2012] and in an exposed forested opening by
Reba et al[2012]. Previously published results of canopy sublimation in this region [e.g.,
Montesi et al.2004;Molotch et al, 2007] are also greater than the surface sublimation rates
guantified in this study, suggesting that estimations of surface sublimation from forested
openings may represent the lower bound, or a conservative estimate, of basin-wide snow
sublimation losses. Future research design including simultaneous measurements of surface
sublimation from forested openings and surface and canopy sublimation from forested areas in
this region could provide more confidence in understanding the hydrologic importance of snow
sublimation from land covers below treeline. Across the entire study area, it is hypothesized that
snow sublimation (including surface and canopy sublimation) from forested areas (35 percent of
study area) accounts for a greater contribution to the winter water balance than surface
sublimation from forested openings (21 percent of study area), but that snow sublimation from
forested openings also has a substantial relative contribution to the winter water balance [e.qg.,
Strasser et aJ.2008]. Measurements made in this study help to refine surface sublimation
estimates for forested openings in the Colorado Rocky Mountains.
3.6  Conclusions

In this study, surface sublimation is evaluated within two forested openings using the
eddy covariance (EC), Bowen ratio-energy balance (BR), bulk aerodynamic flux (BF), and
aerodynamic profile (AP) methods. Results from all methods are evaluated over a range of
environmental conditions and show considerable propagated uncertainty. The EC and BF

methods are concluded to be preferable for estimating surface sublimation in snow-covered
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forested openings, and potential limitations and biases in each of these methods are highlighted
to guide future research design. Mean surface sublimation rates calculated for the Arrow site
ranged from 0.33 + 0.08 mm dago 0.38 + 0.08 mm dayby the EC method and from 0.15 +

0.07 mm day to 0.17 + 0.06 mm dayby the BF method. Mean surface sublimation calculated

by the BF method at the more sheltered Cabin site ranged from from 0.10 * 0.05 thio day

0.13 + 0.07 mm da}; Surface sublimation rates quantified in this study are generally smaller in
magnitude than snow sublimation rates reported for this region and help to refine surface

sublimation estimates for forested openings in the Colorado Rocky Mountains.
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Table 3.1. Field-experiment instrumentatitDenotes sensor specific to Cabin sftelenotes
sensor specific to Arrow sifédenotes sensor instrument height adjusted with snow
accumulation to remain a constant height above snow surfac&dembtes estimated

uncertainty (manufacturer accuracy not stated).

M easured variable

M anufacturer and model number

Instrument
height above
soil surface

(m)

Instrument
uncertainty

Air temperature and
relative humidity

Wind speed

Net radiation

Snow temperature profile

Snow surface temperature

Snow depth

Vertical and horizontal
wind speed and direction

Sonic temperature

Water vapor concentration

Datalogger

REBS exchanging aspiratégnperature
humidity profile sensors (THR)

Rotronic HC2S3 temperature and

humidity probé
Met One 014A

R. M. Young 0510345

Campbell Scientific CNR2

Campbell Scientific NR-LITE2
Omega 24 AWG type E thermocouple

wire

Apogee SI-111 infrared radiometer

Campbell Scientific SR50A
Campbell Scientific IRGASON &

sonic anemometer

Campbell Scientific IRGASON &

sonic anemometer

Campbell Scientific IRGASON gas

analyzef

Campbell Scientific CR30G0
Campbell Scientific CR1000

0.1,1.1

3.0

2.0
3.0°
2.0t
3.07

0-20(0.1m
spacing)

2.04 3.0
2.0, 3.0

1.5
1.5

1.5

15
15

Campbell Scientific AM25T multiplexer 0

+0.2°C,+2.0%

+0.1°C to +0.3°C,
+0.8% to £3.0%

+0.3m ¢

+10%,

+10%'

+0.4%

+0.2°C to 20.5C
+0.01 m

+2% to 6%
+0.025°C

+2%
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Table 3.2. Snowpack and meteorological conditions during the snow-covered pPasi@dnter

precipitation determined as the total precipitation during the snow-covered period derived from

PRISM (PRISM Climate Group, Oregon State University, http://prism.oregonstatgedi),

SWEis maximum snow water equivaleiiitis mean air temperaturejs mean vapor pressure,

is mean wind speedy iSs mean snow surface temperatures, mean atmospheric stability
arameterQ* is mean net radiation, ad) dt’ is mean internal snowpack energy change.

“The average wind speed and atmospheric stability parameter at Arrow excludes the period

from 23 February 2014 through 20 March 2014 because of missindeean internal

snowpack energy change only includes data from the snow-accumulation period.

Arrow Cabin
WY 2013 WY 2014 WY 2015 WY 2013 WY 2014

P (mm) 344 433 348 194 211
Peak SWHEmMm) 305 566 360 124 286
Snow-covered perioflays) 187 168 164 142 151
Snow-accumulation period

(days) 167 138 120 85 131
Snowmelt period (days) 20 30 44 57 20
T(°C) -5.46 -5.42 -2.53 -6.80 -5.28
e (kPa) 0.30 0.30 0.29 0.29 0.31
u(m sb 2.13 2.69 1.99 1.62 2.03
Tor (°C) -9.96 -10.39 -9.27 -11.19 -9.96
¢ 2.26 2.29 2.93 2.32 2.07
Q* (W m?) -1.40 -6.26 -8.68 11.47 2.04
du dt* (W m?)* 0.13 -0.16 -0.11 0.25 -0.01
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Table 3.3. Percentage of flagged hourly turbulent fluxes of latent heat for the eddy covariance
(EC), Bowen ratio-energy balance (BR), aerodynamic profile (AP), and bulk aerodynamic flux
(BF) methods during the snow-covered perfd@he percentage of values flagged for the BR
method is based on the snow-accumulation period §Bercentage from the Arrow site does
not include time during a power outage from 23 February 2014 through 20 March 2014.

Arrow
EC BR* AP BF
WY 2013 - 40% 4% 5%
WY 2014  42% 59% 30% 2%
WY 2015 44%  --- --- 0%
Cabin
EC BR* AP BF
WY 2013 -- 38% 6% 6%
WY 2014 -~ 54% 10% 11%
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Table 3.4. Hourly latent heat flux mean differences (y-x) and propagated unceriaioty (
matched pairs calculated by the eddy covariaQge{), Bowen ratio-energy balanc®gsg),
aerodynamic profile@e.ap), and bulk aerodynamic fluxQe.sg) methods from all years collected
at the Arrow and Cabin sites during the snow-accumulation p&fiddnd snowmelt period
(SMP) Bold values represent statistically significant differenpag{ue < 0.05) calculated by the
Wilcoxon signed-rank test.

Arrow™** mean difference (W m?)

Qeec QesF Qe-ar
QesF -49+3.3 - —--
Qe-ap -8.6+3.8 -1.0+29
Qesr -7.8x2.6 34+2.1 -21+2.3
Arrow"P mean difference (W m?)
QE-EC QE-BF QE-AP
Qesr  -144%8.9 --- ---
Qe-ap -171+7.8 -45+54 -
QEe-8R --- --- ---
Cabin®*" mean difference (W m™)
Qeec Qe-er Qeap
QesF --- --- ---
Qeap --- -1.8+2.0 -
QesR --- 1.1+2.6 22125
Cabin®" mean difference (W m?)
Qeec Qe-8F Qe-ap
Qe-sF --- --- ---
Qeap - -42+35 -
QEeBR --- --- ---
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Table 3.5Bivariate correlations (Pearson’s correlation coefficient) between hourly turbulent
fluxes of latent heat by the eddy covarianQe4c), Bowen ratio-energy balanc®ggr),
aerodynamic profile@e.ap), and bulk aerodynamic fluxQesg) methods and environmental
conditions for all years at the Arrow and Cabin sites. Bold values represent statistical
significance g value < 0.05).

Arrow Cabin

Qeec  Qesr  Qear Qesr Qesr  Qeap  Qesr
Qeec(W m-z) - - =" =" =" - -
Qesr(W m?) 0.66  ---
Qeap (W m?) 081 071 0.71
Qesr (W m?) 083 069 08 -- 076 083 -
T(°C) 0.51 0.14 0.28 0.40 0.21 0.34 0.43
q (kg kg% -0.09 -009 -008 -007 -0.12 -0.09 -0.07
u(m S'l) 0.45 0.34 0.48 0.51 0.32 0.42 0.48
Tt (°C) 0.50 0.33 0.31 0.39 0.43 0.40 0.43
¢ -033 -039 -031 -03 -043 -034 -031
Q* (W m?) 060 057 037 042 079 045 050

dudi*Wm? 014 013 014 007 0.02 011 0.6
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Figure 3.1. Map of study area located within the upper Colorado River Basin, Colorado, U.S.A.
The locations of micrometeorological stations (MM) are shown in blue and the SNOTEL stations

are shown in orange.
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Figure 3.2. Photographs of the field instrumentation at (a) the Arrow site looking southwest, and
(b) the Cabin site looking southwest. Close up photographs are shown for (c) the snowpack
temperature thermocouple array, and (d) the exchanging aspirated temperature and relative
humidity sensors.
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Figure 3.3. Mean-hourly air temperature gradietil) (upper height minus lower height),
atmospheric stability parametéj,(vapor pressure gradientd), and wind speedif duringa
selection of the snow-accumulation period (SAP; 01 December-2023ebruary 2014) and
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(20 December 201320 February 2014).

76



10 Fa) wy 2014
— 5 i ""“
E 0 fa
s ;
g O [
&-10
Y15 ¢
u
g-20
y=087x+179
-25 R = 0.66
-30 '
10 Fb) wy 2015
— 5 i /'.”/
E 0 ﬁ*q—
2 f
g |
di-10 t
*15 t
w
g -20
-25 . y=0.75x+2.4
- R? = 0.57
_30 1 1 1 1 1 1 1

-30 26 -20 -15 10 -5 0 5 10
Q* - dU dt! (W m2)

Figure 3.5. Eddy covariance energy balance closure (comparison between the sum of turbulent
fluxes [Q; + Qg] and measured available energy [Q* - dU]}ifor valid complete days

measured at the Arrow site during (a) WY 2014 (n = 28) and (b) WY 2015 (n = 23) snow-
accumulation periods. Error bars represent the propagated uncertainty in both the sum of the
turbulent fluxes and the measured available energy. Note the dotted 1:1 equivalence line.
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Figure 3.6. Simultaneous valid mean-hourly turbulent fluxes of latent heat from the eddy
covariance (EC), Bowen ratio-energy balance (BR), aerodynamic profile (AP), and bulk
aerodynamic flux (BF) methods during the WY 2014 snow-accumulation period at (a) the Arrow
site and (b) the Cabin site, with the dotted lines representing the propagated measurement
uncertainty for the sample mean of each method. EC was not available at the Cabin site. The

percentage of hourly turbulent fluxes of latent heat removed for each method are shown for (c)
the Arrow site and (d) the Cabin site.
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CHAPTER 4- MODELING THE VARIABILITY AND IMPORTANCE OF SNOW

SUBLIMATION IN THE NORTH-CENTRAL COLORADO ROCKY MOUNTAINS

4.1  Summary

In the western United States, where snowmelt from seasonal snow covers is a critical
water resource for ecological and anthropological needs, snow sublimation has been suggested
by many studies to be an important component of the snow cover mass balance. However, few
studies have evaluated the spatial and temporal variability of this process, including surface,
canopy, and blowing sublimation, in complex mountainous environments. In this study, we use a
process-based snow model (SnowModel) and eddy covariance (EC) measurements to evaluate
the variability and importance of snow sublimation across the north-central Colorado Rocky
Mountains for five water years (WY 20£IWY 2015).In-situ EC observations of snow
sublimation compare well with modeled snow sublimation at sites dominated by surface and
canopy sublimation, but model verification of blowing sublimation in alpine areas was not
feasible as these fluxes often occur from blowing snow in turbulent suspension which cannot
always be resolved by EC instrumentation. Model simulations showed substantial spatial and
temporal variability of snow sublimation across the study domain. Snow sublimation rates
increased from lower to higher elevations and differences between land cover types were
evident. Additionally, the interannual differences in total snow sublimation were strongly linked
with seasonal snowfall amounts. Land cover type was an important factor in snow sublimation
variability, with substantial snow sublimation occurring in alpine and forested areas, and

relatively lower snow sublimation occurring in open areas below treeline. Snow sublimation

*Chapter 4 is in preparation for submissioWater Resources Resear&dditional authors are
D.W. Clow, S.R. Fassnacht, G.E. Liston, C.A. Hiemstra, and J.F. Knowles.
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from forested areas (canopy plus surface sublimation) accounted for the majority of modeled
snow sublimation losses across the study domain and highlights the importance of sublimation
from snow stored in the forest canopy in this region. Results from this study suggest that snow
sublimation is a significant component of the winter water balance and is equivalent to 43
percent of seasonal snowfall on average, which has important implications for future water
management and decision making.
4.2  Introduction

In the mountains of the western United States, snow water equivalent (SWE) stored in
seasonal snowpacks provides a critical water resource for ecological and human needs.
Considerable research has focused on characterizing and forecasting snow accumulation,
snowmelt and runoff in this region [e.@o¢zier, 2011]. In the simplest terms, the snow cover
mass balance for characterizing snowmelt water available for soil recharge, vegetation uptake,
and runoff to streams each year can be described as total winter precipitation minus net snow
sublimation Liston and Sturm2004]. However, in reality, the seasonal snow cover is dynamic
and exhibits considerable variability over space and time from wind-induced drifting and
transport and interactions with topography and canopy features, thus is difficult to characterize
across mountainous landscapes [&ler et al, 1991]. Additionally, there is considerable
uncertainty in measuring both precipitation [e@oodison et a).1998] and snow sublimation
[e.g.,Sexstone et al2016b] and reliable winter observations of these variables are spalse [
et al, 2006]. In arid and semi-arid regions of the western U.S., snow sublimation has been
suggested by various carefully executed studies to be an important component of the snow cover
mass balance [e.gMeiman and Grant1974;Kattelmann and Elderl991;Marks and Dozier

1992:Cline, 1997b;Hood et al, 1999;:Montesi et al.2004;Molotch et al, 2007;Marks et al,
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2008;Gustafson et al2010;Reba et al.2012;Knowles et al.2015b;Sexstone et al2016b].

However, these investigations are based on point measurements that have limited distribution in
space and time and present a wide range of results, and little research has evaluated the spatial
and temporal variability of snow sublimation within the complex mountainous terrain of this
region. Given the importance of seasonal snow for water availability in the western United States
as well as the potential significance of snow sublimation losses within the annual water balance,
there is a need for a better understanding of the interannual importance of snow sublimation
across mountainous environments in this region.

Snow sublimation is defined as the transfer of water directly between snow and the
atmosphere through phase change, and encompasses water vapor fluxes between the atmosphere
and the snowpack surface (surface sublimation), intercepted snow held within the forest canopy
(canopy sublimation), and snow being transported by wind (blowing sublimation). Previous
studies have reported a wide range of importance for surface sublimation in the snow cover mass
balance, but in mountainous areas of the western United States, estimates of surface sublimation
have often been on the order of-1R0 percent of annual snowfall in open areas [e.g,

Kattelmann and Elderl991;Marks and Dozierl992;Hood et al, 1999;Reba et al.2012;

Sexstone et al2016b] and less than 10 percent of annual snowfall in sheltered and subcanopy
areas [e.gMarks et al, 2008;Reba et a].2012]. Canopy sublimation in various coniferous

forest types has been suggested to be on the order-cf@BPercent of annual snowfall

[Pomeroy and Grayl995], and in the Colorado Rocky Mountains, canopy sublimation
measured bontesi et al[2004] accounted for 20 30 percent of total snowfall. Estimations of
blowing sublimation from different environments vary greatly and have often been estimated to

be a significant loss from the snow cover mass balance, ranging betwe&0 p@rcent of
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seasonal snowfalFomeroy and Grayl995;Pomeroy and Esseri999]. However, other
studies have suggested that temperature and humidity feedbacks during blowing sublimation
events limit this proces®Ery et al, 1998], and that blowing sublimation losses restricted by
these feedbacks account for only 0.1 percent, and locally as much as 1.8 percent, of annual
snowfall [Groot Zwaatftink et a).2013]. The spatial variability and importance of snow
sublimation in mountainous environments is complex and likely driven by variations of land
cover, topography, and meteorology [eSjrasser et al.2008]. Therefore, process-based snow
modeling systems that can simulate important snowpack processes over space and time [e.g.,
Lehning et al.2006;Liston and Elder2006b;Pomeroy et al.2007] provide the opportunity to
evaluate the role of snow sublimation across various snow and climate regimes that rely on
snowmelt as an important water resource.

In this study, we use SnowModeli$ton and Elder2006b], a process-based snow
evolution model, to simulate snowpack processes for five water years (WY) (i.e. period
beginning 1 October and ending 30 September of the given year) over a model domain across the
Front Range Mountains of north-central Colorado, U.S.A. Model simulations allow for
guantification of surface, canopy, and blowing sublimation across the domain for each year of
the study. The specific objectives of this modeling study were to (1) evaluate the performance of
modeled snow sublimation compared to station measurements of winter period water vapor
fluxes via eddy covariance, (2) determine the spatial and temporal variability of modeled snow
sublimation across the domain, and (3) quantify the importance of the individual components and

total of snow sublimation contributing to the seasonal ablation of the snowpack.
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4.3  Methods
4.3.1 Study domain

The study domain is a 40 km x 90 km area (centered at 40.18°N, 105.71°W) and ranges
in elevation from 2261 m to 4345 m (mean elevation of 3059 m) (Figure 4.1). Approximately 22
percent of this area is above treeline (i.e. bare rock and alpine tundra), 58 percent is forested, and
20 percent is nonforested below treeline (i.e grasslands, wetlands, shrublands, open water, and
developed) (land cover information accessed: <http://www.mrlc.gov/nlcd2011.php>). The lowest
elevations are characterized by gentle sloping topographic features while the highest elevations
exhibit steep and complex topography. The Continental Divide intersects the study domain from
north to south, therefore dominant eastern (western) aspects are located on the eastern (western)
side of the study area (Figure 4.1). The study domain is located within the headwaters of both the
Upper Colorado River Basin and Missouri River Basin and the majority of the domain is
comprised of Federal Lands, including Rocky Mountain National Park and the Arapaho and
Roosevelt National Forests and associated Wilderness. The Front Range Mountains accumulate
continental seasonal snowpacKksyjillo and Molotch 2014] that can be characterized by
persistent, transitional, and intermittent snow cover zdrehér et al. 2013] and generally
exhibit peak snow accumulation during the springtime months of April and May each year.
4.3.2 Model description

SnowModel is a spatially distributed snowpack evolution modeling system specifically
designed to be applicable over a wide range of topography, land cover, and climate conditions
where precipitation falls as snowi$ton and Elder2006b]. SnowModel includes four sub-
models: MicroMet Liston and Elder2006a], which is a meteorological distribution model,

EnBal [Liston 1995], which calculates surface exchanges between the snow and atmosphere ;
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SnowPacklliston and Hal] 1995], which simulates the seasonal evolution of snowpack
properties; and SnowTran-3Digton et al, 2007], which accounts for snow redistribution by
wind. Spatially varying fields of elevation and land cover, along with temporally varying
meteorological forcing data, are required to run SnowModel, and it can be operated at varying
grid resolutions as fine as 1 ®mwModel simulates the spatial distribution and seasonal
evolution of snow using the first-order physics described in the sub-models above (see citations).
The ability of SnowModel to accurately represent snow sublimation is particularly important for
the simulation of the spatial distribution of SWE in complex forested and nonforested
mountainous terrain. In addition to calculating surface sublimation from the snowpack,
SnowModel also simulates blowing snow sublimation processes important in alpine and tundra
ervironments as well as canopy interception and sublimation in forested environments. The
equations used for calculating each component of snow sublimation are described below.
4.3.2.1Surface sublimation

Surface sublimation is computed within SnowModel based on the turbulent flux of latent
heat Qg) and the latent heat of sublimatidn)([Oke 1987]. The turbulent flux of latent heat
(Qg) is calculated using the bulk aerodynamic flux formulation describé&tibg and Dunne

[1976]

QE = pLsCEé/(qr - QO) (4.1)
wherep is the air density; is the non-dimensional atmospheric stability paramgtemdqgs are
the specific humidity at the reference height and snow surface, respectiveGgiaride

transfer coefficient for latent heat,

k*u,
e 2
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wherek is von Karman’s constant (0.41), u, is the wind speed at reference height @ndz is

the aerodynamic roughness length. The atmospheric stability paraihéseralculated based on
the parameterization presented hgyis 1979]. In unstable atmospheric conditions, the bulk
Richardson numbemRY()

ri=9 c0lcz (4.3)
0 (6ul éz)
is greater than 0, and the atmospheric stability parameter is calculated by

f=1- M (4.4)
1+y|Ri"

whereg is the acceleration due to gravityis the potential temperature= 9.4, and
c.(z)"
U \ %

wheregp = 5.3. In stable atmospheric conditioRs $ 0)

bl

This system of equations along with the other energy balance equations described by the EnBal
sub-model are solved iteratively for snow surface temperdtis®f 1995].
4.3.2.2Canopy sublimation
The sublimation rate of snow held within the forest can@y) {s computed within
SnowModel based on a nondimensional canopy exposure coefficignihe canopy-
intercepted loadl) at time (), and the sublimation-loss rate coefficiett)(
Q. =C_ IV dt. 4.7)
Refer toListon and Eldef2006b] for details on the canopy exposure coefficient, canopy-

intercepted load, and sublimation-loss rate coefficient.
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4.3.2.3Blowing sublimation
The sublimation rate of wind-transported snow per unit area of snow €Qyes (

computed within SnowModel as
Q,0¢) =Wsh + [ "W, (¢, 24, (x¢, 2)lz (4.8)

wherex*is the horizontal coordinate in a reference frame defined by the windflow direction, the
subscriptsS andt represent the saltation and turbulent suspension layers, respettivelihe
height of the saltation layer agds the height of the turbulent suspension layés the
sublimation loss-rate coefficient, asds the vertical mass-concentration distribution. Refer to
Liston and Sturnf1998] for detail on the sublimation loss-rate coefficient and for a description
of model computation of wind-transport of snow in saltation and suspension.
4.3.3 Model simulations

SnowModel was run across the 3600°knodel domain (Figure 4.1) at a grid resolution
of 100 m (360000 model domain cells) for an hourly time step from WY 2011 through WY
2015. The spatially varying fields of elevation and land cover used for these simulations were
provided by the USGS national elevation dataset and national land cover database spatial
datasets (30 m grid resolution) (http://ned.usgs.gov and http://www.mrlc.gov/nlcd2011.php,
respectively) and were resampled to a 100 m grid resolution. The land cover dataset was
reclassified based on the predefined vegetation types defined by SnowMstiel find Elder
2006b]. Spatially and temporally distributed meteorological forcing data used to drive model
simulations, included air temperature, precipitation, relative humidity, wind speed, and wind
direction. MicroMet Liston and Elder2006a] uses meteorological data from point locations and
performs spatial and temporal interpolations to create the spatially distributed forcing data. The

sub-model also provides the option to assimilate observed incoming shortwave and longwave
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radiation and surface pressure into modeled meteorological fortiistys and Elder2006a].

In this study, hourly observations from 34 meteorological stations within the model domain were
utilized within MicroMet (Table 4.1; Figure 4.1). The forcing data can generally be described as
SNOTEL stations and meteorological stations; the SNOTEL stations (n = 18) provided air
temperature and precipitation observations, and the meteorological stations (n = 16) provided air
temperature, relative humidity, and wind speed and direction observations. Additionally,
observations from the US-NR1 AmeriFlux tow&ufnipseed et al2002] were used to

assimilate observed incoming shortwave and longwave radiation and surface pressure into the
modeled forcing data. The default northern hemisphere monthly lapse rates for air temperature
and vapor pressure and precipitation adjustment factors for elejraiento Table 1 from

Liston and Elder2006a] were used. Additionally, an adjustment factor for wind speed increase
and decrease with elevation (similar to that of precipitation) of 2:0Was applied. The wind

speed adjustment was derived from observed meteorological station wind speeds with elevation
to aid the simulation of wind fields in areas with sparse observations, such as the northeastern
portion of the study domain (Figure 4.1). Station data from each of the sites listed in Table 4.1
were quality assured according to the quality checking procedures outliheleliyand Hatfield
[1994] andSerreze et a[1999]. All station observations were resampled to an hourly time

interval for local standard time. Gap filling of missing meteorological data from individual
stations was not completed as missing values were filled by the spatial interpolations completed

by MicroMet.
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4.3.4 Model verification
4.3.4.1Snow water equivalent

Daily observations of SWE at SNOTEL stations within the model domain (Table 4.1)
were used to assess the performance of modeled snow cover mass balance for each WY. Snow
pillows that measure SWE at SNOTEL stations are located in small forested openings, and to
ensure that the modeled SWE at SNOTEL stations by SnowModel was not influenced by forest
canopy processes (e.g. canopy interception and sublimation), land cover grids (100 m) that
overlap SNOTEL station locations were classified as the grassland vegetation type. Modeled
SWE for each WY was evaluated versus observed SWE at each SNOTEL station within the
model domain. Although the main focus of this paper is the simulation of snow sublimation, it
was also important to assess the ability of the model to accurately simulate the snow cover mass
balance so the relative importance of snow sublimation losses could be assessed.
4.3.4.2Snow sublimation

Measurements of water vapor fluxes by the eddy covariance (EC) method were collected
during the winter periods of the study and used to quantify snow sublimation at four sites within
the model domain. Snow sublimation has been quantified using the EC method by many studies
[e.g.,Pomeroy and Esserg999;Molotch et al, 2007;Marks et al, 2008;Helgason and
Pomeroy 2012b;Knowles et al.2012;Reba et a].2012;Sexstone et al2016b], andexstone et
al. [2016b] provides a discussion of the relative merits and limitations of this method for
monitoring surface sublimation. Eddy covariance measurements were made at the Arrow
(forested opening)dexstone et al2016b], Andrews Meadow (subalpine meadow), US-NR1
(subalpine forest)Turnipseed et al2002], and T-Van (alpine tundrajriowles et al.2012]

sites (Figure 4.1). The Arrow site (2955 m) is located within a moderately sloping (20 percent;
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290° aspect), large (~ 600 m) grassland opening of surrounding lodgepolBipuedontorty

forest. The Andrews Meadow site (3205 m) is located in a small (~ 150 m) subalpine wetland
meadow within the Loch Vale watershed, Rocky Mountain National Park. Measurements
collected by EC were made at the Arrow and Andrews Meadow sites during the snow-covered
periods of WY 2014 and WY 2015. The US-NR1 site (3050 m) is an AmeriFlux tower that is
positioned within subalpine forest composed of subalpin&bies lasiocarpg Engelmann

spruce Picea engelmann)ij and lodgepole pine with EC instrumentation located approximately
10 m above the top of the forest canopy. The T-Van site (3503 m) is positioned within gently
sloping (8 percent) alpine tundra located on Niwot Ridge. Both the US-NR1 and T-Van sites are
located within the Niwot Ridge LTER study area and EC measurements at these sites were
collected during October 2011 through December 2014 of the study period. Water vapor fluxes
were calculated at each site based on the covariance between vertical wind speed and water
vapor density fluctuations. Post processing of the EC water vapor fluxes consisted of the
standard EC corrections, data screening, and gap-filling Reba et al.2009]. A detailed
description of the post processing methods used for the Arrow and Andrews Meadow sites is
described irSexstone et a]2016b], and details for post processing of US-NR1 and T-Van

fluxes is described bBurns et al[2014] andKnowles et al[2012], respectively.

Modeled cumulative and daily snow sublimation was compared to water vapor fluxes
measured at EC sites within the model domain. The evaluation of modeled snow sublimation at
the Arrow, Andrews Meadow, and T-Van sites included a comparison of simulated surface and
blowing sublimation to the observed EC sublimation flux. Blowing snow sublimation that occurs
below the height of EC instrumentation (~%.8.0 m above the snow surface) is expected to be

measured by these sensd?sineroy and Essery999]. However, in high wind speeds, blowing
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snow within suspension may sublimate above the height of the selBsorerpy and Male
1992;Pomeroy and Grayl995]. Winter time water vapor fluxes measured at the US-NR1 site
include snow sublimation from both surface sublimation from the subcanopy and canopy
sublimation from intercepted snoMé$lotch et al, 2007]; thus, a comparison of the sum of
simulated surface and canopy sublimation was made wiih-igu1 EC observations at this site.
4.4  Results and Discussion
4.4.1 Meteorological conditions

Mean SNOTEL air temperature and total precipitation from November through April for
the five years analyzed represents a wide range in winter precipitation and to a lesser extent
mean air temperature across the domain (Table 4.2). Winter precipitation in WY 2011 represents
a relatively wet year and WY 2012 represents a relatively dry year, with WY 2012 receiving less
than half of the precipitation observed in WY 2011. Mean air temperatures in WY 2011 and WY
2013 (WY 2012 and WY 2015) represent relatively colder (warmer) snow season air
temperatures across the domain. Air temperatures are often positively correlated with
sublimation rates and total seasonal snow sublimation has been suggested to scale with total
precipitation [e.g.Reba et al.2012;Sexstone et al2016b]; therefore, evaluating the spatial and
temporal variability of snow sublimation in the context of relative meteorological conditions may
be important for understanding the intra- and inter-annual variability of these water vapor fluxes.
4.4.2 Snow water equivalent model verification

Initial simulations show that the model is able to represent the seasonal evolution of SWE
at some SNOTEL stations, but shows poor results at others (Figure 4.2). Further evaluation
showed that the poor results occur at sites located in a favorable position for high above canopy

wind speeds and are caused by blowing snow transport and surface/blowing sublimation (e.g.,
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Figure 4.2c and 4.2d). These errors are related to trying to represent a SNOTEL snow pillow (~ 4
- 5 nf) by a 10,000 rhmodel grid Kashipazha2012:Meromy et al.2013]. Given that

SNOTEL stations are most often sited within small sheltered forest openings where little wind
redistribution is expectedvleyer et al. 2012], modeled blowing snow transport was

subsequently turned off at SNOTEL station model grids, which markedly improved simulation
results (Figure 4.3). Modeled SWE is biased low at SNOTEL sites, but the magnitude of these
simulation errors is variable from site to site (Figure 4.3). The correlation coefficieNa&h-

Sucliffe efficiency (NSB, percent biasRBiag and root mean squared err&MSH of modeled

versus observed SWE at all SNOTEL sites (n = 18) across all years is 0.92, 0.81, -14.7%, and
88.5 mm, respectively. Model errors in SWE simulation may be attributed to differences in
precipitation gage undercatch among SNOTEL stations {apdison et a).1998;Fassnacht
2004;Meyer et al. 2012]. Additionally, modeled SWE at some stations, such as the Niwot
SNOTEL (Figure 4.3), show an early onset of snowmelt not reflected by the SNOTEL
observations, which contributes to the low bias of modeled SWE. Modeled snowmelt errors may
be related to a high bias of solar radiation inputs, as the SNOTEL model grids are not shaded by
the surrounding forested area but SNOTEL snow pillows often are. These precipitation and
snowmelt errors could likely be lessened through assimilating the SNOTEL SWE observations
into SnowModel to adjust the precipitation inputs and snowmelt ratgsi and Hiemstra

2008]. However, it is also possible that the negative bias of modeled SWE could be related to an
overestimation of modeled surface sublimation within the forested openings where the SNOTEL
sites are located, since some canopy is actually present around most SNOTEL stations and could

reduce wind movement across the snow surface.
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4.4.3 Snow sublimation model verification

The modeled versus observed snow sublimation at the Arrow and US-NR1 sites show
similar magnitudes and temporal evolution, but discrepancies are observed at the Andrews
Meadow and T-Van sites (Figure 4.4). Modeled snow sublimation at the Andrews Meadow
shows a consistent low bias when compared to the EC observations. These biases may be related
to site specific conditions that were not well represented by model simulations. For instance
changes of surface layer conditions between the subalpine meadow where Andrews Meadow is
sited compared to the steep talus field upwind from the site could be responsible for differences
in observed and modeled snow sublimation. The large discrepancies in modeled versus observed
snow sublimation at the T-Van may be related to the representativenesmedith&C
observations made at 3 m above the surface. In very high wind speeds, characteristic of the T-
Van site, eddy covariance sensors close to the snow surface may only be measuring water vapor
fluxes from the surface sublimation compondfiigwles et al.2012] because the majority of
blowing snow transport and sublimation is expected to occur from blowing snow within
suspensionHomeroy and Malel992], above the height of the EC instrumentation and up to a
height of approximately 10 niPpmeroy and Grayl995]. However, at moderate wind speeds
when the friction velocity in approaching the threshold for drifting snow [@ajpumidt 1980
Clifton et al, 2006], more characteristic of the Arrow and Andrews Meadow sites, much of the
blowing sublimation may occur during saltation [eRpmeroy and Grayl990;Dai and Huang
2014] or lower suspension movement and sensed by the EC instrumentation. Therefore, in
subsequent sections a comparison will be made betwestu EC observations with both
modeled snow sublimation (sum of surface, canopy, and blowing sublimation) and modeled

snow sublimation excluding blowing sublimation (sum of surface and canopy sublimation).
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The seasonal mean daily observed and modeled snow sublimation rates are shown to be
fairly consistent from yeate-year at each site (Figure 4.5). The mean observed (modeled)
sublimation rate over all years with valid data is 0.35 mm*d@y86 mm day) at the Arrow
site, 0.48 mm dal/(0.25 mm day) at the Andrews Meadow site, 1.35 mm d4%.52 mm day
1) at the US-NR1 site, and 0.62 mm d42.76 mm day) at the T-Van site. The mean modeled
snow sublimation excluding blowing sublimation at the T-Van site is 1.07 mth déajch
compares more favorably with the observed mean at this site, but is still biased high (Figure
4.5b). A comparison between daily observed and modeled snow sublimation is displayed in
Figure 4.6 and summary statistics are provided in Table 4.3. There is considerable scatter around
the oneto-one line at the Arrow and US-NRL1 sites, but the mean correlation coefficient of 0.66
and 0.62 anéBiasof 5.8% and 14.9%, respectively, were satisfactory at these sites. The
Andrews Meadow site shows a low bias of modeled snow sublimation with mean correlation
coefficient of 0.52 anéBiasof -48.8%. A high bias was observed at the T-Van site, with
modeled daily snow sublimation excluding blowing sublimation exceeding observed daily snow
sublimation (mean = 0.42 andPBias= 75.5%).

The verification of modeled snow sublimation with EC observations presented here
provides confidence that SnowModel is able to realistically represent the seasonal evolution and
magnitude of surface and canopy sublimation within the range of EC measurement uncertainty
[Knowles et al.2012;Knowles et a].2015b;Sexstone et al2016b] at the Arrow and US-NR1
sites, but also highlights potential limitations in modeling specific site conditions at the Andrews
Meadow and T-Van sites. The low bias of modeled snow sublimation at the Andrews Meadow
site may be related the challenges with EC observations and/or modeling the atmospheric

boundary layer in complex terrain. The Andrews Meadow site is located in a flat subalpine
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meadow with limited fetch that is surrounded by steep and rugged bedrock cliffs (see photograph
in Figure 4.1) which can create challenges for both EC measuremamgpgeed et al2003;
Turnipseed et al2004] and windflow modeling [e.gVlusselman et 312015]. Additionally, the
discrepancies between modeled blowing sublimation and EC observations at the T-Van site
highlights the challenges of measuring both surface and blowing sublimation fluxes in alpine
environmentsknowles et al[2012] assumed that measured EC sublimation from the T-Van site
(2007 through 2009) was representative of surface sublimation and estimated winter blowing
sublimation to be on the order of 18281 mm, which is similar to the modeled blowing
sublimation at T-Van during WY 201Rnowles et al[2012] also found snow sublimation

fluxes from the T-Van site to be snow limited because snow was often blown free from the site,
which may help explain the high bias of modeled surface sublimation compared to EC
observations. Given that model verification of blowing sublimation was not possible with the
experimental setup of this study, blowing sublimation is considered to be an important
uncertainty in the modeled snow sublimation. These findings suggest that future investigations
should focus on an experimental setup for measuring both surface and blowing sublimation
fluxes in alpine regions.

It is likely that modeled snow sublimation is somewhat sensitive to parameter
representations of the aerodynamic roughness lergtle(Q.,Reba et al.2014] and/or the
atmospheric stability parameté) [e.g.,Andreas et aJ.2010], and may also be sensitive to the
representation of snow albedo given the importance of solar radiation within the snow cover
energy balanceMarks and Dozier1992]. However, these parameters are expected to exhibit
spatial variability across the domain, and the parameterizations in SnowModel have been

developed to generally represent processes across many snow-covered regions. Additionally,
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modeled snow sublimation across the domain is expected to be most sensitive to the uncertainties
in the spatially distributed meteorological forcing data; therefore, this study did not focus on
calibrating site specific parameters to the EC observations.
4.4.4 Model simulation results

In the following, results are presented from SnowModel simulations over five water years
(WY 2011 through WY 2015) for the 40 km x 90 km study domain within the Front Range
Mountains of north-central Colorado, U.S.A (Figure 4.1).
4.4.4. 1Spatial variability of snow sublimation

Domain-wide mean total surface sublimation ranged from 42 mm in WY 2012 to 61 mm
in WY 2011 (Table 4.4). Surface sublimation was generally smallest at the lowest elevations that
receive short snow cover durations as well as within forested areas (i.e. subcanopy) while the
greatest surface sublimation occurred at the highest elevations in alpine areas (Figure 4.7). The
mean accumulated surface sublimation over each snow season highlights that the greatest surface
sublimation occurs in alpine areas on the eastern side of the Continental Divide (Figure 4.8).
This is likely because Mean total canopy sublimation across the domain ranged from 99 mm in
WY 2012 to 170 mm in WY 2011 (Table 4.4). Canopy sublimation increased with increasing
snowfall events, which is strongly correlated with total winter precipitation. Coniferous forests
dominate the land cover across the domain (Figure 4.1), and within these areas, canopy
sublimation was shown to increase with increasing elevation (Figure 4.7). Total canopy
sublimation was variable from yet~year with the greatest variability occurring in the northern
half of the domain (Figure 4.8). Blowing sublimation was limited to nonforested areas above and
below treeline and was shown to increase with elevation (Figure 4.8). The mean total blowing

sublimation across the domain ranged from 27 mm in WY 2015 to 73 mm in WY 2011 (Table
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4.4), however, localized totals in high elevation alpine areas often exceeded 1000 mm (Figure
4.7).

Few studies have evaluated the spatial and temporal variability of snow sublimation
across the basin scale within mountainous areas that contain both forested and alpine areas;
however, the results presented in this study are comparable to model simulations of snow
sublimation within a 201 kfrdomain in Berchtesgaden National Park, Germ&iiagser et a).
2008]. Strasser et al[2008] found snow sublimation to exhibit considerable variability across
the domain with snow sublimation in the valley bottoms and forested areas on the order of 100
mm and snow sublimation from localized alpine ridges up to 1200 mm. A comparison of
seasonal snow sublimation from this study (Table 4.4) with resultsStoasser et al[2008,
refer to Table 2] shows that the domain averaged surface, canopy, and blowing sublimation rates
observed in this study are similar but greater. Additionally, both studies highlight that domain
averaged canopy sublimation is most important, followed by surface sublimation then blowing
sublimation; however these averages are highly influenced by the percentage of forested and
alpine areas across the domain.
4.4.4.2Percentage of snowfall lost to snow sublimation

Annual snowfall totals (Figure 4.9) were variable from yeayear and scale according
to the summarized relative precipitation conditions at SNOTEL sites (Table 4.2). Snowfall totals
increased with elevation and also showed a pattern of greater snowfall amounts in the northern
half of the domain. Annual snowmelt totals (Figure 4.9) highlight the role that wind
redistribution of snow, snow sublimation, as well as inputs from precipitation as rain play in the

mass balance of precipitation falling as snow versus snowmelt input into the soil.
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Across the model domain, the mean total snow sublimation (sum of surface, canopy, and
blowing sublimation) ranged from 170 mm in WY 2012 to 304 mm in WY 2011 and the mean
percentage of snowfall lost to snow sublimation ranged from 37% in WY 2015 to 50% in WY
2012 (Table 4.4). The mean five-year seasonal sublimation rates are greatest at highest
elevations, particularly on the windward side of ridges within alpine areas because of the
combination of surface and blowing sublimation (Figure 4.10). However, total sublimation in
forested areas is also substantial, and the greatest percentage of snowfall lost to sublimation
occurs within forested areas because of the efficiency of canopy sublimation of intercepted snow
as well as the lower amount of snowfall received in the lower elevation forested areas (Figure
4.10).

A key finding of this research is that on average 43 percent of annual snowfall is lost to
snow sublimation in north-central Colorado Rocky Mountains. Investigations in the Arctic and
Canadian Prairies have estimated that 59 percent of the snow cover is returned to the
atmosphere by snow sublimatidriton and Sturm2004]. Additionally, estimations of snow
sublimation in mountainous areas vary greatly and generally range betwe®& p@rcent of
annual snowfall, but many of these investigations are based on site-specific measurements that
do not take into account the spatial variability of this process. Recent modeling studies of the
importance of snow sublimation in mountainous areas have presented varying $¢sdser et
al. [2008] show that snow sublimation can vary by as much as900percent of annual
snowfall across Berchtesgaden National Park, Germany, but on average 22 percent of snowfall is
lost to snow sublimation. AdditionallflacDonald et al[2010] estimated snow sublimation

losses to account for 2032 percent of cumulative snowfall in the alpine of the Canadian Rocky
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Mountains, andsascoin et al[2013] suggested snow sublimation accounts for 71 percent of
total ablation in the Dry Andes of Chile.

The assessment of the importance of modeled snow sublimation in the snow-cover mass
balance is particularly valuable given the range of relative meteorological conditions over the
five years of this study (Table 4.2). Total snow sublimation generally increases with increasing
snowfall and snow-cover duration (Table 4.4). However, the importance of snow sublimation in
snow ablation is greatest in the low snow years with warm temperatures (Tables 4.2 and 4.4).
This is particularly evident when comparing WY 2011 and WY 2012, which were very high and
low snow years in this region, and account for 42 percent and 50 percent of total ablation,
respectively. In the context of changing climate, these results have important implications for
future regional snow water resources.
4.4.4.3Variability of snow sublimation between land covers

To assess the variability of snow sublimation between different land cover types, the
study domain was classified into three land cover categories: alpine (i.e. above treeline),
forested, and nonforested below treeline (refer t&thdy Domairsection above). The mean
total snow sublimation over each year was greatest within the alpine and included substantial
blowing and surface sublimation (Figure 4.11). Mean total snow sublimation within the forests
consisted of both canopy and surface sublimation and was slightly less than that of the alpine
area, but mean total canopy sublimation was greater than each of the individual sublimation
components within all land covers (Figure 4.11, Table 4.4). The mean total snow sublimation
within open areas below treeline (i.e. nonforested below treeline) included a moderate
contribution from surface sublimation as well as small contributions from canopy and blowing

sublimation and was considerably less than the mean total snow sublimation in alpine and
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forested areas (Figure 4.11). When the model domain land cover distribution is considered
(approximately 22% alpine, 58% forest, and 20% open below treeline), the weighted percentage
of total mean snow sublimation across the domain that occurs in the alpine, forest, and open
below treeline is 29%, 65%, 6%, respectively. This suggests that snow sublimation fluxes in
forested area play a particularly important role in the snow cover mass balance across the model
domain. The spatial variability of snow sublimation across the model domain is shown to be
largely driven by differences in land cover type. Therefore, future water balance studies
considering losses from snow sublimation should account for differences related to land cover
distribution [e.g.Knowles et a].2015b], and measurement campaigns in mountainous regions
should consider an experimental setup that represents snow sublimation from alpine, forested,
and openings below treeline.
4.4.5 Model uncertainty

The greatest uncertainty in modeling snow sublimation across the domain is likely related
to uncertainties in the spatially interpolated meteorological forcing data, particularly the
precipitation and wind speed datasets. Winter precipitation is notoriously difficult to measure at
gages because of wind effec@oodison et a).1998], and reliable measurements of
precipitation in alpine areas are rarely available. Additionally, although there is good spatial
coverage of SNOTEL precipitation gages across the model domain, these gages are generally
located below treeline at similar elevations, making a thorough evaluation of the precipitation
lapse rate used by the model challenging. Uncertainties in the precipitation forcing data do not
likely have an influence on modeled snow sublimation rates; however, they could have a strong
influence on the calculated importance of snow sublimation in the snow-cover mass balance.

Modeled snow sublimation is also expected to be very sensitive to the uncertainties and errors in
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the spatially distributed wind speeddddic et al, 2013].Gascoin et al[2013] found that the
windflow model used by SnowModéligton et al, 2007] performed well representing the
synoptic wind conditions in high elevation areas, but that the model was not able to represent
windflow conditions important in the valley locations that are influenced by local topography
and the diurnal cycle. These uncertainties may explain the need for this study to include a wind
speed correction factor for elevatidiusselman et a[2015] evaluated three windflow models,
including that ofListon et al.[2007], and found that the snow-cover mass balance was highly
sensitive to the model configuration; differences in simulated windflow lead to a range of
blowing sublimation from 10.5 to 19 percent of seasonal snowflait§elman et gl2015].
Therefore, the potential errors related to modeled windflow are expected to be particularly
important for the uncertainty in modeled snow sublimation across the domain.
4.5  Conclusions

This study has investigated the spatial and temporal variability and importance of snow
sublimation across the north-central Colorado Rocky Mountains using a process-based snow
model. Model verification shows that modeled SWE at SNOTEL stations compares well to
observations but is biased slightly low because of gage undercatch of precipitation measurements
and the influence of canopy shading by surrounding forested areas. Also, snow sublimation
observations by EC generally compare well to modeled values at sites where surface and canopy
sublimation are the dominant snow sublimation fluxes. However, EC observations are shown to
have limited utility for verification of modeled blowing sublimation because these fluxes often
occur from the turbulent suspension of snow and cannot always be resolved by EC observations.
Modeled snow sublimation was shown to exhibit substantial spatial and temporal variability

across the model domain, with the greatest cumulative snow sublimation occurring at the highest
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elevations and in years with the greatest snowfall. The spatial variability of snow sublimation
was well correlated with land cover type, with substantial snow sublimation rates occurring in
alpine and forested areas, and relatively low sublimation rates occurring in open areas below
treeline. Across the model domain, snow sublimation from forested areas (canopy plus surface
sublimation) dominated water vapor losses from the snowpack, indicating the importance of
canopy sublimation in this region. On average, snow sublimation losses were equivalent to 43
percent of seasonal snowfall and the importance of snow sublimation (as a percentage of total
snowfall) was shown to increase in low snow years. These results suggest that snow sublimation
is a significant component of the winter water balance in this region and have important

implications for future water management and decision making.

103



Table 4.1. List of SNOTEL and meteorological stations used as forcing data within SnowModel.

T is air temperature? is precipitationRH is relative humidityWSandWD are wind speed and
direction, respectively, and the subscript denotes measurement Reighsurface pressur§j
is incoming shortwave radiatioh] is incoming longwave radiatioSWEis snow water

equivalent; andUBec is snow sublimation measured by eddy covariance.

Station Name _?tation Station Efg\tllgtri]on Water Years Forcing Variables Modgl .
ype ID (m) Verification
Hourglass Lake SNOTEL 1122 2869 11,12,13,14,15 T,P SWE
Long Draw Resv  SNOTEL 1123 3052 11,12,13,14,15 T,P SWE
Joe Wright SNOTEL 551 3094 11,12,13,14,15 T,P SWE
Willow Park SNOTEL 870 3263 11,12,13,14,15 T,P SWE
Lake Irene SNOTEL 565 3254 11,12,13,14,15 T,P SWE
Phantom Valley SNOTEL 688 2748 11,12,13,14,15 T,P SWE
Stillwater Creek SNOTEL 793 2675 11,12,13,24,15 T, P SWE
Bear Lake SNOTEL 322 2909 11,12,13,24,15 T, P SWE
Wild Basin SNOTEL 1042 2878 11,12,13,24,15 T, P SWE
Copeland Lake SNOTEL 412 2608 11,12,13,24,15 T, P SWE
Sawtooth SNOTEL 1251 2968 15 T,P SWE
University Camp  SNOTEL 838 3152 11,12,13,24,15 T, P SWE
Niwot SNOTEL 663 3033 11,12,13,24,15 T, P SWE
Lake Eldora SNOTEL 564 2964 11,12,13,24,15 T, P SWE
High Lonesome SNOTEL 1187 3263 14,15 T, P SWE
Arrow SNOTEL 305 2941 11,12,13 T, P SWE
Fool Creek SNOTEL 1186 3399 12,13,14,15 T, P SWE
Berthoud Summit SNOTEL 335 3448 11,12,13,24,15 T, P SWE
Arrow USGS 2201 2955 11,12,13,14,15 T, RH, W§ WD; SUB
Cabin USGS 2202 2810 11,12,13,14,15 T,RH
Snow Mtn Ranch USGS 2203 2673 11,12,13,14,15 T, RH, W§ WD,
Ranch Creek USGS 2204 3603 11,12,13,14,15 T, RH, W§ WD,
High Lonesome USGS 2205 3309 11,12,13,14,15 T,RH
Main USGS 2206 3162 11,12,13,14,15 T, RH, WS WD, ¢
Andrews Meadow USGS 2207 3205 11,12,13,14,15 T, RH, W@ WDy SUB:c
Sharkstooth USGS 2208 3514 11,12,13,14,15 T, RH, Wg§ WD,
Estes Park RAWS 3301 2397 11,12,13,14,15 T, RHWS WD;
Harbison Meadow RAWS 3302 2648 11,12,13,14,15 T, RH WS WD;
Pickle Gulch RAWS 3303 2840 11,12,13,14,15 T, RH WS WD,
Cameron Pass CAIC 4401 3223 12,13,14,15 T, RH WS WD;
Berthoud Pass CAIC 4402 3615 11,12,13,14,15 T, RH, Wg WDs
D1 LTER 5501 3738 11,12,13,14,15 T, RH, W§ WDy,
USNR1 Ameriflux 5502 3050 11,12,13,14,15 -IF;,aRSHI, Y_\f% WD, SUB:c
T-Van LTER 5508 3503 11,12,13,14,15 T, RH, W§ WD, SUB:¢
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Table 4.2. Mean SNOTEL air temperature and precipitation (November through April) for
stations with five years of valid data from WY 2011 through WY 20La«is the rank of mean
air temperature from 1 (coldest) to 5 (warmest) Bagk are the rank of mean total precipitation
from 1 (driest) to 5 (wettest).

o relative met conditions
T ( C) Trank P (mm) Prank

(T, P)
WY2011 -4.4 2 1554 5 cold, wet
Wwy2012 -3.1 4 782 1 warm, dry
WY2013 -4.4 1 1000 2 cold, dry
WY2014 -4.0 3 1312 4 average, wet
WY2015 -2.6 5 1117 3 warm, average
Mean -3.7 1153
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Table 4.3. Performance statistics iioisitu snow sublimation at EC stations compared to (a)
modeled total snow sublimation and (b) modeled total snow sublimation minus the blowing
snow sublimation component. Performance statistics are Nash-Sutcliffe effidé®By (
Pearson’s r coefficient ¢), Percent biasRABiag, and Root mean squared errBMSB.

(a) Total snow sublimation

WY2011 WY2012 WY2013 WY2014 WY2015

NSE - --- --- -0.99 0.26
Arrow " 0.69 0.62
PBias - --- --- 48.5 -37.0
RMSE - --- --- 0.43 0.32
NSE --- --- --- -1.41 -0.28
Andrews r 0.37 0.67
Meadow pgjas - -49.9 -47.6
RMSE 0.37 0.34
NSE -1.92 -0.27 -0.30 -0.21 0.01
USNRL " 0.49 0.65 0.72 0.53 0.72
PBias 27.7 7.0 23.2 -2.9 19.6
RMSE 1.31 1.02 1.13 1.40 1.07
NSE -67 -26 -127 -69 -278
T-van " -0.02 0.14 0.05 0.08 -0.05
PBias 379 196 347 345 530
RMSE 57 3.4 6.3 55 6.2

(b) Total snow sublimation minus blowing snow

WY2011 WY2012 WY2013 WY2014 WY2015

NSE 0.38 0.26
Arrow " 0.72 0.63
PBias 8.8 -38.8
RMSE 0.24 0.32
NSE -1.33 -0.25
Andrews r 0.38 0.69
Meadow pgjas - -51.8 -52.7
RMSE 0.37 0.34
NSE -1.92 -0.27 -0.30 -0.21 0.01
USNR1 ' 0.49 0.65 0.72 0.53 0.72
PBias 27.7 7.0 23.2 -2.9 19.6
RMSE 1.3 1.0 1.1 1.4 1.1
NSE -0.33 -2.5 -3.3 -2.2 -8.7
T-van " 0.46 0.37 0.28 0.46 0.53
PBias 31.0 57.7 77.3 72.8 139
RMSE  0.79 1.2 1.2 1.2 1.2
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Table 4.4. Total snow sublimation, total precipitation falling as snow, and percentage of snowfall
lost to snow sublimation across the model domain for each water year of the modeling study.

Water year 2011 2012 2013 2014 2015 Mean

Surface Sublimation (mm) 61 42 46 53 45
Canopy Sublimation (mm) 170 99 116 157 109
Blowing Sublimation (mm) 73 30 28 41 27
Total Snow Sublimation (mm) 304 170 189 250 181
Total Snowfall (mm) 723 340 428 576 496
Sublimation Loss (%) 42 50 44 43 37

49
130
40
219
513
43
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Figure 4.1. Map of study domain located within the north-central Colorado Rocky Mountains,
U.S.A. The locations of SNOTEL stations are shown by blue circles, meteorological stations are
shown by red squares, and eddy covariance stations are shown by green triangles.
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Figure 4.2. Cumulative modeled snow mass balance components compared to observed snow
water equivalent at the (a) Joe Wright, (b) Willow Park, (c) Niwot, and (d) Berthoud Summit
SNOTEL stations for the WY2011 model simulation.
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Figure 4.3. Modeled versus observed snow water equivalent at selected SNOTEL stations for
each water year simulation.
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Figure 4.4. Cumulative observed snow sublimation at eddy covariance stations (black line)
compared to cumulative modeled snow sublimation (red line), surface sublimation (blue dashed
line), canopy sublimation (green dashed line), and blowing sublimation (orange dashed line) for
each water year of study.
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Figure 4.5. Observed (triangles) daily snow sublimation at eddy covariance stations compared to
modeled (circles) daily (a) snow sublimation and (b) snow sublimation minus blowing
sublimation for each water year of study.
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Figure 4.7. Modeled total (a) surface, (b) canopy, and (c) blowing sublimation across the domain
for each water year of the study.
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(a) Mean surface sublimation (mm) (b) Mean canopy sublimation (mm) (c) Mean blowing sublimation (mm)
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Figure 4.8. Spatial variability of the 5-year modeled mean total (a) surface sublimation, (b)
canopy sublimation, (c) blowing snow sublimation and standard deviation of (d) surface
sublimation, (e) canopy sublimation, and (f) blowing snow sublimation across the domain.
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(a) Total precipitation as snow (mm)
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Figure 4.9. Modeled total (a) precipitation as snow and (b) snowmelt across the domain for each
water year of the study.
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(a) Mean total sublimation (mm) (b) Mean total snowfall (mm) (c) Mean sublimation loss (%)
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Figure 4.10. 5-year modeled mean (@) total snow sublimation, (b) total snowfall, and (c) percent
of snowfall lost to snow sublimation across the domain.
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total snow sublimation summarized by land cover type.
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CHAPTER 5- SYNTHESIS OF RESEARCH CONTRIBUTIONS AND FUTURE

INVESTIGATIONS

5.1 Synthesis of research

Through a combination of ground-based measurements, remote sensing observations, and
snow evolution modeling, the research presented in this dissertation evaluates two of the key
uncertainties in characterizing the seasonal evolution of the snowpack: (1) the nature and scale of
the spatial variability and distribution of snow in complex mountainous terrain, and (2) the
magnitude and variability of seasonal snow sublimation fluxes between the snowpack and
atmosphere. The science question motivating this reseatdbvisdoes snow sublimation vary
spatially and temporally in seasonally snow-covered environments and what is the role of this
process in shaping the spatial distribution of the snowpack across varying land covers within
mountainous terrain®hapters 2 through 4 of this dissertation have attempted to evaluate key
gaps in knowledge that are central to this overarching science question.

In Chapter 2, fine resolution airborne lidar-derived snow depth dataetso]ld et al,
2014b] were used to evaluate the spatial variability of snow within areas comparable to coarse
scale model grids (500 m resolution grids). This evaluation of subgrid snow distributions within
complex mountainous terrain is particularly applicable for physically-based modeling
applications run at a scale too large to resolve processes driving snow distributiohssfery.,
2004]. The subgrid coefficient of variation of snow depth was shown to exhibit substantial
variability in mountainous terrain and was well correlated with mean snow depth, land cover
type, as well as canopy and topography characteristics. A simple statistical model for predicting
the subgrid coefficient of variation of snow depth was developed for both alpine and subalpine

areas. These results provide a useful parameterization of subgrid snow distribution for future
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modeling applications in this region, and also an important methodology that could be used to
create a more robust parameterization developed by measurements across many mountainous
regions as airborne lidar datasets become more readily available.

The research in Chapter 3 presents measurements of seasonal snow sublimation from two
forested openings within the Colorado Rocky Mountains. Specifically, this study evaluates the
relative merits and propagated uncertainty of four methods for quantifying surface sublimation in
complex mountainous terrain: the eddy covariance (EC), Bowen ratio-energy balance (BR), bulk
aerodynamic flux (BF), and aerodynamic profile (AP) methods. Biases between methods are
evaluated over a range of environmental conditions, which highlight limitations and uncertainties
of each method. Mean propagated uncertainty was calculated to be 24 percent, 46 percent, 46
percent, and 94 percent of the seasonal total surface sublimation for the EC, BR, BF, and AP
methods, respectively. The results of this research highlight the challenges related to measuring
surface sublimation in snow-covered regions, and provide an important analysis of measurement
uncertainty. These results can be used by researchers seeking to quantify snow sublimation in
future investigations to determine which method may be most applicable for their application.
Additionally, the surface sublimation rates quantified in Chapter 3 help to refine surface
sublimation estimates for forested openings in the Colorado Rocky Mountains.

In Chapter 4, a distributed snow evolution model [SnowMddstpn and Elder2006b]
is applied across a 3600 kmodel domain in the northern Colorado Rocky Mountains. The
model is run at a grid resolution of 100 m for an hourly time step over five water years (WY
2011 through WY 2015). Results from model simulations were evaluated agasiist
measurements of snow water equivalent (SWE) at SNOTEL stations and snow sublimation

fluxes at eddy covariance stations to assess model accuracy and representation of snow
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sublimation. Model verification at both SNOTEL and EC model grids show satisfactory
performance, but simulations exhibit a low bias and high bias of modeled SWE and snow
sublimation, respectively. Both canopy sublimation in forested areas and blowing sublimation in
alpine areas had significant contributions to total snow sublimation across the model domain,
which ranged from 170 mm to 304 mm over the five water years. Results from the modeling
study have considerable uncertainty, but provide important insight into the variability and
importance of snow sublimation in the Rocky Mountains of Colorado.

The research presented in this dissertation supports the common theme that snow
sublimation plays an important role in both the overall snow-cover mass balance as well as the
spatial variability of snow distributions in complex mountainous terrain [gtasser et aJ.

2008]. A substantial finding of this work is that on average, modeled snow sublimation (Chapter
4) is equivalent to 43 percent of the total snowfall across the northern Colorado model domain.
Although there is significant uncertainty in process-based modelingRalgigh et al.2015],

careful evaluation of modeled SWE evolution at SNOTEL sites and modeled snow sublimation

at EC sites show satisfactory performance. Additionally, surface sublimation from two forested
openings within the model domain presented in Chapter 3 was equivalent to 10 percent to total
winter precipitation on average and is expected to represent the lower bound of snow sublimation
rates within the domain. Therefore, these results suggest snow sublimation is a very important
process for determining the water balance of the mountainous regions in Colorado.

In addition to influencing the magnitudes of snow water equivalent available for melt,
results suggest that snow sublimation exhibits spatial and temporal variability that influences
snow distribution and melt patterns. The fine resolution airborne lidar snow depth datasets

presented in Chapter 2 highlight distinct patterns of snow variability and amounts between
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subalpine and alpine land covers, and when considering the modeled snow sublimation from the
same region presented in Chapter 4, it is expected that snow sublimation was an important
process contributing to the snow distribution observed by airborne lidar. As highlighted by the
results of modeled snow sublimation in Chapter 4, it is expected that the spatial variations in
snow sublimation occur at the hillslope scale (100s of meters) and are likely well correlated with
changes in the land cover type (e.g., forested openings below treeline, forests, and alpine).
Additionally, ground observations of snow sublimation presented in Chapters 3 and 4 show that
the greatest seasonal snow sublimation rates often occur close to peak snow accumulation and
during snowmelt. These temporal variations highlight the importance of snow sublimation
processes for water resources forecasts even when snow distributions can be accurately
characterized around peak snow accumulation [Elder et al, 1991;Balk and Eldey2000;
Fassnacht et al2003;Molotch et al, 2005;Painter et al, 2016].

The findings of this study have important implications for snow hydrology research and
offer ideas for future investigations. Future applications of water resources forecasting, whether
it be through process-based modeling [d.ghning et al.2006;Liston and Elder2006b;

Pomeroy et a).2007] or airborne lidar observations [e[@eems et al.2013;Painter et al,

2016], should account for snow sublimation losses throughout the snow accumulation and
snowmelt periods. Although process-based models show promise for modeling the spatial and
temporal variability snow sublimation, additional collection of ground observations of snow
sublimation across varying ecosystem types [Kigowles et al.2015b] will also provide

valuable model constraints and improve model representations. Lastly, this research highlights
the considerable uncertainty in both measurements and modeling of snow sublimation, which

should be carefully considered and reported in future investigations as to provide bounds of
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confidence on reported results. Ideas for future investigations related to the results presented by
this study are outlined below.
5.2  Future research investigations

Airborne lidar measurements of snow depth offer a unique ability to improve snow model
process representations that drive snow distributions within complex mountainous terrain. Future
investigations could utilize the methods for parameterization of subgrid snow depth variability
developed in Chapter 2 across varying snow-covered topographies and climates to (1) develop
additional localized models for subgrid snow depth coefficient of variation and (2) evaluate
consistencies amongst regional observations to develop a more robust parametrization for
complex mountainous terrain. The methodology presented in Chapter 2 could also be used in
future investigations to evaluate parameterizations of other critical input parameters for snow
evolution (e.g. snow covered area) and/or hydrological (e.g. soil moisture) modeling
applications. For snow modeling applications that are run at a fine grid resolution that can
resolve processes driving snow distribution (e.g. snow redistribution by wind in alpine areas),
airborne lidar measurements could be particularly useful for direct model evaluatioGfedd.,
Zwaalftink et al.2013]. Future research could evaluate the ability of snow model simulations to
accurately characterize the spatial distribution of snow depth using detailed airborne lidar
observations, and subsequently infer snow model deficiencies based on errors in modeled snow
depth. Snow redistribution by wind in alpine areas was shown to be an important process related
to subgrid snow distribution representations (e.g., Chapter 2) and regional snow sublimation
estimations (e.g., Chapter 4), and a detailed study on the temporal evolution of snow
redistribution in alpine areas using airborne lidar would be particularly useful for evaluating

model representations [e.iylusselman et gl2015].
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Measurements and modeling of snow sublimation presented in this research provide
advances related to understanding the importance of these fluxes in snow evolution within the
Colorado Rocky Mountains, but also provide much opportunity for future investigations to build
upon. The limitations of methods used for quantifying snow sublimation suggest future research
could focus on (1) evaluating methodological improvements for sampling in certain challenging
environmental conditions, such as in low turbulence when deposition (i.e. downward snow
sublimation) may be occurring, or during snow redistribution events when blowing snow
sublimation may occur above the height instrumentation, and (2) evaluating representivity of
measurement locations given the complexities of forested and nonforested mountainous terrain.
Also, the substantial propagated uncertainty for each method highlighted in Chapter 3 suggests
that special care should be taken to consider and report uncertainty in measured and modeled
snow sublimation in future investigations. Given that canopy and blowing sublimation
components were estimated as a significant contribution of overall snow sublimation losses from
the snowpack (e.g., Chapter 4), future research aimed at measuring these processes across
varying forest and topography characteristics to evaluate their variability could help to refine and
improve the accuracy of model representations.

Lastly, future investigations should continue to pursue testing and improving process
representations within snow models; however, should also focus on the testing of the utility of
current model systems for water resources forecasting applications to evaluate potential
deficiencies. For example, the snow evolution model used in this research [Snowlkidal;
and Elder 2006b] could be coupled with a hydrological model such as the USGS Precipitation
Runoff Modeling System (PRMS) and used in a forecasting mode througheshofbrecasting

of meteorological forcing data. Future water resources management likely will benefit from use
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of physically-based snow models that can account for the snow processes such as wind
redistribution, canopy interception, and snow sublimation that shape the spatial and temporal

evolution and distribution of snow in complex mountainous terrain.
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APPENDIX A
A.1. Calculation of snowpack internal energy change

The snowpack thermocouple wires were housed within a white polyvinyl chloride (PVC)
pipe (19 mm diameter) and routed from each measurement height to a multiplexer housed at the
base of the snowpack. At each measurement height, the thermocouple was exposed to the snow
through a north-facing opening in the pipe (13 mm diameter), which was protected from solar
radiation using a small radiation shield. Insulation within the pipe between each thermocouple
prevented air movement within the pipe.

The snowpack internal energy chand¥ @t') was calculated at each site during the
snow-accumulation period by measurements of snow depth as well as measurements of snow
density and snow temperature for each 10 cm layer within the snowpack. The temperature of
each layer was defined based on the average of the upper and lower height of thermocouples
buried within the snowpack. The temperature of the uppermost layer (< 10 cm) was defined by a
weighted average of snow surface temperature (2 cm layer) and uppermost buried thermocouple
measurement (remaining layer below 2 cm snow surface layer). Manual snow pit snow density
measurements were collected every2weeks during the snow-accumulation period to
estimate the snow density profile at both sites. Snow density estimates were adjusted between
site visits using the snow density time series from the nearby Arrow SNOTEL site during WY
2013 (discontinued following WY 2013) and the High Lonesome SNOTEL site during WY 2014

and WY 2015 (Figure 1) (SNOTEL data accessed#ps/www.wcc.nrcs.usda.gov/snoxy/

The accuracy of the snow temperature measurenigjtsken along the thermocouple
array are particularly sensitive to any errors in the reference temperature measurggaent (

made by the datalogger multiplexer (Campbell Scientific AM25T). Given that the multiplexer
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was insulated by the entire depth of the snowpack, it was not anticipat@gdghabuld vary at
short time scales. To remove any spurious errofg gaused by the unexpected fluctuations in
Trer TrerWas subtracted frofis at each time step for each thermocoupleTrer); a 12 hour
running average Ofgrer (Tree rA Was then added back to edGhTrer to provide corrected
measurements df This technique was justified given that the calculatiodWft’ requires
accurate measurements of the relative change in temperature rather than the actual magnitude of
Ts
A.2. Procedurefor calculating turbulent fluxes using the aer odynamic profile (AP) method

These supplemental equations outline the iterative procedure adapted from Arya (1988)
for calculating the turbulent flux of later®€.ap) and sensible(@y.ap) heat using the
aerodynamic profile method with measurements of temperature and vapor pressure at two
heights and wind speed measurements at only one height.

The transfer coefficient for latent£) and sensible(y) heat discussed in this study are

as follows:

k? k?

5.Cy = > (Ala:b)
cqu)vln(Zz_dj d)md)hln[zz_dj
z,—d z—d

E

First, compute the following fixed values and initial assumptions:

z, =d+[(z,~d)(z,—d)]* (A2)
T, == ;Tl +27315 (A3)
O, =P, =d,, =1 (neutral conditions assumed) (A4)
Y, =¥, =Y, =¥, =0 (neutral conditions assumed) (A5)

Then, iterate the following equations until convergence 0®u.ap, and Q.ap is obtained:
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io K (A6)

In(Za _d]—‘Pa
A
i -d
u, =r_ln ZZT]—\PZ} (AT)
u [ —d
u1 = ? _ln Z:LTJ —\Plj| (A8)
u z,—d
u,=—/1In -y (A9)
k Z
— pC_KZAUAT
Qune = : 4V (A10)
cDmthln[Zz_ J
—d
—L,0.6220k*AuAe
Qe = RS (A1D)
PD @, |n(22_ J
z—d

Calculate the cumulative footprint prediction based on Schuepp et al. (1990), using the mean
geometric height (Stannard, 1997), while varying x

CNF(x_)=100%* exp 59k (A12)
Compute the atmospheric stability parameter at the upper height:

- -d 0.07
_ k(z, )%Q_F _(ﬁ*; Qc_ap) (A13)
p 'k

&

Limit the stability parameter in extreme conditions:
If >S5 then Cz =5,1If (<-10 then = -10 (A14ab)

Compute the stability parameter at the anemometer, mean, and lower heights:
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¢, 42( ] L= 42( j li= 4{21 dj (Al5acc)
z,—d z,—-d —-d

Branching calculations depending on stable, neutral, or unstable conditions:

If {; > 0 (stable or neutral conditions):
Y, :_Sé,a’ \PZ :_5§27 ‘Pl :_5§1a ¥Y,=-5, ©,=0,=®, =1+5J, (Al6a:e)

Else if {; < 0 (unstable conditions):

X, = (1-15£,)°%°, X, = (1-155,)°%°, x = (1-15,)°%, X, = (1~15%,)"*  (Al7ad)

¥, =In (1+X J 1+X } 2tanlxa+% (A18a)
¥, =In [1+ % J 1+ X2 } 2tan™ x2+E (A18b)
2 2
1+x X o IT
o 2 — Al
H 2}(2}} tanx1+2 (A18c)
2 2
‘Pm:InHIJrZX’" J(“ZX’“) }—Ztan‘lxnﬁ% (A18d)

@, = 1-15,) %, @, = 1-1%,) ", @, = 1-1%,)***(Al8e:q)
Return to the Eq A6 for u

List of Symbols

¢, — Specific heat capacity of air (1.01°¥")

d - Displacement height (assumed to equal 0 m)

g - Acceleration due to gravity (9.81 i)s

k -von Karman’s constant (0.41)

IT -pi(=3.14159)

A - Measurement gradient (upper height minus lower height)

T - Air temperature (subscripts-kmean of heights 1 and 2 in degrees Kelvin; 4, 2

measurement heights 1 and 2)

u - Wind speed (subscripts:-at height of anemometer; 1,-At measurement heights 1 and 2)
- Friction velocity
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e - Vapor pressure

z - Measurement height above snow surface (subscriptanamometer; m geometric mean
of measurement heights; 1-2neasurement heights)

Z - Roughness length (0.001 m)

¢ - Atmospheric stability parameter (subscripts:a height of anemometer; mat height of
Zm; 1, 2— at measurement heights 1 and 2)

@ - Stability flux corrector (subscripts:-hfor sensible heat; v for latent heat; m for
momentum)

¥ - Stability profile corrector (subscripts-aat height of anemometer; 1-2t measurement
heights 1 and 2)

p - Air density

P - Atmospheric pressure

CNF - Cumulative normalized footprint from Schuepp et al. (1990)

XL — Fetch distance
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Table Al: Mean seasonal surface sublimation rates, total seasonal surface sublimation, and
surface sublimation losses as a percentage of winter precipitatioR] [for the eddy-covariance

(EC) method, bulk-aerodynamic flux (BF) method, Bowen-ratio (BR) method, and aerodynamic-

profile (AP) method at the (a) Arrow site and (b) Cabin site during the snow-covered F&rod
snow-accumulation peridd", and snowmelt perio@"" of WY 2013, WY 2014, and WY

2015.
€) Arrow 2013 Arrow 2014 Arrow 2015
EC BF BR AP EC BF BR AP EC BF BR AP
Sublimation Rate&™"
(mmdayl) - 0.15 020 0.10| 0.33 0.15 014 0.09 | 036 0.17 -
Sublimation Rat&"
(mmdayl) - 0.13 0.15 0.10| 0.27 0.10 0.10 ©0.06 | 0.19 0.09 --
Sublimation Rat&"?
(mm day?) -~ 022 057 0.15| 060 038 0.34 022 | 078 037 -~ -
Total Sublimatiofic”
(mm) --- 27.2 382 19.2| 553 253 234 148 | 586 276 ---
Total Sublimatioi*”
(mm) - 223 256 159 37.2 139 133 8.1 225 105 -
Total Sublimatiofi"?
(mm) --- 4.9 126 3.3 181 114 10.1 6.8 36.1 171 -
Total Sublimation as
% of PP 79 111 56| 128 59 54 34 |169 79 - -
(b) Cabin 2013 Cabin 2014
EC BF BR AP EC BF BR AP
Sublimation Rate™"
(mm day?) -~ 010 037 003| -- 013 0.34 0.04
Sublimation Rat&"”
(mm day") -~ 003 023 001| -- 011 0.28 0.04
Sublimation Rat&"”
(mm day') -~ 020 059 0.08| -- 027 0.70 0.09
Total Sublimatiofi“”
(mm) --- 136 532 4.9 --- 194 50.8 6.8
Total Sublimatioi*”
(mm) --- 2.4 194 0.32 --- 14.2 37.2 51
Total Sublimatiori?
(mm) -~ 112 337 46| -- 52 135 17
Total Sublimation as
% of PP — 70 274 25 - 92 241 32
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