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ABSTRACT 

IMP ACT OF SOIL MOISTURE INITIALIZATION ON A SIMULA TED FLASH 

FLOOD 

On the evening of 28 July 1997, an extreme rainfall event in Fort Collins, Colorado 

produced severe local flooding. Over 25 cm (10 in) of this fell over southwest Fort Collins 

during the 5.5 hour period beginning at 1730 MDT July 28 and ending at 2300 MDT. The 

Regional Atmospheric Modeling System (RAMS) Ver. 3b is used to simulate this event. The 

focus of this research is to better understand the simulated mechanisms for extreme precipitation 

generation given differing initial conditions. The simulations utilize four telescopically nested 

grids allowing for resolution of synoptic-, meso-, and convective scale motions in the respective 

domains. The initial atmospheric fields were supplied from the Rapid Update Cycle (RUC) 

operational forecast model analysis, sounding data and surface observations corresponding to 12Z 

28 July 1997. Two simulations were performed, differing only in the method of soil moisture 

initialization. Simulation A was initialized with the soil moisture fields taken from the 

operational 40-km ETA forecast model analysis, while Simulation B was initialized using the 

Antecedent Precipitation Index (API) method of soil moisture estimation. 

The synoptic scale forecasts show that Simulations A and B differ considerably in the 

boundary layer thermodynamic and wind predictions due to an overestimated evaporation 

fraction in regions of high soil moisture content in Simulation A. The primary difference in 

synoptic scale evolution between Sim. A and B is the intensity of the topographic circulation that 

results from a higher simulated low-level temperature in Sim. B. An accompanying increase and 

eastward shift in vertical mass transport relative to the Continental Divide, as well as increased 

Grid-2 precipitation volume are produced in Sim. B. 
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Precipitation evolution is similar between simulations prior to 18002 followed by 

considerable differentiation in convective evolution after 18002. By 05002, 29 July, Simulation 

A produces a Grid-4 maximum accumulation of 26 cm (10.2 in.) 23-km to the southeast of Fort 

Collins. Simulation B generates two, Grid-4, maxima of 11 cm (4.33 in.) approximately l20-km 

to the southeast of Fort Collins and accumulations of 8-9 cm approximately 30-km to the south 

and southeast of Fort Collins. Additionally, Simulation B produces a larger area of accumulated 

precipitation greater than 1-cm. The differences in accumulated precipitation occur despite 

comparable precipitation rates (- 10-19 cm/hr) between simulations. Storm motion is identified as 

the primary contributing factor to the differences in accumulated precipitation. The time 

sequence of cell initiation locations in Simulation B is partially determined by the movement of 

the eastern edge of the storm-induced cold-pools. The theoretically predicted steady-state 

propagation speed for the cold-pool front is higher by a factor of 2.4 in Simulation B than in 

Simulation A during the quasi-stationary phase of the flood producing storm in Simulation A. 

This increase is due to the thermodynamic differences in the cold-pool environment rather than 

the cold-pools proper. During the quasi-stationary phase in Simulation A, the predicted steady-

state cold-pool propagation speed is within 0.8 mis of the upstream, lowest 200-m average wind-

speed. These results suggest that the low-level thermodynamic forecast differences, which are 

controlled by the soil moisture initialization, are physically related to the accumulated 

precipitation differences through the cold-pool influence on storm propagation. 
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1 
Introduction 

Between the years of 1968 and 1997, an average of 140 deaths occurred annually due to 

floods and flash floods. Compared to lightning deaths (~76/yr), tornado deaths (~65/yr) 

and hurricane deaths (~24/yr), flooding and flash flooding are the most deadly of weather 

phenomena in the United States. (Woods, 1999) 

Clearly, from both a scientific and humanitarian perspective, obtaining the ability 

to predict and warn the public of imminent flood disasters is a goal whose benefits would 

be extraordinary. However, floods and especially flash floods are still relatively 

unpredictable despite advances in forecasting techniques, observational methods and 

numerical weather prediction. One contributing factor to this problem is the relative 

rarity of the events that are truly catastrophic. For example, in Colorado, 180 deaths 

occurred due to floods/flash-floods between 1960 and 1997. However, 139 of these 

deaths occurred in a single night on July 31 , 1976 in the Big Thompson flood. South 

Dakota records 249 deaths between 1960 and 1997 - 23 7 of which occurred, again, in 

just one night during the Rapid City flood of 1972 (Woods, 1999). The difference 

between floods which claim many lives and produce massive property damage versus 
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those that produce no fatalities and little property loss is often determined by non-

meteorological factors such as local drainage patterns and population density with respect 

to the drainage patterns (i.e. hydrological and social factors). However, even if one 

reduces the scope of the problem to that of the atmospheric component, that is, extreme 

precipitation, experience has shown that the predictability is still relatively low. This 

thesis only considers the atmospheric component of flooding and does not attempt to 

incorporate the science of hydrology or urban planning. 

The purpose of this thesis is to determine the following: 

1.) Given a realistic initial condition, supportive of extreme precipitation production, can 

a multi-scale numerical model produce a realistic extreme precipitation event? 

2.) If the answer to Question (1) is affirmative, then to what extent does the location, 

timing, or even existence of the simulated extreme precipitation event depend on the 

specification of initial conditions? 

3.) Given the sensitivity identified, do we currently have the required data and/or model 

accuracy to improve the location, timing, intensity and duration of precipitation in 

numerical forecasts for this type of event? 

In brief, the initial condition chosen for this work is the 1200Z, 28 July 1997 analysis, 

which corresponds to the morning prior to the 1997 Fort Collins flash flood. The model 

used is RAMS version 3b (Pielke et. al., 1992). This event was chosen due to the higher 

quality atmospheric analyses available for initializing the simulations and the 

observational post-analyses which had been conducted independently of this thesis by 



-3-

other researchers (Doesken and McKee, 1998; Petersen et. al. , 1999). Secondly, this 

event corresponds closely to the meteorological conditions surrounding the Big 

Thompson and Rapid City floods, which allows for a greater amount of background 

knowledge to be used in interpreting the results of the simulations (Maddox et. al. , 1977; 

Maddox et. al. , 1978). 

The sensitivity investigated in this simulation is that of soil moisture initialization. 

Again, the hydrological aspects of antecedent soil moisture interacting with surface 

precipitation are not investigated, as the model used does not simulate the dynamics or 

evolution of surface runoff. Rather, the dynamics and thermodynamics of soil moisture 

interactions with the overlying atmosphere and the differences in the preconditioning of 

the storm environment are investigated. The choice of soil moisture as the varying 

parameter is motivated by numerous n merical studies in which variations in initial soil 

moisture significantly altered the simulated evolution of the convective environment ( c.f. 

Chang and Wetzel, 1991 ; Bosilovich and Sun, 1999; Gallus and Segal, 2000; Beranardet 

et. al. , 2000). Such a sensitivity, if found in the context of simulating extreme 

precipitation, may provide useful guidance for the use of a numerical atmospheric model 

in estimating extreme precipitation and/or Probable Maximum Precipitation (PMP) (Abbs 

and Ryan, 1997; National Research Council, 1994; Cotton et. al., 2000). 

The remainder of this thesis contains a background chapter (Chapter 2) which 

presents prior relevant observational, numerical, and analytical research performed by 

persons other than the current author. Chapter 3 presents an observational overview of 

the Fort Collins flash flood and summarizes much of the work in Doesken and McKee 

(1998) and Petersen et. al. (1999). Chapter 4 describes the model configuration and 
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description and an analysis of the two methods of soil moisture initialization used in this 

thesis. The synoptic-scale forecasts and differences among the simulations are discussed 

in Chapter 5 and the convective evolution along the Front Range is analyzed in Chapter 

6. Finally, Chapter 7 contains a summary of conclusions drawn and suggestions for 

future research. 



2 
Foundation 

2.1 Flash Flood Meteorology 

2.1.1 Flash Flood Characteristics and Climatology 

Because of the potential property damage and threat to human life posed by flash flood 

events, efforts have been made to improve the ability of forecasters to provide advanced 

warning and more skillfully outline watch areas. Much of this effort has been directed 

toward better understanding the meteorological conditions that precondition the flash 

flood environment and recognizing typical synoptic and meso-a scale patterns that are 

conducive to flash flood producing storms. 

Maddox et. al. (1979) examined 151 United States flash-flood events that 

occurred during the time period 1973-77. It was found that certain features were 

common to nearly all of these events. Firstly, nearly all events were produced by heavy 

rain that fell from convective storms. The ability of a convective updraft to rapidly 

process low-level, moisture-rich air, and produce precipitation-sized particles efficiently 

is essential. In addition, the convective nature of these events predisposes the warm 
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season months to being the predominant period of occurrence of flash-flood events. In 

fact, it was found that 86% of U.S . flash flood events occurred during the warm season 

(April-September), and that 25% of these events occurred during July. 

A second common feature was the relatively high value of the low-level dewpoint 

temperature in the affected areas, typically being in the 55°F to 75°F range. This is not 

surprising since low-level vapor mixing ratio and updraft velocity determine the rate at 

which an updraft supplies vapor to the storm system. In a similar climatology for 

Wyoming flash-floods, it was determined that high low-level moisture content, was 

instrumental in producing an unstable average sounding for flash-flood events (Rogash, 

1988). Hence the effect of low-level moisture is multi-faceted, not only affecting the 

m1xmg ratio of updraft air, and hence the vapor supply for precipitation, but also 

contributing to the instability of the airmass on which the thunderstorm feeds. Additional 

effects, which may be quite significant, can manifest themselves by the lowering of the 

lifting condensation level (LCL) in high low-level vapor mixing ratio environments. 

These effects are discussed in more detail in following sections. 

Thirdly, nearly all of the cases studied by Maddox et. al. (1979), exhibited high 

moisture content in a deep tropospheric layer, typically extending above 500 mb. One 

possible effect of high mid-level moisture content is the reduction in evaporation 

associated with entrainment. This not only decreases the ability of entrainment to dry the 

cloud mass but also reduces evaporational cooling and hence downdraft intensity within 

the convective column, which might otherwise interfere with or weaken the updraft of the 

storm or cause the storm to propagate away from the flood area. Finally, it was found 

that wind shear was typically weak to moderate throughout the cloud depth. A modeling 
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study by Weisman and Klemp (1982) suggested that, for a given amount of buoyancy, 

low to moderate wind shear was conducive to secondary cell development and hence the 

formation and maintenance of a multi-cellular storm system. Secondary cell 

development along the rear flank of quasi-stationary, multi-cellular storms, can lead to 

extended periods of heavy precipitation over the same area, and hence represent one type 

of system capable of producing severe flash flooding. In addition Marwitz (1972) 

examined 14 high plains thunderstorms and found an mverse relationship between 

precipitation efficiency and vertical shear of the horizontal wind. In that study, it was 

believed that the effects of shear on both organization and detrainment contributed to the 

systematic variation in precipitation efficiency with shear. 

While common features can be noted for almost the entire dataset examined by 

Maddox et. al, it was also found that the dataset could be divided, on the basis of synoptic 

and meso-a scale features, into distinct types of events. One of these categories was 

termed Western events. This particular category was not derived from meteorological 

considerations like the other three, but rather on geographical location, with events in this 

category lying primarily west of 104°\V. The Big Thompson flash flood of 1976 and the 

Rapid City flood of 1972 were included in this category, as would be the Fort Collins 

Flash flood of 1997. This unrevealing choice of categorization stems from a number of 

problems. Firstly, flash floods that occur in the western United States typically occur 

over or near relatively complex terrain. The influence of terrain in initiating, maintaining 

and interacting with convective storms varies considerably with location and the 

situation. Secondly, the months with the highest frequency of flash-flood occurrence in 

the western U.S., are July and August, when much of the West is under the influence of 
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the North American monsoon (Maddox et. al. 1979, Douglas et. al. 1993). During this 

time, surface patterns tend to be rather weak and upper level conditions benign, making it 

difficult to provide a simple, coherent classification of flash-flood events based on 

distinct meteorological conditions. Hence, the complex terrain and inconspicuous 

weather patterns of the western summer make classifying western events more difficult 

than for those in the eastern and central parts of the U.S., for which meteorological based 

classification schemes were given. 

Figure 2.1 Generalized 500 mb pattern for Type 1 
western flash floods. 500 mb trough position depicted 
as heavy dashed line. Region at 500 mb with T-Td 
6°C is outlined. Time of analysis is just prior to onset 
of storm activity. Area of greatest flash flood potential 
is shaded. Taken from Maddox et. al. (1980). 

A following study by Maddox et. al. (1980) was dedicated solely to the Western 

category of events, in recognition of the overly general treatment given to these events in 
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the earlier work of 1979. In this later investigation, events were classified based on the 

500 mb flow pattern. Using this methodology, Maddox outlined four primary 500 mb 

patterns associated with 61 documented flash flood events in the western United States. 

Of primary interest is the Type 1, 500 mb pattern seen in Figure 2.1, above. This pattern 

is characterized by a negatively tilted long-wave ridge overlying the flood prone area 

with an embedded short-wave trough ascending the western side of the ridge upstream of 

the threat region. The surface features in this figure are meant to be possible scenarios 

that may accompany the mid-level pattern and possibly help to focus convection. The 

short wave trough generally moves out of a stationary long wave trough to the west of the 

ridge or may rotate around a weak, stagnant, cut-off low located adjacent to the west 

coast. 

Mean conditions at the flash-flood affected area, associated with the Type 1 

pattern include an average surface temperature and dewpoint temperature of 78°F (26°C) 

and 55°F (13°C) respectively, and low dewpoint depressions from 700 to 300 mb (~ 

6°C). Wind speeds were generally less than 30 kt fro the surface to 300 mb and winds 

were mainly southerly from 700-200 mb. Average precipitable water for these events 

was 0.94 in. (2.39 cm), 184% of the average monthly climatological value for the 

affected locations, and the average Lifted Index (LI) was -4. Hence, these events are 

characterized by abundant atmospheric moisture, especially in the low-levels, weak 

windspeed shear, and considerable instability, in ad 'ition to the general mid-level flow 

illustrated. 
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The Type 1 classification is especially relevant since the Fort Collins flood would, 

without question, fall under this category as an extreme example (see Section 3.2.1 for a 

thorough description of the FCL flood event). Additionally, the Rapid City and Big 

Thompson floods were Type 1 events. In fact, all of the western flash-floods documented 

in the Maddox et. al. (1980) paper that lie east of the Continental Divide and between 

40°N and 44.5°N were Type 1 events (7 events total). 

As illustrated in Figure 2.1 above, the primary threat area generally lies ahead of, 

or adjacent to, the approaching mid-level short-wave trough, as it approaches the ridge 

axis. The exact role, if any, of the embedded short-wave trough in these events has not 

been determined conclusively. Rogash (1988) noticed a similar short-wave feature at 300 

mb in a study of the 22 July 1984 Wheatland, Wyoming flash-flood. Positive vorticity 

advection over the affected area at 300 mb was accompanied by near neutral vorticity 

advection at 500 mb. This placed the threat area in a dynamically favored region for 

positive, upper-level vertical motion via quasi-geostrophic differential vorticity 

advection, which in tum may have aided in destabilizing the upper troposphere. 

Additionally, Maddox et. al. ( 1977, Section 6) purport that the passage of the shortwave 

trough over the affected area is ultimately responsible for moving the storms away from 

the flood area. It should be emphasized however that this is an empirical conclusion, 

supported by the assumption that the shortwave has a significant impact on destabilizing 

the environment ahead of the shortwave. Hence, subtle synoptic and meso-a scale 

disturbances, in addition to topographic influences, may aid in the destabilization of the 

flash-flood environment. 
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One consequence of these studies is that they drew attention to the need for 

improved synoptic and meso-a scale analyses at local weather offices. Maddox et. al. 

(1980) demonstrated that National Weather Service (N\\'S) facsimile upper-air and 

surface charts were not sufficient for identifying many of the features found in their flash-

flood climatology studies (e.g. embedded short-wave disturbances). However, even an 

analysis that reveals possibly pertinent meteorological features at the meso-a scale, still 

outlines a large threat area. In some cases, the threat area revealed by these analyses may 

be the same size as, or larger than, that of a forecast office watch area. Nonetheless, these 

results do highlight the relevant atmospheric conditions that warrant heightened 

awareness and caution within the flash flood warning program. 

2.1.2 Observational Case Studies 

Flash flood cases are notoriously difficult to observe due to their short duration, and 

localized nature. Due to the lack of predictability in time and space, special, planned 

observational efforts are nearly impossible. Advances in radar and satellite technology 

have added to the ability to analyze these events post facto, but the task of answering the 

specific question of why and how, is still largely conjectural. Two cases, not including 

the Fort Collins flash flood of 1997, have been given a considerable amount of attention 

observationally. These are the Big Thompson flood of July 1976 and the Rapid City 

flood of June 1972. Like the Fort Collins flood, these were Type I events that occurred in 

close proximity to a significant orographic barrier. Therefore, familiarity with the 

evolution of these events provides a background with relevance to the Fort Collins flood 

by analogue. Observations of the Fort Collins flo d of 1997 is discussed in detail in 

Chapter 3. 
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Figure 2.2 Surface analysis for 1200Z 31 July 1976. Isobars are 
solid lines, contour interval 2 mb. Temperature are dashed lines at 
5°F intervals, with high dewpoint (~60°F shaded). Taken from 
Maddox et. al. (1978). 

Figure 2.3 500 mb analysis for 1200Z 31 July 1976. Height 
contours (contour every 30m) are solid, short-wave troughs and 
isotherms at 2°C intervals are dashed. Regions where T-Td 6°C 
are shaded. Taken from Maddox et. al. ( 1978). 

Caracena et. al. ( 1979) performed a detailed mesoscale analysis of the conditions 

prior to, during, and following the Big Thompson flood that occurred on 31 July 1976. 
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The maximum precipitation in the Big Thompson area exceeded 12", most of which fell 

between 00302 and 04302 (1830 and 2230 local time, respectively) (Maddox et al. , 

1978). This event occurred in association with a relatively strong surface high pressure 

system over the central plains that produced low-level easterly flow directed into the 

Front Range of the Rocky Mountains (Figure 2.2). The surface front on the southern and 

eastern peripheries of the high-pressure system laid in an east-west direction from 

Missouri through Kansas and into Colorado. Along the Front Range, the front acquired a 

north-south orientation and extended northward into Wyoming, roughly following the 

foothills of the Rocky Mountains. At 18002, or 6 hours prior to the onset of the flooding 

rain, the Loveland/Fort Collins temperature and dewpoint temperature were 75°F and 

61 °F respectively with mild southeasterly winds of 5-10 kt. The 12002 500 mb pattern is 

shown in Figure 2.3 above. Comparison with Figure 2.1 above, shows that the Big 

Thompson event was a prototypical example of the Type 1 event. The 500 mb wind 

above Denver was light westerly at 10 kt with a 2°C dewpoint depression. A shortwave 

trough at 500 mb over Arizona and New Mexico was moving slowly northward along the 

western side of the ridge. 

One of the more important surface features was a secondary front, analyzed 

behind, or to the north, of the primary front. The latter had already passed through the 

Denver area twelve hours before the flooding rains began in the Big Thompson area. 

Behind the secondary front, partially located in sou hwest Nebraska, was an east-west 

oriented air mass, which exhibited a marked increase in both dewpoint temperature and 

easterly component of the wind. Dewpoint temperatures immediately behind this 

boundary were in the mid- to upper sixties (°F) and winds were easterly at 10-20 kt. The 
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passage of this secondary front at Sterling, Colorado around l 900Z was adequately 

demonstrated in comparison of the 1340Z and 1935Z Sterling soundings. A lowering of 

the level of free convection (LFC) by 160 mb and an increase in precipitable water from 

2.64 cm to 3.34 cm, from the 1340Z to the 1930Z Sterling, Colorado sounding, occurred 

after the passage of the front. An interpolated or estimated 0000Z sounding was 

constructed for Loveland, Colorado, which is approximately 20 km to the east of the Big 

Thompson drainage basin. This sounding had a Lifted Index of -6, but also exhibited a 

significant inversion at 730 mb. A surface parcel required 80 mb to reach the LFC. 

Greater instability and an increase in low-level moisture differentiated the post-secondary 

frontal airmass, which eventually fed the convective cells of the Big Thompson storm. 

The passage of the secondary front at Table Mountain, in the Front Range 

foothills , was evidenced by wind profiler data taken from that location. These data 

exhibited a 15 mis increase in the 300 m AGL, upslope flow, starting around 2330Z. 

Within 30 minutes of the trailing frontal passage at this location, a north-south line of 

thunderstorms developed along the Front Range foothills . This storm system became 

quasi-stationary over the Big Thompson drainage area between 0000Z and 0400Z 

resulting in severe flash flooding. Given that the post-frontal airmass exhibited a 730 mb 

inversion, it is likely that the orography, which the post-frontal surge ascended, was the 

primary, initial lifting mechanism for the Big Thompson storm complex. 

Individual cell motion within the Big Thompson system was generally from 

southeast to northwest at approximately 8-12 mis. Hence, the system was characterized 

by discrete propagation with new cells forming on the east and southeastern side of the 

multi-cellular system. The approximate rainout rate for the storm system, derived from a 
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ram gauge calibrated Z-R relationship, was 9 • 106 kg/s, during it's three hour long, 

intense phase. A precipitation efficiency of 85% was calculated usmg approximate 

values of inflow mixing ratio, depth, and windspeed. (Caracena et al. , 1979) 
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Figure 2.4 Graphical depiction of physical model of Big 
Thompson storm. Take from Maddox et. al. (1 977). 

A physical model for the storm was proposed, based on evidence supplied by 

radar reflectivity data, and the thermodynamic parameters of the inflow and 

environmental air (Figure 2.4 above). This model included the following characteristics. 

The combination of nearly ground altitude cloud-bases, and a 5.8 km MSL in-cloud 

freezing level, allowed for warm-rain processes to act in a relatively deep layer. Weak 

wind shear and moist mid- and upper-level air suppressed entrainment-induced 
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evaporative losses. Low-cloud bases also minimized sub-cloud evaporation of falling 

precipitation. Each of these physical characteristics are proposed by the authors as 

factors which may have led to a high precipitation efficiency for the Big Thompson storm 

system. 

Additionally, the authors argue that the moderate to strong easterly momentum of 

the low-level inflow air, and light winds aloft, a condition referred to as reverse shear, 

combined with the orographic anchoring of the average updraft position, resulting in a 

westward tilt of the storm updraft. Hence, rainwater could be efficiently unloaded from 

the updraft on the western side of the storm, opposite the inflow current, reducing the 

otherwise destructive effects, of water loading on the storm updraft. Additionally, radar 

reflectivity, did indicate a low echo centroid (LEC), with the highest reflectivity resting 

below 7 km MSL. This implies that much of the precipitation production and release 

from the convective plume was occurring in the lower levels of the cloud, reducing the 

effects of water loading in the upper portion. With reduced water loading in the upper 

portion of the cloud, it was suggested that greater updraft velocities could be achieved, 

possibly accounting for the high cloud tops ( 18 km MSL) observed. It was also proposed 

that efficient removal of liquid water at a lower altitude within the cloud would reduce 

the amount of supercooled water in the upper portions, thereby suppressing hail growth. 

The absence or reduction of hail in the Big Thompson storm would also minimize 

downdrafts created by melting of hail and graupel below the freezing level, resulting in 

little or no impetus for outflow-induced propagation away from the Big Thompson 

drainage. However, without more detailed, quantitative information for the Big 
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Thompson storm, or storms that develop under similar circumstances, the hypotheses 

formulated by these authors, remain largely untested. (Maddox et. al, 1977) 

. Figure 2.5 Surface (top) and 500 mb (bottom) analyses for 
1200Z 9 June 1972. Refer to caption of Figs. 2.2 and 2.3 for 
details. 

A similar evolution occurred in the Rapid C"ty flash flood of 9-10 June 1972. 

During the afternoon of June 9 and evening of June 10, as much as 15 inches of rain fell 

over the Black Hills of South Dakota, much of which fell over the Rapid Creek drainage. 
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At least 236 people were killed and damage totaled more than $100 million. (Maddox et. 

al. , 1978) 

Surface meteorological conditions at 12002 were similar to those of the Big 

Thompson event. A strong polar high pressure system was moving southward through 

south-central Canada with a weak cold front lining the southern boundary of the system 

just to the south of Rapid City (Figure 2.5). Surface dewpoint temperatures behind the 

front were in the 60-65 °F range while those to the south of the front were still fairly 

moist in the range of 50-55 °F. At 500 mb, a large-amplitude, negatively tilted ridge was 

situated with the ridge axis located 200-300 km east of the Rapid City area (Figure 2.5). 

In addition, a weak short wave trough was embedded in the southerly flow along the 

western side of the ridge, with the trough axis extending from northern Colorado to the 

Texas panhandle. 

The 12002 Rapid City sounding showed a nearly saturated moist layer near the 

surface with a strong temperature inversion at 860 mb. Much drier air existed above the 

inversion, where the dewpoint depression was ~20°C. However, at Huron, South Dakota, 

390 km to the east-northeast of Rapid City, dewpoint depressions of less than 3°C existed 

up to 750 mb. Easterly winds at the surface were approximately 25 kt at Huron with 

westerly winds of less than 10 kt above 750 mb. The atmosphere was considerably more 

unstable at Huron, with a lifted index of -7, compared to +6 at Rapid City. Precipitable 

water in the Huron sounding was quite high at 1.32 inches in the surface-500mb layer, 

which was nearly twice the Rapid City June means of 0.71 inches. Like the Big 
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Thompson event, the eventual flood area laid downstream of much more unstable and 

moist conditions. (Maddox et. al., 1978) 

At 000OZ the surface winds across most of South Dakota were easterly and had 

increased to 20-30 kt, increasing the low-level moisture flux into the Black Hills area. At 

500 mb the short-wave trough had progressed northward with the axis located at the 

intersection of the Wyoming, Nebraska, and South Dakota borders, just to the southwest 

of the Black Hills. This placed the Black Hills in an area of weak 500 mb vorticity 

advection. Southeasterly winds at 20 kt were present over Rapid City at 500 mb. The 10 

June 000OZ Rapid City sounding exhibited considerable differences from the 9 June 

1200Z sounding. Precipitable water in the surface-500mb layer had increased from 0.42 

to 1.32 inches with a near tripling in the lowest 150 mb from 0.28 to 0. 76 inches. Hence, 

rapid changes had occurred in the flood area during the previous 12 hours, priming the 

atmosphere for potentially catastrophic rainfall amounts from slow moving convective 

storms, which were realized between 2300Z June 9 and 0500Z June 10. (Maddox et. al. , 

1978) 

Dennis et. al. (1973) estimated the total amount of water vapor supplied to the 

Black Hills storms using the maximum 15 g/kg vapor mixing rat io of the approximately 1 

km deep layer of low-level air impinging on the Black Hills for the six hour duration of 

the event. This yielded roughly 500,000 acre-feet (6.2· 1011 kg) of water vapor compared 

to 400,000 to 500,000 acre-feet (5.0-10 11 -6.2-1011 kg) of precipitation estimated from 

planimetered precipitation observations. Thus, the authors estimated the precipitation 

efficiency of the Black Hills storm system to be between 75% and 100%, which is 
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comparable to the value of 85% estimated for the Big Thompson storm. Like the Big 

Thompson storm, not only were the convective cells supplied with moisture-rich inflow 

air, they were also remarkably efficient at converting the vapor supply to realized 

precipitation. 
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Figure 2.6 Cloud morphology as inferred from radar and eyewitness observations. Lines with arrows 
represent main flow of air through the cloud system. Short double arrows represent the individual cell 
motion. Rapid City is denoted by "RAP" . Taken from St. Amand et. al. (1972). 

St. Amand et. al. (1972) proposed a physical model for the storm based on radar 

and eyewitness observations. This model included the recycling of upper level moisture 

by frozen and liquid precipitation falling from the anvil of active cells, into "feeder" cells 

that had initiated upstream in the low-level easterly flow (Figure 2.6 above). Therefore, 

the high precipitation efficiency was believed to be in part due to the reverse shear 

situation where upper level winds advected the upper level outflow over developing cells 

moving westward. This is in contrast to the Big Thompson storm model in which the 

storm titled downstream of the low-level flow and the lack of precipitation upstream of 

the main updraft was key to the maintenance of the system. 
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As in the Big Thompson case, downdrafts were nearly absent from the Rapid City 

storm complex. Dennis et. al. cite this as a probable mechanism for the stationary 

character of the system. They reasoned that the lack of downdrafts from the system 

allowed the easterly stream of moisture rich air to continually feed the convective cells. 

Had downdrafts developed to any significant extent, the associated surface outflow would 

have propagated eastward, down the slope of the Black Hills, forcing inflow air to rise 

farther to the east and causing the system to propagate away from the hills. These 

authors explained that the Black Hills actually experienced upslope fog during the 

afternoon, prior to and during the event, and hence cloud bases would have literally been 

on the ground. Therefore, sub-cloud evaporative cooling would have been nearly absent, 

reducing the impetus for downdraft formation. 

2.1.3 Numerical Simulations of Flash Floods 

From the observational studies presented thus far, it should be clear that mesoscale and 

synoptic scale dynamics play an important, even if not completely understood role in 

establishing the convective environment. However, materialization of flash flood 

producing rainfall relies on convective scale microphysical and dynamical processes for 

rapid precipitation formation and quasi-stationary movement. While observational 

studies have done quite well in providing an objective description of the synoptic and 

mesa-scale processes which accompany particular flash flood events, detailed 

observations of convective scale processes are scarce and often must be inferred from 

indirect evidence using questionable assumptions and qualitative eyewitness descriptions. 

Within this void of uncertainty, numerical modeling of cloud systems has great potential 

to provide insight and direction toward understanding and quantifying those processes at 
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and relevant to the convective scale and which ultimately lead to the phenomenon of 

flash flooding. 

The past thirty years has seen significant advances in atmospheric model 

dynamics, microphysics, and land-surface process formulations, as well as a near 

exponential increase in computer speed and storage capacity. This has allowed for 

increasingly complex and, presumably more accurate, numerical representations of cloud 

systems and the accompanying dynamics. However, while convective- and mesoscale 

phenomena such as squall-line and supercell thunderstorms are well represented in the 

literature, relatively few simulations have addressed cumulonimbus systems that produce 

locally extreme precipitation amounts. The combination of sparse numerical treatment 

and rapid advances in model technology has resulted in a population of experiments with 

a widely varied set of implied assumptions and simplifications such as two-

dimensionality of fluid motions, highly simplified ice- and liquid-phase microphysics, 

idealized terrain shapes, and initially homogenous distribution of land-surface 

characteristics. What follows is a brief examination of some of the more important 

results obtained in these investigations. 

One approach to dealing with the constraints of memory and limits on 

computational speed is to not simulate the convective scale explicitly. The assumption in 

this approach is that the synoptic- and meso-scale forcing mechanisms (low-level 

convergence, orographic lifting, etc.) are sufficiently resolved in a relatively coarse mesh 

simulation ( ~40-120 km) so that the simulation will still produce an area of maximum 

precipitation in the realized flood area. This was the approach taken by Chang and 

Perkey (1995), in their study of the Big Thompson and Rapid City storms. Two sets of 
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simulations were performed at 140 km and 35. km grid spacing for 24 and 12 hours 

respectively, bracketing the time of the actual flood events. At both resolutions, the 

model successfully produced a precipitation maximum within one grid point of the Big 

Thompson area. While the predicted precipitation amount was less than 20% of the 

observed maximum, the clear depiction of a local maximum over the Big Thompson 

drainage suggested that this approach was capable of reproducing the most important 

meso- and synoptic scale forcing mechanisms for t e storm system. In contrast, the 

Rapid City simulations failed to produce a precipitation maximum near Rapid City. The 

authors attributed this to the inability of the model to properly simulate the propagation of 

the shortwave trough that was moving northward along the backside of the longwave 

ridge. This trough was believed to have aided in the development and maintenance of the 

storm system. Interestingly, this problem was traced back to a model temperature error of 

~-2.5°C in the planetary boundary layer (PBL), in both simulations, over the arid 

highlands of the western U.S., where the PBL may often extend into the lower mid-

troposphere. This resulted in an increased mid-level cyclonic circulation in the 

shortwave trough environment that hastened its progress over the southern Plains and 

retarded the movement of the trough over northern Colorado. The implication in this 

study was that, at least in the model sol tion, the short wave trough was a crucial forcing 

mechanism for the heavy precipitation at Rapid City while the surface frontal surge was 

sufficient for the Big Thompson case. However, without a successful simulation of the 

short-wave propagation, and an accompanying precipitation maximum near Rapid City, 

the role of the shortwave was not firmly established in this study. Inadequate 

representation of the Black Hills ( ~ 100 km square) by the 3 5 km grid is a possibility as 
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well. In addition, no modeling study to date has demonstrated, unequivocally, the 

importance of the short-wave trough in the evolution of Type 1 events. This idea has 

limited support from the quasi-geostrophic theory of atmospheric motions as noted 

previously, but without detailed quantitative analysis, the evidence remains circumstantial 

yet relevant. Nonetheless, the proposed effect of PBL temperature on the shortwave 

propagation highlights a subtle, but potentially critical mode of surface influence on 

relevant synoptic scale features. 

Kopp and Orville (1973) (KO) utilized a two-dimensional, time-dependent 

mountain cumulus model with 200 meter grid spacing to simulate the Rapid City storm. 

Using idealized terrain KO succeeded in producing a storm with updrafts in excess of 30 

mis and a maximum of 2.7 cm of precipitation during 33 minutes of simulation. This 

rainfall agrees reasonably well with the observed average rain rate of 5 .1-7 .5 cm/hr. 

Graupel and hail, a single hydrometeor category in their model, was found to reach a 

maximum in-cloud concentration of 8 g/kg, comparable to the maximum rain water 

concentration in the same simulation of 9 g/kg. Given that only 0.018 cm of hail/graupel 

fell to the ground in this simulation, melting of graupel and hail must have contributed 

substantial amounts of liquid water to the precipitation total. In addition, this simulation 

produced ~5 m(s downdrafts within the hail/graupel shafts but the role of these 

downdrafts in the simulated storm motion was not investigated. 

A particularly disturbing problem in the KO simulations was the storm location to 

the west of the idealized terrain. The actual Rapid City storm concentrated the flood 

producing precipitation on the eastern slopes of the Black Hills. This model error could 

be a result of the fact that the terrain used in their simulations was completely unrealistic. 
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In particular, while the maximum terrain height in their simulations was nearly that of the 

Black Hills (5-6 kft MSL, 1.1 km AGL), the terrain rise occurred over a 600 m distance, 

producing a wildly exaggerated slope. Hence, their results have to be interpreted with 

extreme caution since the initial streamlines at the mountain were derived from potential 

flow around a cylinder with a radius equal to the height of the mountain. 

Nair et al (1997) performed three-dimensional simulations of the Black Hills 

storm using the Regional Atmospheric Modeling System (RAMS) (Pielke et al, 1992). 

The simulations were initialized at 0000Z, around the time that the flooding rains began, 

and were integrated for six hours. The authors tested both homogenous initialization, in 

which the initial winds, pressure, temperature and humidity were derived solely from the 

0000Z Rapid City sounding, and inhomogenous initialization, in which the initial fields 

were interpolated to the model grids from spatially varying gridded analyses. The 

homogenous simulation (HHl in their paper) utilized a single grid with I-km grid 

spacing covering most of the Black Hills region, while the inhomogenous simulation 

(IHI) utilized three, two-way interactive nested grids, the finest with 2-km grid spacing. 

The coarse grid covered most of South Dakota and parts of neighboring states, and hence 

was considerably more extensive than the single grid in the homogenous simulation. 

Topography wa~ obtained from a 30" U.S. Navy terrain dataset. The maximum 

accumulated precipitation in IHI was 220 mm, compared to the observed maximum of 

380 mm, while HHl produced 275 mm. However, the homogenous simulation 

concentrated the precipitation near the western grid boundary at the highest terrain, while 

the observed precipitation distribution was concentrated along the eastern slopes. IHI 

reproduced the location of the maximum precipitation more realistically with four local 
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maxima located along the eastern slopes of the Black Hills. Sensitivity simulations 

revealed that the erroneous precipitation distribution of the homogenous simulation was 

primarily due to the proximity of the outermost boundary, where radiative boundary 

conditions (Klemp and Wilhelmson, 1978) were imposed, to the Black Hills region. An 

additional homogenous simulation (HH3 in their paper) was performed which utilized the 

grid structure of IHl , to provide some measure of the importance of the horizontal 

variations in the initial conditions. This simulation produced a single maximum of 305 

mm in contrast to the four local maxima produced in IHI. The maximum accumulated 

precipitation in the HI-B simulation was closer to the observed maximum, while the 

multiplicity of local maxima in the inhomogenous simulations was in better agreement, 

qualitatively, with the observed precipitation distribution. Because the inhomogenous 

simulation still produced flood-intensity storms, this simulation was considered more 

representative of the actual storm evolution. Storm structure also differed between HHl 

and IHl . HHl produced a storm with little vertical tilt, while the IHI storm exhibited a 

pronounced westward tilt with height. Thus, the simulated storm structure in IHI 

resembled the physical model proposed by Maddox et al for the Big Thompson storm but 

differed from the eastward tilted storm proposed by St. Amand et al for the Black Hills 

event. It should be emphasized, however, that the St. Amand storm model is based on 

radar and eyewitness observations, and therefore the simulated tilt of the Black Hills 

storm cannot be considered a refutation of this model unless the observations and/or their 

interpretation are flawed. 

Miller (1978) conducted simulations of the 1975 Hampstead storm without an 

explicit ice-parameterization. The original simulations in that study grossly 
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underestimated rainfall rates and the author in that study suspected the lack of ice-phase 

microphysics may not take into account the increased terminal velocity of hail. Hence, 

the terminal velocity of rainwater was doubled in an attempt to take into account the 

increased fall speed of hail. While this adjustment is difficult to justify rigorously, the 

result was a ten-fold increase in precipitation from the simulated storm. The direct 

implication is that higher terminal velocities lead to increased updraft vapor flux without 

a detrimental effect from water loading, or that higher terminal velocities allow for a 

greater precipitation efficiency through undetermined microphysical processes, or both. 

Miller notes that the increase in terminal velocity ultimately led to the production of a 

vigorous downdraft within the heavy rainfall area. Because of the veering wind profile, 

with height, the storms moved in a direction to the right of the low-level flow. This 

produced an asymmetric outflow region elongated perpendicular to the low-level inflow 

(Figure 2.7 below). This maximized the low-level convergence over a large area along 

the gust front that produced continual regeneration of cells at nearly the same location 

throughout the simulation. This result coupled with the Nair et. al. and KO results 

suggests, but is conclusive by no means, that the increased fall speeds of denser ice-

particles that subsequently melt may be an important ~ontributing mechanism to the rapid 

release of precipitation from a storm. However, as mentioned previously, the Maddox et. 

al. storm model for the Big Thompson event proposed that the absence of hail and 

graupel, and more specifically, the lack of melting of these species, contributed to the 

lack of downdrafts in the Big Thompson storm. Thus, while one model suggests, a nearly 

complete, or complete lack of downdrafts for quasi-stationary movement, the other relies 
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heavily on individual cell movement and the existence of a prominent outflow for a 

quasi-stationary system. 
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Figure 2. 7 Schematic of primary features of the storm 
model deduced from the simulation. Winds at various 
levels depicted in lower right corner. Taken from Miller 
(1978). 

Yoshizaki and Ogura (1988) (YO), conducted two-dimensional simulations of the 

Big Thompson storm. These authors found that homogenous initialization of moisture 

below 3 km AGL resulted in convective initiation at the Continental Divide, the highest 

point of the idealized terrain. Maximum accumulated precipitation occurred 10 km to the 

west of the Continental Divide as cells matured downstream of the location of initiation. 

However when low-level moisture was initialized inhomogeneously, with enhanced 

vapor mixing rati~ upstream of the elevated terrain, the initial convection formed 40 km 

east of the Continental Divide with maximum precipitation rates occuring 20-30 km to 

the east of the Continental Divide, in better agreement with observations. This suggests 

that the heterogeneous, post-frontal surge of enhanced moisture air described in Caracena 

et. al. (1979) may have been critical in locating the quasi-stationary storm system over 

the Big Thompson drainage basin. I that particular simulation, a multi-cellular storm 
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was produced with :aew cells forming along the eastern, down-slope edge of the storm-

produced cold-pool after the initial cell moved westward. This cold pool formed as rain 

fell through the clot.d-free region to the west of the westward tilted updraft. One peculiar 

aspect of this sim·1lation was the westward drift of the cells after initiation. The 

environmental winds present in the initial sounding had almost no east-west component 

between 3 and 7 Ian AGL. Analysis of the model produced winds showed an area of 

enhanced easterly wind at ~3km AGL to the east of the warm convective core, which 

advected the convective plume westward. This was attributed to a horizontal pressure 

gradient force dir~ted toward the west on the upstream side of the convective plume at 

~3 km AGL. This pressure gradient force was the result of a buoyancy gradient produced 

by the thermal contrast between the underlying cold pool and convective heating within 

the core of the updraft. The westward advection of the convective plume, away from the 

eastern leading edge of the cold-pool allowed for ew cells to initiate in this location, 

leading to the simulated multi-cellular character of the storm. Therefore, in contrast to 

the Maddox et. al conceptual model of the Big Thompson storm, the formation of a cold 

pool through evaporative processes was important in establishing the gross characteristics 

of the simulated storm. The results of several simulations in the YO study indicated that 

the location of the initial cell formation was the primary factor controlling the general 

location of maximum precipitation rate. Only when the initial convective cell formed 20-

40 km upstream of the Continental Divide, was the precipitation maximized over the 

intermediate (2-3 km MSL) elevation areas east of the Continental Divide. The model 

used in the YO study did not include a surface flux parameterization and therefore the 

effects of varying surface characteristics, other than topography, were not explored. 
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In summary, previous attempts at modeling flash flood cases have demonstrated 

that various assumptions about dimensionality of flow, boundary conditions, terrain 

shape, and horizontal homogeneity on convective initiation and evolution can strongly 

influence the character of the solution. In the next section, we will examine the 

assumption of homogenous land characteristics such as vegetative type and coverage, soil 

moisture content and soil type. The reader should note that model formulations that do 

not include vegetation and soil parameterizations implicitly assume homogeneity in these 

parameters unless action is taken to artificially alter surface fluxes of moisture and 

energy. 

2.2 Effects of Surface Characteristics on Mesoscale and Convective 
Circulations 

Horizontal variations in sensible and latent heat fluxes at the earth's surface can result in 

significant horizontal variability in boundary layer thermodynamic structure and 

characteristics. These variations in boundary layer characteristics can induce thermally 

driven mesa-scale and micro-scale circulations. Once established, these circulations may 

contribute, through advective processes, to the spatial variability of boundary layer 

properties and may have a measurable impact on vertically integrated convective 

parameters such . as convective available potential energy (CAPE) and convective 

inhibition (CIN). Both observational and numerical studies have been conducted to 

better quantify these variations and their effects on mesoscale flows and convective 

motions. A subset of this work is presented here. 
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2.2.1 Mechanisms for soil moisture influence 

In many numerical models the flux of sensible and latent heat, or water vapor, from the 

soil surface is determined by atmospheric surface layer fluxes of these quantities, which, 

in tum, require knowledge of the soil surface specific humidity and temperature. Soil-

surface specific humidity is generally reated as a function of surface soil moisture and 

soil surface temperature. Hence the continuity of vapor and thermal energy exchange 

across the air-soil interface provides a constraint that tightly controls the soil temperature 

as well as the magnitude and partitioning of sensible and latent heat flux. (McCumber 

and Pielke 1981, Tremback and Kessler 1985, Mahrer and Pielke 1977) 

Within the soil medium, transport of water substance is approximated by the 

oH 
Darcy-Buckingham equation: q = -K oz , where K is the unsaturated hydraulic 

conductivity ( or saturated hydraulic conductivity if the soil is saturated), H is the 

hydraulic head, a measure of the gravitational and soil water pressure head, or soil 

moisture potential, and z is the height above an arbitrary reference level. Thermal energy 

flux can be approximated by Fourier heat conduction with a known expression for the 

thermal diffusivity. Thermal diffusivity, soil moisture potential, and hydraulic 

conductivity are functions of volumetric soil moisture content, and soil type, as is the soil 

albedo. Hence 'the soil moisture content influences nearly all physical processes 

involving energy and mass transfer within the soil, in addition to that with the overlying 

atmosphere. (Maidment, 1993; Stull, 1988) 

McCumber and Pielke (1981) conducted a series of one-dimensional numerical 

sensitivity tests to assess the relative contributions from variations in selected moisture 
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dependent processes on energy flux magnitude and partitioning at the soil surface. The 

simulated soil depth was 1 meter with 14 soil levels, and did not contain a vegetation 

parameterization. These simulations indicated that the effect of albedo variation had 

relatively minor effects on maximum latent and sensible heat flux compared to the total 

change in sensible and latent heat flux due to soil moisture changes. For example, in 

comparing two simulations with sandy soil, initialized with identical soil moisture 

content, one with constant albedo and the other with moisture dependent albedo, the 

change in maximum fluxes of sensible and latent heat were < 50 W/m2
. However, they 

also compare two simulations for sandy soil with albedo held constant at 0.2, but 

initialized with 17% and 30% moisture saturation. A difference of 550 W/m2 and -300 

W /m/\2 was produced between in the maximum latent and sensible heat fluxes, 

respectively, between the moist and dry initializations. While the effect of soil moisture 

on albedo is not negligible, the albedo effect alone on energy flux does not account for 

the large differences in energy flux seen in the second set of simulations (since albedo 

was held constant). 

These simulations indicate that increased moisture content allows for a greater 

portion of the incoming solar radiation to be used for evaporation rather than for 

increasing the te~perature of the soil. The larger soil moisture content increases the soil 

surface specific humidity, which in tum increases the calculated humidity gradient 

between the soil surface and the first atmospheric level. Hence, the surface flux of vapor 

increases, resulting in a negative impact on increases in soil thermal energy. 

This same study also examined the influence of the vertical variation of initial 

temperature and moisture profiles for sandy soil. The variations introduced were 
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designed to be representative of typical ncertainties in both temperature and moisture, 

typical for most model initializations. Peak variations in surface soil temperature, surface 

specific humidity and latent and sensible heat fluxes t the atmosphere were typically an 

order of magnitude larger for the soil moisture profile perturbations than for the 

temperature profile perturbations. The conclusion from this experiment was that, at least 

for daytime simulations, the surface soil temperature is strongly modified by solar 

forcing. Thus, the initial moisture profile is the more influential factor in determining the 

variations in sensible and latent heat flux to the atmosphere. 

Finally, the authors examined the dependence of peak soil surface temperature 

and total moisture extraction on soil type and initial moisture content. The soil types 

used were peat, sandy, sandy-clay, sandy loam. With the exception of peat, it was shown 

that within the range of wilting point to 75% saturation, the initial soil moisture produced 

variations in soil temperature and energy fluxes that were again an order of magnitude 

greater than that due to soil type variation. These results indicate that the primary control 

on the evolution of latent and sensible heat flux from a bare soil boundary is the 

dependence of soil surface specific humidity and temperature on soil moisture. This 

implicates soil moisture as an extremely important variable for proper simulation of 

surface fluxes as well as for predicting boundary layer temperature and humidity. 

However, since this study was one-dimensional, horizontal variations in soil moisture 

could not be investigated. The one-dimensional approach did however provide a simple 

framework for understanding the basic sensitivities of the energy flux to soil moisture in 

an early soil-atmosphere model. 
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2.2.2 Research on flux induced, mesoscale solenoidal circulations 

The term non-classical mesoscale circulation (NCMC) was coined by Segal and Arritt 

(1992) for thermally-driven circulations due to horizontal gradients in surface sensible 

heat flux, excepting the case of the land/sea breeze. The land/sea breeze and the NCMC 

form by the exact same mechanism, namely the creation of a pressure-density solenoid 

(PDS) by differential sensible heat flux between adjacent surfaces. Rigorously, a 

pressure density solenoid is a closed contour C on which the integral f dp -:t- 0 , where p is 
C p 

the thermodynamic pressure and p is the mass density of the fluid . This is equivalent to 

\lp x \lp the baroclinic source term --- having a non-vanishing area integral on a surface p 2 

bounded by the closed contour C. A PDS, by virtue of Kelvin's circulation theorem, will 

cause the circulation defined by f U · di where U is the velocity vector, to increase in 
C 

time when C is a material contour. In short, a temperature gradient along a surface of 

constant pressure has the potential to initiate and maintain, against frictional vorticity 

losses, a circulation whose forcing is thermally direct. This situation is shown in Figure 

2.8 below. This figure depicts a thermally-direct circulation shown along a closed 

contour, induced by a moist perturbation area (PA) with reduced sensible heat flux (H5) 

surrounded by a drier surface with a larger sensible heat flux. The vertical solid lines are 

superimposed potential temperature plots, showing, qualitatively, the boundary layer 

thickness variation that results from the gradient in sensible heat flux and the resultant 

NCMC. 
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Figure 2.8 Illustrative vertical cross section of 
NCMC. See text for details on notation. Taken from 
Segal and Arrit 1992. 

The influence of soil moisture availability on NCMC formation and magnitude 

was studied numerically by Ookuchi et. al. (1984). This study showed that a meso-~ 

scale (20-200 km) variations in soil moisture ranging from total saturation to zero 

moisture availability were capable of producing a thermally-direct circulation with a 

surface wind speed maximum of - 5 mis and a temperature perturbation of approximately 

18 K. As we shall see shortly, this type of circulation, under conditionally unstable 

conditions, can aid in triggering deep convection. However, these simulations had a 

weak background flow of 0.5 mis perpendicular to the moisture gradient. Segal and 

Arritt (1992) provided a scaling argument indicating that increases in ambient wind speed 

required increases in the moisture perturbation length scale in order to counter the large 

scale flow. For background wind speeds greater than --6 mis, their scaling argument 

predicted that the NCMC formed would be too weak to counter the large scale flow. 

Therefore, the strength of the NCMC and associated temperature perturbation obtained in 
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Ookuchi et. al. (1984) would represent a largely undisturbed NCMC. With stronger 

background wind speeds, these intensities would be expected to decrease. 

2.2.3 Influence of surface energy flux on convective initiation and maintainance 

Yan and Anthes (1988) considered the effects of various soil moisture perturbation 

geometries on convective initiation and rainfall. They found that a configuration with a 

144-km width of dry land, surrounded by uniformly moist land, generated the largest 

amount of rainfall in the geometries considered. This was attributed to a.) the increased 

convergence over dry land of two counter-propagating thermal fronts which move inward 

from the surrounding moist land and b.) the higher surface evaporation that occurs over 

the moist land than in the other geometries considered. Alternating bands of moist and 

dry land with length scales less than ~20 km produced NCMC's which were neither 

strong enough nor sufficiently deep to initiate convection. For these smaller 

wavelengths, vertical and horizontal advection, as well as horizontal mixing, hindered the 

development of the horizontal temperature gradient and the strength of the NCMC was 

not sufficient for the development of deep convection. While observational corroboration 

of these results is sparse, Brown and Arnold (1998) found that statistically significant 

spatial clustering of free convective cloud masses occurred over land-cover-type and soil-

order boundaries jn Illinois. In addition, they found that this effect was most pronounced 

on days with higher PBL dewpoint temperatures, and weak synoptic flow. This supports 

the argument that in the absence of significant synoptic forcing mechanisms, convective 

initiation in the unstable PBL may be strongly influenced by land surface heterogeneity. 

Clark and Arritt (1995) used a one-dimensional atmospheric model with soil, 

vegetation and cumulus parameterization to examine the influence of soil moisture on 
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convective rainfall. It should be noted that the one-dimensional formulation completely 

neglects the effects of horizontally varying soil moisture on PDS formation, which has 

already been shown to be important for convective initiation in the preceding 

experiments. The results of Clark and Arritt showed that fully vegetated and moist 

surfaces were most conducive to convective rainfall. As the work by McCumber and 

Pielke also suggested, the Clark and Arritt simulations demonstrated that albedo and 

thermal conductivity variations with soil moisture were far less important in influencing 

convective initiation than the effect of soil moisture on determining the partitioning 

between latent and sensible heat flux. 

Chang and Wetzel (1991) used a mesoscale model with soil and vegetation 

evapotranspiration model to investigate the effects of vegetation and soil moisture 

variability on the evolution of the prestorm environment near Grand Island, Nebraska. In 

these simulations, soil moisture gradients were important for maintaining the thermal 

contrast across a stationary front over Grand Island. In addition, boundary layer height 

gradients produced horizontal gradients in frictional deceleration of the low-level flow 

that enhanced the horizontal convergence and vertical motion near the stationary front. 

The timing of the vertical motion production was linked to the collapse of the boundary 

layer over the ve~etated, moist soil regions where the sensible heat flux reversed sign in 

the late afternoon. In addition, the authors noted that the ability of the vegetation to tap 

root-zone soil moisture was critical since soil surface evaporation alone was too weak to 

correctly predict the horizontal variability of the surface temperature. Therefore, the 

effects of soil moisture and vegetation can, in a numerical model, influence the timing 

and location of convective initiation . 



-38-

Modification of boundary layer thermodynamic properties can become especially 

important when considering the problem of determining the location, relative to an 

orographic barrier, of quasi-steady state convection in an orographically lifted boundary 

layer flow. Grossman and Durran (1984) studied this problem observationally and 

analytically in the context of explaining the influence of the West Ghat Mountains in 

India on persistent offshore convection during the 1979 Summer Monsoon Experiment 

(SMONEX). The typical vertical wind profile for days with offshore convection 

exhibited low level, onshore westerlies at 10-14 mis, and winds with an easterly 

component above 5 km. Analysis of observational data showed a 5-7 m/s deceleration of 

the boundary layer onshore flow over a 250 km path upstream of the coast. It was 

suggested that the West Ghats generate an upstream pressure gradient force that 

decelerates the boundary layer flow, forcing horizontal convergence and an 

accompanying vertical motion field. They concluded that the upstream blocking effect of 

the West Ghats might contribute significantly to boundary layer lifting and destabilization 

offshore. A solution that they derived from a non-linear, hydrostatic analytic model with 

vertically constant basic-state flow also bolstered their claim. Their solution indicated 

that increased vertical wind shear and upper-level subsidence would occur over the 

mountain range, suppressing the development of deep convection. However, Smith 

(1985) questioned their analysis claiming that convective latent heating, basic state wind 

shear and coriolis effects could not be neglected. 

Ogura and Yoshizaki (1988) addressed these shortcomings usmg a two-

dimensional cloud-resolving, moist, non-hydrostatic, compressible numerical model. 

Their simulations targeted the effects of ocean surface sensible and latent heat fluxes, 
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cloud microphysical processes and vertical wind shear on the location of maximum 

precipitation relative to the topography. The authors found that inclusion of sensible and 

latent heat flux from the Arabian Sea, as well as a vertically sheared flow, was essential 

in locating the region of maximum precipitation well offshore in their simulations. 

Energy flux from the Arabian Sea decreased the amount of boundary layer lift required to 

initiate deep convection, allowing parcels to become positively buoyant further upstream 

of the mountain barrier. The presence of an opposing upper level flow, as opposed to 

vertically uniform flow, enhanced the low-level lifting upstream of the West Ghats. 

Additionally, the wind shear also influenced storm movement once the cells matured, 

causing them to reverse direction and slowly migrate westward with the upper level flow 

resulting in a precipitation maximum further offshore. As pointed out by these 

investigators, the location of maximum precipitation is likely to be dependent on other 

factors as well. Because their model did not incorporate ice processes, they could not 

examine the potential effects of ice processes in the westward sheared storm anvils on 

underlying precipitating cumuli. Nonetheless, the demonstrated sensitivity to surface 

latent and sensible heat flux greatly complicates the problem of deciphering the 

mechanisms for orographic influence on convective rainfall. 

Tripoli apd Cotton (1989) examined the influence of terrain induced PDS 

formation on the maintenance and initiation of a mesoscale convective system (MCS) 

which originated over South Park, Colorado. This study proposed a conceptual model for 

orogenic MCS formation in which the interaction between a mesa-a-scale thermally 

driven shallow slope flow and downward transport of westerly momentum produces an 

upbranch of enhanced vertical velocity where the simulated meso-~-scale convective 
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system intensified explosively. Persistent convective heating within the MCS resulted in 

an effective deepening of the meso-a-scale PDS to the tropopause, with an attendant 

growth of the meso-~-scale circulation into the meso-a-scale. Additionally, their 

simulations showed that the meso-a-scale slope flow acts to intensify the plains 

inversion, allowing the meso-a-scale upbranch to be concentrated and dominated by the 

meso-~-scale updraft where the inversion is weakest or non-existent. Hence, PDS 

circulations, regardless of their origin, can have a pronounced, and deterministic 

influence on both the initiation and propagation of convective systems, and interactions 

among PDS circulations of varying origin can also be expected to influence the behavior 

of convective systems. 

2.3 Summary 

Previous work in observing and numerically simulating extreme precipitation has led to 

widely varying theories and conceptuaVphysical models to explain the peculiar 

characteristics of these events. Common to all of these ideas are mechanisms which 

attempt to explain a.) the sustained, heavy precipitation rates from the storm system, and 

b.) the quasi-stationary character of the convective system. In addition, each of the 

theories invokes microphysical properties of the storm as critical not only to the 

precipitation production but also to the storm movement. However, the models proposed 

differ significantly in areas such as the role of melting, evaporation, and downdraft 

function or existence. Of course, there is no reason, at this point, to believe that all flash 

flood producing storms are alike in their dynamics and microphysical characteristics or 

that a single physical model can adequately explain all events. Therefore, it is not correct 
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to view the differing storm models as being conflicting or inconsistent. In fact, in the 

context of the original events for which conceptual models were proposed, it isn't even 

correct to propose that these models are scientific hypotheses since they cannot be 

completely disproved. This is true for the same rea on the original authors could not 

prove them correct: the observational evidence required for each case is absent. Hence, it 

is fair to say that at this stage of scientific inquiry, that this area of science is one that is 

still in the era of discovering plausible truths but not absolute truths . 

The pertinent question that must be answered before proceeding is that of whether 

or not numerical investigations even consider all of the primary factors that would 

differentiate one model of storm evolution from another. Section 2.2 discussed previous 

research on the influence of soil moisture on convective initiation and boundary layer 

evolution. It was suggested from that body of work that convective rainfall has the 

potential to be strongly influenced by heterogeneous surface characteristics. It is natural 

to ask whether surface characteristics such as soil moisture can fundamentally change the 

nature of a flash flood simulation. Firstly, this should be investigated in terms of severity 

and even the existence of a flash flood event in the model solution. Secondly, an 

investigation should address the possibility of producing ambiguous or sufficiently 

different results 'Yith respect to the conceptual model that would be used to characterize 

the model-produced storm system. These are the ~oncems that arise naturally from the 

overview presented and the objective of this thesis is to quantify the effects of soil 

moisture variation for atmospheric initial conditions which correspond to a potential flash 

flood producing environment. The initial conditions used in this thesis correspond to the 

1997 Fort Collins flash flood. 



3 
Fort Collins Flash Flood of 1997: An Overview 

3.1 Introduction 

On the evening of 28 July 1997, an extreme rainfall event in Fort Collins, Colorado 

produced severe local flooding resulting in five fatalities and over one hundred million 

dollars in property damage. Thirty-seven centimeters ( 14.5 inches) of precipitation were 

recorded in southwest Fort Collins between 1600 MDT 27 July and 2300 MDT 28 July. 

Over 25 cm (10 in) of this fell over southwest Fort Collins during the 5.5 hour period 

beginning at 1730 MDT July 28 and ending at 2300 MDT (Doesken and McKee, 1998). 

The precipitation recorded at the Colorado State University observation station set new 1-

day, 2-day, 3-hour and 6-hour precipitation records. 

During the Presidential Declaration Incident Period (July 28-August 12, 1997), 

thirteen counties, shown in Figure 3.1 below, were declared federal disaster areas (State 

of Colorado and FEMA, 1997). The Fort Collins flood was not the most intense flood 

experienced during this period. On the evening of July 29, a larger storm developed in 

Weld County and western Logan County (Figure 3.1), bringing 38.4 cm (15.l inches) of 
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rain to the Pawnee Creek drainage basin and covered a significantly larger area than that 

of the Fort Collins storm (Doesken and McKee, 1998). Hence, the period in which the 

Fort Collins flood occurred was characterized by heavy, flooding rainfall over numerous 

areas in the eastern half of Colorado. Human and hydrological factors however made the 

Fort Collins storm the most damaging in terms of human life and property and was the 

most completely documented storm, observationally, of those that occurred during the 

week of July 28 . 

• FEDERAL DISASTER DECLARATION COUNTIE5 

Figure 3.1 Federal disaster declaration counties included in 
Presidential Declaration DR-1186-CO. From State of Colorado 
and FEMA ( 1997). 

Additional observations of the Fort Collins flood and the meteorological 

environment are presented in Chapters 5 and 6 part of evaluating the simulations, and 

therefore this chapter serves only as a brief overview of the event. In the following 

sections, two time coordinates are used - Zulu (Z) and Mountain Daylight Time (MDT) 

- with Zulu exceeding MDT by 6 hours. Local sunrise on 28 July 1997 occurred at 

0554 MDT (1154Z) and sunset occurred at 2019 MDT (0219Z) with twilight remaining 

until 2054 MDT (0254Z, July 29) (U.S .N.O. Astronomical Applications). 
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3.2 Meteorological Overview of the Fort Collins Flood 

3.2.1 Synoptic conditions 

The Fort Collins event occurred on the second consecutive day of rainfall in northeastern 

Colorado, after a surface high-pressure system moved southward from Canada producing 

moist, easterly, upslope flow into the Front Range foothills. Figures 3.2 and 3.3 show the 

surface and 500 mb NCEP analyses for 00Z, 29 July, at the beginning of the rains which 

ultimately led to the flooding. At the surface, a strong high-pressure system was centered 

in southern Manitoba, Canada producing easterly and northeasterly flow in the Central 

Plains and eastern Colorado. An elongated region of low-pressure extended from 

western Mexico, northward to Oregon. Temperatures in the northeastern quarter of 

Colorado ranged from the upper-sixties (°F) along the Front Range to mid-seventies in 

the High Plains of Colorado with dewpoint temperatures in the lower to mid-sixties (°F) 

throughout eastern Colorado. Like the Big Thompson and Rapid City floods, very moist 

air at the surface was being forced into a major orographic barrier on the southwestern 

periphery of surface high-pressure. However, while the Big Thompson event was 

observationally linked to the passage of a secondary front along the Front Range 

(Maddox et. al. , 1978), no similar mesoscale or synoptic-scale feature has been identified 

observationally in the vicinity of Fort Collins prior to the flood event (Petersen et. al, 

1999). By 00Z, 29 July, the only identifiable surface front was located in New Mexico, 

roughly 500 km south of Fort Collins. 

At 500 mb, the center of the monsoon ridge was located over the Oklahoma-Texas 

border area. Three low-pressure centers, one located just off the coast of California, 

another off the southwest coast of Canada and another over Quebec, Canada resulted in a 
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Figure 3.2 NCEP surface analysis for 00Z, 29 July 1997. Solid lines are reduced mean-sea-level pressure isobars at 4 mb intervals. 

Figure 3.3 NCEP ETA 500 mb analysis for 00Z, 29 July 1997. Thin solid contours denote geopotential height with a contour 
interval of 6 dm. Thin dashed contours denote temperature with a contour interval of 5°C. Thick dotted annotation line shows 
location of ridge axis. Shaded annotation denotes approximate area of dewpoint depression :5 2°C. 
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negatively-tilted ridge axis extending from Texas to Montana. Southerly flow with 

windspeed varying between 15 and 30 kts was present over Arizona, New Mexico, 

western Colorado and Utah, along the western edge of the monsoon high. Denver was 

located just west of the ridge axis and measured a 15-kt southwesterly wind at this level. 

The midlevel air overlying the Rocky Mountains in New Mexico, Colorado and 

Wyoming was very moist with little temperature variation and 1 °C dewpoint depressions 

at all rawinsonde sites in these states. In addition, the 00Z, 500 mb analysis suggests the 

existence of a shortwave in northeastern Utah. This is supported by a similar and more 

pronounced feature in the Nested Grid Model (NGM) 700 mb, 0OZ analysis, which 

shows a shortwave in the same location, extending into northeastern Colorado (See 

Figure 5.4). 

University of Wyom'ng 

Figure 3.4 Skew-T plot of Denver, 00Z July 29 sounjing. 
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The 00Z 29 July Denver sounding is shown above in Figure 3 .4. This sounding 

shows near saturation throughout most of the troposphere. A nearly isothermal layer 

existed between the surface and 810 mb. A conditionally unstable lapse rate existed 

between the top of the stable layer at 810 mb to 5 0 mb and from 460 mb to 400 mb. 

The LCL and LFC in this sounding are 745 mb and 690 mb, respectively, yielding 24 

J/kg of convective inhibition (CINH). The equilibrium level was at 180 mb resulting in 

703 J/kg of CAPE. Hence the troposphere was moderately unstable with a relatively low 

LCL and very little work would be required to release this instability. 

The vertical wind profile in the Denver sounding veers with height with 

southeasterly winds between 10 and 20 kts (5-1 mis) in the lowest 500 m. Winds 

between 725 and 400 mb were at or below 15 kts (7 .6 mi s) and predominantly 

southwesterly. Above 400 mb, windspeed generally increased with height attaining 

values between 20 and 50 kts (10.2-25.5 mis) with little directional shear. The wind 

profile and CAPE yield a bulk-Richardson number (BRN) of 15.8. A modeling study by 

Weisman and Klemp (1982) indicated that a BRN of 15 is marginal, and on the low end, 

for the development of rotational characteristics in thunderstorms. However, simulations 

in the latter reference failed to produce either secondary (multi-cell) or split-storms for 

CAPE values le~s than 1000 J/kg. Therefore, this modeled relationship between BRN 

and storm structure can be applied loosely, at best, in the context of the Denver sounding. 

Comparison of Figure 3 .3 with Figure 2.1 shows that the Fort Collins flood is a 

Type I event (see Section 2.1.1). The Lifted Index (LI) for the 00Z, 29 July Denver 

sounding is -2.5 compared to an average of -4 for the Type I event. Precipitable water in 

the Denver sounding was 3.81 cm, which is 60% higher than the Type I average of 2.39 
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cm (Maddox et. al. , 1980). The late-July median precipitable water at Denver is 

approximately 1.8 cm with precipitable water exceeding 2.9 cm only 5% of the time 

(McKee and Doesken, 1997). Hence, conditional instability was not astonishingly high, 

but rather tropospheric moisture content and weak mid-level winds were the most 

outstanding features of the Denver sounding. 

3.2.2 Precipitation overview 

Figure 3.5 below shows the time series of accumulated precipitation at Christman Field, 

located in northwest Fort Collins, for the time period between 0000 MDT and 2400 MDT 

on 28 July. Intermittent precipitation had occurred in western Fort Collins during the 

night, leading to an accumulation of 5.0-6.5 cm (2.0-2.5 inches) of rainfall by 0700 MDT. 

A final morning rainfall occurred between 0815 MDT and 1000 MDT in which just over 

3.8 cm (1.5 inches) ofrain fell at Christman Field. By noon, the rains in Larimer County 

had ended and the town of Laporte, located just to the northwest of Fort Collins received 

15-20 cm (6-8 inches) of precipitation. The eastern half of Fort Collins, however, 

received only 1.2-1.9 cm (0.5-0.75 in). (Doesken and McKee, 1998) 

At approximately 1800 MDT (00Z, 29 July) precipitation commenced in western 

Fort Collins after a 7.5-hour hiatus. The first phase of precipitation was associated with 

two small convective systems that passed over Fort Collins and moved to the north-

northeast of the city. Between 1900 and 1930 MDT a second phase of heavy rainfall 

occurred followed by a brief decrease in rain intensity until 2000 MDT. At 2000 MDT a 

third area of heavy rainfall approached Fort Collins from t e southwest. This convective 

system became quasi-stationary over southwest Fort Collins until approximately 2230 
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MDT. During this last phase of precipitation, approximately 12.75 cm (5.0 inches) of 

precipitation fell at Christman field . (Petersen et. al. , 1999) 
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Figure 3.5 Accumulated precipitation at Christman Field starting at 0000 MDT, 28 July 1997. Raw data 
courtesy of Colorado Climate Center. 

Christman field, located on the northwest side of Fort Collins, did not experience 

the heaviest rains that evening. Rather, the intersection of Drake Rd. and Overland Trail 

in southwest Fort Collins was located at the center of maximum accumulated 

precipitation. Figure 3.6 below shows the accumulated rainfall analysis for Fort Collins 

and surrounding area for the time period between 1730 MDT and 23 00 MDT, 28 July. 

This analysis reveals a 25-28 cm ( 10-11 inch) maximum located in southwest Fort 

Collins at the upstream end of Spring Creek. This creek was the primary water source for 

a detention basin in central Fort Collins, which was breached shortly after the rainfall 
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ended in southwest Fort Collins, resulting in five fatalities. The east-west isohyet 

gradient on the west side of the precipitation maximum in Figure 3 .6, is approximately 

4.88 cm/km (1.92 in/km). This demonstrates the higily localized nature of this flood 

with the area immediately to the east of the hogbacks, along the western edge of Fort 

Collins, receiving the largest amounts of precipitation. It has been speculated that the 

steep topography gradient at the base of the foothills may have played an important role 

in maximizing low-level convergence and localizing the precipitation along the western 

side of Fort Collins. (Petersen et. al. , 1999; Doesken and McKee, 1998) 

Figure 3.6 Accumulate rainfall analysis for the time period 
1730-2300 MDT, 28 July 1997. Thick contours are isohyets 
contoured at 1 inch (2.54 cm) intervals. From Doesken and 
McKee (1998). 

3.2.3 Storm Characteristics 

As in most flash flood cases, the flood producing precipitation in the Fort Collins event 

resulted from the combination of very high precipitation rates, likely exceeding 12-15 

cm/hr (5-6 in/hr), and a quasi-stationary system charac~eristic (Doesken and McKee, 
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1998). Pedersen et. al. (1999) provide a detailed radar analysis of the Fort Collins storm 

and the following paragraphs summarize some of their findings. 

The system that affected the Fort Collins area reached maximum precipitation 

intensity and remained quasi-stationary throughout the last 1.5 hours of the event, ending 

at 2230 MDT. However, the individual cells within the system propagated to the north-

northeast at approximately 6-8 mis (13-18 mph), with new cell generation occurring on 

the southern and southeastern periphery of the system. Between 2000 MDT and 2200 

MDT, convective systems to the southeast of Fort Collins were propagating primarily 

northeastward between 5 and 10 mis (11-22 mph), while the Fort Collins system 

remained nearly stationary. (Pedersen et. al., 1999) 
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Figure 3. 7 Radar reflectivity and I-km AGL winds at 
2110 MDT. Vector scale is in mis. From Petersen et.al. 
(1999). 

One factor that may have had an influence on the intensification and stationary 

nature of the Fort Collins storm was the development of a bow echo west of Denver after 
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1800 MDT. This system propagated northeastward at approximately 8 mis (18 mph) 

between 1900 and 2100 MDT. At 2100 MDT the bow-echo was located approximately 

90 km to the southeast of Fort Collins. The 1-km (AGL) flow around the northern edge 

of this bow echo, shown in Figure 3.7 above, contained a band, or jet, of enhanced 

easterly-component wind, terminating at the Fort Collins convection. At 300 m AGL and 

approximately 6 km to the east of the 50-dBZ reflectivity maximum, the southeasterly jet 

achieved a maximum radial velocity between 16 and 20 mis (36-45 mph) (Figure 10 in 

Petersen et. al. , 1999). Petersen et. al. (1999) propose that this low-level, meso-scale jet, 

may have been a significant forcing mechanism for storm intensification between 2000 

and 2200 MDT, by enhancing low-level convergence over Fort Collins. 

Pedersen et. al. (1999) analyzed multi-parameter data obtained that night from the 

dual-polarization CSU-CHILL radar, located approximately 40 km to the southeast of 

Fort Collins. Information about hydrometeor size, shape and thermodynamic phase was 

partially provided by specific differential reflectivity (Zdr), linear depolarization ratio 

(LDR), and specific differential phase (Kdp), Using a ''blended" relationship between 

rainfall rate, total reflectivity, Zdr, and ~p, the surface rain-mass flux was estimated for a 

stationary circle with 10-km radius, centered at Drake d. and Taft Hill Rd. near the 

accumulated prec}pitation maximum. The estimate showed three primary peaks of 13, 19 

and 21.5-105 kg/s, in chronological order. These peaks were separated by approximately 

1-1 .5 hour intervals. The peak CHILL radar-estimated precipitation rate was 110 mm/hr 

( 4.3 in/hr), using the blended relationship as noted above, and core diameters with 

reflectivity between 48 and 51 dBZ were typically 1-2 km during the last hour of 

precipitation. It should be noted however that the CHILL-radar estimate of storm total 
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precipitation usmg the blended relationship underestimated the gauge maximum by 

approximately 20%. 

Petersen et. al. (1999) inferred storm microphysical structure for the time period 

2100 through 2130 MDT using the multi-parameter radar data. The highest reflectivity 

throughout the storm was typically located at or just above the environmental 0°C level, 

which was located approximately 3.4 km AGL (4.9 km MSL). However, mean 

reflectivity values of greater than 3 5 dBZ were generally located below or near the height 

of the -10°C level (7.0 km MSL). Hence, like the Big Thompson storm, the Fort Collins 

convection also exhibited a low-ec a-centroid, indicative of efficient production and 

removal of precipitation from the updraft in the lower portion of the cloud. It was 

inferred that 2-3 mm raindrops were present in the 2-3 km AGL layer, on the eastern edge 

of the reflectivity core, while millimeter-sized raindrops were lofted to temperatures 

colder than 0°C within the updraft, followed by freezing. The radar-estimated ice-mass 

fraction increased from 0.1 to 0.5 in the 1-km interval centered around 3.5 km AGL. 

Petersen et. al. ( 1999) proposed that raindrops loft d above the 0°C level likely froze and 

underwent substantial accretional growth before descending on the northwest side of the 

updraft. It should be noted that no hail or frozen precipitation was reported for the Fort 

Collins storm (Petersen et. al. , 1999). Hence, the complete melting of high- and 

intermediate-density ice-particles, such as hail and graupel, before reaching the ground, 

may have contributed to a significant portion of the rainfall observed at ground level. 

The Cheyenne NEXRAD radar, operated by the National Weather Service, recorded 

reflectivity values greater than 10 dBZ up to heights of 12-14 km AGL or 13.5-15.5 km 

MSL during the periods of peak precipitation. In addition, the radar echo-top was located 
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5-10 km northeast of the low-level reflectivity core, indicating a northeastward storm tilt. 

(Petersen et. al. , 1999). 

Figure 3.8 GOES-9, oblique-stereographic projection, infrared image at 
2130 MDT, July 28 (0330Z, July 29). Fort Collins is located at the 
center of the concentric circles. Radii are at 10-k:m intervals. Denver is 
shown by the light colored dot immediately to the west of "DEN". "X" 
denotes a 207K brightness temperature at 30 km radius (before 
correction). 

Comparing this echo-top measurement to the OOZ July 29 Denver sounding 

indicates that the Fort Collins storm did achieve cloud to? heights approaching that of the 

tropopause which was located at 14.2 km MSL. The 2130 MDT, GOES-9, channel 4 

(infrared) image is shown in Figure 3.8. The coldest cloud top brightness temperature, 

marked with an :X, was 207K (-66. l 5°C) located, in this depiction, approximately 3 0 km 

to the northeast of Fort Collins. However, due to the equatorial orbit of this satellite, 

coupled with its westward displacement from the longitude of Fort Collins, a parallax 

correction is required. This correction was computed by the author using McIDAS-X 

software and amounts to -9 .9487 • 10-3 degrees of latitude and -1.1562· 10-2 degrees of 

longitude per kilometer of height above MSL. At the latitude of Fort Collins, this 
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correction is 1.47 km, along an azimuth of 221.43°, per kilometer of height. Using the 

Denver sounding as an estimate of the height of the 207K cloud-top temperature, a height 

of 13 .8 km MSL was estimated. This yields a correction of 20.3 km toward the 

southwest (221.43 °). Hence the true location of the minimum cloud top temperature is 

approximately 10 km to the northeast of Fort Collins, in general agreement with the 

Cheyenne NEXRAD echo-top measurement both horizontally and vertically. No 

estimates of updraft velocities were provided in the published observational studies of the 

Fort Collins storm. 

3.3 Summary 

Between July 27 and August 12, 1997, 13 counties in eastern Colorado were declared 

federal disaster areas due to severe flooding caused by convective precipitation. One of 

the most severe floods occurred in Fort Collins on the night of July 28, 1997. The Fort 

Collins storm produced over 10 inches (25-26 cm) of rain in a 5.5 period ending at 2230 

MDT. This storm was characterized by quasi-stationary movement during the last 1.5 

hours of the event. Interactions with proximate convection and topography were 

identified as possible influences on both the intensity and motion of the system. Radar 

inferences about microphysical properties of the storm indicated that the complete 

melting of frozen droplets, hail, and graupel, before reaching the ground might have been 

responsible for a significant portion of precipitation recorded at ground gauges. Storm 

top estimates provided by radar, and analysis of infrared satellite imagery indicates that 

the Fort Collins storm reached heights between 13 and 15 km MSL, 5-10 km northeast of 

Fort Collins, during the most intense phase of the storm. 



4 
Model Configuration 

4.1 Model Overview 

The atmospheric model used in this research is RAMS Version 3b (Pielke et al. , 1992). 

This research tool has been employed for simulating a wide-range of phenomena in both 

research and operational environments. Applications include investigations of tornado-

genesis (Grasso and Cotton, 1995), MCS evolution (McAnelly et al. , 1997), pollutant 

dispersion (Grossi et. al. , 1998), land surface-atmosphere interactions (Vidale et al., 

1997), and real-time operational forecasting at the Forecast Systems Laboratory (FSL) 

(Snook et al., 1995). The versatility of RAMS stems from its numerous options 

regarding surface, moist-microphysics, turbulence, radiation, and surface-process 

parameterizations, in addition to its interactive grid-nesting capability (Clark and Farley, 

1984) and initialization options. Features relevant to the simulations described in this 

work are described below. Details concerning the use of model options on specific grids 

and at particular times are discussed in section 4.2.2. 
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4.1.1 Governing equations and numerics 

The simulations utilize the non-hydrostatic govemi g equations for momentum and mass 

continuity. Leapfrog time-differences are used for velocity components and pressure, 

while forward time-differencing is used for all other quantities. In addition, resolvable 

acoustic disturbances are simulated o a short time-step using a standard time-splitting 

technique (Tripoli and Cotton, 1982). Advection is implemented in flux-conservative 

form using either second-order centered or second-order upstream spatial differences 

depending on the time-differences used as described above. The stencil used for the 

model variables is the Arakawa C grid (Mesinger and Arakawa, 1976). 

The model grid utilizes an oblique-stereographic projection in the horizontal and a 

terrain following vertical coordinate, er,: a , = H • t- h, )) , where h is geometric height, 
H-hs 

hs the lower boundary geometric height and H is the upper boundary geometric height, 

each referenced to sea level (Gal-Chen and Somerville, 1975). Nested grids are 

implemented using the two-way interactive nesting technique of Clark and Farley (1984), 

and Clark and Hall ( 1991 ). 

Klemp and Wilhelmson (1978) boundary conditions are applied for the normal 

velocity components at the lateral boundaries of the model domain. This minimizes 

reflection of gravity wave-like disturbances (phase speed ~ 20-40 mis) at the lateral 

domain boundaries. Other variables are assumed o have a vanishing gradient at inflow 

boundaries and a constant gradient at outflow boundaries. At the top boundary, a rigid 

wall condition is assumed (vertical velocity is assumed to be zero). 
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4.1.2 Parameterizations 

Parameterizations for moist-convection, radiative transfer, turbulent diffusion, surface-

layer processes, and soil and vegetation interactions are also included and utilized. 

Turbulent diffusion is parameterized using K-closure theory, the diffusion coefficients for 

scalars and momentum calculated from the basic Smagorinsky (1963) scheme with 

hydrostatic stability modifications for the vertical diffusion coefficients (Hill, 197 4; 

Lilly,1962). Surface layer fluxes of heat, moisture and momentum, each of which are 

determi ed both by atmospheric and vegetation/soil layer variables are computed using 

the scheme of Louis (1979). The soil model is based on that of Tremback and Kessler 

(1985). The soil class in the current simulations is spatially invariant and corresponds to 

the sandy-clay-loam USDA textural class (USDA, 1951). A vegetation model, based on 

the work of Avissar and Mahrer (1988), is used to calculate vegetation layer variables. 

The vegetation parameters are based on the vegetation classification used in the 

Biosphere-Atmosphere Transfer Scheme (BATS) (Dickinson et. al. , 1986). Radiative 

transfer parameterization is accomplished with a long- and short-wave radiation scheme 

developed by Chen and Cotton (1983). In addition to molecular scattering, ozone, and 

water-vapor influences, this scheme also parameterizes the effects of water condensate on 

the radiative budget. 

Convective parameterization is performed by a modified-Kuo scheme (Kuo, 

1974; Tremback, 1990). Microphysics calculations are performed using the bulk one-

moment scheme described in detail in Walko et al. (1995). This scheme allows for water 

in the form of vapor, cloud droplets, rain, pristine ice, snow, aggregates, graupel, and hail; 

each category is assumed to be distributed according to a generalized gamma distribution. 
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4.2 Simulation Specifications 

This section describes the organization of the simulation in terms of grid configuration, 

initialization method and user-specified parameters. Aside from the differences in the 

initial soil-moisture distribution described in Section 4.2.2, the following specifications 

apply to all simulations. 

4.2.1 Grid configuration 

The simulations utilize four telescopically neste grids, which allows for resolution of 

synoptic-, meso-, and convective scale motions in the respective domains. The geometry 

and time-step information for each grid is shown in Table 4.1 below. The grids are 

depicted in Figures 4.1 and 4.3 below. 

No. of 
Ll){ =~y Center Grid points 

Grid (km) ~t (sec) (lat, Ion) X y 

1 80.00 90.00 (40.01 ° ' 105.09°W) 33 28 

2 20.00 45 .00 (40.01 °K, 105.09°W) 54 38 

3 5.00 15 .00 (4 .01 ° '1 05.09°W) 70 70 

4 1.67 5.00 (40.20°N, 104.09°W) 89 110 

Table 4.1 Grid specifications. 

Each grid has 3 7, cr2 levels, with a spacing of 100 m at the ground, expanding 

geometrically with an expansion ratio of 1.12. The upper limit on the vertical grid 

spacing was set at 800 meters, which occurs at 7.5 km, resulting in a model top of 19.5 

km. The topography for each grid was interpolated from the United States Geological 

Survey (USGS), 30-second dataset (= 900m). It is worth emphasizing that the 
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topography was interpolated from this dataset to each grid in the simulation and hence is 

at the native grid resolution on each respective grid. The topography on grids 2 and 4 are 

shown in Figures 4.2 and 4.4 respectively. The soil model grids have horizontal grid 

structures identical to the respective atmospheric model grids described above. Each 

soil-model grid contains 11 vertical levels that extend to a maximum depth of 0.5 meters. 

Figure 4.1 Locations of grids 1 and 2. 

Figure 4.2 Grid 2 elevation. Contour interval is 3 00 
meters. 

POLAR STEREOG APHIC 

Figure 4.3 Locations of grids 3 and 4. 

Figure 4.4 Grid 4 elevation. Contour 
interval is 3 00 meters. 
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4.2.2 Initialization and integration method 

The initial atmospheric fields were supplied from three sources. The first of these was 

the 1200Z, 28 July, Rapid Update Cycle (RUC) operational forecast model analysis. The 

other two datasets consisted of NCAR archived surface and rawinsonde observations for 

the same time. All three of these sources supply temperature, pressure, humidity, wind 

direction, and wind speed, to be interpolated onto the model grids. These datasets were 

analyzed onto grids 1 and 2 using the objective analysis package included in RAMS 

(Tremback, 1990), with some modifications to accommodate the grid structure of the 

RUC analysis. The surface and rawinsonde data augment the RUC analysis with 

measurements near the surface, and supply initialization data at points between the 

uppermost level of the RUC analysis, which lied around 14.0 km, and the domain top 

(~19.5 km). 

Two simulations were performed, differing only in the method of initializing soil 

moisture. Simulation A was initialized with the soil moisture fields taken from the 

operational 48-km ETA forecast model analysis. The ETA soil moisture analysis 

consisted of two volumetric soil-moisture content fields, for the regions corresponding to 

0-10 cm and 10-100 cm soil layers. These were assigned to the RAMS soil model levels 

according to the qepth range in which each RAMS soil level existed. Simulation B was 

initialized using the Antecedent Precipitation Index (API) method of deriving soil 

moisture (Saxton and Lenz, 1967), based on precipitation observations in the NCDC 

TD3240 United States Control Cooperative Precipitation Dataset. The API method and 

the ETA soil-moisture dataset are des ribed in detail in Section 4.3. 



-62-

The model is integrated from 1200Z, 28 July to 0500Z, 29 July. Throughout the 

entire simulation, Davies nudging (Davies, 1983) is used on the lateral boundary of grid 

one, and the upper 4.5 km of all grids. This technique introduces an additional tendency 

term to the temperature, pressure, humidity, and wind variables to force these variables 

toward user-specified values with a user-specified relaxation time. The user-specified 

data values, in this case, correspond to 00Z 29 July and 12Z 29 July and were generated 

using the same method as that used to generate the initial conditions. The upper-domain 

nudging is introduced, as an analogue to Rayleigh frict:on, which eliminates unwanted 

gravity wave reflection from the top boundary. 

Each simulation consisted of three stages of integration. The first of these was the 

time allocated for model spin-up from 1200Z 28 July until 1500Z 28 July. During this 

period, considerable undulations occurred in the geopotential height fields at all levels, 

associated with the model adjustment. By l 500Z these fields reached a more quiescent 

state. Until l 500Z, microphysics parameterization was simplified on all three grids to 

allow cloud-water as the only form of water condensate throughout the spin-up phase. 

This was done to avoid inadvertent modifications to the initial soil-moisture distribution 

due to spurious precipitation associated with model adjustment dynamics. At l 500Z, the 

second stage of i!ltegration began in which the full microphysics parameterization was 

activated on all three grids and the modified Kuo cumulus parameterization was activated 

on grid 1. As stated in section 4.1.2, all condensed water is distributed according to a 

generalized gamma size distribution (Walko et. al. , 1995). The width parameter, v, was 

set to 2.0. A mean diameter of 1.0 mm was specified for rain, graupel, snow and 
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aggregates and 3.0 mm for hail. Cloud droplet concentration was set to 300 cm-3
. These 

microphysical parameters were not altered between the simulations. 

The second stage of integration continued until 1800Z. At 1800Z, grid four was 

activated, taking its prognostic fields by interpolation from Grid 3. This corresponds to a 

time before deep, moist-convection initiated on Grid 3, at the location where Grid 4 was 

to be located. Integration resumed with full, moist microphysics active on all grids. This 

third and final stage of the integratio continued until 0500Z July 29, at which time the 

simulations were terminated. This corresponded to a time after the precipitation 

associated with the Fort Collins flood had ended in reality, and there was no indication of 

further heavy precipitation occurring in either simulati n after this point. During this 

final stage, each time-step (90 sec) required approximately one half hour of CPU time on 

an IBM RJSC System/6000 7248, and required 144 MB of RAM. Thirty-minute (model 

time) analysis output during phase 1 and 2 of integration, 15-minute output during phase 

3, and hourly history fi le output required 2.4 GB of media storage, per simulation. 

4.3 Soil Moisture Initialization 

4.3.1 ETA-derived soil moisture 

The initial soil-m~isture distribution for Simulation A is taken from the 12Z 28 July 1997 

analysis of the operational ETA model. The information presented in this section holds 

only for the date relevant to this thesis - 28 July 1997 - as the ETA components are 

constantly undergoing changes and improvements. At this time, the horizontal resolution 

of the operational "early"-ETA was 48 km in the horizontal with 38 vertical levels in the 

atmosphere. The 12Z ETA analysis is the end-result of a twelve-hour data assimilation 
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cycle performed with the ETA Data Assimilation System (EDAS) (Rogers et. al., 1996). 

This data assimilation system is identical, in terms of model physics to the ETA 

operational model, but is interrupted four times, at three-hour intervals, to update the 

model atmospheric and microphysical fields using observational data. The final twelfth-

hour update then becomes the initial condition, or analysis, for the operational run. 

During the data assimilation cycle, soil moisture is allowed to evolve freely via the 

EDAS (ETA) soil-model, simulated precipitation and surface parameterizations. No soil-

moisture updates, other than those simulated by the model physics take place during the 

three-hourly atmospheric field updates. A description of the soil model and surface 

parameterizations can be found in Pan and Mahrt (1987), Janjic (1996), and Chen et. al. 

(1996). 

The initial fields used for the first three-hour integration of EDAS are taken from 

the Global Data Assimilation System (GDAS), which produces 6-hourly global analyses 

of atmospheric and soil variables (Kanamitsu, 1989). Information about the soil and 

surface schemes used in the NMC global spectral model can be found in Betts et. al. 

(1996) and Hong and Pan (1996). The July 1997 NMC global spectral model was 

operated at T126 spectral resolution. This is roughly equivalent to 105-km horizontal 

resolution. As of July 1997, the soil moisture forecasts of GDAS were freely evolving 

forecasts carried from one assimilation cycle to the next with no modifications. 

However, upon ingestion into EDAS, the volumetric soil moisture was limited to be 

below a critical value due to problems noted with the ETA predicted low-level 

temperature field and the positive precipitation bias known to exist in GDAS at that time 

(Black et. al., 1997; Betts et. al. , 1997). 
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In short, GDAS produces 6-hourly soil-moisture analyses from a continuously 

evolving forecast that becomes the initial condition for EDAS at 00Z 28 July. The soil-

moisture field continues to evolve under EDAS according to the ETA model physics to 

produce the operational ETA analysis at 12Z July 28. Both the ETA (and hence EDAS) 

and the global spectral model (and therefore GDAS) utilize two soil layers of 0-10 cm 

below ground and 10-200 cm below ground. The soil moisture values from these two 

levels were interpolated onto the RAMS soil model grid as described previously. The 

12Z, or initial, top-level soil moisture fie lds for Grids 1 and 3 are shown in Figure 4.5 . 

S:rr.. A, '. 2Z S'... MST, Grid '. Sim . A, 12Z S'..JI.ST 

FQ. : ·· :-01(£ • :·· r;RY.: ·· ·· ,. ·· 

o. ,5 9-18 0.2, 0.2• 0.27 o.J o.JJ 0.J§ 0.J9 c.•2 0.45 0.'. 8 0.2'. 0.2' 0.27 0. J 0.33 

Figure 4.5 Initial (12Z) top-level soil moisture fields for imulation A on Grids 1 (left) and 3 (right). 
Volumetric soil moisture content shaded at 0.03 (rn3

/ rn3
) . Shading 3cale is identical between plots. 

4.3.2 API soil moisture estimation 

The Antecedent Precipitation Index (API) is a measure of the depth of water contained 

within a given depth of soil (Saxton and Lenz, 1967). Physical processes such as 

precipitation and subsequent infiltration act to increase the API while evapotranspiration 

and percolation contribute to the decay of APL Hydrologists have developed a simple 

exponential model for the evolution of API: API; = (APIH +P;_1)K;-t, where the 
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subscript i labels each day, P; is the precipiation which falls and infiltrates the soil on the 

ith day, and K; < 1.0 is the retention coefficient for the ith day. For the case of constant K, 

the API algorithm may be considered to produce a weighted sum of the antecedent 

precipitation events with a weighting factor K!, where tis the number of days between a 

precipitation event and the day for which the API is desired. Clearly, one's choice of 

initial API becomes less important as the number of days used in the calculation 

increases. Saxton and Lenz (1967) demonstrated that for a 90 day calculation with 

K=0.90, the choice of initial API had a negligible effect on the API at day 90. 

In this study, an API value is derived for each precipitation measuring station in 

the NCDC TD3240 U.S. Control Cooperative Precipitation dataset with a complete daily 

precipitation record for the 88 days preceding 28 July 1997. The precipitation record 

starts at 0000 hours MST 1 May 1997 and ends at 0000 hours MST 28 July 1997. The 

retention coefficient used differs from the simple exponential model in that it was not 

constant, but rather a sinusoidal function with a one-year period exhibiting a maximum of 

1.0 on 15 January and a minimum of 0.92 on 15 July. This particular functional form is 

based on the derived K-values in Saxton and Lenz (1967) as well as those found in 

Choudhury and Blanchard (1983). As noted in the latter reference, considerable error can 

occur with this algorithm if snow-cover is present due to the dependence of snowmelt on 

factors not considered in the API formulation. Therefore, this algorithm provides a 

questionable soil moisture estimate during the winter months in snow-covered areas or at 

high elevations where snow-cover can exist throughout much of the year. Additionally, 

Saxton and Lenz (1967) note that variations in local drainage patterns and vegetation type 

and coverage can also have a significant impact on the optimal retention coefficient. No 
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correction schemes were devised for these deficiencies and hence the retention coefficient 

used in this study was applied uniformly in space. 

During the execution of the API algorithm, the API value is not allowed to exceed 

the saturation value for sandy-clay-loam. For a 12-inch (30.5 cm) deep layer of soil, this 

corresponds to an API of 0.128 m. . Once the API value for each station is determined, it 

is converted to volumetric soil-moisture content and these values are analyzed onto the 

RAMS soil-model grids 1, 2 and 3 using the Barnes (1973) objective analysis scheme. 

While the depletion coefficient used is designed for determining the average 0-12 inch (0-

30.5 cm) depth soil moisture (Saxton and Lenz, 1967), the API-derived values are applied 

uniformly throughout the soil-model depth (50.0 cm). 

Thus, the complete API method used in the model initialization consists of two 

primary steps: I.) Determining the API at specific stations and subsequent conversion to 

volumetric soil moisture content, and 2.) objectively analyzing the estimated station soil-

moisture content onto the model grids. Some of the deficiencies associated with the first 

step have already been mentioned. However, even if one assumes that the first step 

provides perfectly diagnosed soil moisture content at station location, there remains the 

problem of extrapolating/interpolating these values onto the model grid. 

The Barnes objective analysis determines grid point, or destination values, by 

performing a weighted average of all station, or source estimates. The weighting 

function used is a two-dimensio al Gaussian centered at the destination point: 

f';j(k) 

{ )

2 

rJ iJ(k) = - 1-2 e -;;- , where i , j denotes the i and j index of the destination grid point, k 
na 



-68-

denotes the kth source or station and r is the distance between the source and destination 

grid point. a is a user-specified parameter that represents the square root of the areally 

averaged value of r2 and therefore specifies the width of the Gaussian and it's smoothing 

properties. 

Thus the analyzed value at the i, jth grid point becomes: 

(4.1) 

In his 1973 paper, Barnes considered the continuous version of this objective analysis in 

which a continuous and integrable function f(x,y), is smoothed to produce, 

2n~ 

g(x,y) = J J f(x + r cos0,y + rsin 0)rJ(r ,a)r dr dB , (4.2) 
0 0 

where r and 0 are polar coordinates, and rJ is again the two-dimensional Gaussian with r 

now defined on the entire plane. 

Barnes showed that if f is a simple sinusoidal function, 

f(x + r cos 0, y + rsin 0) = Asin[a(x + rcos0)], 

then g(x,y) = D(a,a)Asin[a(x+rcos0)]. 

Hence, the phase of a pure sinusoidal function is unaffected by the Gaussian smoothing, 

while the amplitude is decreased by a factor, called the response: 



D(a, (J) = e 
21l 

where A=-. 
a 
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Thus, the continuous vers10n of this scheme 1s essentially a smoothing operation that 

leaves the amplitude of wavelengths much larger than (J nearly unaltered and strongly 

decays wavelengths much smaller than (J. One should recognize that the Barnes scheme 

is inherently a smoothing operation and the estimate that the discrete equation (Eq. 4.1) 

provides should be considered an estimate of the smoothed field given by Eq. 4.2. 

Typically (J is specified by choosing a relatively high response D, say 0.9, and the 

wavelength A to which this response applies. This determines (J and hence the response 

D, at all other wavelengths. 

Figure 4.6 Stations used in the API estimate of soil mois re. Each station is denoted by a '+'. 

One's choice of wavelength should consider factors such as mean station or 

sample spacing as well as the characteristic length scale of variations in the underlying 
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field being sampled. Figure 4.6 above shows the United States precipitation stations used 

in the API calculation. Within Colorado, which contains 73 stations in the NCDC 

dataset, the average distance between neighboring stations is 48.50 km with a standard 

deviation of 29.44 km. If at least four stations are required to properly sample one 

complete wavelength, a minimum wavelength range determined from the average and 

standard deviation above, is 95-390 km. Figure 4. 7 shows the API derived soil moisture 

on grid 3 using the API method described, at 95 and 390 km. The difference between 

these two fields demonstrates the need for a more precise criterion in determining the 

proper wavelength to be used in the objective analysis. 

API 90 API 390 
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Figure 4.7 API estimated volumetric soil-moisture content from gauge data on Grid 3 at 90 km (left) and 
390 km (right) wavelength. Shading interval is 0.03 m3/m3

. 

For this purpose, a gridded, 5-km, 24-hour radar-estimated precipitation dataset, 

covering Grid 3, was used to construct a hypothetical, high spatial-structure API-derived 

soil-moisture estimate. The time encompassed in this dataset was 00Z 1 May 1997 

through 00Z 28 July 1997. Comparison of radar derived precipitation with co-located 



-71-

gauge measurements indicated a tendency for radar derived precipitation estimates to 

exceed gauge measurements by a factor of ~ l.5-3.0. In fact, using radar derived 

precipitation estimates in the API algorithm resulted in unrealistically large areas of full 

soil saturation over all of eastern Colorado and most of the central plains. Because of this 

complication, radar-based API estimates were not used for model initialization but rather, 

the gauge values were used as described above. However, for obtaining a hypothetical, 

high spatial-structure soil moisture field, the radar estimated precipitation was halved. 

The first plot in Figure 4.8, CTL 0, shows the resulting radar-derived, API estimated, 

volumetric soil moisture field on grid 3. Area-averaged versions of this field were 

created using the Barnes analysis scheme in which every grid point of CTL O is treated as 

a station measurement of soil moisture content. Ea~h of these fields will be called CTL 

A, where A is the wavelength retained with response of 0.9. These are also shown in 

Figure 4.8 along with CTL 0. The CTL A fields represents the closest approximation to 

Eq. 4.2, given A, and are therefore constitute a control set of area-averaged soil moisture 

fields obtained from CTL 0. 

CTL O was then sampled at the grid-points closest to each of the locations of the 

73 Colorado precipitation gauges used in the NCDC archive that lied within grid 3. 

These 73 sampleS' were then used to produce objective analyses at the same wavelengths 

as those in the CTL set. These fields will be called SMP A, where A is again the 

wavelength retained with a response of 0.9. These are shown in Figure 4.9. The 

objective is to determine to what extent the objective analysis of a sampling of CTL 0, 

reproduces either CTL O or a smoothed version of CTL 0, namely the CTL A. 
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Figure 4.8 Objective analysis of full 5km gridded, radar-derived API estimated volumetric soil moisture 
content. Shading interval is 0.03 m3/m3

. The wavelength retained at a response of 0.9 labels each plot. CTL 
0 is the unaltered estimate on the 5km grid. Sampling stations used in deriving Figure 4.9 are denoted by an 
"x". Denver and Fort Collins are denoted by an "F" and "D" respectively. Shade scaling is identical 
between plots. 
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Figure 4.9 Objective analysis of volumetric soi l moisture cor.tent from sampled, radar derived API 
estimate. The wavelength retained with a response of 0.9 labels each plot. Contour interval is 0.03 m3/m3

. 

Sampling locations are denoted by an "x". Fort Collins (CSU campus) and Denver (Denver International 
Airport) are denoted by "F" and "D" respectively. Shade scaling is identical between plots. 
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10 20 50 75 100 125 150 175 200 250 300 400 500 
CTL 

_J, 

0 .5972 .8077 .825 1 .8389 .8479 .8530 .855~~- .8556 .8541 .8519 .8490 .8392 .8255 

"' 10 .5972 .8077 .8251 .8389 .8470 .8530 .8557 .8556 .8541 .8519 .8490 .8392 .8255 

' :M 

20 .5976 .8083 .8257 .8396 .8477 .8537 .8564~ .8563 .8548 .8526 .8497 .8398 .8262 

50 .6222 .8420 .8619 .8765 .8850 .8914 .8943 .8942 .8928 .8907 .8878 .8778 .8637 

"' 75 .6315 .8558 .8775 .8925 .9013 .9079 .911 0 .91 10 .9098 .9079 .9052 .8954 .8813 

100 .6366 .8644 .8878 .9032 .9123 .9192 .9225 .9227 .9216 .9201 .9177 .9084 .8943 

125 .6387 .8695 .8946 .9104 .9198 .9269 .9308 .9290 .9271 .9183 .9045 "/ ;• {I I\ 
I 

.9367\ 
\ 

150 .6387 .8721 .8991 .9152 .9248 .9 22 .9359 .9362 -~'357 .9343 .9263 .9129 

175 .6372 .8730 .9019 .9182 .9281 .9~ .9398 .9408 .9406 i)409 .9401 .9330 .9200 

200 .6347 .8927 .9036 .9201 .9302 .9380 011.''.10 .. 9449 .9449 .9388 .9264 
<~ ,, 

250 .6275 .8694 .9047 .9212 .93 19 .940 1 .9450 .9471 .9481 .9507 .9524 .9488 .9377 

300 .6182 .8639 .9037 .9202 .9312 .9398 .9452 .9480 .9498 .9543 .9578 .9570 .9476 

400 .5972 .8492 .8983 .9145 .9260 .9351 .9413 .9452 .9485 .9567 .9640 t -9692,. .9635 .. 
500 .5768 .8322 .8904 .9063 .9182 .9276 .9342 .9390 .9435 .9548 .9655 :9764 .9746 

,~ 

Table 4.2 Linear correlation coefficients. Light shading denotes boxes corresponding to equal 
wavelength. Dark shading denotes SMP wavelength of maximum correlation with each CTL 
wavelength. A circle shows the general region where the coevolution of CTL wavelength 
and SMP wavelength of maximum correlation ceases. 

A linear correlation analysis was done between these fields, yielding correlation 

coefficients for each pair of CTL and SMP fields. These results are shown in Table 4.2 

above. Firstly, it is apparent that as the wavelengths of both the SMP and CTL fields are 
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increased, the correlation coefficients increase, with he largest coefficients occurring 

near the lower right comer of the table. This behavior should be expected since both the 

SMP and CTL fields reduce to nearly the same field, that is the domain average, as the 

wavelength increases to infinity. In addition, one can clearly discern a dominant one-

domain-width wavelength, zonal distribution of soil moisture in CTL 0 that the sampling 

network adequately samples. What is of interest in determining the proper wavelength 

for the objective analysis is the set of SMP wavelengths that correlate best with each 

individual CTL wavelength. These boxes are shaded with dark gray. These boxes 

indicate that within the range 175-500 km, the S11P wavelength of maximum correlation 

evolves nearly in tandem with the CTL wavelength. This behavior is exactly what one 

should expect if the SMP field is producing an approximate smoothing of the true 

underlying field at a wavelength consistent with that specified. This can be more clearly 

understood if one considers what a true or "perfect" Barnes objective analysis would 

produce. As noted earlier, the discrete version of the Barnes scheme, which is also the 

one used in practice, is only an estimate of the continuous version, the latter being a 

smoothing operation with smoothing properties specified by the wavelength and 

response. If this discrete estimate does not provide an acceptable estimate, due to 

discretization error and undersampling with respect to the averaging operation, then there 

is the danger of the resulting field being neither an accurate representation of the true 

field, nor that of any area-average. Hence, a per ~ect Barnes objective analysis would 

always provide a smoothed version of the underlying field on length scales that are in 

accordance with the user-specified parameters (wavelength and response). This is 

precisely what is represented by the CTL field. Therefore, if one considers then how a 
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perfect objective analysis correlates with the CTL fields, it should be clear that the results 

would be similar to auto-correlating the CTL set. This would produce wavelengths of 

maximum correlation along the diagonal of the table. 

The qualitative observation is that when an objective analysis is providing an 

area-average of the underlying field, the wavelength of maximum correlation should 

change nearly in unison with the true area-averaged field when the method of averaging 

is comparable. What is clear from the behavior of the SMP wavelength of maximum 

correlation is that this trend exists at wavelengths longer than 175 km but begins to decay 

at approximately 150-175 km wavelength. This indicates that at the short wavelength 

end of this range, the objective analysis becomes increasingly ineffective at providing an 

area-average consistent with the user specified parameters and is inadequate at even 

shorter wavelengths. 

One ramification of this behavior can be seen in comparing the evolution, with 

increasing wavelength, of the soil moisture perturbation located near Fort Collins. CTL 0 

shows a high magnitude soil moisture perturbation with east-west dimensions of ~ 10 km 

and north south dimensions of ~30 km. As the wavelength in Figure 4.8 increases, this 

perturbation remains nearly constant in spatial extent while the magnitude of the 

perturbation decays. Examination of the SMP 100 field in Figure 4.9 shows that this 

perturbation has been sampled and somewhat decayed but is depicted as a ~ 100-km 

diameter perturbation. At smaller SMP wavelengths, this problem becomes even more 

apparent. In essence, the small-scale variability in CTL O has been under-sampled and 

projected onto a length scale imposed, in part, by the mean station separation distance. 

At longer wavelengths the length-scales and magnitudes of moisture perturbations are in 
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better agreement with CTL fields smoothed at th same wavelength and the Barnes 

scheme is providing an estimate in accordance with its design. 

The error in assessing the length-scale of high amplitude perturbations should not 

be taken lightly. As noted in Section 2.2.3, numerical results have suggested that stronger 

NCMC's with subsequent initiation of deep convection, may occur for 100-km soil-

moisture perturbations compared to ~20-km perturbatio s. Hence the projection of 

under-sampled extrema onto the 100-km length scale - that which is imposed by the 

station separation distance - is not desirable, and yet is certain to occur when the station 

samples are sampling a field with finer structure than that of the station network and the 

Barnes wavelength is insufficiently large. The objective is not to eliminate 100-km scale 

soil-moisture perturbations from the analysis, but rather to diminish the probability of 

aliasing much smaller scale, large amplitude perturbations, which are abundant in CTL 0, 

to this scale. Despite the fact that the CTL 0 soil-moisture field is hypothetical, it seems 

plausible that the spatial complexity in this field is typical of soil moisture perturbations 

produced by convective precipitation during the summer months in Colorado. Using the 

results of this sampling experiment as guidance, a wavelength of 200 km was chosen for 

the objective analysis of gauge data using the method described earlier in this section. 

The soil moisture analysis used for initializing Sirnulati n B is shown in Figure 4.10 

below. As can be seen from this figure, there are still 100-km length-scale perturbations, 

one of which is centered to the northwest of Fort Collins. Again, the objective was not to 

eliminate perturbations of this scale, but to retain a magnitude that more likely represents 

the areal average at this length scale. Comparison with Figure 4. 7 shows that a 90-km 

wavelength applied to this same station data yields a soil moisture perturbation of similar 
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length scale to that in Figure 4.10 but with a much higher magnitude. This magnitude on 

this length scale is hardly justified by the one station (FCL 9 NW) which edge-sampled 

the analyzed perturbation. 

Grid 1 Soil Moisture Grid 3 Soil Moisture 

0.06 0.09 0.12 0.15 0.18 0.21 0.24 0.27 0.3 0 .33 0.06 0.09 0.12 0.15 0.18 

Figure 4.10 Initial volumetric soil-moisture distribution on grid 1 (left) and grid 3 (right) for simulation B, 
shown with gauge locations. Contour interval is 0.03 m3/m3

. 

Comparison of Figures 4.10 and 4.5 shows that the ETA-derived soil moisture 

values are significantly higher than that of the API method. On Grid 3, the average 

volumetric soil moisture content in the top-level of soil is 0.23 m3 / m3 (54% saturation) in 

Simulation A, compared to 0.075 m3/ m3 (18% saturation) in Simulation B. 

Consequently, many of the differences in simulation evolution examined in later chapters 

will largely be a result of the large discrepancy in overall initial soil moisture magnitude 

as opposed to spatial distribution. 



5 
Synoptic-scale Forecasts 

5.1 Introduction 

In this chapter, the Grid 1 forecast fields are presented. Examination of these fields 

serves two purposes: to fami liarize the reader with the state of the simulated synoptic 

pattern at a standard synoptic observation time and to identify differences between the 

forecast and observations, as well as those between simulations. The primary focus will 

be on the 00Z July 29 (12-hour) forecasts . Additional details of the synoptic-scale 

evolution are also found in Chapter 5 where the synoptic fields at non-standard 

observation times are deemed relevant to the nested grid results. Because much of the 

model output in this chapter is compared with standard National Weather Service 

analyses, the choice of units in this chapter will be those used in the analyses: knots for 

windspeed, Celsius for upper-air temperature and dewpoint temperature, and Fahrenheit 

for surface temperature and dewpoint. MKS units will be used exclusively in later 

chapters. 
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5.2 Simulation A 

5.2.1 Free-atmosphere 

Figures 5.1 and 5.2 below show the NCEP 500 mb analysis along with the OOZ July 29 

forecast produced in Simulation A. The NCEP analysis shows both station rawinsonde 

measurements as well as the contoured height and temperature analysis of the 48-km 

ETA operational model. As in the NCEP analysis, Simulation A positions the center of 

the monsoon ridge over the Oklahoma-Texas border area. The forecast geopotential 

heights over Texas, southern New Mexico and southern Arizona are 2-3 dm higher than 

observed. This is likely due, in part, to the input data-files used for boundary nudging, as 

a 1-2 dm excess is also present in the nudging files over these same areas. However, the 

simulated 500 mb heights in this area exhibit an additional 1-2 dm increase above those 

of the nudging data. Further north, over Utah, Wyoming and Colorado, the forecast 

heights are generally within 1 dm of the observations. 

Throughout the majority of the domain, the forecast winds are in good agreement 

with those of the analysis. The most notable exception is at Rawlins, Wyoming where 

the analysis shows a 15-kt easterly wind while the forecast maintains a westerly 

component in this area. Over Colorado, the forecast winds closely approximate those of 

the rawinsonde o~servations. The 588-dm contour in both the 48-km ETA analysis and in 

the Simulation A forecast indicate a shortwave disturbance extending from southwestern 

Wyoming, southeastward to the Continental Divide. This same feature can be seen with a 

much larger amplitude in the 700-mb, Simulation A forecast (Figure 5.3). Over 

Colorado, the forecast 500 mb dewpoint depressions are l-5°C greater than the 

rawinsonde values, indicating slightly drier conditions than observed. However, the 
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Figure 5.1 NCEP ETA 500 mb analysis for 00Z, 29 July I 997. Thin solid contours denote geopotential height with a contour 
interval of 6 dm. Thin dashed contours denote temperature with a contour interval of 5'C. Thick dotted annotation line shows 
location of ridge axis. Shaded annotation denotes approximate area of dewpoint depr:ssion :5 2°c. (Identical to Figure 3.3). 

Figure 5.2 12-hr, 00Z July 29, Simulation A 500 mb focecast. Solid contours: 
geopotential height, 1-dm interval. Dashed contours: temperature, 5°C interval. Wind 
barbs: half-barb=5 kt, full-barb= 10 kt, pennant=50 kt. Shading denotes dewpoint 
depression (d.d.): Light=(d.d.$2°C), Medium=(2°C:5d.d.$4°C), Dark=(4°C:5d.d.:56°C). 
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Sim. A - 700 mb - 00Z 29 July 

-6 -4 -2 0 2 4 6 8 10 12 14 

Figure 5.3 12-hr, 00Z Simulation A, 700 mb forecast. Solid contours: 
geopotential height, S meter interval. Barb convention same as figure 5.2. 
Vertical velocity shaded at 2 cm/sec interval. 

Figure 5.4 00Z July 29, 700 mb NGM analysis. 
Geopotential height (solid contour, 3 dm interval). Relative 
humidity (dashed contour, 20% interval starting at 10%). 
Shading denotes areas with relative humidity greater than 
70%. 
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general pattern of dewpoint depressions match those in Figure 5.1 quite well, with the 

smallest dewpoint depressions occurring in a north-sout. band from New Mexico to 

northern Colorado, and in advance of the shortwave in Wyoming and Idaho. The 

temperature forecast at 500 mb also agrees well with the 48-km ETA analysis and 

rawinsonde observations. 

At 700 mb (Figure 5.3), Simulation A depicts two high pressure centers. One is 

located almost directly beneath the 500 mb high over the Texas-Oklahoma border while a 

secondary center appears over central Nebraska. This is in accordance with the NGM 

00Z 29 July analysis (Figure 5.4 above) . In addition, the NGM analysis depicts a 

northward translating shortwave trough, the axis of which is centered on the Colorado-

Wyoming border, extending into eastern Colorado. This is also present in the 12 hour 

(00Z), forecast of simulation A with the shortwave axis oriented in a northwest-southeast 

direction just south of the Colorado-Wyoming border. The cyclonic curvature across the 

short-wave axis results in a weak easterly (upslope) component in northern Colorado 

along the Front Range and southern Wyoming, while southerly and south-southwesterly 

winds are found to the south of the shortwave axis. Meso-a- and meso-~-scale areas of 

positive vertical motion exist within the shortwave with maxima of 10-14 cm/s. Much of 

this vertical motiqn is associated with convective motions on grids 2 and 3. 

5.2.2 Surface forecast 

Figures 5.5 and 5.6 show the surface analysis and the 12-hour (00Z) Simulation A 

forecast temperature, dewpoint, winds and reduced mean-sea-level pressure. In contrast 

to the free-atmosphere forecasts, considerable error is present in the Grid 1 surface 

temperature and dewpoint forecast. East of the Continental Divide, the forecast 
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Figure 5.5 00Z July 29 surface analysis with dewpoint depression. Light shading denotes dewpoint 
depression < 20°F, medium shading < 10°F and crosshatch pattern < 5°F. 

temperature is generally too cold with a typical error between -5°F and -15 °F. The 

forecast temperature errors are most significant in the central and southern plains. 

Forecast dewpoint temperatures are systematically higher than observations with errors 

between +5°F and + 15°F. The bias toward cooler temperatures and more moist 

conditions results in significant forecast error m surface dewpoint depression. 

Comparison of Figures 5.5 and 5.7 shows that the dewpoint depression forecast deviates 

from observations by -5°F to -30°F over the southern and central plains. While the 

analysis shows dewpoint depressions less than or equal to 5°F occurring only along the 

Front Range, the simulation 00Z forecast shows an area of dewpoint depressions less than 

5°F which covers approximately half of the domain. 
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1008 1012 1016 1020 

Figure 5.6 12-hr 00Z, Simulation A surface forecast. Top panel depicts reduced mean-sea-level pressure 
shaded at 4 mb intervals . Solid contours denote temperature at 5°F intervals. Wind barb convention is the 
same as in Figure 5.~. Lower panel is the same as top panel, except solid contours denote dewpoint at 5°F 
intervals. 

The fact that this error occurs in the boundary layer while the free-atmosphere 

forecasts remain very reasonable, strongly suggests that the cause lies in the sensible and 

latent fluxes produced by the surface parameterization at the lower boundary. A typical 
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Figure 5.7 Same as figure 5.6, except solid contours denote dewpoint depression at 
5°F intervals. 

example of the situation in the southern and central plains is given in Figure 5.8. The top 

panel in this figure shows the observed temperature evolution between 12Z July 28 and 

00Z July 29 at KTUL (Tulsa International Airport). The lower panel shows the simulated 

temperature and dewpoint evolution at the grid point closest to KTUL. Observations 

indicate that the surface temperature climbed l 8°F between 12Z and 22Z while the 

dewpoint temperature remained between 72°F and 75°F. The simulated surface 

evolution, however shows a nearly steady temperature throughout the entire period while 

the dewpoint increases over 10°F between 12Z and 20Z, bringing the lower atmosphere 

to near saturation. Incident radiant energy at the surface (Figure 5.9) shows that nearly 

clear sky conditions existed between 13Z and 18Z and between 21Z and 00Z. The lowest 

incident radiation flux was roughly 920 W/m2 at 20Z. Hence, lack of incident radiation is 
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Figure 5.8 Top panel: observed temperature 
( open circles) and dewpoint (solid circles) at 
Tulsa, Oklahoma (KTUL) for the time period 
12Z-23Z 28 July. Bottom panel: simulated 
temperature at and dewpoint for closest Grid- I 
gridpoint. 
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Figure 5.9 Top panel: Simulated energy budget 
for Tulsa gridpoint. Incident radiation ( open 
circles), aYailable energy flux (solid circles), 
latent heat :1ux ( open squares), sensible heat flux 
(solid squares). Bottom panel: Evaporation 
fraction {open circles), volumetric soil moisture 
(closed cir Jes). 

not a possible explanation for the nearly steady simulated surface temperature. Rather, 

Figure 5.9 shows that the problem lies in the partitioning of the available energy flux 

between sensible and latent heat (vapor) flux. Available energy (AE) is simply the sum 

of latent and sens-ible heat flux. The evaporation fraction (EF), is defined as : 

EF = LH/(SH+LH) = LH/AE, where LH is the latent heat flux and SH is the sensible heat 

flux. 

The lower panel in Figure 5.9 shows that the evaporation fraction remains above 

0.98 throughout the entire period 12Z-00Z. Beyon l 8Z, the latent heat flux exceeds the 
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available energy, resulting in a negative sensible heat flux. This occurs when surface 

evaporation rate becomes large enough to cool the soil and vegetation to a temperature 

below that of the overlying atmosphere and sensible heat is transferred to the surface 

from the overlying atmosphere. In this situation, all of the incoming radiation is used for 

vaporizing liquid water from the soil and vegetation with little or no sensible heating of 

the lower atmosphere. 

Betts and Ball (1995) examined the surface diurnal energy budget over the First 

International Land Surface Climatology Project (ISCLP) Field Experiment Site (FIFE) 

near Manhattan, Kansas during 1987. Betts and Ball categorized the observation days 

between May 26 and September 30 by the top 10-cm-layer soil moisture content. Figure 

5 .10 below shows their calculated average evaporation fraction as a function of time of 

day and volumetric soil-moisture content category. In order to establish a crude 

correspondence between their data and the simulation, it should be noted that sandy-clay-

loam, the soil type used in all simulations appearing in this thesis, is characterized by a 

saturation volumetric moisture content of 42% (0.42 m3/m3
). The soil-moisture value 

given to each curve in Figure 5 .10 is the average soil moisture content associated with 

each category. The last category, 0.256 m3/m3
, corresponds to 61 % saturation for sandy-

clay-loam, and tile category definition was volumetric soil moisture content greater than 

0.23 m3/m3 or 55% saturation for sandy-clay-loam. The curves in this figure indicate that 

evaporation fraction is typically below 0.8 during the daytime, even for the most moist 

soil conditions considered. In addition, Betts and Ball note that above volumetric 

moisture concentrations of 0.22 m3 /m3, the evaporation fraction becomes less sensitive to 

soil moisture content. While vegetation parameters and soil properties in that field study 
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are not exactly those imposed m the model surface parameterization, the simulated 

evaporation fraction is dubious. 

0.9 

0.8 

EF 
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().54--~~~~~~-~~~-----
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ITT (hrs) 

Figure 5.10 Average evaporation fraction for three soil 
moisture categories. Percentages corresponding to each curve 
are the average volumetric soil moist re content for each 
category. C rves are derived from data col ected in FIFE 
during the summer of 1987. Figure from Betts and Ball 
(1995). 

For comparison, temperature and dewpoint observations and forecasts are shown 

in Figures 5.11 and 5.12 for KFLG (Pulliam Airport, Flagstaff, Arizona). Here the 

forecast dewpoint depression is in much better agreement with observations than in the 

KTUL case. Both the observations and simulation exhibit a daytime increase in 

temperature and a daytime decrease in dewpoint temperature, although the decrease in 

dewpoint is somewhat underestimated in the simulation. An examination of the surface 

energy budget shows that the evaporation fraction is significantly smaller than at KTUL, 

with values ranging from 0.4 to 0.65 during the mo ing and afternoon, and the sensible 

heat flux becomes as large as 350 W/m2 at 20Z. The incident radiation at Flagstaff is 

seen to be comparable to that at Tulsa. The most significant difference between these two 

simulated sites is the top soil-layer volumetric moisture content. While Tulsa soil 

moisture content varies from 0.30 m3/m3 (71 % saturation) to 0.25 m3/m3 (59% 
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saturation), Flagstaff is considerably drier with top soil-layer moisture varying from 0.1 8 

m3/m3 (43% saturation) to 0.10 m3/m3 (24% saturation). The examples provided from 

Flagstaff and Tulsa are typical of the dewpoint-depression/evaporation-fraction 

relationship throughout the Grid 1 domain, with exceptions to be noted shortly. 
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Figure 5.11 Same as Figure 5.8, except for 
Flagstaff, Arizona (KFLG). 
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Figure 5.12 Same as Figure 5.9 but for Flagstaff 
gridpoint. 

These examples suggest that t e dewpoint depression forecast error is likely due 

to an overestimate of evaporation fraction in regions of high (~50% saturation) soil 

moisture content. This conclusion is finalized by the masks shown in Figure 5 .13. The 

black area in the first mask consists of those grid points that satisfy the following 

conditions: a.) the grid point is not within 320 km of the Grid 1 boundary, and b.) the 

forecasted 00Z dewpoint depression is less than 5°F. The first condition is imposed 

because this mask is going to be compared to model simulated surface fluxes . Near the 
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Mask 1 (Dewpt. Depress. < 5.D F) Mask 2 (EF > 0.87) 

Mask 3 (SLM ST > 0.18) 

Figure 5.13 Masked fields corresponding to 00Z dewpoint depression < 5°F (top left), l 8Z-23Z average 
evaporation fraction (EF) > 0.87 (top right), and 18Z-23Z average top-level volumetric soil moisture 
content > 0.18. 

grid boundary, the temperature and dewpoint evolve in a more or less independent 

fashion from the surface forcing, due to the Newtonian nudging tendencies, and hence 

these grid points are excluded from consideration. The second mask denotes grid points 

that satisfy "a" abpve, and the condition that the average 18Z-23Z evaporation-fraction is 

greater than 0.87. The seemingly arbitrary cutoff of 0.87 is, in fact, not arbitrary. Betts 

and Ball (1995) presented mixed-layer model equations for the local time rate of change 

of saturation pressure, or lifting condensation level (LCL) at the surface. Using 

approximate values applicable to the FIFE data for inversion-base Bowen ratio and the 

entrainment closure parameter they estimated an evaporation-fraction of 0.87 as the 



-92-

critical value for maintaining the saturation pressure against daytime, boundary layer dry 

air entrainment and temperature increase. To a first approximation, a constant saturation 

pressure implies a nearly constant dewpoint depression for surface parcels. The 12Z July 

28 analysis (not shown) indicates that dewpoint depressions over the Great Plains were 

generally between 5°F and 10°F at the time of model initialization. Hence, the 00Z 

forecasted depressions of less than 5°F equate to maintenance or reduction in the initial, 

or 12Z, dewpoint depressions. 

Despite the fact that the assumed parameters for the FIFE site are not guaranteed 

to hold over the entire simulation domain, the critical evaporation-fraction of 0.87 was 

used as a guide. This guide is served quite well as the similarity between Masks 1 and 2 

is unmistakable. The agreement is not perfect but the similarity clearly identifies 

evaporation fraction as the primary contributor to the small dewpoint depressions. The 

Bowen ratio (defined as SH/LH) that is implied by an evaporation fraction of 0.87, is 

0.15. Betts and Ball note that, "Over the FIFE grassland, Bowen ratios are never this low 

unless forced by strong dry advection, so that p * generally falls (LCL rises)." There is no 

evidence of strong, dry advection in the simulation, the observations over the Tulsa grid-

point, or over the area of forecasted dewpoint depression less than 5°F. 

The third mask denotes the grid points where "a" above is satisfied and the 

average 18Z-23Z, top-level volumetric soil moisture 1s above 0.18 m3/m3 (43% 

saturation). This value was chosen based on an inspection of the average soil moisture 

field between 18Z and 23Z. This mask corresponds well with most of Mask 2 with the 

exceptions lying on the central portion of the Nebraska/Kansas border and northwestern 
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South Dakota. Hence, the majority of the region correspo:iding to dewpoint depressions 

less than 5°F, is explained by the evaporation fractio as seen in Mask 2, which in tum is 

largely controlled by the top-level soil moisture as seen in Mask 3. 
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Figure 5.14 Simulated low-level potential temperature (K) profile at gridpoints 
closest to Tulsa (left) and Flagstaff (right). Open circles correspond to 122 July 28; 
solid circles correspond to 222 July 29. Height on vertical axis is expressed in 
meters above ground level. 

Excessively small sensible heat fluxes will tend to restrict the growth of the 

convective boundary layer. The top and lower panels in Figure 5.14 show the 12Z and 

21Z potential temperature profiles at the Grid-I grid points closest to Tulsa and Flagstaff 

respectively. At 21Z, the Flagstaff grid point has an uns-able boundary layer extending to 

1. 7 km AGL. In contrast, the simulated Tulsa boundary layer is stable and shallow 

despite enduring eight hours of clear sky conditions. There is a daytime reduction in 

stability above 200 m AGL between 12Z and 21Z at Tulsa that is, in large part, due to 

cooling between 200 m AGL and 2.7 km AGL. The reduction in boundary layer growth 
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may also contribute to the dewpoint depression error by diminishing dry-air entrainment 

into the boundary layer. Additionally with boundary layer growth restricted, vapor flux 

from the surface is confined to a smaller volume leading to a stronger rise in surface 

dewpoint temperature for a given vapor flux at the surface. These two effects likely 

exacerbate the forecast dewpoint depression error. Given that the top-level soil moisture 

cutoff value (0.18 m3 /m3) is smaller than two of the soil moisture categories considered in 

Betts and Ball (1995), and yet the simulations produce evaporation fractions that far 

exceed those in the 1995 study, it is impossible to claim that the soil moisture 

initialization in Simulation A is the source of error. Regardless of the soil moisture 

content, the simulated evaporation fraction appears to be excessive, and the surface 

parameterization must therefore be questioned. 

It is important to remember that a forecast dewpoint depression less than 5°F does 

not imply error in the dewpoint depression forecast unless observations show that 

conditions deviated significantly from this prediction. In eastern Colorado, the observed 

dewpoint depressions were less than l 0°F and were less than 5°F along the Front Range. 

The forecast error in these locations is much less than in the central and southern plains. 

The 00Z surface analysis (Figure 5.5) shows that many of the stations within the analyzed 

10°F dewpoint-depression contour experienced broken clouds to overcast conditions. 

Cloud coverage is, of course, another potential mechanism of reducing sensible heat flux 

and hence boundary layer growth and rising surface temperature, through a reduction in 

incident radiation. 
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5.2.3 Summary 

In this section, the 12-hr upper-air and surface forecasts were presented. By far, the 

greatest errors in the synoptic fields were associated with the boundary layer temperature 

and moisture fields , with Simulation A exhibiting a strong bias towards cooler and more 

moist conditions over much of the domain. This bias is attributed to the surface 

parameterization, which generally produces an excessively large evaporation fraction 

where the average 18Z-23Z top-level soil moisture content exceeds ~43% saturation. 

The dewpoint depression error in eastern Colorado is less than 5°F, and this may be due 

to the presence of cloud cover in reality. The free atmosphere forecasts are in much 

better agreement with observations. Simulation A produces somewhat drier conditions at 

500 mb than were observed while the general pattern of mid-level moisture correlates 

well with the observed pattern. Additional fields from this simulation are presented in 

the next section for comparison with Simulation B. 

5.3 Simulation B 

The previous section ended with a discussion of the surface fields in Simulation A. In 

this section, we will begin with those of Simulation B. 

5.3.1 Surface forfcast 

Figure 5.15 below shows the simulated 00Z July 29, surface temperature, dewpoint 

temperature and wind, in Simulation B. The simulated temperatures over most of the 

domain are in much better agreement with observed temperature and dewpoint than in 

simulation A. Over the southern plains, temperatures are generally within 5°F of 

observations. Temperatures are approximately 5c•F-8°F too warm over the central plains 
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Sim. B 00Z fest. - Surface Sim. B 00Z fest. - Surface 

Sim. B 00Z fest. - S1:rfoce 

Figure 5.15 Simulation B 00Z forecast surface fields. Reduced mean sea-level pressure shaded at 4 mb 
intervals. Top left: Temperature contoured at 5°F intervals. Top Right: Dewpoint temperature contoured at 
5°F intervals. Bottom: Dewpoint depression contoured at 5°F intervals. Barb convention is the same as 
figure 5.2. 

and ~5°F too warm m eastern Colorado. The north-south band of less than 65°F 

temperatures in northeastern Utah and western Wyoming is partly a result of elevation, 

which is between 2100 and 2400 m in this region, and is also partly due to cloud 

coverage and precipitation associated with the northward translating shortwave in eastern 

Utah. Dewpoint temperatures are generally lower in Simulation B than in Simulation A. 

In eastern Colorado the surface dewpoint is drier than the observation analysis by 

approximately 5°F-8°F. Over the southern, central and northern plains, dewpoint 
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temperatures are typically within 5°F of observations. Utah and Nevada are also drier 

than observed with errors between 5°F-8°F, while Idaho experiences more severe errors 

of (-l 0°F)-(-l 5°F). 

The forecast dewpoint depression is shown in the lower panel of Figure 5.15 . 

Comparison with Figure 5 .5 shows that the dewpoint depressions are generally l 0°F 

larger than observed, and this is true specifically ·n eastern Colorado. While the overall 

Grid 1 dewpoint depression forecast is in better agreement with observations than in 

Simulation A, eastern Colorado dewpoint depressions are actually predicted more 

accurately in Simulation A than in Simulation B. As discussed at the end of Section 

5.2.2, the increased accuracy of surface dewpoint depression forecast in Simulation A 

may be due to existence of cloud cover over eastern Colorado in reality. This of course 

raises the possibility that Simulation A, in eastern Colorado accomplishes, through soil 

moisture, what may have been accomplished through cloud coverage by nature. Due to 

the inexact representation of topography on Grid 1, and the associated effects on Grid 1 

temperature in the vicinity of the Rocky Mountains, this issue will be deferred until 

Chapter 6 where results from Grids 3 and 4 are presented. 

At this point, it is clear that the simulated, low-level thermodynamic fields are 

strongly influenced by soil moisture initialization. We can now examine the effects of 

this variation on the synoptic low-level win field. For this purpose, the surface 

temperature and winds were averaged using 3 0 minute output, between 18Z and OOZ for 

Simulations A and B, and subtracted (Figure 5 .16). This yields the mean temperature and 

wind difference for the afternoon hours after Grid 4 was inserted. The first and most 
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important aspect of this figure is that the average surface temperatures are everywhere 

greater, on Grid 1, in Simulation B than in Simulation A. The minimum temperature 

differential is 2°F and the maximum is 13°F. The resulting wind field is, with very few 

exceptions, an upslope wind difference field with respect to the topography and is most 

pronounced where the temperature difference is maximized. The magnitude of this 

vector-difference approaches 10 kt in western Kansas, Nebraska and much of New 

Mexico. West of the Continental Divide in Colorado, the increase in upslope flow 

component is not as pronounced, with a maximum differential magnitude of 5 kt. 

Sim. 8 - Sim. A , Surface 

10 

2 3 4 5 6 7 8 9 10 11 12 13 

Figure 5.16 Difference between Sim. B and Sim. A (B-A) temperature and wind 
field, l 8Z - 00Z average. Temperature difference shaded at 1 °F interval. Wind 
vector scale is 10 kt. Topography is contoured at 300m intervals. 



-99-

The Colorado Rocky Mountains, on Grid 1 are oriented in a more or less north-

south configuration with the steepest gradients oriented eastward and westward. Hence, 

the large-scale upslope flow can be examined through zonal-vertical cross-sections. 

Figure 5.17 shows cross-sections of the zonal wind velocity and vertical velocity from 

100°W to 110°W. These fields are averaged latitudinally between 3 7°N and 41 °N, which 

correspond to the southern and northern border of Colorado, respectively, and are 

averaged temporally between l 8Z and 00Z using 30 minute output data. 

Simulction A. u/w 

_, 0 

Figure 5.17 Averaged longitude-height cross sections from Sim. A (left) and Sim. B (right). Zonal 
velocity (U) contoured at 3-lct intervals. Vertical ve locity shaded at 2-cm/s intervals with identical shading 
scale between plots. 

These plots show the gross cross-barrier flow differences between Simulation A 

and B and the distribution of large-scale vertical motion with respect to the Continental 

Divide during the afternoon hours. This figure shows, not suprisingly, that the mean 

easterly upslope flow is approximately 3 kt stronger in simulation B than in A and 

extends approximately 300 m above that in Simulation A. To the west of the Continental 

Divide, the westerly upslope flow is marginally increased. The mean vertical motion 

over the Continental Divide is approximately twice that in Simulation A, and the centroid 

of the mean low-level vertical motion is shifted slightly eastward toward the increased 
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easterly low-level flow. The 12Z July 28 - 05Z July 29 simulated, Grid 1 accumulated 

precipitation is shown in Figure 5.18 below. 

Sim . A Acc . Precip itation (mm) Sim . B Acc . Precip itation (mm) 

10 20 JO 40 50 10 20 JO 40 50 

Figure 5.18 12Z July 28 - 0SZ July 29, simulated, Grid 1, accumulated precipitation in Simulation A (left) 
and Simulation B (right). 

This figure exhibits a similar dichotomy in distribution about the Continental 

Divide with Simulation A achieving the greatest amounts to the west of the Continental 

Divide and Simulation B to the east. Again, it should be noted that the cross sections and 

precipitation forecast are synoptic-scale fields that represent the mean behavior of the 

atmosphere and yield little information about local extremes in time or space. In 

addition, the vertical velocity profile implicitly contains the mean vertical motion 

associated with ,deep moist convection and should be considered a product of the 

unresolved convective motions when presented on the synoptic scale. The primary 

conclusion to be drawn from this output is that Simulation B simulates a stronger, deeper, 

average upslope, low-level flow primarily east of the Continental Divide, an 

accompanying increase in large-scale vertical mass transport over and east of the highest 
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terrain, and an eastward shift of the large-scale precipitation maximum to the east of the 

Continental Divide. 

5.3.2 Free-atmosphere 

The left panel in Figure 5.19 below, shows the Simulation B, 00Z, 500 mb forecast. One 

of the primary differences between this forecast and that of Simulation A is the decreased 

dewpoint depression, indicative of more moist conditions. The right panel shows the l 8Z 

July 28 - 00Z July 29 averaged difference field at 500 mb. 

-5-

0 2 4 6 _ , 0 2 3 4 5 

Figure 5.19 Left: Simulation B, 00Z, 500 mb forecast. Dewpoint depression shaded at 2°C intevals. 
Heights contoured at 10 m intervals. Barb convention is the same as figure 5.2. Right: 500 height and wind 
difference field, averaged between l 8Z and 00Z. Height is shaded a 1 m intervals. Wind vector scale is 5 
kt. Topography is contoured at 300 m intervals. 

The differences in geopotential height are relatively mmor with maximum 

differences reaching only 6 m. However the wind field difference is more physically 

significant and is characterized by a largely, ageostrophic, divergent response with a 5-kt 

increase in westerlies along the east slopes of the Rocky Mountains. There is some 

indication of adjustment in the geostrophic component as can be seen in the increased 
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intensity of the anti-cyclonic flow around the positive height difference. The increase in 

anti-cyclonic flow is expected due to the action of the coriolis force on the divergent, 

down-gradient ageostrophic flow. The height difference and divergence axis of the 

difference wind field is closely correlated with the underlying topography, as was the 

convergent surface difference wind field. Returning to Figure 5.17, it is seen that the 

primary increase in mean vertical velocity occurs just above the highest terrain and that 

500 mb (~5900 m) lies within the region of vertical convergence that characterizes the 

upper troposphere over the Continental Divide. Hence, the horizontally divergent 

ageostrophic difference field can most easily be explained by the increase in vertical mass 

transport below the 500 mb level associated with increased low-level convergence, 

generally toward the higher terrain. As stated earlier, deep, moist-convection is one of 

the contributing mechanisms to the mass transport observed in the synoptic-scale vertical 

motion. As such, one should therefore interpret the increased moisture content at 500 mb 

in Simulation B, as being associated with the increased participation of moist-convective 

motions in the large-scale topographic circulation. 

Finally, the Simulation B, 00Z, 700 mb forecast is shown in Figure 5.20 below. 

Comparison with Figure 5.3, shows that upslope flow now exists along the length of the 

Continental Diviqe in the southern half of Colorado and northern New Mexico where 

Simulation A predicted southerly and south-southwesterly flow. In addition, the 00Z 

vertical velocity field has decidedly shifted east of the Continental Divide in the same 

regions . Located within the vertical layer of mean vertical divergence (Figure 5 .17), the 

flow field at 700 mb (~3200 m) exhibits increased ageostrophic horizontal convergence 

east of the Continental Divide, especially in the southern two-thirds of Colorado. 
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-9 -6 -3 0 3 6 9 12 15 18 21 

Figure 5.20 Simulatio B, 00Z, 700 mb forecast. Heights 
are contoured at 5-m intervals. Vertical velocity is shaded at 
1-cm/sec intervals. Wind barb convention is the same as 
Figure 5.2 

In this chapter, the synoptic forecasts were presented and differences between simulations 

and observations were noted. It was shown that Simulations A and B differ considerably 

in the boundary layer thermodynami and wind predictions. Much of this appears to be 

due to an overestimated evaporation fraction in regions of high soil moisture content in 

Simulation A. Along with systematically higher surface temperatures and lower surface 

dewpoint temperatures in Simulation B, an increase in the upslope synoptic circulation 

was noted. Accompanying the increased topographic flow is an increase in synoptic-

scale vertical velocity over the high terrain of Colorado and ~ew Mexico and an eastward 

shift of the vertical velocity centroid at the Continental Divide. Similarly, the 12Z July 

28 - 05Z July 29 large-scale precipitation maximum is also shifted eastward while 

retaining a comparable magnitude. Lastly, while the Grid 1 dewpoint depression forecast 
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was generally more accurate in Simulation B, that of Simulation A was more accurate 

over eastern Colorado. In the next chapter, the differences in boundary layer evolution, 

and the influence of these variations on the behavior of simulated convective elements 

along the Front Range will be examined. 



6 
Pre-storm and Convective Evolution 

6.1 Introduction 

In this chapter the preconditioning of the storm environment, and its influence on the 

convective evolution are investigated. The roles of storm precipitation and propagation 

characteristics in determining accumulated precipitation are examined and differences 

between simulations are noted. 

6.2 Pre-conditioning of the storm environment 

6.2.1 Three-Grids (12Z-18Z) 

We begin by examining the 15Z-18Z precipitatio evolution in both simulations. As 

noted in Section '4.2.2, precipitating microphysical species - rain, hail, graupel, snow, 

aggregates, and pristine ice - are activated at 15Z in this 3-grid portion of the 

simulation. Figure 6.1 shows the 15Z-18Z precipitation rate on Grid 3 for both 

simulations. During this period, two areas of precipitation form, one of which is located 

along the Colorado-Wyoming border and another located ~ 130 km to the southeast of 

Denver. Both areas of precipitation propagate north-northeastward at 8-10 mis. 
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Figure 6.1 152 - 182 precipitation rate in Simulations A and B. Precipitation rate is contoured at I mm/hr 
intervals. Fort Collins, Drake, Greeley and Denver are shown for geographical reference. 
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The maximum precipitation rates in Simulation A during this time are 9 and 15 mm/hr for 

the northern and southern systems respectively. The Simulation B precipitation evolution 

is very similar with a precipitation intensity that is ~l mm/hr less than that of Simulation 

A. After 18Z, both systems dissipate. The accumulated precipitation is shown in Figure 

6.2. The accumulated precipitation patterns and magnitudes ( ~ 10 mm) are similar with 

Simulation B exhibiting ~ 1 mm less accumulated precipitation at the maxima than 

Simulation A. 
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Figure 6.2 18Z, Grid 3, accumulated precipitation for Simulations A and B. Contour interval is I mm. 

The resulting 18Z, top-level soil-moisture content is shown in Figure 6.3 . 

Comparison with the initial soil moisture field (Figure 4.10 and 4.5) shows relatively 

minor modifications in Simulation A and more significant moistening to the north of 

Greeley and southeast of Denver in Simulation B, associated with the 15Z-18Z 

precipitation. The Grid 3 average soil-moisture decreases in Simulation A from 0.229 

m3/m3 (54% saturation) at 12Z to 0. 197 m3/m3 (47% sat.) at 18Z, while the variability, 

characterized here by the standard deviation, increases slightly from 0.038 m3/m3 to 

0.045 m3/m3
. Simulation B experiences a small net moistening as the average increases 
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from 0.075 m3/m3 (18% sat.) at 12Z to 0.084 m3/m3 (20% sat.) at 18Z, with an increase in 

variability from 0.030 m3/m3 to 0.043 m3/m3. 
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Figure 6.3 18Z, Grid 3, volumetric soil-moisture content for Simulations A and B. Shading interval is 0.03 
m3/m3

. Shading scale is identical between panels. 
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Figure 6.4 Radar reflectivity at 1800Z, 28 July 1997. Reflectivity 
contoured at 10-dBZ intervals (Courtesy of Global Hydrology 
Resource Center and Ray McAnelly). 
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Clearly, the gross differences in the initial moisture fields, namely the relative 

average dryness of Simulation B and tte moist conditi ns of Simulation A, have changed 

little relative to the initial characteristics. Comparison of the l 8Z precipitation rate 

(Figure 6.1) and the 18Z radar mosai~ (Figure 6.4 above) shows that precipitation did 

occur over the Colorado-Wyoming border. However the precipitation over Denver and 

Fort Collins is not reproduced and overall, the agreement between the simulation and the 

radar mosaic, in terms of location and ,::overage is poor. 

Next, we consider the low-lev~l wind and thermodynamic evolution. Figure 6.5 

below shows the initial, 12Z, 28 July, Grid 3 winds surface temperature and dewpoint 

temperature. 
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Figure 6.5 Initial ( 12Z) temperature, dewpoint and winds at surface (50m-AGL). Temperature and 
dewpoint contoured at 2°C intervals. Wind Yector scale is 10 mis. Rectangle in left panel shows averaging 
area used for quantities in Table 6.1 . 

The reader is reminded that :he initial (12Z) atmospheric fields are identical for 

each simulation. Winds along the Front Range are southeasterly at 3-4 m/s and the 50-m 

(AGL) temperature is l 7°C- l 8°C. The dewpoint depression at the same level is less than 
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2°C. Figure 6.6 below shows the 18Z forecast surface temperature, dewpoint and winds 

for Simulations A and B. By 18Z significant differences in the low-level thermodynamic 

fields have developed. Simulation B is warmer over much of the domain with differences 

ranging from 0°C to 8°C. In addition, Simulation B is drier with dewpoint temperatures 

2-4 °C colder than in Simulation A. 
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Figure 6.6 18Z Temperature (top), dewpoint (bottom) and winds for simulations A (left) and B (right). 
Temperature and dewpoint contoured at 2°C intervals. Wind vector scale is 10 mis. 

As is evident in Figure 6.6, the cold pools associated with the precipitating 

regions are approximately 6°C colder, relative to the environment, in Simulation B than 

in Simulation A. Given the nearly identical precipitation rates between simulations, it is 

likely that this is the result of the increased, low-level, environmental dewpoint 
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depression, in Simulation B, which is apparent over the majority of Grid 3. Despite the 

increased low-level convergence on the windward peripheries of the Simulation B cold-

pools, no convective storms occur within the eventual location of Grid 4 in association 

with these boundaries after l 8Z. The effect of low-level dewpoint depression on cold-

pool characteristics and storm propagation is considered in detail in Section 6.3 .3. 

Variables 12Z 18Z 

Sim.A Sim.B 

f (°C) 17.4 183 22.9 
- 16.4 16.8 14.0 Td (OC) 
u (mis) -:.75 -3 . 1 -5.87 

v (mi s) + . . 70 -0.79 ' -0.98 

CAPE (11kg) 184 214 294 

C/N (J/kg) 59 52 58 

LCL (m-AGL) 639 668 1176 

LFC (m-AGL) 2:653 2770 2733 

PWAT (cm) ~.77 3.40 3.24 

0e (K) 344.0 346.0 345.1 

AE (Wlm2
) 10 463 593 

EF (Dimensionless) 4.24 0.86 0.60 

DBL (m) - -370 - 660 

Table 6.1 Horizontally averaged quantities at 12Z and 18Z for simulations A and 
B. Quantities are described in ext, units are indicated and area of averaging is 
shown in the left panel of Figure 6.5 

In order to summarize the 1 :3z simulation differences, Table 6.1 is presented 

above. The quantities in this table reJXesent the average of each field over the rectangular 

area shown in the left panel of Figure 6.5. This table shows, following the order 

presented in the table, 50m-temperature (1), dewpoint temperature (Td), zonal (u) and 

meridional (v) wind components, convective available potential energy (CAPE), 

convective inhibition (CIN), the heigtt of the lifte condensation level (LCL) and level of 



-112-

free convection (LFC) with respect to the average elevation, precipitable water (PWA1), 

50m-equivalent potential temperature ( Be, or "theta-e"), evaporation fraction (EF), and the 

boundary layer depth (DsL)- Here, the top of the boundary layer is defined as the first 

grid point, starting from the lowest model level, at which the potential temperature lapse 

rate is greater than l.0°C/km. In reality, the boundary layer top is not well defined in 

either simulation due to the coarse vertical and horizontal grid spacing. Therefore, DsL is 

simply an approximate quantification of the difference in boundary layer structure 

between simulations. 

The results in this table indicate what has already been noted; namely, that 

Simulation B is warmer and drier at the surface than Simulation A at 18Z. The effect on 

the lifted condensation level is an increase from 668 m (AGL) in Simulation A to 1. 18 

km (AGL) in Simulation B. Both simulations exhibit a decrease in precipitable water 

from the initial condition which, itself, is ~0.6 cm higher than that of the 12Z Denver 

sounding. Examination of the low-level wind field during the adjustment phase of 

integration (not shown), shows that this is due to a downslope wind that develops in the 

first two-hours of integration, which temporarily dries the low-level air over the 

averagmg area. The upslope surface winds recover by 1600Z in Simulation A, and by 

1430Z in Simulat1on B. The upslope component in Simulation B is almost twice that of 

Simulation A at 1800Z. This earlier recovery and higher intensity of the upslope flow in 

Simulation B is consistent with the S)TIOptic-scale differences shown in Chapter 5, in 

which higher surface temperature along sloping surfaces led to an enhanced upslope 

wind. The CAPE is still relatively low at 18Z in comparison to the Denver 00Z sounding 
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CAPE of 703 J/kg, an expected result given that only 6 hours of solar irradiation has 

occurred in the simulation. 

It is also interesting to note that the increased low-level dewpoint in Simulation A, 

compensates the increased low-level temperature in Simulation B, resulting in an 

equivalent potential temperature difference, between simulations of only 0.9 K at l 8Z. 

The effect of available energy partitioning on the equivalent potential temperature can be 

better understood by considering a simple example. 

We begin with the differential, parcel definition of the equivalent potential 

temperature, Be: 

L 
dln0e = dln0+-dq, 

CPT 
(6.1) 

where 0 is the dry potential temperature, L is the latent heat of condensation, here 

approximated to be independent of temperature, Cp is the specific heat of air at constant 

pressure, T the absolute temperature and q, the water vapor mixing ratio. Multiplying 

this equation by CpT we have, 

However, the first law of thermodynamics, is written: 

C PTd In 0 = dh , where dh is the specific, differential diabatic heating. Hence, 
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If, for simplicity, we neglect boundary layer entrainment and consider dh to be provided 

to a mixed layer parcel solely from the surface sensible heating, then the specific diabatic 

heating can be expressed as, dh = SH dt , where SH, is the surface sensible heat flux, p0 
PoD 

is the characteristic mass density of the mixed layer and D is the mixed layer depth. Here 

we have also assumed that the mixed-layer remains unsaturated. However, the argument 

can easily be augmented to include latent heat release for saturated conditions, as this 

process is, in fact, the usual motivation for the differential law expressed in Eq. 6.1. 

However, diabatic heating associated with cloud radiation within the mixed layer is 

excluded from consideration. With these simplifications, we have, 

Recalling that the surface available energy flux is defined as AE = SH + LH , where LH 

is the surface latent heat flux, we can write, 

AE LH C dln0e =--dt---dt+Ldq 
p PoD PoD 

(6.2) 

The latent heat flux is simply, LH = L · Fv, where Fv is the vapor mass flux at the lower 

boundary. Hence; . 

LH d L·Fv d L,J -- t=-- t= uq. 
PoD PoD 

Substituting this into (6.2) gives, 



AE 
CPTdln0e =--dt. 

PoD 
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(6.3) 

Hence, for a non-entraining mixed layer in which the lower boundary is the only source 

of diabatic heating and water vapor, the change in mixed-layer equivalent potential 

temperature is primarily dependent on the available surface energy and the mixed layer 

depth. The available energy, neglecting surface radiative emission and heat storage is 

largely controlled by incident solar radiation during the daytime. Hence, given identical 

surface available energy, and identical mixed layer depth, the partitioning of solar 

radiation into latent and sensible heat components is, under the preceding assumptions, 

immaterial to the evolution of equivalent potential temperature. 

This result identifies available surface energy as a direct mechanism for changing 

the mixed-layer equivalent potential temperature, while sensible heating has both a direct 

and indirect effect. The direct effect, which is not included in ( 6.3) is the effect of mixed-

layer entrainment, which is primarily controlled by the surface sensible heat flux, while 

the indirect effect, which is included in (6.3), is the mixed layer depth, an integral result 

of the direct effect. Betts and Ball (1995), derive an expression for the local time 

derivative of equivalent potential temperature which includes the effects of entrainment: 

(6.4) 

Here, /J; and /Js are the inversion-base and surface Bowen ratios, respectively. Ar is the 

entrainment parameter, which relates the inversion base heat flux to the surface heat flux: 
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f3v = - 0.07 , is the slope of a dry adiabat on a C PT, Lq diagram, and Pi is the pressure 

depth of the mixed layer. Equation (6.4) will not be used quantitatively in this thesis but 

is presented to qualitatively illustrate the direct effect of entrainment on Be evolution. 

Given that Ar is positive, the term which is generally responsible for the negative 

entrainment contribution to the equivalent potential temperature tendency is (/3; - flu) , 

since /J; is negative and generally has a magnitude which is greater than 0.07 during 

daylight hours when the boundary layer is growing (Betts and Ball, 1995). 

Given the 28% larger available energy flux in Simulation B, one might expect a 

significantly higher equivalent potential temperature in that simulation. However, the 

evaporation fraction in Simulation B is 0.60 compared to 0.86 in Simulation A, resulting 

in a sensible heat flux of 237 W/m2 compared to 65 W/m2 in Simulation A. The 

influence of the sensible heat flux on boundary layer growth is evidenced by the 75% 

deeper, boundary layer of Simulation B. Hence, boundary layer entrainment is acting to 

completely offset the increase in available surface energy above that of Simulation A. 

We will investigate this in more detail in the next section where the 182-202, Grid 4 

evolution is discussed. 

The focus on the low-level 0e evolution is necessary for two reasons. Firstly, the 

equivalent potential temperature determines the moist adiabat, on a skew-T diagram, that 

a parcel ascends after reaching the LCL. The intersection of the environmental, free-

atmosphere temperature profile with this moist adiabat determines both the LFC and the 

equilibrium-level (EL) and hence the CAPE which determines the potential strength of 

storm updrafts. Secondly, the surface equivalent potential temperature is also related in a 
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one-one fashion to the low-level wet-bulb temperature, the temperature at which a parcel 

will become saturated if precipitation is evaporated into a surface parcel at constant 

pressure. This effect can be expected to influence cold-pool thermodynamic properties, 

whose relationship to the environmental dry potential temperature, partially determines 

the cold-pool propagation characteristics. Hence, this parameter may potentially 

influence not only precipitation rate, through the updraft intensity, but also storm 

movement, via the cold-pool. 

6.2.2 18Z-20Z (Grid 4) 

In this section the precipitation evolution and low-level thermodynamic changes between 

l 8Z and 20Z in both simulations, are summarized. Figure 6. 7 below shows the l 9Z-20Z 

precipitation rate at 30 minute intervals for both simulations. In all discussions to fo llow, 

the maximum precipitation rate associated with a storm is the maximum grid-point value. 

Storm motion or propagation speed is defined with respect to the location of the central 

maximum of the precipitation rate. The term quasi-st tionary refers to storms whose 

motion is less than 1.0 mis. 

In Simulation A, precipitation starts at 1830Z (not shown) over the high terrain in 

the western portion of Grid 4. Between 1830Z and 2000Z these storms move in variable 

' 
directions at speeds ranging from quasi-stationary to 1.5 m/s. By 2000Z the maximum 

precipitation rate is 12 cm/hr which occurs at (105.7°W, 40.1 °N) and (105.4°W, 39.4°N). 

Simulation B shows a similar evolution with convection initiating over the highest terrain 

at 183 OZ. These storms propagate eastward at 1-2 mis, with the exception of the storm 

located at (105.4°W, 39.6°N) which propagates eastward at 4 mis. 



1900Z, Sim. A, PCPRATE 

40.8H 

40.6H O : 

40.4N ..• DKE . . . .• CRY ... 

40.2H 

40N 

J9.8H 

J9.6H 0 

39.4N ._ ______________ _, 

1O5.6W 105.4W 105,2W 105W 1O4.SW 104.6W 1O4.4W 104,211' 

40.l!N 

0 
40.6H 

40.4N 

40.2N 

40N 

39.8N 

39.&N 

1930Z, Sim . A, PCPRATE 

Q 

. . : CRY .. : .... 
0 

0£N 

J9.4N L.,;_.;..·~•fi~.~· ·~· ....;.. ___ .,;__.;,_~---....;..-..;....--' 
105.6W 105.4W 105.2W 105W 104.8W 104.6W 104.4W 104.2W 

2000Z, Sim. A, PCPRATE 

40.8H 

40.6H 

40.4N DKE CRY .· 

J911H DEN · 

J9.6H 

, 
· o 

J9.4N ._ _ __:•::;·=--·-· ._ . .;..i _________ __, 

105.6W 105.4W 105.2W 105W 104.8W 104.6W 104.4W 104.lW 

-118-

1900Z, Sim . B, PCPRATE 

40.8N 

40.6N ·t!J : · · ...... · ra. .. 

40.4N 
DKE . .. : .CRY.... . . . .. . . • .•.. 

40.2N If; 
40N ..... : ........... ; .. 

JUN 

39.&N 

J9.4N ._ ______________ _,, 

105.6W 105.4W 105.2W 105W 104.8W 104.&W 104.4W HM.2W 

1930Z, Sim. B, PCPRATE 

40.8N 

40.6H 

40.4N ... ; .GRY .. ... . .. . .. ••.•.. 

40.2N 

40H 

39.SH DEN : 

J9.6N 

J9.4N L-....;..---..;_-.;._~-_.;.,-------.;._-'\ 
105.6W 105.4W 10$.2W 105W 104.8W 104.&W 104.4W 104.2W 

2000Z, Sim. B, PCPRATE 

40.l!N .... : ............ : ..... · 

40.4N DKE • CRY 

40.2N 
Q 

40N 
0 

J9.8H DEN : 

J9.6N · ~ 

J9.4N L..:_.;..---·c.;:jj=--....;..-..;....---~------------....;..---'1 
105.6W 105.4W 105.2W 105W 104.SW 104.&W 104.•W 104.lW 

Figure 6.7 Precipitation rate at 1900Z, 1930Z and 2000Z, for Simulations A (left) and B 
(right). Contour interval is l0mm/hr. 



-119-

At 20002, the maximum precipitation rate is 11 cm/hr in this storm with other 

storms precipitating at 0.4-0.5 cm/hr. Simulation B exhibits slightly higher precipitation 

rates soon after convective initiation while Simulation A meets and exceeds these rates by 

20002. In addition, Simulation B storms demons ate marginally higher propagation 

speeds. Both simulations concentrate the majority of the 18002-20002 precipitation over 

the higher terrain where the elevation exceeds 2400 m. 

Variables 1900Z 1930Z 200oz 

Sim.A Sim. B Sim.A Sim.B Sim.A Sim.B 
- 18.9 24.7 19.2 25.4 19.5 25.9 T (°C) 

(oC) 17.6 14.1 18.0 13.8 18.3 13.4 
" .,. 

u (mis) C ,, -3,68 -6.87 '-4.05 -7.00 -4.00 -6.43 

v (mis) +0.20 -0.26 +0.46 +0.49 +o.48 +1.01 

CAPE (J/kg) 594 632 839 700 1057 722 
1 .,,, 

CJN (J/kg) 9 24 2 16 2 10 

LCL (m-AGL) 615 1340 590 1449 590 1569 ., C ,< 

LFC(m-AGL) 1657 2309 1121 2213 831 2012 

PWAT (cm) 3.51 3.30 3.58 3.35 3.68 3.45 
.· 

Be (K) 349.0 347.5 350.5 347.7 351:8 347.5 

AE(Wlm'l.) ' 375 598 - - 376 565 

EF (Dimensionless) 0.90 ' 0.28 ' 0.93 0.34 - - ' 
' 

DsL (m) ~370 ~900 ~370 ~1100 ~370 ~1300 

Table 6.2 Average variables from Simulations A and B at I 00Z, 1930Z, and 2000Z. Surface energy 
variables (EF, AE) only available at hourly intervals. Simulation A variables are shaded for clarity. 

Despite the similarity in precipitation evolution between simulations, the 182-202 

period is that in which these simulation become markedly different in the low-level 

thermodynamic characteristics, a continuation of the trend seen at 18002. Table 6.2 

shows the same variables that were shown in Table 6.1 , but for 19002, 19302, and 

20002. The averages in this table are performed over the same area as that of Table 6.1 
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except that the averages are done on Grid 4, which is inserted at l 800Z. Simulation A 

experiences an increase in surface temperature of 0.3°C/hr while Simulation B increases 

by approximate 0.6°C/hr. By 200 Z, Simulation B is 6.4°C warmer than Simulation A. 

While Simulation A experiences a steady increase in dewpoint temperature of ~0.3 °C/hr, 

the dewpoint in Simulation B decreases steadily at a rate of ~0.3°C/hr. Hence the 

dewpoint depression in Simulation A remains nearly constant while that of Simulation B 

increases, reaching over 12°C at 2000Z. The effect of this on the LCL can be seen as 

Simulation A retains a ~600-m (AGL) LCL while that of Simulation Breaches 1569 m 

by 200oz. 

As at 1800Z, Simulation B has a larger available energy flux than that of 

Simulation A between 1900Z and 2000Z. However, the equivalent potential temperature 

in Simulation B remains steady at ~347.6 K, while that of Simulation A increases at a 

mean rate of 1.2 K/hr. Here, the direct and indirect effects of sensible heating in a moist 

low-level environment become apparent. The Simulation B boundary layer grows from 

900 m to 1300 m, over 4 times that of Simulation A, in which the boundary layer depth 

remains nearly constant at 350-400 m. The increased depth and entrainment leading to 

this increase act to offset the effect of available energy input on Be. This is shown 

graphically in Figure 6.8 below, which shows the area-averaged potential temperature 

profile in the lowest few kilometers for both simulations at 2000Z. As noted earlier, it is 

difficult to precisely define the boundary layer top. However, the two profiles are clearly 

distinguishable, with Simulation B exhibiting a more dry-neutral/unstable profile through 

a greater depth. This, along with the quantitative parameter, DsL, is justification for 

attributing the Be sink to entrainment in Simulation B. 
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Figure 6.8 2000Z average potential temperature profile for 
Simulations A (open circles) and B (solid circles). 
Averaging area is shown by the rectangle in Figure 6.9. 

Figure 6.9 shows the Simulation A, 1900Z surface equivalent potential 

temperature and equivalent potential temperature advection. The left panel shows that a 

southwest-northeast oriented area of enhanced 0e exis-s to the north and east of Denver, 

which places the averaging area in a region of positive 0e advection. 
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Figure 6.9 Simulation A, 1900Z, surface equivalent potential temperature and winds (left) and equivalent 
potential temperature advection (right). Equivalent potential temperature shaded and contoured at 2K 
intervals. Wind vector scale is 10 mis and plotted at every fifth gridpoint. Equivalent potential temperature 
advection contoured at lK/hr intervals. Values with absolute value SK/hr are not plotted. Averaging 
rectangle is shown. 



-122-

We must remember that equations 6.2 and 6.4 are for a boundary layer parcel in 

which the time differential is applied following the horizontal motion. The local, or 

partial time derivative will consist of the available energy (source) and entrainment (sink) 

forcing terms in these equations along with an advective source: - V · V Be, where Vis 

the horizontal velocity vector (vertical advection is neglected near the surface). The area-

averaged advection, which is the advective source for the local time derivative of the 

area-averaged Be in Table 6.2, is obtained by averaging the grid-point advection shown in 

Figure 6.9. Averaging yields an advective source oL:: +0.5 K/hr. Hence, approximately 

40% of the Be change within the averaging area can be explained by the advective source. 

The remaining 1.0 K/hr is the minimum value associated with the area-averaged available 

( 
Be AE ) . h . . .nk energy source, ---- , smce t e entramment term 1s a s1 . 

CPT PoD 

The nearly constant boundary layer depth, LCL, and dewpoint depression in 

Simulation A is largely a result of the high evaporation fraction (>0.9) between 19002 

and 20002. Again, we are confronted with a very high evaporation fraction around high 

noon. This issue was already considered in some detail in Chapter 5 during examination 

of the synoptic-scale forecasts . In this case however, the available energy is significantly 

lower. In fact, the available energy between 19002 and 20002 in Simulation A is 

comparable to the 14002 available energy in Figure 5 .9 for Tulsa. Recalling Figure 5 .10, 

from Betts and Ball (1995), the average evaporation fraction for each of the three soil-

moisture categories was in fact around 0.8 at 14002. In short, it is difficult to assess the 

plausibility of this evaporation fraction given the relatively low surface available energy 

flux east of the Front Range foothills in Simulation A. 
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Figure 6.10 Grid 4 column condensate (kg/m-) for Simulations A and Bat 1800Z, 1900Z, and 2000Z. 
Topography contoured at 300m intervals. Rectangle shows averaging area referenced in text. 
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We now tum to the issue of the disparate available energy fluxes between 

simulations. This is immediately explained by the 18002-20002, column condensate 

fields shown in Figure 6.10 above. The column condensate field is the vertically 

integrated condensate mass with units of kg/m2
. This plot shows that Simulation B has 

virtually no cloud cover east of the foothills at 18002. In that simulation, clouds are 

largely restricted to elevations at or above 2100 m (MSL) after 18002. This is consistent, 

qualitatively, with the higher LCL of the upstream, low-level air in Simulation B. One 

can infer that with reduced cloud cover, Simulation B experiences a greater incident solar 

radiation at the surface that, again, largely determines the available surface energy flux. 

This leads one to the following conclusion: In these simulations, not only does soil 

moisture initialization affect the partitioning of available energy at the surface, but it also 

influences, to a non-negligible extent, the available surface energy itself, through cloud 

enhancement or suppression. 

Figure 6.11 2000Z July 28 visible satellite image. Fort Collins (FCL), 
Greeley (GRY) and Denver International Airport (DEN) are also shown. 
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Figure 6.11 shows the 20002 visible satellite image over the Front Range. This 

figure demonstrates that extensive cloud cover existed. The partial clearing to the east of 

Denver and Greeley is roughly consistent, qualitatively, with the clearing indicated in the 

column condensate of Simulation A between 18002 and 20002 (Figure 6.10). 

Additionally, the area of enhanced Be seen in Simulation A (Figure 6.9) is also explained 

by the simulated clearing, and is therefore due to the increase in simulated surface 

insolation. 

The Be evolution in both simulations can thus be summarized in the following 

way. Theta-e increase in both simulations is driven by available energy input. However, 

in Simulation B, despite the higher available energy, the smaller evaporation fraction 

produces a larger sensible heat flux that results in boundary layer growth and entrainment 

which keeps Be relatively constant after 18002. In Simulation A, approximately 90% of 

the available energy occurs in the form of latent heat flux, resulting in little boundary 

layer deepening. Theta-e advection, which acco nts for ~40% of the 18002-20002 

increase over the averaging area in Simulation A, is t e result of a mean, along-wind 

column-condensate gradient. Simulation B lacks cloud coverage over the averaging area, 

which accounts for the higher available energy in this simulation at and beyond 18002. 

The evolution of CAPE and the LFC are direct results of the low-level Be 

evolution. As noted before, the low-level Be uniquely determines the moist adiabat along 

which a surface parcel ascends after reaching the LCL. As low-level Be increases in 

Simulation A between 19002 and 20002, the LFC lowers by approximately 800 meters. 

By 20002, both the LCL and the LFC lie well within the flow possessing an upslope 
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component, which extends to approximately 700mb (~3200 m-MSL). In Simulation B, 

the LCL is at 1569 m-AGL, or ~3100 m-MSL, and the LFC is at ~3500 m-MSL, within 

the lee-side downslope airflow. The vertical proximity of the LCL to the westerly, 

downslope flow may be partly responsible for the lack of cloud coverage to the east of 

the Front Range in Simulation B. The additional positive area, in Simulation A, that 

results from both the increase in 0e and the lowering of the LFC, produces a 2000Z 

CAPE of 1057 J/kg, significantly higher than the 00Z Denver sounding CAPE of 703 

J/kg. In addition, the lowering of the LFC results in a mere 240-m separation between 

the LCL and the LFC producing very little CIN. For this reason, 2000Z marks the end of 

the so-called, "pre-storm" evolution. In the next section, the convective evolution of 

Simulations A and B will be described. 

6.3 Convective Evolution 

6.3.1 2000Z-0000Z, Simulation A precipitation summary 

Having established some of the differences in thermodynamic evolution, we now tum to 

a description of the precipitation evolution in Simulation A between 2000Z and 0000Z. 

The precipitation rate for this period is shown in Figure 6.12. For convenience, the 

storms to be discussed are labeled with Roman numerals. The areas of precipitation that 

existed at 2000Z over the Front Range continue to exist at 2030Z. At 2030Z, Storm I 

exhibits a maximum precipitation rate of 10 cm/hr and moves east-northeastward at 8-9 

mis between 2000Z and 2030Z. At the same time, precipitation commences between 

Fort Collins and Greeley at a rate of 2 cm/hr. These cells, which include Storm II, can be 

seen in their formative stage in the 2000Z column condensate plot of Figure 6.10 as a 



40.IIH 

40.6H 

40.4N 

40.lN 

40N 

Jg,IIH 

J9.6N 

39.4N 

40.BN 

40.6H 

40.4N 

39.IIH 

39.&N 

Sim. 

(? 
·oKE 

\Q 

Sim. 

0 
{) 

A, 20302, PCPRATE 

... FQ." . 

. @., CRY . 

DEN 

"'~: 
105W 104.8W 104.6W 104.4W 104.2W 

A, 21002, PCPRATE 

... :o .. :. 
DEN 

J9.4N L-_.;....--- ..;,•_--,,:m,,,
8 

;e!!,:.:_;,,; __ .....;,.--..;_,-.;._ ___ ...J 
105.6W 105.4W 10S.2W 105W 104.ff 104.A' 104.4W 104.2W 

Sim. A, 21302, PCPRATE 

40.IIH 

0 
40.tlN G'· j.. · 10 

40.411 
OKE 

; ~ GIi'( 

: 10 
0 

40.lN {) 

40N 

39.8H OEN 

0 

-127-

40.JH 

40.SN 

40411 

40.lN 

ION 

·o 
Jt.8N 

Y .6N 

'5.411 

40.8H 

40.61> 

40.41 

41.6H 

J9.6N 

Sim . A, 220oz, PCPRATE 

0 

~ -
DEN : 

.&J 

105.SW 105.4W 105.2W 105W 104.8W 10-UW 104.2W 

Sim . A, 22302, PCPRATE 

DKE 

DEN 

Sim . A, 23002, PCPRATE 

lQ 

.~. 
~): 

10 

0 

39.411 L..:.:.;...._..;,... __ ;.,;_:.:.;,,; __ .....;..--------.:.;.......J1 
105.6W 105.4'11 105.2W 105W 104.8W 104.ISW 104.4W 104.2W 

Figure 6.12 2000Z-2300Z precipitation rate for Simulations A at half hour intervals. Precipitation 
rate is contoured at 10 mm/hr intervals. Figure is continued on next page. Storm labels mentioned 
in text are shown. 
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Figure 6.12 (cont'd). 2330Z (left) and 0000Z (right) precipitation rate for Simulation A. 

south-southwest to north-northeast oriented band of cloudiness. This band forms on the 

western edge of the enhanced region of Be depicted previously in Figure 6.9, and moves 

northwestward at 7-8 mis. 

At 21 00Z, Storm I possesses a maximum precipitation rate of 6 cm/hr and 

propagates northeastward at 4-5 mis. Cells continue to initiate and develop east of the 

Front Range. At 21 00Z, Storm II intensifies and reaches a maximum precipitation rate of 

7 cm/hr while it propagates north-northwestward at 4-5 mis. An additional cell, denoted 

as Storm III, forms at 21 00Z within this line. This storm exhibits a 3 cm/hr maximum 

precipitation rate. By 2130Z this line of cells takes on a north-south orientation with 

Storm II achievin,g a maximum precipitation rate of 12 cm/hr. At this time it is located 

approximately 20.2 km to the southeast of Fort Collins, and moves southwestward at - 2 

mis. Storm I continues it's northeastward movement at 6-7 mis with a maximum 

precipitation rate of 10 cm/hr. 

Between 2130Z and 2200Z, precipitation centers II and III merge into a single 

entity. By 2200Z, Storm II is precipitating at a maximum rate of 14 cm/hr and is quasi-
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stationary 15 .3 km to the southeast of Fort Collins. Storm I possesses a comparable 

maximum precipitation rate of 13 cm/hr but propagates east-northeastward at 9-10 mis. 

At 2230Z Storm II is propagating at 2-3 mis eastward with a maximum precipitation rate 

of 16 cm/hr. Hence, the time between 2130Z and 2230Z marks the period in which 

Storm II reverses its propagation direction. In the intervening one hour, the mean, 

ground-relative propagation vector is 1. 7 m/s to the south. The maximum precipitation 

rate associated with Storm II occurs at 2245Z (using 15-minute analyses) and is 19 cm/hr. 

The maximum precipitation rate on Grid 4 does not occur with Storm II, but rather with 

Storm I, at 2230Z, which possesses a remarkable maximum precipitation rate of 21 

cm/hr. 

At 2300Z, Storms I and II begin to merge. At this time, Storm I is propagating 

northeastward at 7-8 mis with a much-reduced maximum precipitation rate of 6 cm/hr. 

Storm II moves eastward at 3-4 mis, with a maximum precipitation rate of 16 cm/hr. By 

2330Z, Storm I and II have merged into a single system which then propagates eastward 

at 1-2 mis until 0000Z, the final time shown in Figure 6.12. At 2330Z and 0000Z, the 

maximum precipitation rate of the resulting storm is 18 cm/hr and 19 cm/hr respectively. 

The accumulated precipitation distribution is shown in Figure 6.13 below. At 

0000Z the domain maximum is 21 cm (8.3 inches) and is located 21.4 km to the southeast 

of Fort Collins. The domain maximum corresponds to the approximate position of Storm 

II just before and after its quasi-stationary phase, when the propagation direction of the 

storm reverses. At the domain maximum, accumulation starts at 2045Z. The maximum 

precipitation rate experien ed at the domain maximum is 16.6 cm/hr and occurs at 
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2230Z. By 00 15Z, the precipitation rate at the domain maximum drops below 1 cm/hr. 

In the next section, a summary of the Simulation B precipitation evolution is presented. 
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Figure 6.13 Simulation A, 0000Z July 29, accumulated 
precipitation. Accumulated precipitation contoured at 
10-mm intervals. Topography shaded at 300-m 
intervals. 

6.3.2 2000Z-0000Z, Simulation B precipitation summary 

Figure 6.14 shows the 2000Z-0000Z precipitation rate for Simulation B. Prior to 2030Z, 

the precipitation evolution was similar between simulations. However, by 21 O0Z 

significant differences exist. Unlike Simulation A, no precipitating convection develops 

between Fort Collins and Greeley until 2200Z. Convection that does develop in that area, 

after 2200Z, occurs in association with a northeastward-propagating system that initiates 

over the higher terrain between 1830Z and 1900Z. Secondly, the entire 2000Z-0000Z 

precipitation evolution is characterized by cell movement to the north and northeast while 

in Simulation A, propagation-direction reversal and quasi-stationary movement occur. 
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Figure 6.14 2000Z-2300Z precipitation rate for Simulation B at half hour intervals. Precipitation 
rate is contoured at 10 mm/hr intervals. Figure is continued on next page. 
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Figure 6.14 (cont'd) 2330Z (left) and 0000Z (right) precipitation rate for Simulation B. 

Figure 6.15 shows the 0000Z accumulated precipitation for Simulation B. 

Comparison with that of Simulation A (Figure 6.13) shows that Simulation B produces a 

more diffuse accumulated precipitation field. 
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Figure 6.15 Simulation B, 0000Z July 29 accumulated 
precipitation for Simulation B. Accumulated 
precipitation contoured at 10-mm intervals. Topography 
shaded at 300-m intervals . 
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Three maxima of 8 cm occur 33 km to the east-southeast of Fort Collins, 28.8 km 

to the south-southwest of Fort Collins and 59.3 km to the southwest of Fort Collins. 

These maxima occur in association with the northeastward propagating convective cells 

depicted in the 2200Z precipitation rate panel at ~(40.4°N, 105°W). Precipitation rates 

within this system vary between 10 and 14 cm/hr between 2230Z and 0000Z. These rates 

are comparable to that of Storm II in Simulation A, which ranged from 6 to 19 cm/hr. 

The more diffuse nature of the accumulated precipitation in Simulation B is largely due 

to the steady northeastward propagation of the simulated systems. 

While the precipitation maximum in Simulation A is produced by continuously 

propagating storms, those in Simulation B are produced by a system exhibiting multi-

cellular characteristics. This is illustrated in Figure 6.16 below, which shows the 

initiation locations and mean trajectories of the distinct precipitating cells. Here a "cell" 

is defined in terms of the precipitation rate, as a region of closed 10-mm/hr interval 

contours that persists for 15 minutes or longer. This definition restricts consideration to 

those cells exhibiting a significant (~1 Omm/hr) precipitation rate. In Figure 6.16, the 

numerals denote an initiation point, where a closed 10-mm/hr or greater contour first 

appears. Storms that propagate onto Grid 4 through the western and southern boundary 

are excluded in -the sense that their appearance o the boundary does not constitute an 

initiation point. The numerals denote the time of initiation with '1' representing the 

1800Z-1945Z period, '2' representing the 2000Z-2145Z period, '3' denoting the 2200Z-

2345Z period and '4' representing 0000Z. The decay of a cell is defined here as the point 

at which the definition for cell existence (see above) is no longer met. Given these 
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definitions, the mean propagation path is then defined as the line joining the initiation 

point and the decay point and these are also shown in Figure 6.1 6. 

Figure 6.16 Cell initiation and mean propagation path. 
'l' indicates initiation between l 800Z and l 945Z, '2' 
between 200oz and 2145Z, '3' between 2200Z and 
2345Z, and '4' 0000Z. Solid lines indicate mean 
propagation path. Topography shading is identical to 
Figure 6.15. 

The average lifetime of the 24 tabulated individual cells is 1.55 hours, with a 

comparable standard deviation of 1.53 hours. Figure 6.16 illustrates that the earliest cells 

initiate over the higher terrain to the west of Fort Collins and Denver, followed by north-

eastward propagation and new cell generation, primarily on the eastern side of the 

existing cells. When viewed on the time-scale l 900Z-OOOOZ, an approximate, mean, 

meso-0-scale, ground relative system propagation vector can be identified in terms of the 

time sequence of initiation points in the northern two-thirds of Grid 4 in Figure 6.16. 

This vector is described by a 106 km displacement, as determined from the high terrain 

initiation points and the OOOOZ initiation points (denoted by the number 4) over a 5 hour 
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period, yielding a 5-6 m/s eastward meso-~-scale propagation vector. Individual cells, 

however, travel in directions that are primarily north to northeastward at approximately 6-

10 mis. The differing direction and speed of the individual cells relative to the meso-~-

scale system propagation vector suggests that some, as of yet unidentified mechanism is 

acting to control the longer time-scale evolution of the precipitation centers. The next 

section will consider this issue in greater depth. 

Figure 6.17 Same as Figure 6.16 except for Simulation 
A. 

A similar analysis, shown in Figure 6.17, was performed for Simulation A. This 

figure shows that a greater proportion of the cells initiate during period-'2', that is 

between 2000Z and 2145Z than in Simulation B. Si ulation B produces only one cell 

with a mean propagation path having a westward component. In contrast, Simulation A 

produces five such cells out of a total of 25 identified cells in that simulation. The 

increased percentage of westward propagating cells may be related to the previously 

discussed point that both the 2000Z LCL and LFC lie well within the easterly low-level 
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airflow just east of the Front Range foothills, while in Simulation B, the LCL lies just 

below the westerly airflow and the LFC lies within the westerly-component flow. The 

average lifetime of individual cells in Simulation A is 1.57 hours, which is comparable to 

those in Simulation B. However, while both simulations place a majority of the period-'1 ' 

initiation sites over the higher terrain, only Simulation B demonstrates a clear trend for 

subsequent cells to systematically develop eastward in time. 

In summary, the pnmary differences in precipitation evolution between 

simulations, includes the following. Firstly, the domain maximum in Simulation A is 

produced by a system that is largely characterized by continuous propagation, the 

exception being the merging of Storms I and II at 2315Z. Simulation B exhibits discrete 

propagation with individual cells travelling north-northeastward at 6-10 mis and a meso-

spatial scale, 5-hour time-scale, system propagation vector of 5-6 mis eastward. The 

larger domain maximum in Simulation A and the more diffuse pattern in Simulation B 

are largely the result of fundamentally different propagation characteristics. Simulation 

A produces a reversal in propagation direction in Storm II along with a nearly quasi-

stationary property between 2130Z and 2230Z, while Simulation B storms exhibit neither 

direction-reversal, nor quasi-stationary propagation. Simulation A produces 21-cm of 

precipitation by Q000Z, roughly 5-cm less than the Fort Collins storm total. However, as 

will be seen shortly, another 5-cm falls over the domain maximum between 0000Z and 

0230Z. Simulation B produces domain maxima between Fort Collins and Greeley that 

are approximately 18-cm lower than the extreme amount observed in Fort Collins. In the 

next section, we will examine a likely physical mechanism for the differing propagation 

characteristics. 
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6.3.3 Cold-pool characteristics 

Figure 6.18 is presented to motivate the analysis in this section. 
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Figure 6.18 Surface potential temperature (shaded) and precipitation rate (contoured) at 2200Z for 
Simulations A (left) and B (right). Potential temperature shaded at 2K intervals, with identical shading 
scale between panels. Precipitation rate contoured at 20-mm/hr intervals. 

This figure shows the surface potential temperature and precipitation rate for 

Simulations A and B at 2200Z. In Simulation A, Storm II is located between Fort Collins 

and Greeley and is quasi-stationary. In association with Storm II is a cold-pool which has 

spread approximately 10-km to the north and west of the storm center and which is 

approximately 4K colder than the surrounding environment. Simulation B also produces 

cold-pools associated with the areas of precipitation in that simulation. However, in 

Simulation B, the cold-pools extend over a significantly larger area and exhibit typical 

potential temperature deficits of approximately 1 OK. The goal in this section is to 

provide a quantitative measure of the cold-pool properties and to relate these properties to 

the cold-pool movement. 
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The reason for this undertaking is the previously noted eastward movement of the 

cell initiation points in Simulation B. As Figure 6.18 illustrates, at least for 2200Z, there 

is a tendency for cells to exist along the eastern or windward edge of the cold-pool 

boundaries, presumably due to increased low-level convergence along these boundaries. 

This begs the issue of whether or not the cold-pool propagation in Simulations A and B 

plays a role in determining storm motion and the evolution of cell initiation points in 

time. More specifically, are the cold-pool properties in Simulation B conducive to an 

increased system propagation speed, relative to Simulation A, thereby partially 

explaining the more diffuse precipitation pattern in Simulation B? 

Firstly, it must be understood that the choice of quantitative parameter used to 

characterize the cold-pool "strength" must ultimately relate to the ground-relative 

propagation speed of the cold-pool. A reasonable choice for this parameter is the 

classical propagation speed for a two-dimensional density current in a shearless basic-

state flow: 

H 0' 
c2 = -2g · f--dz. 

o0o(z) 
(6.5) 

Here, c is the propagation speed relative to the undisturbed environmental airflow, g is 

the gravitational acceleration, ~(z) is the environmental potential temperature profile, 

and 0' is the perturbation potential temperature within the cold pool. The integration is 

performed vertically from the surface to the top of the cold-pool, H, above which 0' is 

assumed to be negligible. (Rotunno et. al., 1988, hereafter referred to as RKW.) 
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RKW developed a more comprehensive expression for the ground-relative 

propagation speed in a sheared environment with a rigid-lid upper-boundary condition, 

but which contained an undetermined parameter, ~' which related the inflow and outflow 

wind velocities at the rigid-lid upper boundary. Barriers to applying this expanded theory 

to the present situation arise from the arbitrariness in selecting the level for the rigid-lid 

upper boundary- a complication which stems from the existence of a convective plume 

in the area of interest in these simulations. Secondly, the choice of this level, in a sheared 

environment can significantly alter the shear modificatio to the solution. Because of the 

arbitrariness in selecting this level in the present situation, there seems little point in 

including the shear effect. In addition, the effects of la1ent heating above and near the 

cold pool, due to active convection is also not considered in Equation 6.5. Given this, c2, 

as determined in the analysis to follow, will not be used as and should not be interpreted 

as a test or validation of the classical formula for steady-state, two-dimensional density 

current propagation, since very few of the assumptions in that theory can be said to be 

satisfied exactly by the system being simulated. Rather, it is simply a convenient 

parameter choice, which we anticipate may be related to the simulated cold-pool motion 

in these simulations. 

The method used to compute c is as follows. Fintly, the cold-pool is identified by 

examination of the surface potential temperature fie ld. An example is shown in Figure 

6.19 below. The horizontal position corresponding to the minimum surface potential 

temperature is identified and denoted as the central minimum. The central minima for 

each simulation at 2230Z are marked with crosshairs in Figure 6.19. The potential 
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temperature profile at the central minimum is used to compute the potential temperature 

perturbation, 0'. 
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Figure 6.19 Surface potential temperature and wind vectors at 2230Z in Simulations A (left) and B (right). 
Solid line in each panel shows the averaging line used to establish the environmental parameters. Crosshair 
shows location of minimum cold-pool surface potential temperature where perturbation quantities are 
calculated. Potential temperature shaded at 4K interals (shading scale is not the same between panels) and 
wind vector scale is 20 mis. 

The reference state potential temperature is defined upstream of the cold-pool, 

with sufficient distance from the cold-pool to be representative of the impinging air 

properties. The environmental quantities are defined using the line-average along the 

north-south oriented lines shown m Figure 6.19. Using the perturbation potential 

temperature and the reference-state potential temperature thus defined, the quantity 

1s computed at each grid-point in the vertical. The surface value of this quantity is 

obtained by extrapolation since the vertical Cartesian levels do not always correspond 
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with the underlying topography. The cold-pool top, where ![_ = 0 , is obtained by linear 
Bo 

interpolation. This fractional perturbation is then averaged to the center of each vertical 

interval. Finally, the quantity c2 is o tained by a Riemann sum approximation to the 

integral in Equation 6.5 . 

Sim. A B, 2230 Cold Pool 

. : 

F;gu,e 6.20 Plot of (- :~ -10
3 J vs. height (m-AGL) 

at 2230Z for Simulations A (solid circles) and B (open 
circles). 

Profiles of_!!_ , corresponding to the time depicted in Figure 6.19 (2230Z), are 
Bo 

shown in Figure 6.20. This figure illustrates tw major differences in the cold-pool 

properties, between simulations. Firstly, the cold-pool in Simulation B exhibits greater 

negative buoyancy at every level by a factor of three to five. Secondly, the cold-pool 

depths are significantly different with Simulation A exhibiting a depth of ~520-m 

compared to ~2240-m in Simulation B. The cold-pool depth in Simulation A is 

approximately that of the 2000Z LCL (590-m) in Table 6.2, suggesting that evaporative 

cooling, due to precipitation falling below cloud-base, could be a major contributor to the 
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cold-pool negative temperature perturbation. In Simulation B, the cold-pool depth of 

2240-m is ~670-m higher than the 2000Z LCL in Table 6.2. This may be due to moist-

adiabatic descent of low Be air from prior or proximate downdra:fts, or may be due to 

evaporative cooling of precipitation falling from elevated cloud-masses surrounding the 

precipitation cores. At any rate, the deeper cold-pool in Simulation B is consistent with 

the higher LCL in Simulation B which allows for a greater depth of the sub-cloud air to 

be cooled by the evaporation of falling precipitation. An alternative explanation for the 

increased depth relates not to the sub-cloud temperature profile, but to that of the 

environment. Even if the sub-cloud and in-cloud temperature profiles were identical 

between simulations, we know that the environmental temperature profiles are not. 

Simulation B possesses a warmer and deeper boundary layer than does Simulation A. 

This alone would produce a deeper cold pool since, here, by definition the cold pool 

extends up to the point where 0' = 0. For example, it is true that at 2230Z, the computed 

cold-pool minima potential temperature profiles in each simulation are within ~ lK of 

each other at each level. However, the environmental potential temperature profiles 

differ by as much as 7K, with Simulation B being warmer until, at approximately 2.2-2.4 

km (AGL), the profiles return to within lK of each other. 

The average cold-pool depth, time-averaged from 15-minute analyses between 

2100Z and 2300Z, is 646-m in Simu ation A, and 2388-m in Simulation B. The 

maximum near-surface cold-pool potential temperature deficit during this period is ~4K 

in Simulation A and ~9.5K in Simulation B. Referring back to Equation 6.2, we see that 

the steady state propagation speed, c, will be larger in Simulation B due to both the 

larger-negative buoyancy values and the greater cold-pool depth attained in that 
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simulation. Figure 6.21 shows the computed c values as a function of time for both 

simulations. 
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Figure 6.21 Propagation speed (c) (open circles) relative to the ambient, 200-m average 
zonal wind-speed (-U) (solid circles), as a function of time in Simulations A and B. 

In this plot, c is compared to the low-level, environmental zonal wind magnitude. 

The low-level environmental zonal wind is simply the vertical average over the lowest 

200-m, of the line-averaged environmental profile. Both simulations, as expected, show 

c increasing with time as the respective cold-pools strengthen. In Simulation A, c ranges 

from 3 mis at 21002 to 13 mis at 22152. In Simulation B, c ranges from 17 mis to 24.5 

mis. Comparison to the environmental upstream zonal velocity magnitude shows that 

Simulation B always produces a c that is greater than the impinging wind. Likewise, the 

cold-pool in Simulation B is always found to always propagate eastward. The same 

comparison in Simulation A shows that during the period 2100Z-2200Z, c is less than the 

zonal wind magnitude and it is during this time that Storm II, propagates westward. 

After 22002, c is larger than the zonal wind magnitude and after 22002, Storm II 
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propagates eastward, against the impinging easterly flow. This would suggest that the 

reversal of propagation direction in Storm II is due to the increasing cold-pool strength, 

and that the difference in propagation characteristics between Simulations A and B may 

be largely due to the differing cold-pool properties. It should be noted however, that the 

ground relative propagation speed predicted by the difference between the environmental 

low-level wind and the steady state propagation speed, c, is significantly over-predicted 

in Simulation B. The mean ground-relative propagation speed actually simulated is ~5-6 

mis, while Figure 6.21 predicts 8-17 mis. Hence, it is clear that the simple steady-state 

two-dimensional theory is an over-simplification for the current simulations. This is not 

surprising as these simulations are not characterized by steady state solutions, the flow is 

three-dimensional, the environment is sheared, and heat sources and sinks are abundant 

near the cold pool. However, the difference in storm propagation characteristics between 

simulations, does agree qualitatively, with the cold-pool propagation difference between 

simulations. Other factors, such as the vertical extent of the convective plume within the 

sheared flow and the distribution of latent heating within the updraft are likely to have an 

impact on storm movement (Moncrieff and Green, 1972) as well. The effects of shear, 

environmental hydrostatic stability and latent heating on storm steering level and cold-

pool propagation were examined by Liu and Moncrieff (1996) for two-dimensional flow, 

but this was not pursued in this thesis. 

6.3.4 Cold-pool source and storm structure 

As was apparent in the previous section, the storms in Simulations A and B produce cold-

pools, which, by definition, are negative perturbations in the dry potential temperature. A 

possible explanation was proposed in which the negative potential temperature 
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perturbation was partially due to evaporative cooling below cloud-base and this was 

partly justified by the coarse correspondence between the cold-pool depth and the LCL. 

Now we investigate the cold-pool source in Simulation A in more detail, but to do so, we 

must examine the storm structure. Figure 6.22 shows the vertical velocity on the z=23 l l 

m (MSL) = 800 m (AGL), Cartesian surface at 2200Z. 
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Figure 6.22 Vertical velocity (shaded) at z=231 lm 
(MSL) and horizontal velocity vectors at z=398lm 
(MSL) at 2200Z. Vertical velocit")' shaded at I-mis 
intervals. Horizontal velocity scale is 20-m/s. Dashed 
lines show transects used in Figure 6.23. 

The vertic'al velocity field shows the updraft and downdraft associated with Storm 

II in Simulation A. As a reminder, this time corresponds to the stage when Storm II is 

quasi-stationary 15.3-km to the southeast of Fort Collins. The maximum precipitation 

rate at this time, which occurs in the downdraft region (light shading), is 14 cm/hr. The 

cold-pool potential temperature perturbation at the surface is between -2.5 and -3.5 K. 

The horizontal velocity vectors in this figure are not defined on the same surface but are 
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those on the z=398 lm (MSL) = 2400m (AGL) surface. These will be discussed shortly. 

The vertical velocity field shows that the main updraft exists on the eastern side of the 

system with the downdraft located 5-6 km to the northwest. 

The dashed lines in this figure show the transect locations, along which storm 

cross-sections were taken. The cross-sections taken along the northern and southern 

transects will hereafter be referred t as the "downdraft-" and "updraft-" cross-sections 

respectively. Before proceeding to the cross-sections it is important to note that this 

storm is not completely sampled in either transect due to the storm tilt. Examination of 

the vertical extent of the vertical velocity field (not shown) shows that the updraft ceases 

to exist between model-levels 30 and 31 which corresponds to 14.7-15.5 km (MSL). 

Secondly, the latitude and longitude of the vertical velocity maximum at model-level 30 

occurs at (40.5174°N, 104.863°W), while the precipitation rate maximum occurs at 

(40.4785°N, 104.953°W). This corresponds to a displacement of 8.75 km to the 

northeast, of the storm top relative to the precipitation core. One will recall, from Section 

3.2.3 , that the Cheyenne NEXRAD radar detected the storm-top, to be located vertically 

between 13.5-15.5 km (MSL), and 8-10 km horizontally to the northeast of the 

precipitation core. Hence, the simulated storm tilt and height is consistent with 

observations oft~ Fort Collins storm itself. 

Figure 6.23 below shows the updraft- and downdraft cross-sections with 

streamlines and shaded vertical veloci'-y. The updraft cross-section only samples the 

portion of the updraft below approximately 7-km (MSL) as the updraft tilts north of the 

updraft transect above this altitude. 
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Figure 6.23 Storm I updraft (left) and downdraft (right) :ross-sections at 2200Z. Streamlines are solid 
lines with arrows and vertical velocity field is shaded at 2-m/s int rvals. 

The left panel shows an updraft with maximum vertical velocity between 12 and 

14 mis (27-31 mph). The base of the updraft ·s located at ~23 00 m (MSL) = 800 m 

(AGL) and at 104.88°W. This horizontal position corresponds to the eastern edge of the 

cold pool shown earlier in Figure 6.18. Inflow air at 2000 m (MSL) flows up and over 

the southeastern edge of the cold-pool and then enters the incompletely sampled 

downdraft at I 04.97°W. An overturning circula ion can be seen to the east of the main-

updraft at ~4200m. The right-panel of Figure 6.23 shows the downdraft cross-section. 

This figure samples the main downdraft and the u per-portion of the storm updraft, 

which tilts into the downdraft transect from the south around 7-km (MSL) altitude. The 

maximum vertical velocity is ~19 mis (43mph) at z=ll km (MSL). The downdraft, being 

more completely sampled in this transect reaches a maximum descent rate of ~-4 to -6 
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mis (9-13 mph) at approximately 2800-m (MSL) = 1300-m (AGL). Two updraft 

branches are evident on the eastern and western sided of the storm system with the 

downdraft splitting these branches below 4.2-km (MSL). Again, an overturning 

circulation is evident to the east of the system but is located at 5.5 km (MSL) in this 

cross-section. Storm II, at 2200Z, is therefore characterized by an updraft which tilts to 

the northwest below 5.5 km (MSL) and to the northeast above 5.5 km (MSL) with the 

primary downdraft located to the northwest of the primary updraft. The updraft cross-

section samples the low-level updraft and the southern portion of the cold-pool, while the 

downdraft cross-section samples the upper-level updraft and the primary downdraft. 
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Figure 6.24 Downdraft cross-sections showing rain and hail mixing ratios (left), shaded and contoured 
respectively at 0.5 g/kg intervals. Right panel shows the sum of graupel, snow, aggregates and pristine ice 
mixing ratios, shaded at 0.5 g/kg intervals. 

Figure 6.24 shows the microphysical variables for the downdraft cross-section. 

This figure shows that the rain mixing ratio maximum exceeds 5 .5 g/kg between 2200-m 
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and 3400-m (MSL). This rain shaft lies directly beneath a northeastward tilting hailshaft 

that extends to approximately 12-km (MSL) and which exhibits a comparable mixing 

ratio maximum, exceeding 5 g/kg. The in-cloud freezing level lies between 4900-m and 

5100-m (MSL). As one would expect, the hail and rain-mixing ratio gradients overlap 

below the freezing level. The similarity in the maximum hail and rain mixing ratios 

indicates that much of the rainfall is supplied from hail falling and melting below the 

freezing level. 
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Figure 6.25 Updraft cross-section at 2200Z in 
Simulation A. Rain mixing ratio shaded at 0.5 g/kg-
intervals; hail mixing ratio contoured a 0.5-g/kg 
intervals. 

Figure 6.25 shows the rain and hail mixing ratios in the updraft cross-section. 

The primary differences between the updraft microphysical configuration and that of the 

downdraft cross-section are the following. Firstly, the maximum rain-mixing ratio is 

centered at 4 km in the updraft cross-section, as opposed to 2.5 km in the down-draft 

cross-section. Secondly, rain-mixing ratios greater than 0.5 extend all the way up to 6.6 
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km, approximately 1.2 km above the in-cloud freezing level which is at ~5.4 km within 

the updraft cross-section. This would suggest that in the updraft cross-section, the rain 

species is being launched above the freezing level leading to supercooled raindrops 

followed by a transition to the hail category through freezing (See Walko et. al. , 1995 for 

an explanation of the category transitions). In the downdraft cross-section, the rain 

mixing ratio barely extends above the 5 km freezing level, and does so only within the 

two ascending branches that surround the downdraft. In that same cross-section the hail 

shaft extends down to 3-km, well below the freezing level. Hence a possible scenario 

which would explain the differences in microphysical species concentrations between the 

two cross-sections is one in which raindrops are carried above the freezing level within 

the low/mid-level updraft followed by freezing to form hail, with a subsequent descent 

within the downdraft and complete melting constituting the majority of the rain shaft. 

This is also consistent with the scenario proposed by (Petersen et. al. , 1999) (Section 7c) 

in which raindrops were lofted above the freezing level, underwent freezing and 

accretional growth followed by descent in the downdraft to the northwest of the updraft. 

Secondly, it should be noted that there is no accumulated hail precipitation at the surface 

from this simulated storm. This is also consistent with observations as no hail was 

observed in association with the Fort Collins storm (Petersen et. al., 1999) (Section 8). 

The right-panel in Figure 6.24 (downdraft) shows the summed mixing ratios of the 

intermediate and low-density species: graupel, snow, aggregates, and pristine ice. Being 

lower density frozen particles with typically smaller terminal velocities, these species are 

found almost exclusively above the freezing level in the upper portion of the primary 
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updraft and on the ascending, western edge of the overturning circulation to the east of 

the primary updraft. 

3J8 ~o 342 346 346 350 352 354 333 ~o 342 344 346 348 350 352 

Figure 6.26 Updraft and downdraft cross-sections for Storm II at 2230Z, with streamlines (solid). 0e 
shaded at 2K intervals. Vertical axis is height (m-MSL). 

Now that the storm structure has been clarified, we tum to the issue of the cold-

pool source air. Figure 6.26 shows the familiar streamline pattern for the updraft and 

downdraft cross-sections with a shaded Be field superimposed. Recall that Be is 

conserved following a parcel if evaporation and condensation from vapor to liquid is the 

only source of diabatic heating. Mixing processes and melting/freezing of condensate act 

to change Be. The vertical scale in this plot is not identical to previous plots and only 

extends to 11-km (MSL). The left panel (updraft cross-section) clearly shows the 

updraft, the low-level inflow and the head of the cold-pool, which is located at 104.92°W. 

The updraft is flanked on both sides by regions of minimum Be- This Be minimum, in the 
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pre-storm environment was located at approximately 5-km (MSL). Some of this lower Be 

air mixes with the updraft between 2000-m and 3500-m, thereby reducing the updraftBe. 

The maximum Be within the updraft between 4 and 7 km is likely due to the latent heat of 

freezing. The surface cold-pool in the updraft cross-section is partly due to southward 

advection from that in the downdraft cross-section. The downdraft cross-section shows a 

different Be configuration. As noted earlier, this cross-section only intersects the primary 

updraft above approximately 7-km. Again, the cold-pool is evident with its eastern 

boundary at 104.92°W. The fact that the cold-pool can be identified in this plot as a low-

Be region suggests that either the cold-pool source air is not entirely of surface origin, or 

that the melting of frozen precipitation within the downdraft significantly lowers the 

cold-pool Be. In fact, the relative continuity of the 340-342K Be region within the cold-

pool and extending to the Be minimum at 4-5 km (MSL) to the east of the storm indicates 

that the cold-pool source air originates above the boundary layer to the east of the storm 

system. Figure 6.22, which was used to show the transect geometry, also shows the 

horizontal wind at 3981-m (MSL) superimposed on the 2311-m vertical velocity. This 

figure shows that in fact, at ~4 km (MSL) predominantly easterly winds penetrate the 

downdraft region. Hence the storm structure, in addition to that already noted, consists 

also of an easterly stream of air which undercuts the northwest/east tilting updraft 

between 3 and 4-km (MSL) on its northern side, intercepts the hail and rain shafts and 

descends at near saturation within the downdraft, to form the cold-pool. This cold-pool 

then spreads southward toward the low-level updraft where it can be seen lifting the high-

Be easterly inflow in the left panel of Figure 6.26. It is also likely that the melting of hail 
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at the top of the downdraft and mixing processes near the cold-pool boundary and updraft 

play a role in modulating 0e as well. 

The same analysis was attempted for the storms between Fort Collins and Greeley 

in Simulation B between 2200 and 2300Z. However, due to the transient nature of the 

cells, their rapid movement, the limitations of cross-section views, etc. , it was nearly 

impossible to conclusively identify the cold-pool source air. It was noted that areas of 

cool 0e tended to form within the downdrafts where there was also a strong hail mixing 

ratio gradient, suggesting that the melting of hail may have played a significant role in 

changing0e (Knupp, 1987). Additionally the environmental 0e minimum would often 

flow rearward over an advancing cold pool followed by cell initiation in such a way that a 

pocket of low-0e air would be trapped to the west of the developing updraft and be 

absorbed into the developing downdraft. As in Simulation A, comparable hail and rain 

mixing ratios (5.0-7.5 g/kg) often lied directly above and below each other and yet no· 

precipitation at the ground occured in the form of hail east of the Front Range foothills. 

Referring back to Figure 6.19, it can be seen that the surface potential temperature 

at the cold-pool minima are nearly identical between simulations. The primary 

difference, in terms of thermodynamic properties, between the cold-pools is not the cold-

pool potential temperature, but rather the environmental potential temperature. There 

exist several hypotheses for explaining the similar cold-pool temperatures between 

simulations. The first would involve the assumption that the cold-pool is produced solely 

because of evaporative cooling by precipitation falling into the boundary layer. It was 

already noted earlier that the differences in pre-storm surface temperature, and hence, 
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potential temperature, between simulations was significantly greater than the difference 

in surface equivalent potential temperature due to the compensating effects of vapor vs. 

sensible surface heat flux. Under the preceding assumption concerning evaporative 

cooling, and assuming that the cold-pool is saturated, the cold-pool would reach the wet-

bulb temperature. The wet-bulb temperature at a given pressure is only a function of 

equivalent potential temperature. Hence, the environmental temperature difference 

between simulations would ovenvhelm the cold-pool potential temperature difference 

between simulations in determining the theoretical density-current propagation speed. A 

second theory would involve the assumption that in both simulations, the cold-pool forms 

primarily from downdraft air that originates above the boundary layer. Air above the 

boundary layer is affected minimally by the soil-moisture initialization difference, and 

assuming nearly moist-adiabatic descent within the downdraft, the resulting cold-pool 

temperatures would be nearly identical between simulations. Both hypotheses rely on the 

cold-pool being nearly saturated and in fact the cold-pools examined in both simulations 

are characterized by surface relative humidity of greater than 90%. We know from the 

Storm II, Simulation A analysis presented above, that in fact, much of the downdraft air 

does originate above the boundary layer between 3 and 4-km (MSL) and that the cold-

pool equivalent potential temperature is some 12K colder than the environmental 

boundary layer value. Therefore, the cold-pool for that storm is not produced only by 

evaporative cooling of boundary layer air. However, without understanding the exact 

source(s) of the cold-pool air in Simulation B, it is impossible to verify or reject the 

second hypothesis. Given the variety of mechanisms (melting precipitation, mixing from 

aloft, etc.) by which the surface 0e can change, we are simply left to accept the fact that 
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the cold-pool potential temperatures are nearly identical between simulations, and that in 

Simulation A, much of the cold-pool air originates above the boundary layer. At the 

same time, the difference in environmental low-level potential temperature, between 

simulations is clearly understood. It results from a greater partitioning of solar energy 

into sensible heat flux vs. vapor flux. We can therefore conclude that in these 

simulations, the increased theoretical propagation speed of the cold-pool in Simulation B 

is a result not due to differences in the cold-pool thermodynamic properties, but rather 

due to the environmental thermodynamic properties - a direct result of the soil-moisture 

initialization. However, the greater propagation speed and hence cold-pool spreading rate 

also leads to a significantly larger cold-pool in Simulation B. As indicated in a previous 

discussion (Section 6.3.2), the more expansive cold-pool leads to a greater frequency of 

cell initiation over a more expansive area. 

6.4 00002-05002 Evolution 

By 0000Z the intense, flood-producing precipitation over the domain accumulated 

precipitation maximum, in Simulation A, is largely c mpleted. No major changes in the 

behavior of Simulation B occur as the storms depicted in Figure 6.14 continue moving 

eastward or dissipate. The final , 0500Z accumulated precipitation distribution for both 

simulations is shown in Figure 6.27 below. Simulation B exhibits 8-9 cm (3.1-3 .5 in) 

maxima along a southwest to northeast oriented band tha- passes between Fort Collins 

and Greeley. The domain maximum in Simulation B ccurs along the southern boundary, 

approximately 43-km to the southwest of Denver and is 11-cm (4.3 in). 
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Figure 6.27 Total accumulated precLpitation for Simulations A and B at 0S00Z. Accumulated 
precipitation contoured at 10-mm intervals. Denver, Drake, Fort Collins, and Greeley are shown for 
reference. 

Simulation A generates a 26-cm (10.24 in.) maximum approximately 23-km to the 

southeast of Fort Collins. This represents a 5-cm (2.0 in.) increase above the 0000Z 

domain maximum value. Secondary maxima of 14 cm (5.5 in.) and 9 cm (3.5 in.) occur 

42 .3 km to the south-southeast of Fort Collins and 64 km to the southwest of Fort Collins, 

respectively. The 9-cm maximum occurs over the higher terrain where the elevation 

exceeds 3300-m (MSL). Recall that in the analysis of Storm II in Simulation A, that hail 

mixing ratios of greater than 0.5 g/kg extended down to approximately 3000-m (MSL). 

While hail never reached the surface in that storm, which occurred over a - 1500-m 

(MSL) ground sll!face, approximately 1.0-1.8 cm of hail does reach the ground at, and 

surrounding, the 9-cm maximum located over the higher terrain. 

The means by which an additional 5-cm of precipitation falls over the domain 

maximum in Simulation A is of interest. Figure 6.28 below, shows the Grid 4 

precipitation rate at 30-minute intervals for Simulation A. This figure is a time-

continuation of Figure 6.12. 
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Figure 6.28 Precipitation rate for Simulation A between 0030Z and 0500Z. Precipitation rate 
contoured at 10-mm/hr intervals. 
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The 2300Z panel in Figure 6.12 shows convection was entering the western 

boundary of Grid 4. This convection amplifies and organizes along the high terrain west 

of Denver and begins propagating eastward, off the terrain as an organized system at 

0000Z. At 0 1 00Z, this system begins to take on a distinct bow-shape as the northern tip 

approaches the remnants of Storm II. The eastward movement of Storm II halts and 

begins to propagate westward, yet again, and merges with the northern component of the 

system at 0200Z. It is during the 0IO0Z to 0230Z period that the additional 5-cm of 

precipitation falls over the domain maximum. The 0130Z simulated bow echo compares 

reasonably well with the 0200Z meso-analysis of Petersen et. al. (1999), shown in Figure 

6.29. 
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Figure 6.29 Mesoscale analysis from Petersen et. al. (1999) at 02002 with outline of Grid 4 
superimposed. Shaded areas indicate radar reflectivity :2 35 dBZ. Surface streamlines shown 
by solid arrows. Full wind barb indicates wind-speed of - 5m/s, half barb indicates -2.5 mis. 
Outflow boundary shown by broken line. 
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The pnmary difference between the simulation and the analysis is that no 

convection exists over Fort Collins during the passage of the bow-echo, but is instead 

located between Fort Collins and Greeley. Secondly, the vast majority of flood-

producing precipitation at the domain maximum has already fallen by this point in the 

simulation. The maximum precipitation rate within the bow echo is 21 cm/hr at O 1002, 

and varies between 15 and 18 cm/hr between 01002 and 02002. By 03002, the 

maximum precipitation rate in the decaying system is only 7 cm, 'hr. Between 0 1002 and 

02002, the bow-echo system propagates eastward at 7-8 mis, in good agreement with the 

propagation speed of 8 mis cited by Petersen et. al. (1999). Figure 6.30 shows the 02002 

2516-m (MSL) rain-mixing ratio and wind vectors. 

Figure 6.30 Rain mixing-ratio and wind vectors at 2519-m (MSL) at 0200Z in 
Simulation A. Rain mixing ratio shaded at 1-g/kg intervals. Wind vector scale 
is 20 mis. 

This corresponds to approximately 1-km AGL. This figure most closely 

resembles the situation depicted earlier in Figure 3.7 from Petersen et. al. (1999). Both 

show convection situated downstream from the bow-echo to the northwest. However, in 
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the simulation the bow-echo is only 48-km from the convection to its northwest while in 

Figure 3.7, the distance is ~85-km. Additionally, there is no evidence of an accelerated 

easterly jet as was documented in Petersen et. al. (1999). There is a modification to the 

environmental flow as can be seen in the westerly, or rear-inflow jet to the west of the 

simulated bow-echo system. Some evidence of a rear-inflow jet can also be seen in 

Figure 3.7 and its presence was confirmed in Petersen et. al. (1999). In short, the bow-

echo in these simulations seems to play a minor role in enhancing the precipitation over 

the domain maximum. However, while the timing of the bow-echo seems to be in 

reasonable agreement with observations, the flood-producing convection occurs 

approximately 3-4 hours earlier than observed. Therefore it is clearly impossible to relate 

the bow-echo in this simulation with that which occurred in reality in terms of its effect 

on either the true Fort Collins storm or that in the simulation. Simulation B has not been 

discussed in this context because it does not produce a bow-echo. 

6.5 Summary 

In this section, we examined the pre-storm and convective evolution of both simulations. 

It was found that by 18Z significant differences in the low-level thermodynamic and wind 

fields had already developed and were consistent with those already noted on the 

' 
synoptic scale in Chapter 5. The 0e evolution difference in these simulations results in a 

higher surface 0e immediately east of the Front Range foothills in Simulation A than in 

Simulation B after 1800Z. Higher sensible heat fluxes in Simulation B create a deeper, 

warmer, and dryer boundary layer than in Simulation A. A noticeable effect on the 

cloud-coverage was discovered with Simulation B possessing less cloud-coverage than 
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Simulation A. Despite the resulting higher available energy, Simulation B experiences a 

less-rapid Be increase due to boundary layer entrainment of low-Be air. However, the low-

level dry potential temperature, and hence absolute temperature difference was 

significantly larger than that of the equivalent potential temperature difference between 

simulations. 

The convective evolution of Simulation A and Simulation B were remarkably 

different. Simulation A exhibited explosive convective development between 2000Z and 

22002 over both the higher and lower elevations producing a quasi-stationary system at 

~2200Z that released 21 cm of precipitation over approximately 2.5-3 .0 hours. 

Simulation B, however, developed convection initially only over the higher terrain, 

possibly a result of the reduced CAPE and the proximity of the LCL to the downslope 

westerly airflow east of the mountains. The resultant outflow propagated eastward with 

time, initiating new cells on the windward edge of the cold-pool. No quasi-stationary 

systems developed in Simulation B. Precipitation rates were similar between simulations, 

while propagation characteristics were very different with Simulation B producing 

eastward and northward propagating cells on the periphery of an eastward propagating 

and continuously developing cold-pool. 

Given the very different propagation characteristics, as well as the disparate cold-

pool signatures at the surface, the cold-pool properties were examined quantitatively 

using a simple 2-dimensional, steady state, no-shear analytical equation for density 

current propagation. This revealed that Simulation B possessed a deeper cold-pool and a 

greater negative temperature perturbation relative to the environment at each level. 

However, it was found that the dominant effect on the difference in cold-pool strength 
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(defined by the vertically integrated buoyancy) was not due to the cold-pool itself, but 

rather the environmental potential temperature. The pre-conditioning of the environment 

was well understood and followed from the partitioning of solar energy into sensible heat 

and vapor flux. However, the reasons for the similarity in cold-pool thermodynamic 

properties were not precisely identified. 

Simulation A more accurately reproduces reality with more concentrated 

accumulated precipitation maxima, comparable to those observed, while Simulation B 

produces a more diffuse pattern - a result of the increased propagation speeds of the 

simulated storms in the latter simulation. Simulation A produces 26 cm (10.2 in.) 

approximately 22-km to the southeast of Fort Collins by 0500Z, which is within one inch 

of the observed Fort Collins storm total. Simulation A also reproduces, in reasonable 

accordance with observations, a bow-echo that was observed to form around 0000Z and 

propagated onto the plains between 0000Z and 0300Z. However, the timing of the 

primary, flood-producing storm is roughly 4 hours early. The reason for this timing 

discrepancy is not understood but is likely related to the rapid growth of CAPE and 

vanishing CIN east of the foothills around 2000Z with a relatively high soil-moisture 

condition. This may, in fact, be a result of initializing these simulations without cloud-

cover, cloud-cover which was present, as confirmed by satellite imagery and common 

knowledge, during the early- and late-morning hours of July 28. 



7 
Summary and Conclusions 

7.1 Summary of Experiment 

In this thesis, two simulations were performed wit RAMS 3b corresponding to the 

period of the July 28, 1997 Fort Collins flash flood. The two simulations performed 

differed only in initial soil moisture content. Simulation A utilized the 12Z July 28 soil 

moisture analysis from the operational ETA model while Simulation B used the API 

method for estimating antecedent soil moisture. The motive for performing these 

simulations was to assess to what extent the model evolution differed between 

simulations, especially with regard to the magnitude, location, timing, and even existence 

of extreme precipitation accumulation. Such sensitivity, if identified, provides useful 

information not only for model development and initialization evaluation, but also for 

future and current studies whose aim is to provide extreme precipitation estimates using a 

numerical model. 
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7.2 Conclusions 

Examination of the model evolution showed that Simulations A and B differed 

significantly in their evolution. The differences between simulations were found to be 

significant not only on the convective scale, but on the synoptic scale as well. The 

simulated l 800Z-0500Z synoptic-scale, accumulated precipitation maximum in 

Simulation B was located east of the Continental Divide, while in Simulation A, the 

large-scale accumulated precipitation maximum was produced west of the Continental 

Divide. This resulted from an enhanced upslope flow in Simulation B, especially east of 

the Continental Divide, which, in tum, was due to a higher low-level temperature field in 

that simulation. 

Simulation B produced Grid 4 precipitation maxima that were less than half of the 

maximum in Simulation A. One of the most significant results in these simulations is 

that the primary factor governing the accumulated precipitation difference is storm 

movement as opposed to storm intensity. The lack of quasi-stationary storms m 

Simulation B was attributed to the more vigorous cold-pools in that simulation. 

The relationship between cold-pool strength and soil moisture initialization was 

partially identified. The primary influence on the differing cold-pool strength was found 

to be due to the 'environmental potential temperature difference between simulations, 

rather than the cold-pool potential temperature difference between simulations. The 

increased cold-pool depth and perturbation temperature in Simulation B was primarily 

due to the increased temperature and depth of the environmental boundary layer in 

Simulation B. The environmental boundary layer evolution was examined in both 

simulations and the differences were directly associated with the differential partitioning 
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of available energy into sensible and latent heat fluxes due to the soil moisture 

initialization. Hence, the soil-moisture initialization affects the simulated cold-pool 

propagation speed, not by directly altering the cold-pool itself, but rather by modifying 

the environment into which it propagates. However, it was also noted that the location of 

the LCL and LFC near and within, respectively, the westerly mid-level flow may have 

also contributed to the increased tendency for westward propagation in Simulation B. 

The existence of extreme precipitation accum lation in Simulation A, which is 

within an inch of the observed accumulated precipitation for the 1200Z-0500Z period, 

makes Simulation A more plausible on the basis of precipitation alone. Secondly, the 

extreme precipitation event simulated occurs within 23 km spatially, 4-5 hours 

temporally, and within 1 inch of the precipitation total observed. Thirdly, the production 

of a quasi-stationary storm system in Simulation A, a characteristic of the Fort Collins 

storm during its most intense phase, gives more credence to the results of Simulation A. 

Additionally, the relationship identified in this thesis, between the low-level 

thermodynamic environment, cold-pool motion, and simulated storm motion, logically 

connects the errors in low-level thermodynamic prediction and accumulated precipitation 

in Simulation B. Finally, the remarkable correspondence between the bow-echo in 

Simulation A anq that observed and noted in Petersen et. al. (1999), and the lack of said 

feature in Simulation B also establishes Simulation A as the more realistic simulation of 

the two. 
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7.3 Suggestions for Future Research 

A reading of this thesis shows quite clearly that there remains a considerable amount of 

uncertainty in the numerical modeling and forecasting of localized convective storms. 

Hence, many of the suggestions for future research are based on some of the fundamental 

problems encountered with these simulations. As noted in Chapter 5, serious errors in the 

low-level thermodynamic fields occur over rather large areas in Simulation A due to an 

excessive evaporation fraction. For an operational version of this model, the forecast 

error would essentially necessitate the avoidance of initializing the model with soil 

moisture content greater than ~50% saturation, despite the fact that such values and larger 

are observed. In this situation, it is clear that the desired forecast is determining the 

initial soil moisture content more so than the other way around, which severely limits the 

potential utility of the soil model. Secondly, it has been well established in this thesis as 

well as in cited research, that the primary effect of soil moisture and its spatial variability 

on the overlying atmosphere occurs through the control on the partitioning of available 

energy into latent and sensible heat flux at the lower boundary. It seems quite futile to 

investigate this in detail without also examining the controls on available energy itself, 

such as cloud cover. As noted previously, these simulations, like most performed with 

this model, are initialized without condensate. Even with a perfect or true soil moisture 

field and a perfect soil and vegetation model, the error resulting from erroneous available 

energy fluxes makes the partitioning of such, moot. Hence, it would seem that research 

with the goal of improving the behavior and accuracy of simulated surface energy fluxes, 

needs to consider cloud and soil moisture initialization as a single problem, and/or 

surface parameterizations need to be tested offline with imposed observational data. 



-167-

A second problem encountered with the simulations in this thesis concerns the 

timing of precipitation. The timing of the flood producing precipitation in Simulation A 

is 3-4 hours earlier than observed. This is significant because in addition to the Fort 

Collins flood, two other major Type I flood events have occurred east of the Continental 

Divide: The Big Thompson flood of 1976 and the Rapid City flood of 1972. Both of 

these floods occurred at or after nightfall. While no reason for this pattern has been 

identified in the literature, its existence may signify an, as of yet, unidentified influence 

on extreme precipitation near complex terrain, such as the timing and spatial-scales of 

thermally induced slope-flows. Secondly, radar imagery from the Fort Collins event such 

as that shown in Figure 7 .1 shows a clear indication of orographic anchoring of storms 

along the Front Range between 21 00Z and 02002. 

Reflect;v;ty, 0015 UTC 29 Jul; 1997, Res =2km 
Cor, tau.-.• ldbZI, 10, 21!1. JJ . 48 , 5f!. 611 . 7i 

KM EA ST 

Figure 7.1 Radar reflectivity at 0015Z showing orographic 
anchoring of storms along Front Range foothills. Axis values denote 
distance north and south of CSU campus obserYatio station. 
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No pattern suggestive of orographic anchoring can be identified in the 

precipitation rate plots of Chapter 6. This is, again, troubling since both the Rapid City 

and Big Thompson events, which were meteorologically similar to the Fort Collins event, 

also demonstrated storm fixation by topography. Without proper timing or orographic 

anchoring, it is nearly impossible to use these simulations to determine the role 

topography plays in reality. The question of what would be required to obtain 

orographically anchored storms under meteorologically similar conditions, as has been 

consistently observed, has not been answered by this thesis. Research of this question 

would likely need to start as an idealized experiment with two components - initiation 

and maintenance. One of the problems with the simulations in this thesis is that there is 

no storm initiation at the base of the foothills. Hence, the problem in these simulations 

may be an initiation problem as opposed to maintenance. This would certainly be an 

excellent topic to pursue, as an understanding of this problem would have a wide range of 

applicability to operational forecasting and research investigating the dependence of 

extreme precipitation on elevation. 

It was shown that the cold-pool propagation speeds in the performed simulations 

were linked to both the storm motion and the environmental thermodynamic conditions. 

For a thundersto(IIl whose downdraft air originates below the middle-troposphere and 

above the boundary layer, as in Simulation A, the combination of a nearly moist-adiabatic 

lapse rate with nearly saturated conditions up to at least the mid-troposphere would be 

optimal. This is because air parcels entering the downdraft will descend the moist 

adiabat that closely matches the environmental profile, thereby bounding the temperature 

perturbation of the cold-pool and weakening the tendency of the storm to propagate away 
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from the topography. This is much like the claim made by Maddox et. al. (1977) in 

which high moisture content throughout the depth of the troposphere aids in minimizing 

cold-pool strength. However, the current claim being made here is that, in addition to 

saturation, a nearly moist-adiabatic temperature lapse rate is also helpful to reduce the 

temperature perturbation of the cold-pool. At the same time, we also know that a 

perfectly moist adiabatic lapse rate throughout the troposphere produces little or no 

CAPE. Since precipitation accumulation depends on both precipitation intensity and 

storm movement, a particular balance between CAPE and the environmental temperature 

profile may be necessary to obtain both intense precipitation and nearly stationary 

movement. For a given shear profile, 3-dimensional, horizontally homogenous 

simulations without topography, along with a series of di ering thermodynamic profiles, 

would serve as an excellent starting-point to investigate this question. The role of 

topography wouldn't be well understood without first investigating this question anyhow. 

This would also be a good set of experiments to augment with sensitivity simulations in 

which microphysical parameters, such as hydrometeor size or concentration, are varied. 

In conclusion, it is . apparent that, as a scientific community, we have a 

considerable amount of progress to make before we can reliably use numerical models to 

forecast local c~mvective events without requiring constant attention and ad-hoc 

modifications to the initialization procedure. For this reason, much of the attention in 

future work must focus on exactly this - the initialization procedure. Soil moisture 

continues to be an especially problematic field due to the lack of observations, and the 

wide range of surface parameterization behavior across models. Given the wide range of 

behaviors among surface models, it seems that the primary benefit to obtaining soil-
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moisture measurements would need to be realized in the improvement of surface 

modeling. In the mean time, much progress can be made by considering equally complex 

problems such as orographic anchoring and storm movement vs. precipitation intensity as 

a function of microphysical specifications and temperature and moisture profiles. These 

problems, though complex in nature, will only be understood through intelligent and 

simple experiment design. The resulting experiments should provide a framework for 

interpreting more complex experiments, such as those performed in this thesis. With a 

disciplined approach, we should have both the computational and intellectual tools 

necessary to provide useful results for both operational and research applications in the 

field of extreme precipitation. 
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