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ABSTRACT

VORTEX RECTIFICATION AND PHASE SLIPS IN SUPERCONDUCTING

GRANULAR ALUMINUM

Superconductivity is a unique and interesting phenomenon that manifests as a new phase

of matter in a wide variety of materials. The most well-known property of superconductors is

that they exhibit perfect conductivity when cooled below a critical temperature Tc. In addition

to their perfect conductivity, superconductors exhibit the equally fundamental Meissner effect

that expels magnetic fields from the interior of the material. While applications of a material

that exhibits perfect conductivity, such as generating large magnetic fields via electromagnets

or transmitting a large current with zero dissipation, are highly desired, the subtle details of

flux penetration into mesoscopic samples may also be exploited to realize useful devices, or

as a testbed to understand one-dimensional superconductivity. In this work, the nature of su-

perconductivity in granular aluminum was explored in two mesoscopic sample classes: first,

by studying Abrikosov vortices in films, and then by studying dissipation from phase slips in

one-dimensional nanowires.

The penetration of an applied field is possible in film sample geometries, even though the

Meissner effect generally expels flux. This penetration occurs in type-II superconductors via

quantized flux bundles through normal regions or domains of the superconductor called vor-

tices. The behavior and dynamics of these vortices are of significant interest as they can be

exploited to realize fluxonic devices that perform circuit operations analogous to the opera-

tions performed with electrons in electronics. One method to influence the motion of vortices

within a superconductor in order to realize a fluxonic device is to introduce a periodic potential

landscape that causes an easy and a hard direction for vortex motion. In other words, the vor-

tex motion is rectified. By realizing a so-called vortex ratchet with such a potential landscape,
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vortices may easily be introduced or removed from the superconductor by driving them in the

easy or hard directions respectively.

We begin by studying the rectification properties of both symmetrically and asymmetri-

cally thickness-modulated superconducting films. These thickness modulations were fabri-

cated with an elegant method of angle-sputter deposition of granular aluminum onto a glass

substrate that has a sinusoidal modulation in its thickness. We then explored the rectification

of these symmetric and asymmetric films by studying the motion of vortices using cryogenic

transport measurements. In these measurements, vortices are driven in both directions across

a modulated sample and the resulting voltages are measured. Differences in the voltages corre-

sponding to motion in opposite directions imply that the vortices move more readily in one di-

rection, that is, that there is an overall rectification in their motion. While these measurements

performed with the symmetric washboard film seemed to exhibit reversibility in the transport

properties, the asymmetric washboard exhibited a mild asymmetry that was much smaller than

expected. This result indicates that the potential landscape is influenced by another source in

addition to the asymmetric thickness modulation.

To better understand these effects, we tested the influence of the sample edges on the nu-

cleation of vortices with two multi-segment films. These multi-segment films were fabricated

in either an 8- or 14-probe geometry where each segment shares a vertical reference edge, while

the opposing edges between pairs of voltage leads contain tapers of varying lengths which were

fabricated lithographically. Clear rectification effects are observed with cryogenic transport

measurements of these samples, with enhanced rectification for longer taper lengths showing

the importance of the sample edge geometry on vortex motion.

Following these studies in superconducting films, we explored the nature of dissipation

in one-dimensional superconducting nanowires. Recent advancements in laboratory fabrica-

tion techniques have reduced the accessible size scale of superconducting samples into the

nanometer regime. As a result, superconductors can be fabricated that exhibit one-dimensional

superconductivity, in which the complex superconducting order parameter ψ is restricted
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to fluctuations along the length of the nanowire because its cross-sectional dimensions are

smaller than ξ. Experiments performed with these nanowires exhibit a non-zero resistance

even when the samples were cooled below Tc. This dissipation is understood as due to ther-

mal fluctuations that cause |ψ| to vanish in a small segment of the wire of length ∼ ξ, allowing

the superconducting phase to “slip” by ±2π, resulting in a voltage pulse. However, several ex-

perimental studies have observed excess nanowire resistance at low temperatures that cannot

be described with this thermal fluctuation model alone. Some researchers have proposed that

macroscopic quantum tunneling events lead to the excess resistance, while other studies claim

that nanowire inhomogeneities influence the thermally activated phase slip rate.

In order to provide insight into the origin of the excess nanowire resistance, we performed

cryogenic scanning experiments to map the local phase-slip rate along a superconducting

nanowire. This was achieved by scanning either a dielectric or a magnetic tip with a home-

built cryogenic atomic force microscope (cryo-AFM) to locally perturb superconductivity along

a granular aluminum nanowire, while simultaneously measuring the nanowire resistance. This

required the construction and characterization of the cryo-AFM along with a method of locat-

ing nanowire samples at cryogenic temperatures. We then fabricated one-dimensional granu-

lar aluminum nanowires with electron beam lithographic (EBL) techniques. We scanned these

nanowires with the cryo-AFM and found that a dielectric tip does not locally perturb supercon-

ductivity enough to cause a measurable change in the wire resistance. However, repeating this

experiment with either a magnetic tip or another material may plausibly elucidate the origins

of the low-temperature nanowire dissipation.
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5.14 (a) A map of the scan locations at room and cryogenic temperatures performed to
locate a superconducting nanowire. The centers of each scan (labelled by scan num-
ber) are denoted by the white circles. The red line connecting these dots shows the
path that the scan head traced when finding the nanowire. (b) The initial profilome-
try data at room temperature obtained with a scan range of roughly ∼ 30µm×30µm
is highlighted by the orange box in (a). (c) The first cryogenic profilometry scan after
cooling the cryostat to 3 K without moving the x or y Attocubes. The cold scan range
of ∼ 14µm×14µm is highlighted by the blue box in (a). . . . . . . . . . . . . . . . . . . 168

6.1 A schematic representation of a typical field emission SEM. This representation was
modeled after the JEOL 6500F SEM that was used in this work. Select trajectories
within the electron beam in the region of the SEM electron optics are denoted by the
blue and orange paths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

6.2 SEM images of the gold standard (a) before and (b) after the instrument was aligned.
Note that both gold nanoparticle sizes of 100 nm and 10 nm are resolved in (b) with
the smaller 10 nm particles in the background. . . . . . . . . . . . . . . . . . . . . . . . 178

6.3 An SEM image of a nanowire near a contact pad in a bilayer of 950K/495K PMMA
resist that was nominally exposed to be 100 nm in width with a dose of 600µCcm−2.
This image was obtained at a magnification of 45000× and at an accelerating voltage
of 15 kV. The PMMA was developed in a room temperature mixture of 3 : 1 IPA : MIBK
(developer A) and then coated with 30 nm of granular aluminum to promote imaging
with the SEM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

6.4 SEM images of nominally 30 nm wide nanowires in a pinwheel geometry that were
exposed in a monolayer of 950K PMMA and were developed in (a) room tempera-
ture and (b) 5 ◦C 3 : 1 IPA : H2O (developer B). The features in (a) were exposed with a
dose of 707µCcm−2 and the features in (b) were exposed with a dose of 969µCcm−2.
These images were obtained with an accelerating voltage of 15 kV and a magnifica-
tion of 45000×. Both substrates were coated with 10 nm of granular Al to promote
imaging with the SEM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

6.5 Left: An SEM image obtained with an accelerating voltage of 15 kV and a magnifica-
tion of 45000× of nominally 30 nm wide nanowire trenches exposed in a layer of 950K
PMMA. The PMMA was developed in a room temperature mixture of 3 : 1 IPA : H2O
(developer B) and then coated with a 10 nm Al layer to facilitate imaging (previously
shown in Figure 6.4a). Right: An SEM image at the same accelerating voltage and
magnification of a granular aluminum nanowire pinwheel that was sputtered to a
thickness of 80 nm and lifted-off of a substrate that was processed identically to the
one shown in the left image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

6.6 SEM images of 950K PMMA nanowires written at 30 nm, 50 nm, 70 nm, 100 nm,
150 nm, and 200 nm in width. These PMMA nanowires were written on a silicon
substrate with a 70 nm layer of granular aluminum with a dose of 45000µCcm−2. . . 189

xix



6.7 SEM images of granular aluminum nanowires created from wet-etching 495K PMMA
nanowires with Trasene moly etchant. The PMMA nanowires were written at widths
of 70 nm, 100 nm, 150 nm, and 200 nm with a dose of 80000µCcm−2. As a reuslt of
the isotropic nature of wet-etching, nanowires from PMMA wires of width < 100nm
were not reliably continuous. Granular aluminum nanowires that were masked by
PMMA wires that were wider than 100 nm, however, were trapezoidal in cross section.191

6.8 SEM images of granular aluminum nanowires that were created by milling 950K
PMMA nanowires with the sputter system. The PMMA nanowires were written at
widths of 70 nm, 100 nm, 150 nm, and 200 nm with a dose of 56667µCcm−2. . . . . . 192

6.9 An optical image of a granular aluminum nanowire (NAl062619e) that was fabri-
cated on top of pre-patterned gold contacts on a substrate with two orthogonal, one-
dimensional de Bruijn maps (see Chapter 5). This nanowire was created using 950K
PMMA as a wet-etch mask with Transene moly etchant and was grown to a thickness
of 70 nm, written to be 150 nm wide, and is trapezoidal in cross-section (shown with
the inset SEM image of a similar nanowire) as a result of the wet-etch. The alignment
marks that were used to align the nanowire and granular aluminum contact patterns
at the SEM are noted within the de Bruijn mapping. . . . . . . . . . . . . . . . . . . . . 194

6.10 A schematic of the process used to fabricate granular aluminum nanowires via ion
milling with sputter system. For clarity, the upper figures show the height profiles
taken along the dashed lines. (a) A bi-thickness layer of granular aluminum (gray) is
deposited on a silicon substrate (blue). (b) Optical lithography is performed to ex-
pose the four-probe contact pattern in a layer of S1813 resist (orange) to protect the
underlying granular aluminum. (c) The sample is partially wet-etched in Transene
moly etchant until the granular aluminum on the de Bruijn side is ∼ 70nm thick and
then the photoresist is removed. (d) 950K PMMA is spun, baked, exposed, and de-
veloped as a negative-tone resist to form a cross-linked PMMA nanowire (black). (e)
The sample is ion milled in the sputter system to transfer the nanowire pattern into
the thinned granular aluminum layer. The side profile shows the granular aluminum
height along the vertical dashed line. This process results in a ∼ 70nm thick granular
aluminum nanowire that is continuous with granular aluminum contacts, which are
as thick as ∼ 400nm to ensure that robust electrical connections are achieved. . . . . 196

6.11 An optical image of a granular aluminum nanowire (NAl010220b) with continuous
granular aluminum contacts that was fabricated using the process depicted in Fig-
ure 6.10. This particular wire is 40 nm thick and was written to be 150 nm wide
(shown with the inset SEM image of a similar nanowire). The remnants of the align-
ment marks that were used to align the various optical and SEM lithographic pat-
terns are noted within the de Bruijn mapping, but were nearly etched away as they
were formed in the granular aluminum layer. . . . . . . . . . . . . . . . . . . . . . . . . 197

6.12 Critical transitions of the two granular aluminum nanowires that were fabricated
using PMMA as either a dry- (orange) or as a wet- (blue) etch mask. The critical
transitions are plotted on a resistance log scale against ∆T = T −Tc and the critical
temperatures of each nanowire were determined to be Tc = 1.831K and Tc = 1.972K
for the dry- and wet-etched nanowires respectively. . . . . . . . . . . . . . . . . . . . . 200

xx



6.13 (a) Cryogenic AFM profilometry and (b) the resistance recorded at each location of
the cryo-AFM tip during a contactless scan of the wet-etched granular aluminum
nanowire (NAl062619e) at T = 0.95Tc = 1.87K. . . . . . . . . . . . . . . . . . . . . . . . 202

6.14 (a) A map of the scan locations at room and cryogenic temperatures to locate the
superconducting nanowire with a magnetically coated AFM tip. Scans 01−03 were
performed at room temperature and Scan 04 was performed at 1.6 K. (b) The pro-
filometry data obtained (Scan 03) to locate the AFM probe at room temperature be-
fore the cool down. (c) The profilometry obtained (Scan 04) after cooling down and
shows that there was a significant amount of thermal contraction that moved the tip
such that the tip was not centered over the nanowire. . . . . . . . . . . . . . . . . . . . 204

xxi



Chapter 1

Introduction to Superconducting Films

Superconductivity has been a highly active area of theoretical and experimental research

since its discovery in 1911 by Heike Kamerlingh Onnes after his laboratory successfully liqui-

fied helium.1 The allure of a material that could be described as a perfect conductor sig-

nificantly motived scientists to extensively explore the newly discovered phenomenon. Re-

searchers rapidly discovered superconductivity in a wide range of materials while also devel-

oping theoretical treatments such as the London theory, the Ginzburg-Landau (GL) theory, and

the Bardeen–Cooper–Schrieffer (BCS) theory.

It became apparent that the phenomenon of superconductivity is much deeper and more

significant than simply a perfect conductor. Indeed, the earliest observations of superconduc-

tors revealed that these materials have zero electrical resistance.1 Figure 1.1a shows the tran-

sition of a granular aluminum film into the superconducting phase as the temperature of the

sample is cooled below the critical temperature, Tc. Below this critical temperature, the sample

becomes a perfect conductor with zero electrical resistance and thus seemingly behaves as an

ohmic conductor with infinite conductivity. However, this model implies an infinite multiplic-

ity of states that correspond to a single set of external conditions.2 To see this, we note that a

simple perfect conductor that is cooled below Tc in the presence of an applied magnetic field

would form supercurrents on the surface of the material that would trap the applied field within

the superconductor. If, however, the sample were to be cooled below Tc in zero field and then

an applied field was introduced, then the perfect conductor theory states that supercurrents

would form to preserve the zero field within the material. These scenarios would result in two

distinct superconducting states that belong to identical external conditions which, according

to London,2 “offended the tastes of physicists.”

In 1935, Meissner discovered another trait of superconductivity that resolved the paradox

implied by the perfect conductor model. Meissner observed that superconductors expel an
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applied magnetic field as the material is cooled below Tc.3 This Meissner effect, depicted in

Figure 1.1b, states that supercurrents form on the surface of a superconductor that prevent an

applied field from existing within the interior of the superconductor. The addition of the Meiss-

ner effect to the superconducting model implies only a single state with B = 0 inside the super-

conductor belonging to a set of external conditions. Therefore, the Meissner effect is another

fundamental property that is required for a complete representation of superconductivity.
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Figure 1.1: Properties of superconductivity: (a) Perfect conductivity of a granular aluminum film as the
sample resistance is reduced to zero below the transition temperature. (b) The Meissner effect portrayed
by the expulsion of an applied magnetic field.

An applied magnetic field may penetrate superconductors despite the existence of the

Meissner screening currents, and the behavior and mechanisms of this penetration can be cat-

egorized into two distinct classes of superconductivity termed type-I and type-II. The inherent

difference between type-I and type-II superconductivity is caused by a subtle interplay between

the two material-dependent superconducting characteristic lengths. The first characteristic pa-

rameter is the coherence length, ξ, which is defined as the length scale over which changes in

the density of superconducting charge carriers can occur. The second parameter is the pen-

etration depth, λ, and is the length scale over which the magnetic field is screened from the

surface of the superconductor, and over which the currents in a superconductor fall off. The ra-

tio of the penetration depth to the coherence length is the Ginzburg-Landau parameter κ=λ/ξ
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and is used to delineate type-I and -II superconductivity. Type-I superconductors are materials

with 0 < κ< 1/
p

2 and have positive surface energies associated with the interface between the

normal and superconducting regions, or domains, that may exist within the material.4 Alterna-

tively, type-II superconductors are materials with κ> 1/
p

2 and have negative surface energies

associated with the normal and superconducting domain boundaries.4

Flux penetrates type-I and -II superconductors via normal domain regions that possess dif-

fering characteristics between the two classes of superconductivity. Both types of superconduc-

tors exhibit the full Meissner effect for sufficiently small applied fields. As the field is increased,

however, magnetic flux penetrates these superconductors via these normal domain regions and

the differences between type-I and -II superconductivity becomes apparent. The positive sur-

face energy associated with domain boundaries in type-I superconductors will cause a macro-

scopic subdivision of these domains resulting in the intermediate state.4 In contrast, the neg-

ative surface energy of the domain interfaces belonging to type-II superconductors will cause

the mixed state because, to maximize domain surface areas, the normal domains will micro-

scopically subdivide until each normal region is penetrated by a single quantum of magnetic

flux.4, 5 These microscopic, normal domains that are penetrated by quantized flux filaments are

called vortices and begin to enter a superconductor when the applied field Ha reaches the first

critical field Hc1.5 The superconductor will then remain in the mixed state until the applied field

reaches the second critical field Hc2 where superconductivity is completely suppressed. These

vortices that are present in the mixed state in type-II superconductors display a wide range of

interesting physics and are the focus of the first half of this work.

The aim of the first three chapters of this dissertation is to motivate and understand the

properties and dynamics of flux vortices in low-pinning type-II superconducting films. Chap-

ter 1 will introduce several key concepts that are routinely employed to understand supercon-

ductivity in type-II films. Chapter 2 will present research performed to understand the effects

of a thickness modulation on the superconducting properties of the film. Chapter 3 will then

explore the effects of the edges on vortex nucleation in thin-film superconductors.
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1.1 Vortices in Type-II Superconductors

As was previously discussed, magnetic flux penetrates a type-II superconductor for ap-

plied fields between Hc1 < Ha < Hc2 in the form of microscopic flux filaments called Abrikosov

vortices, named for Alexei Abrikosov for his discovery of this phenomenon.5 Each vortex,

schematically shown in Figure 1.2, carries a magnetic flux quantum of magnitude Φ0 = hc/2e =
2.07×10−7 G·cm2 through a normal core;4 the flux is sustained by circulating supercurrents that

exist in the superconducting region of the material. We are interested in studying these vortices

since a lattice composed of multiple vortices can be influenced in various manners such as by

creating artificial pinning sites or by driving these objects into a dynamic phase with an applied

current. Additionally, the details surrounding the nucleation of vortices into a type-II supercon-

ductor are of considerable interest since the onset of vortex nucleation can influence the vortex

lattice and transport properties. Understanding vortex nucleation and the various interactions

of these vortices within the superconductor is desired since the details of type-II superconduc-

tivity inherently depends on vortex properties and dynamics.

!!

Normal Core

Vortex
Supercurrent

Figure 1.2: A cartoon of a type-II superconductor (grey) in the mixed state. The vortical supercurrents
(green) sustain flux (blue) penetrating the normal core of the vortex (orange).
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1.1.1 The Structure of a Vortex

The normal vortex core is a thin microscopic region of suppressed superconductivity with

a structure that is dependent on the superconducting properties of the material. According to

the Ginzburg-Landau theory, the superconducting electrons in a superconductor belong to a

macroscopic many-body state that is characterized by a pseudo-wavefunction ψ, also called

the superconducting order parameter. |ψ|2 is proportional to the local density of superconduct-

ing charge carriers. Therefore, ψ must spatially change in magnitude from |ψ| = 1 to |ψ| = 0 (in

a normalized representation) from the bulk superconducting material to the normal core of the

vortex. By definition, this change in ψ occurs over a length scale that is similar to the coher-

ence length, so the diameter of the vortex can be approximated as ∼ 2ξ. Tinkham shows that

the magnitude of the order parameter varies as |ψ| ∼ tanh(r /ξ) for a vortex in a large κ, bulk

superconductor4 and is shown in Figure 1.3. Superconductivity is only totally suppressed at the

exact center of the vortex where the order parameter magnitude completely vanishes. However,

superconductivity is locally suppressed over a region of ∼ 2ξ as evidenced by the non-unity of

ψ in this region.
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Figure 1.3: Calculations of the magnetic field (red) and of the normalized order parameter (blue) for a
typical vortex. These calculations were performed at T = 0.9Tc, ξ = 150nm, and λ = 600nm which are
typical superconducting properties for granular aluminum studied in this work.
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The magnetic field and current from a vortex additionally depends on the superconducting

characteristic properties of the material. Clem calculated the dependence of the magnetic flux

density bz and the form of the current jφ from a vortex in a bulk superconductor as6

bz = Φ0

2πλξ

K0
(R
λ

)
K1

(
ξ
λ

) (1.1)

jφ = cΦ0

8π2λ2ξ

r

R

K1
(R
λ

)
K1

(
ξ
λ

) (1.2)

where K0 and K1 are modified Bessel functions, the parameter R is defined as R =
√

r 2 +ξ2, and

r is the radial location from the center of the vortex. A qualitative analysis of K0 and K1 that

describe the magnetic field and current in Equations 1.1 and 1.2 reveals that the vortex field

and current scale as ∼ e−r /λ at large r and as ∼ ln(λ/r ) near the vortex core (ξ¿ r ¿λ) with the

logarithmic divergence cut off below r ∼ ξ.4, 6 The vortex field described by Equation 1.1 is also

shown in Figure 1.3.
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Figure 1.4: Lines of magnetic field (colored for clarity) resulting from a vortex in a superconductor (grey)
calculated from the formulation presented by Carneiro and Brandt.7 Each panel depicts calculations of
a vortex in a superconductor with λ= 0.6µm in various thickness regimes: (a) d Àλ (d = 4µm), (b) d ∼λ

(d = 0.4µm), and (c) d ¿λ (d = 0.04µm).
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The thickness of the superconductor also influences the spatial dependence of vortices

which may exist in the Abrikosov, intermediate, or Pearl regimes. The magnetic field of these

vortices from the Abrikosov to Pearl limits can be calculated by the method presented by

Carneiro and Brandt where field profiles are plotted as contour lines of r A, where A is the

magnetic vector potential.7 Figure 1.4a depicts the field profile for a well-localized vortex in

the Abrikosov regime in the limit that the material thickness d is much larger than λ (d À λ).

As was previously discussed, the fields and currents of a standard Abrikosov vortex fall off as

∼ e−r /λ (see Equations 1.1 and 1.2) in bulk superconductors.4, 5 As d becomes comparable with

λ (d ∼ λ), the fields and currents of the vortex begin to spread out and the vortex is considered

to be in the intermediate regime and is shown in Figure 1.4b. Pearl showed that in the thin-film

limit of d ¿ λ, the vortex fields and currents are even further dispersed.8 Pearl defined a thin-

film penetration length Λ = 2λ2/d and showed that the two-dimensional vortex sheet current

Ks in films at a distance r from the center of the vortex is8

Ks ≈ Φ̂Φ0

π

d

2λ2r
for r ¿Λ

Ks ≈ Φ̂Φ0

π

1

r 2
for r ÀΛ.

(1.3)

Figure 1.4c depicts a vortex in the Pearl regime and shows the dispersed field where the vortex

field and current fall off as ∼ 1/r 2. Equation 1.3 combined with the representation of the vortex

fields of Figure 1.4 dictate that Pearl vortices within a thin superconductor are inherently larger

in diameter than the Abrikosov vortex and so the thickness of superconducting samples plays a

significant role in determining vortex properties.

1.1.2 Vortex Interactions

Many of the interesting phenomenon in vortex physics are due to interactions between vor-

tices and their environment. There are three main methods by which vortices within a type-II

superconductor interact. Figure 1.5 illustrates the vortex-vortex interaction that results in the

formation of a vortex lattice, the vortex-current interaction that results in a transverse vortex
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motion in response to an applied current, and the recently tunable vortex-potential interaction

which allows vortices to interact with an artificially imposed potential landscape. Each of these

interactions are discussed in further detail in this section.

!"!""
#

!"#$%&'( )*##%+$!"#$%&'( !"#$%& ,%#-".-/',"$%+$-01

Figure 1.5: A cartoon depicting the three main vortex interactions in a type-II superconducting film
(grey). Vortices (blue) interaction with one another (orange), with an applied current (red), or with a
potential landscape that is imposed by a modulated sample thickness.

Vortex-Current and Vortex-Vortex Interactions

It can be shown that vortices can interact with supercurrents via a Lorentz-type force. The

force per unit length on a vortex is given by

f = Js ×Φ0

c
(1.4)

where Φ0 is a vector that represents the magnetic field in a single vortex with a magnitude of a

single flux quantum and Js is the total supercurrent density at the core of the vortex and is due

to the currents from other vortices along with any additional applied currents.4 Equation 1.4

can be used to describe the vortex-vortex repulsive interaction depicted in Figure 1.5 as this

interaction is a result of the current from one vortex interacting with the flux of another vortex.

Since this interaction is repulsive, the vortices will arrange themselves into a triangular lattice

(given a sufficient applied field) in the absence of defects that would trap or pin the vortices at

the defect site.
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The Lorentz-type force of Equation 1.4 also indicates that vortices within a superconductor

can be pushed by an applied transport current. If a transport current is applied to the sample

as shown in Figure 1.5, then Equation 1.4 indicates that this current will cause vortex motion

transverse to the applied current in the superconductor. This vortex-current interaction is com-

monly employed to experimentally study vortex dynamics.

Vortex-Potential Interactions

Recent developments in lithographic fabrication techniques have introduced the possibil-

ity of fabricating and tuning artificial potential landscapes in superconducting samples, which

provides another method of probing vortex dynamics. These pinning potentials can be realized

in numerous ways such as an array of holes,9–14 magnetic arrays,15–19 or by a thickness modula-

tion in the sample20–22 as depicted in the third interaction in Figure 1.5. Dröse et al.,20 Morrison

et al.,21 and Yu et al.22 have shown that vortices can be confined to a narrow channel simply by

thinning the sample material in the channel. In general, thinner sample regions correspond to

local minima in the potential landscape because the free energy of a vortex is proportional to

its line length. The free energy of a vortex (per unit length) fv is due to the normal material free

energy in the core (per unit length) fn, the magnetic field energy of the vortex, and the kinetic

energy of charge carriers in the vortex current. Therefore, fv is given by

fv = fn + 1

8π

∫ (
h2 +λ2|∇×h|2)dS (1.5)

where h represents the microscopic field density and the integral that describes the energy con-

tributions from the vortex field and current (per unit length) is evaluated over a surface S.4

Equation 1.5 indicates that a longer vortex will result in a larger vortex energy since the longer

vortex will suppress more superconducting material via the vortex core and will be accompa-

nied by higher contributions from the field and current. As a result, vortices will tend to thinner

sample regions to minimize the vortex line length.
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1.1.3 Vortex Dynamics in Surface Potentials

The effects of various periodic surface potentials on the transport properties of type-II su-

perconductors has been of significant experimental and theoretical interest, arising from the

prospective use of surface-modified samples as fluxonic devices23–30 such as a relativistic-flux-

quantum-based diode,23 logic elements,26, 28 or even as a nondestructive readout random ac-

cess memory (RAM) cell.29 One of the tools available to researchers to create these fluxonic

devices is to intentionally induce an asymmetry in the potential landscape to create a “vortex

ratchet” that possesses an easy and hard direction to flux-flow. These vortex ratchets can also

be employed to clean a film of vortices,27 or as a landscape to study and image vortex dynam-

ics.9, 31–35

found for B /B!=4 occurs at B /B!=12, as illustrated in Figs.
21!c" and 21!d". The columns of interstitial vortices shift in
such a way that two one-dimensional rows of interstitial vor-
tices form, while two interstitial vortices remain trapped be-
tween adjacent pairs of pinning sites. The final vortex con-
figuration for the x-direction driving, in Fig. 21!d", is a
rotated version of the configuration for the y-direction driv-
ing seen in Fig. 21!b". The same hysteretic voltage-current
response should occur for driving in the hard direction at
B /B!=12 as at B /B!=4. In Fig. 18!c" the velocity-force
curves at B /B!=12 show an anisotropy Fc

y /Fc
x#0.4. The

more pronounced anisotropy at B /B!=12 compared to
B /B!=4 is due to the fact that the overall structure at
B /B!=12 is smectic and the dislocations are aligned in the y
direction, further decreasing the depinning force along this
direction.

We expect that the depinning anisotropy in the square
pinning arrays will be more difficult to observe experimen-
tally than the anisotropy in the triangular pinning arrays due
to the existence of twofold-degenerate ground states for the
square system. If other forms of quenched disorder, such as
intrinsic pinning, are present and the system is large, do-
mains of the two different orientations could form which
would render the depinning thresholds isotropic. On the
other hand, we found that an applied drive can readily align
the vortex lattice structures in the driving direction at B /B!
=4 and 12. Therefore, it may be possible to prepare the sys-
tem in an aligned state using an external drive and then mea-
sure the anisotropy of the depinning forces starting from this
aligned state. This procedure should permit the anisotropy in
the square pinning lattice system to be observed experimen-
tally.

V. ANISOTROPY IN HONEYCOMB AND KAGOMÉ
PINNING ARRAYS

We next examine anisotropy in honeycomb and kagomé
pinning arrays. Since the honeycomb and kagomé arrays can
be constructed by removing selected pinning sites from a
triangular array, it might be expected that the anisotropy
would follow the same trend found for the triangular pinning
arrays. In particular, one could expect that the depinning
threshold would always be higher in the y direction. Instead,
we find that the honeycomb and kagomé pinning arrange-
ments show an anisotropy that undergoes reversals as a func-
tion of the applied magnetic field. In Fig. 22!a" we plot Fc

x

and Fc
y as a function of B /B!

H for a honeycomb pinning sys-
tem with Fp=0.85, Rp=0.35", and np=0.194 /"2. Here, B!

H is
the matching field for a honeycomb lattice constructed from
a triangular lattice with matching field B!, and we have B!

H

=2 /3B! as described in Ref. 26. Figure 22!b" shows Fc
y /Fc

x

versus B!
H for the honeycomb pinning array. For 1#B /B!

H

#3, Fc
y /Fc

x#1 and the depinning threshold is higher for the
x-direction driving. This anisotropy is reversed from that
seen in the triangular pinning arrays. The reversal can be
understood by examining the vortex positions at B!

H=1.5 in
Fig. 23!a". Each interstitial vortex is located at the position
where the pinning site was removed from the triangular lat-
tice in order to create the honeycomb lattice. There is a pin-
free channel of motion which the interstitial vortices can fol-
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FIG. 22. !Color online" !a" Fc
x !open squares" and Fc

y !filled
circles" for a honeycomb pinning lattice as a function of B /B!

H, the
honeycomb matching field, in a sample with Fp=0.85, Rp=0.35",
and np=0.194 /"2. !b" The corresponding Fc

y /Fc
x vs B /B!

H shows that
the anisotropy exhibits several reversals as a function of field. !c" Fc

x

!open squares" and Fc
y !filled circles" for a kagomé pinning lattice as

a function of B /B!
K, the kagomé matching field. !d" The correspond-

ing Fc
y /Fc

x vs B /B!
K shows that several reversals of the anisotropy

also occur for the kagomé pinning array.
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H=1.5 and FD
=0 there is one vortex per large interstitial site. !b" Vortex trajecto-
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H

=1.5, showing one-dimensional paths between the pinning sites. At
this field, Fc

y /Fc
x#1. !c" Vortex trajectories just above depinning for

driving in the x direction at B /B!
H=1.5. The interstitial vortices flow

in winding paths around the occupied pinning sites. !d" The vortex
configurations at B /B!

H=4 for FD=0. Here a portion of the intersti-
tial vortices align in the x direction. !e" Vortex trajectories just
above depinning for driving in the x direction at B /B!

H=4. In addi-
tion to moving channels of interstitial vortices, there are some in-
terstitial vortices that remain pinned between adjacent occupied pin-
ning sites. !f" Vortex trajectories just above depinning for driving in
the y direction at B /B!

H=4 show a complex periodic pattern with all
of the interstitial vortices moving.
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Figure 1.6: Flux-flow simulations for a honeycomb lattice adapted from Figure 23 of Reichhardt et al.;36

colored arrows highlighting vortex trajectories were added. The static configurations at the applied fields
of B/B1 = 1.5 and B/B1 = 4 are shown in (a) and (d) respectively. Vortices are depicted as blue dots, with
moving vortices forming flux-flow channels (orange and green) in the regions between the potential wells
(black circles). Simulations were performed for the (b, e) x (orange) and (c, f ) y (green) directions of flux-
flow at applied fields of (a-c) B/B1 = 1.5 and (d-f ) B/B1 = 4.
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Vortex motion in periodic potentials has been the subject of numerous simula-

tions15, 17, 27, 30, 36–52 and experimental studies9–17, 17–22, 37, 53 that seek to understand the effects

of these potentials on vortex dynamics. In particular, simulations performed by Reichhardt et

al. indicate that the vortex dynamics in arrays of periodic pinning potentials is incredibly com-

plex.36 Figure 1.6 depicts simulations of vortex motion in a honeycomb lattice of potential wells

(black circles) at various normalized applied fields B/B1. Here, B1 represents the applied field

required to populate each potential well with one vortex.36 These simulations reveal flux-flow

trajectories that result in anisotropies in the current-voltage response when driving vortices in

the x and y directions with respect to the honeycomb lattice, as denoted by the orange and

green paths in Figure 1.6, respectively.

low for driving in the y direction, as seen in Fig. 23!c". For
the x-direction driving, the path of the interstitial vortex is
blocked by pinned vortices, creating a much stronger barrier
for depinning, and once the vortices begin to move, they
follow the winding paths illustrated in Fig. 23!b".

In Fig. 24 we plot #Vx$ and #Vy$ versus FD for driving in
the x and y directions, respectively. The depinning in the
honeycomb pinning array is anisotropic at both B /B!

H=1.5,
shown in Fig. 24!a", and at B /B!

H=4, shown in Fig. 24!b".
For 2.5"B /B!

H"4 the anisotropy is reversed compared to
the lower fields. This is due to the formation of n-mer states
in the large interstitial spaces of the honeycomb lattice which
permit a portion of the interstitial vortices to be aligned in
the x direction between the pinning rows. In Fig. 23!d" we
illustrate the FD=0 vortex configuration at B /B!

H=4, where
the interstitial vortices form triangular shapes within the
large interstitial sites. The vortex at the top of each interstitial
triangle forms a nearly one-dimensional channel in the x di-
rection with the vortices at the base of the adjacent intersti-
tial triangles, permitting easy depinning in the x direction
into the flow pattern shown in Fig. 23!e". For depinning in
the y direction, where the threshold is higher, the complex
but ordered flow pattern in Fig. 23!f" appears. For B!

H=4.5,
the anisotropy reverses again, as seen in Fig. 22.

Figures 22!c" and 22!d" show that similar anisotropy re-
versals occur for depinning in kagomé pinning arrays, where
B!

K is the kagomé matching field for a pinning lattice con-
structed from a triangular lattice with matching field B! and
B!

K=3 /4B!, as described in Ref. 26. For B /B!
K"5 /3, Fig.

22!d" indicates that Fc
y /Fc

x#1 but that this pattern reverses
several times for increasing B /B!

K. Just as in the honeycomb
pinning array, in the kagomé pinning array the reversals
originate from the formation and alignment of interstitial
vortex n-mer states in the large interstitial sites. In general,
the anisotropy is smaller for the honeycomb and kagomé

pinning arrays than for the triangular or square pinning ar-
rays.

We illustrate the FD=0 state for B /B!
K=4 /3 in Fig. 25!a",

where there is one vortex per large interstitial site. In Fig.
25!b" we show the vortex trajectories just above depinning
for driving in the y direction at B /B!

K=4 /3. Each interstitial
vortex diverts to the right or left around a pinned vortex,
forming large asymmetric patterns of vortex flow around
trios of occupied pins. The flow is slightly disordered, since
in some cases two moving interstitial vortices approach the
same pinned vortex simultaneously, causing one of the vor-
tices to move outside of the flow pattern temporarily. For the
x-direction driving at B /B!

K=4 /3, shown in Fig. 25!c", the
interstitial vortices flow around individual pinning sites in
the sparse pinning rows, creating an asymmetric sinusoidal
channel pattern. Figure 24!c" indicates that at this field,
Fc

y /Fc
x#1 and depinning is easiest along the y direction. A

similar anisotropy occurs for B /B!
k =10 /3, as shown in Fig.

24!d". In Fig. 25!d" we illustrate the FD=0 state at B /B!
K

=10 /3, where the large interstitial sites capture five vortices
which form a pentagon structure. For depinning in the x di-
rection at this field, only a portion of the interstitial vortices
move in winding channels between the pinning rows while
the large interstitial sites all capture three vortices, as seen in
Fig. 25!e". The interstitial vortices which are not part of the
channeling flow still undergo a small circular motion as the
flowing interstitial vortices move past. At higher drives, all
of the interstitial vortices depin and a step appears in the
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FIG. 24. !Color online" The velocity-force curves from the sys-
tem in Fig. 22. Open squares: #Vx$ vs FD; filled circles: #Vy$ vs FD.
!a" The honeycomb pinning array at B /B!

H=1.5 where Fc
y /Fc

x#1.
!b" The honeycomb pinning array at B /B!

H=4, showing that the
anisotropy has reversed and Fc

y /Fc
x$1. !c" The kagomé pinning

array at B /B!
K=4 /3. !d" The kagomé pinning array at B /B!

K=10 /3.
Here dVy /dFD#dVx /dFD, so there is a crossing of the velocity-
force curves.
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FIG. 25. !Color online" Vortex positions !black dots", pinning
site locations !open circles", and vortex trajectories !black lines" for
the kagomé pinning array. !a" The FD=0 state at B /B!

K=4 /3, where
there is one vortex per large interstitial site. !b" The vortex trajec-
tories just above depinning for driving in the y direction at B /B!

K

=4 /3 shows the formation of an asymmetric pattern that encircles
groups of three pinning sites. !c" The vortex trajectories just above
depinning for driving in the x direction at B /B!

K=4 /3 show a wind-
ing channel of interstitial vortices between the pinning rows. !d"
The FD=0 state at B /B!

K=10 /3. !f" The vortex trajectories just
above depinning for driving in the x direction at B /B!

K=10 /3 show
that a portion of the interstitial vortices moves continuously through
the system. !e" The vortex trajectories just above depinning for
driving in the y direction at B /B!

K=10 /3 show a winding pattern of
interstitial vortices. Here the vortex motion occurs in intermittent
pulses rather than as a continuous flow.
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low for driving in the y direction, as seen in Fig. 23!c". For
the x-direction driving, the path of the interstitial vortex is
blocked by pinned vortices, creating a much stronger barrier
for depinning, and once the vortices begin to move, they
follow the winding paths illustrated in Fig. 23!b".

In Fig. 24 we plot #Vx$ and #Vy$ versus FD for driving in
the x and y directions, respectively. The depinning in the
honeycomb pinning array is anisotropic at both B /B!

H=1.5,
shown in Fig. 24!a", and at B /B!

H=4, shown in Fig. 24!b".
For 2.5"B /B!

H"4 the anisotropy is reversed compared to
the lower fields. This is due to the formation of n-mer states
in the large interstitial spaces of the honeycomb lattice which
permit a portion of the interstitial vortices to be aligned in
the x direction between the pinning rows. In Fig. 23!d" we
illustrate the FD=0 vortex configuration at B /B!

H=4, where
the interstitial vortices form triangular shapes within the
large interstitial sites. The vortex at the top of each interstitial
triangle forms a nearly one-dimensional channel in the x di-
rection with the vortices at the base of the adjacent intersti-
tial triangles, permitting easy depinning in the x direction
into the flow pattern shown in Fig. 23!e". For depinning in
the y direction, where the threshold is higher, the complex
but ordered flow pattern in Fig. 23!f" appears. For B!
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the anisotropy reverses again, as seen in Fig. 22.

Figures 22!c" and 22!d" show that similar anisotropy re-
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K=3 /4B!, as described in Ref. 26. For B /B!
K"5 /3, Fig.

22!d" indicates that Fc
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x#1 but that this pattern reverses
several times for increasing B /B!

K. Just as in the honeycomb
pinning array, in the kagomé pinning array the reversals
originate from the formation and alignment of interstitial
vortex n-mer states in the large interstitial sites. In general,
the anisotropy is smaller for the honeycomb and kagomé

pinning arrays than for the triangular or square pinning ar-
rays.

We illustrate the FD=0 state for B /B!
K=4 /3 in Fig. 25!a",

where there is one vortex per large interstitial site. In Fig.
25!b" we show the vortex trajectories just above depinning
for driving in the y direction at B /B!

K=4 /3. Each interstitial
vortex diverts to the right or left around a pinned vortex,
forming large asymmetric patterns of vortex flow around
trios of occupied pins. The flow is slightly disordered, since
in some cases two moving interstitial vortices approach the
same pinned vortex simultaneously, causing one of the vor-
tices to move outside of the flow pattern temporarily. For the
x-direction driving at B /B!

K=4 /3, shown in Fig. 25!c", the
interstitial vortices flow around individual pinning sites in
the sparse pinning rows, creating an asymmetric sinusoidal
channel pattern. Figure 24!c" indicates that at this field,
Fc

y /Fc
x#1 and depinning is easiest along the y direction. A

similar anisotropy occurs for B /B!
k =10 /3, as shown in Fig.

24!d". In Fig. 25!d" we illustrate the FD=0 state at B /B!
K

=10 /3, where the large interstitial sites capture five vortices
which form a pentagon structure. For depinning in the x di-
rection at this field, only a portion of the interstitial vortices
move in winding channels between the pinning rows while
the large interstitial sites all capture three vortices, as seen in
Fig. 25!e". The interstitial vortices which are not part of the
channeling flow still undergo a small circular motion as the
flowing interstitial vortices move past. At higher drives, all
of the interstitial vortices depin and a step appears in the
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FIG. 24. !Color online" The velocity-force curves from the sys-
tem in Fig. 22. Open squares: #Vx$ vs FD; filled circles: #Vy$ vs FD.
!a" The honeycomb pinning array at B /B!

H=1.5 where Fc
y /Fc

x#1.
!b" The honeycomb pinning array at B /B!

H=4, showing that the
anisotropy has reversed and Fc

y /Fc
x$1. !c" The kagomé pinning

array at B /B!
K=4 /3. !d" The kagomé pinning array at B /B!

K=10 /3.
Here dVy /dFD#dVx /dFD, so there is a crossing of the velocity-
force curves.
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FIG. 25. !Color online" Vortex positions !black dots", pinning
site locations !open circles", and vortex trajectories !black lines" for
the kagomé pinning array. !a" The FD=0 state at B /B!

K=4 /3, where
there is one vortex per large interstitial site. !b" The vortex trajec-
tories just above depinning for driving in the y direction at B /B!

K

=4 /3 shows the formation of an asymmetric pattern that encircles
groups of three pinning sites. !c" The vortex trajectories just above
depinning for driving in the x direction at B /B!

K=4 /3 show a wind-
ing channel of interstitial vortices between the pinning rows. !d"
The FD=0 state at B /B!

K=10 /3. !f" The vortex trajectories just
above depinning for driving in the x direction at B /B!

K=10 /3 show
that a portion of the interstitial vortices moves continuously through
the system. !e" The vortex trajectories just above depinning for
driving in the y direction at B /B!

K=10 /3 show a winding pattern of
interstitial vortices. Here the vortex motion occurs in intermittent
pulses rather than as a continuous flow.
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Figure 1.7: CVC simulations depicting the average voltage that is generated by vortex motion plotted
against an applied current (or force) for a honeycomb lattice adapted from Figure 24 of Reichhardt et
al.36 The average voltage response to a driving force (or current) (a) CVC simulation for B/B1 = 1.5. (b)
CVC simulation for B/B1 = 4.

Moving vortices generate a voltage V = vBl where v is the vortex velocity, B is the average

field, and l is the width of the sample. Thus, V can be used as a probe of the global motion

of vortices in a superconductor. This voltage is measured with current-voltage characteristics

(CVCs) where the average voltage that is generated by vortex motion in response to an applied

current (or force) is recorded. The CVC curves corresponding to the simulations performed with

the honeycomb lattice of potential wells are shown in Figure 1.7. While there is a clear differ-
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ence in the driving current that is required to elicit a non-zero voltage response, or the critical

depinning current, in the CVCs for B/B1 = 1.5 displayed in Figure 1.7a there is also an interesting

reversal in the anisotropy for these same driving directions that emerges at the larger applied

field of B/B1 = 4 depicted in Figure 1.7b. These results indicate that flux-flow within a 2D pe-

riodic pinning potential is complex and depends subtly on a wide variety of parameters, which

is to be expected for the complicated potential landscape that is produced by the honeycomb

array.

from the presence of weak random intrinsic pinning in the
sample, which would reduce the magnitude of the anisotropy
but which can be washed out by thermal fluctuations. Near
the melting transition, any topological defects that are ther-
mally induced in the vortex lattice couple to the external
drive. For driving along the x direction, those defects whose
glide direction is along the x axis are favored and produce
weakly pinned regions. Due to the symmetry of the lattice,
for the y-direction driving the defects are unable to align
with their glide direction along the y axis and have a much
smaller effect on the local pinning strength. As a result, Fc

x is
further depressed close to melting by the presence of the
defects, while Fc

y does not drop as dramatically, and this
produces the peak in Fc

y /Fc
x near melting as seen in Fig. 16.

IV. ANISOTROPY IN SQUARE PINNING ARRAYS

For square pinning arrays, we find that the depinning
thresholds at most fields are isotropic. This is a result of the
fact that the same type of vortex motion occurs in both di-
rections for most fields, as illustrated for B /B!=2 in Fig. 17.
In Fig. 18!a" we show the isotropic velocity-force curves at
B /B!=2 for the x- and y-direction drivings. Since the
perpendicular directions of the square pinning array are

identical, unlike the perpendicular directions of the triangular
pinning array, it is not surprising that most matching fields
have the same depinning thresholds in both driving direc-
tions for the square array. Nevertheless, strongly anisotropic
depinning occurs at B /B!=4 and 12, as shown in Figs. 18!b"
and 18!c".

In Fig. 19!a" we plot the vortex positions and pinning site
locations for B /B!=4, where anisotropic depinning occurs.
Here a triangular vortex lattice that is aligned with the y axis
forms. Under the y-direction driving, the interstitial vortices
flow in one-dimensional channels between adjacent columns
of pinning sites, as seen in Fig. 19!b" where 2/3 of the inter-
stitial vortices have depinned. A simple channeling motion
cannot occur for the x-direction driving, so Fc

x is much higher
than Fc

y. Just above the depinning transition for the
x-direction driving, as illustrated in Fig. 19!c", every other
column of vortices shifts in the y direction in order to permit
every other vortex to join a one-dimensional flowing channel
passing between adjacent rows of pinning sites. The remain-
ing interstitial vortices remain trapped between the pinning
sites. After this rearrangement, 2/3 of the interstitial vortices
flow in the steady-state one-dimensional channels shown in
Fig. 19!d", which are similar to the channels that form for the
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FIG. 17. !Color online" Vortex positions !black dots", pinning
site locations !open circles", and vortex trajectories !black lines" just
above depinning for a system with a square pinning array at Fp
=0.86, Rp=0.35", and B!=0.0625!0 /"2 at B /B!=2. !a" The
y-direction driving. !b" The x-direction driving. The same type of
vortex motion occurs for both directions of drive.
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FIG. 18. !Color online" Velocity-force curves #Vx$ vs FD for the
x-direction depinning !open squares" and #Vy$ vs FD for the
y-direction depinning !filled circles" in the square pinning lattice
system from Fig. 17. !a" B /B!=2, where the depinning is isotropic.
!b" B /B!=4 with anisotropic depinning. !c" B /B!=12 with aniso-
tropic depinning.
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FIG. 19. !Color online" The vortex positions !black dots", pin-
ning site locations !open circles", and vortex trajectories !black
lines" for the square pinning lattice system in Fig. 18 at B /B!=4.
!a" The FD=0 state where a triangular vortex lattice forms that is
aligned in the y direction. !b" The vortex trajectories just above
depinning for driving in the y direction, showing one-dimensional
channels of vortices moving between adjacent columns of pinning
sites. !c" The vortex trajectories just above depinning for driving in
the x direction. Here, every other column of vortices shifts in the y
direction so that every other vortex can join one-dimensional rows
of vortices flowing between adjacent pinning site rows, while the
remaining interstitial vortices are trapped between neighboring pin-
ning sites. !d" The same as panel !c" but at a later time when the
system has reached steady-state flow.
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from the presence of weak random intrinsic pinning in the
sample, which would reduce the magnitude of the anisotropy
but which can be washed out by thermal fluctuations. Near
the melting transition, any topological defects that are ther-
mally induced in the vortex lattice couple to the external
drive. For driving along the x direction, those defects whose
glide direction is along the x axis are favored and produce
weakly pinned regions. Due to the symmetry of the lattice,
for the y-direction driving the defects are unable to align
with their glide direction along the y axis and have a much
smaller effect on the local pinning strength. As a result, Fc

x is
further depressed close to melting by the presence of the
defects, while Fc

y does not drop as dramatically, and this
produces the peak in Fc

y /Fc
x near melting as seen in Fig. 16.

IV. ANISOTROPY IN SQUARE PINNING ARRAYS

For square pinning arrays, we find that the depinning
thresholds at most fields are isotropic. This is a result of the
fact that the same type of vortex motion occurs in both di-
rections for most fields, as illustrated for B /B!=2 in Fig. 17.
In Fig. 18!a" we show the isotropic velocity-force curves at
B /B!=2 for the x- and y-direction drivings. Since the
perpendicular directions of the square pinning array are

identical, unlike the perpendicular directions of the triangular
pinning array, it is not surprising that most matching fields
have the same depinning thresholds in both driving direc-
tions for the square array. Nevertheless, strongly anisotropic
depinning occurs at B /B!=4 and 12, as shown in Figs. 18!b"
and 18!c".

In Fig. 19!a" we plot the vortex positions and pinning site
locations for B /B!=4, where anisotropic depinning occurs.
Here a triangular vortex lattice that is aligned with the y axis
forms. Under the y-direction driving, the interstitial vortices
flow in one-dimensional channels between adjacent columns
of pinning sites, as seen in Fig. 19!b" where 2/3 of the inter-
stitial vortices have depinned. A simple channeling motion
cannot occur for the x-direction driving, so Fc

x is much higher
than Fc

y. Just above the depinning transition for the
x-direction driving, as illustrated in Fig. 19!c", every other
column of vortices shifts in the y direction in order to permit
every other vortex to join a one-dimensional flowing channel
passing between adjacent rows of pinning sites. The remain-
ing interstitial vortices remain trapped between the pinning
sites. After this rearrangement, 2/3 of the interstitial vortices
flow in the steady-state one-dimensional channels shown in
Fig. 19!d", which are similar to the channels that form for the
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FIG. 17. !Color online" Vortex positions !black dots", pinning
site locations !open circles", and vortex trajectories !black lines" just
above depinning for a system with a square pinning array at Fp
=0.86, Rp=0.35", and B!=0.0625!0 /"2 at B /B!=2. !a" The
y-direction driving. !b" The x-direction driving. The same type of
vortex motion occurs for both directions of drive.
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FIG. 18. !Color online" Velocity-force curves #Vx$ vs FD for the
x-direction depinning !open squares" and #Vy$ vs FD for the
y-direction depinning !filled circles" in the square pinning lattice
system from Fig. 17. !a" B /B!=2, where the depinning is isotropic.
!b" B /B!=4 with anisotropic depinning. !c" B /B!=12 with aniso-
tropic depinning.
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FIG. 19. !Color online" The vortex positions !black dots", pin-
ning site locations !open circles", and vortex trajectories !black
lines" for the square pinning lattice system in Fig. 18 at B /B!=4.
!a" The FD=0 state where a triangular vortex lattice forms that is
aligned in the y direction. !b" The vortex trajectories just above
depinning for driving in the y direction, showing one-dimensional
channels of vortices moving between adjacent columns of pinning
sites. !c" The vortex trajectories just above depinning for driving in
the x direction. Here, every other column of vortices shifts in the y
direction so that every other vortex can join one-dimensional rows
of vortices flowing between adjacent pinning site rows, while the
remaining interstitial vortices are trapped between neighboring pin-
ning sites. !d" The same as panel !c" but at a later time when the
system has reached steady-state flow.
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from the presence of weak random intrinsic pinning in the
sample, which would reduce the magnitude of the anisotropy
but which can be washed out by thermal fluctuations. Near
the melting transition, any topological defects that are ther-
mally induced in the vortex lattice couple to the external
drive. For driving along the x direction, those defects whose
glide direction is along the x axis are favored and produce
weakly pinned regions. Due to the symmetry of the lattice,
for the y-direction driving the defects are unable to align
with their glide direction along the y axis and have a much
smaller effect on the local pinning strength. As a result, Fc

x is
further depressed close to melting by the presence of the
defects, while Fc

y does not drop as dramatically, and this
produces the peak in Fc
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x near melting as seen in Fig. 16.
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For square pinning arrays, we find that the depinning
thresholds at most fields are isotropic. This is a result of the
fact that the same type of vortex motion occurs in both di-
rections for most fields, as illustrated for B /B!=2 in Fig. 17.
In Fig. 18!a" we show the isotropic velocity-force curves at
B /B!=2 for the x- and y-direction drivings. Since the
perpendicular directions of the square pinning array are

identical, unlike the perpendicular directions of the triangular
pinning array, it is not surprising that most matching fields
have the same depinning thresholds in both driving direc-
tions for the square array. Nevertheless, strongly anisotropic
depinning occurs at B /B!=4 and 12, as shown in Figs. 18!b"
and 18!c".

In Fig. 19!a" we plot the vortex positions and pinning site
locations for B /B!=4, where anisotropic depinning occurs.
Here a triangular vortex lattice that is aligned with the y axis
forms. Under the y-direction driving, the interstitial vortices
flow in one-dimensional channels between adjacent columns
of pinning sites, as seen in Fig. 19!b" where 2/3 of the inter-
stitial vortices have depinned. A simple channeling motion
cannot occur for the x-direction driving, so Fc

x is much higher
than Fc

y. Just above the depinning transition for the
x-direction driving, as illustrated in Fig. 19!c", every other
column of vortices shifts in the y direction in order to permit
every other vortex to join a one-dimensional flowing channel
passing between adjacent rows of pinning sites. The remain-
ing interstitial vortices remain trapped between the pinning
sites. After this rearrangement, 2/3 of the interstitial vortices
flow in the steady-state one-dimensional channels shown in
Fig. 19!d", which are similar to the channels that form for the
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FIG. 17. !Color online" Vortex positions !black dots", pinning
site locations !open circles", and vortex trajectories !black lines" just
above depinning for a system with a square pinning array at Fp
=0.86, Rp=0.35", and B!=0.0625!0 /"2 at B /B!=2. !a" The
y-direction driving. !b" The x-direction driving. The same type of
vortex motion occurs for both directions of drive.
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FIG. 18. !Color online" Velocity-force curves #Vx$ vs FD for the
x-direction depinning !open squares" and #Vy$ vs FD for the
y-direction depinning !filled circles" in the square pinning lattice
system from Fig. 17. !a" B /B!=2, where the depinning is isotropic.
!b" B /B!=4 with anisotropic depinning. !c" B /B!=12 with aniso-
tropic depinning.

x(a)

y

x(b)

y

x(c)

y

x(d)

y

FIG. 19. !Color online" The vortex positions !black dots", pin-
ning site locations !open circles", and vortex trajectories !black
lines" for the square pinning lattice system in Fig. 18 at B /B!=4.
!a" The FD=0 state where a triangular vortex lattice forms that is
aligned in the y direction. !b" The vortex trajectories just above
depinning for driving in the y direction, showing one-dimensional
channels of vortices moving between adjacent columns of pinning
sites. !c" The vortex trajectories just above depinning for driving in
the x direction. Here, every other column of vortices shifts in the y
direction so that every other vortex can join one-dimensional rows
of vortices flowing between adjacent pinning site rows, while the
remaining interstitial vortices are trapped between neighboring pin-
ning sites. !d" The same as panel !c" but at a later time when the
system has reached steady-state flow.

C. REICHHARDT AND C. J. OLSON REICHHARDT PHYSICAL REVIEW B 79, 134501 !2009"

134501-10

from the presence of weak random intrinsic pinning in the
sample, which would reduce the magnitude of the anisotropy
but which can be washed out by thermal fluctuations. Near
the melting transition, any topological defects that are ther-
mally induced in the vortex lattice couple to the external
drive. For driving along the x direction, those defects whose
glide direction is along the x axis are favored and produce
weakly pinned regions. Due to the symmetry of the lattice,
for the y-direction driving the defects are unable to align
with their glide direction along the y axis and have a much
smaller effect on the local pinning strength. As a result, Fc

x is
further depressed close to melting by the presence of the
defects, while Fc

y does not drop as dramatically, and this
produces the peak in Fc

y /Fc
x near melting as seen in Fig. 16.

IV. ANISOTROPY IN SQUARE PINNING ARRAYS

For square pinning arrays, we find that the depinning
thresholds at most fields are isotropic. This is a result of the
fact that the same type of vortex motion occurs in both di-
rections for most fields, as illustrated for B /B!=2 in Fig. 17.
In Fig. 18!a" we show the isotropic velocity-force curves at
B /B!=2 for the x- and y-direction drivings. Since the
perpendicular directions of the square pinning array are

identical, unlike the perpendicular directions of the triangular
pinning array, it is not surprising that most matching fields
have the same depinning thresholds in both driving direc-
tions for the square array. Nevertheless, strongly anisotropic
depinning occurs at B /B!=4 and 12, as shown in Figs. 18!b"
and 18!c".

In Fig. 19!a" we plot the vortex positions and pinning site
locations for B /B!=4, where anisotropic depinning occurs.
Here a triangular vortex lattice that is aligned with the y axis
forms. Under the y-direction driving, the interstitial vortices
flow in one-dimensional channels between adjacent columns
of pinning sites, as seen in Fig. 19!b" where 2/3 of the inter-
stitial vortices have depinned. A simple channeling motion
cannot occur for the x-direction driving, so Fc

x is much higher
than Fc

y. Just above the depinning transition for the
x-direction driving, as illustrated in Fig. 19!c", every other
column of vortices shifts in the y direction in order to permit
every other vortex to join a one-dimensional flowing channel
passing between adjacent rows of pinning sites. The remain-
ing interstitial vortices remain trapped between the pinning
sites. After this rearrangement, 2/3 of the interstitial vortices
flow in the steady-state one-dimensional channels shown in
Fig. 19!d", which are similar to the channels that form for the
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above depinning for a system with a square pinning array at Fp
=0.86, Rp=0.35", and B!=0.0625!0 /"2 at B /B!=2. !a" The
y-direction driving. !b" The x-direction driving. The same type of
vortex motion occurs for both directions of drive.
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FIG. 19. !Color online" The vortex positions !black dots", pin-
ning site locations !open circles", and vortex trajectories !black
lines" for the square pinning lattice system in Fig. 18 at B /B!=4.
!a" The FD=0 state where a triangular vortex lattice forms that is
aligned in the y direction. !b" The vortex trajectories just above
depinning for driving in the y direction, showing one-dimensional
channels of vortices moving between adjacent columns of pinning
sites. !c" The vortex trajectories just above depinning for driving in
the x direction. Here, every other column of vortices shifts in the y
direction so that every other vortex can join one-dimensional rows
of vortices flowing between adjacent pinning site rows, while the
remaining interstitial vortices are trapped between neighboring pin-
ning sites. !d" The same as panel !c" but at a later time when the
system has reached steady-state flow.
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from the presence of weak random intrinsic pinning in the
sample, which would reduce the magnitude of the anisotropy
but which can be washed out by thermal fluctuations. Near
the melting transition, any topological defects that are ther-
mally induced in the vortex lattice couple to the external
drive. For driving along the x direction, those defects whose
glide direction is along the x axis are favored and produce
weakly pinned regions. Due to the symmetry of the lattice,
for the y-direction driving the defects are unable to align
with their glide direction along the y axis and have a much
smaller effect on the local pinning strength. As a result, Fc

x is
further depressed close to melting by the presence of the
defects, while Fc

y does not drop as dramatically, and this
produces the peak in Fc

y /Fc
x near melting as seen in Fig. 16.
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For square pinning arrays, we find that the depinning
thresholds at most fields are isotropic. This is a result of the
fact that the same type of vortex motion occurs in both di-
rections for most fields, as illustrated for B /B!=2 in Fig. 17.
In Fig. 18!a" we show the isotropic velocity-force curves at
B /B!=2 for the x- and y-direction drivings. Since the
perpendicular directions of the square pinning array are

identical, unlike the perpendicular directions of the triangular
pinning array, it is not surprising that most matching fields
have the same depinning thresholds in both driving direc-
tions for the square array. Nevertheless, strongly anisotropic
depinning occurs at B /B!=4 and 12, as shown in Figs. 18!b"
and 18!c".

In Fig. 19!a" we plot the vortex positions and pinning site
locations for B /B!=4, where anisotropic depinning occurs.
Here a triangular vortex lattice that is aligned with the y axis
forms. Under the y-direction driving, the interstitial vortices
flow in one-dimensional channels between adjacent columns
of pinning sites, as seen in Fig. 19!b" where 2/3 of the inter-
stitial vortices have depinned. A simple channeling motion
cannot occur for the x-direction driving, so Fc

x is much higher
than Fc

y. Just above the depinning transition for the
x-direction driving, as illustrated in Fig. 19!c", every other
column of vortices shifts in the y direction in order to permit
every other vortex to join a one-dimensional flowing channel
passing between adjacent rows of pinning sites. The remain-
ing interstitial vortices remain trapped between the pinning
sites. After this rearrangement, 2/3 of the interstitial vortices
flow in the steady-state one-dimensional channels shown in
Fig. 19!d", which are similar to the channels that form for the
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FIG. 17. !Color online" Vortex positions !black dots", pinning
site locations !open circles", and vortex trajectories !black lines" just
above depinning for a system with a square pinning array at Fp
=0.86, Rp=0.35", and B!=0.0625!0 /"2 at B /B!=2. !a" The
y-direction driving. !b" The x-direction driving. The same type of
vortex motion occurs for both directions of drive.
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!b" B /B!=4 with anisotropic depinning. !c" B /B!=12 with aniso-
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FIG. 19. !Color online" The vortex positions !black dots", pin-
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lines" for the square pinning lattice system in Fig. 18 at B /B!=4.
!a" The FD=0 state where a triangular vortex lattice forms that is
aligned in the y direction. !b" The vortex trajectories just above
depinning for driving in the y direction, showing one-dimensional
channels of vortices moving between adjacent columns of pinning
sites. !c" The vortex trajectories just above depinning for driving in
the x direction. Here, every other column of vortices shifts in the y
direction so that every other vortex can join one-dimensional rows
of vortices flowing between adjacent pinning site rows, while the
remaining interstitial vortices are trapped between neighboring pin-
ning sites. !d" The same as panel !c" but at a later time when the
system has reached steady-state flow.
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from the presence of weak random intrinsic pinning in the
sample, which would reduce the magnitude of the anisotropy
but which can be washed out by thermal fluctuations. Near
the melting transition, any topological defects that are ther-
mally induced in the vortex lattice couple to the external
drive. For driving along the x direction, those defects whose
glide direction is along the x axis are favored and produce
weakly pinned regions. Due to the symmetry of the lattice,
for the y-direction driving the defects are unable to align
with their glide direction along the y axis and have a much
smaller effect on the local pinning strength. As a result, Fc

x is
further depressed close to melting by the presence of the
defects, while Fc

y does not drop as dramatically, and this
produces the peak in Fc

y /Fc
x near melting as seen in Fig. 16.

IV. ANISOTROPY IN SQUARE PINNING ARRAYS

For square pinning arrays, we find that the depinning
thresholds at most fields are isotropic. This is a result of the
fact that the same type of vortex motion occurs in both di-
rections for most fields, as illustrated for B /B!=2 in Fig. 17.
In Fig. 18!a" we show the isotropic velocity-force curves at
B /B!=2 for the x- and y-direction drivings. Since the
perpendicular directions of the square pinning array are

identical, unlike the perpendicular directions of the triangular
pinning array, it is not surprising that most matching fields
have the same depinning thresholds in both driving direc-
tions for the square array. Nevertheless, strongly anisotropic
depinning occurs at B /B!=4 and 12, as shown in Figs. 18!b"
and 18!c".

In Fig. 19!a" we plot the vortex positions and pinning site
locations for B /B!=4, where anisotropic depinning occurs.
Here a triangular vortex lattice that is aligned with the y axis
forms. Under the y-direction driving, the interstitial vortices
flow in one-dimensional channels between adjacent columns
of pinning sites, as seen in Fig. 19!b" where 2/3 of the inter-
stitial vortices have depinned. A simple channeling motion
cannot occur for the x-direction driving, so Fc

x is much higher
than Fc

y. Just above the depinning transition for the
x-direction driving, as illustrated in Fig. 19!c", every other
column of vortices shifts in the y direction in order to permit
every other vortex to join a one-dimensional flowing channel
passing between adjacent rows of pinning sites. The remain-
ing interstitial vortices remain trapped between the pinning
sites. After this rearrangement, 2/3 of the interstitial vortices
flow in the steady-state one-dimensional channels shown in
Fig. 19!d", which are similar to the channels that form for the
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FIG. 17. !Color online" Vortex positions !black dots", pinning
site locations !open circles", and vortex trajectories !black lines" just
above depinning for a system with a square pinning array at Fp
=0.86, Rp=0.35", and B!=0.0625!0 /"2 at B /B!=2. !a" The
y-direction driving. !b" The x-direction driving. The same type of
vortex motion occurs for both directions of drive.
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FIG. 18. !Color online" Velocity-force curves #Vx$ vs FD for the
x-direction depinning !open squares" and #Vy$ vs FD for the
y-direction depinning !filled circles" in the square pinning lattice
system from Fig. 17. !a" B /B!=2, where the depinning is isotropic.
!b" B /B!=4 with anisotropic depinning. !c" B /B!=12 with aniso-
tropic depinning.
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FIG. 19. !Color online" The vortex positions !black dots", pin-
ning site locations !open circles", and vortex trajectories !black
lines" for the square pinning lattice system in Fig. 18 at B /B!=4.
!a" The FD=0 state where a triangular vortex lattice forms that is
aligned in the y direction. !b" The vortex trajectories just above
depinning for driving in the y direction, showing one-dimensional
channels of vortices moving between adjacent columns of pinning
sites. !c" The vortex trajectories just above depinning for driving in
the x direction. Here, every other column of vortices shifts in the y
direction so that every other vortex can join one-dimensional rows
of vortices flowing between adjacent pinning site rows, while the
remaining interstitial vortices are trapped between neighboring pin-
ning sites. !d" The same as panel !c" but at a later time when the
system has reached steady-state flow.
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Figure 1.8: Flux-flow simulations for a square lattice adapted from Figures 17 and 19 of Reichhardt et
al.;36 colored arrows highlighting vortex trajectories were added. The static configurations at the ap-
plied fields of B/B1 = 2 and B/B1 = 4 are shown in (a) and (d) respectively, along with the unit cell of the
resulting vortex lattice that is formed. Vortices are depicted as blue dots with moving vortices forming
flux-flow channels (orange and green) in the regions between the potential wells (black circles). Simula-
tions were performed for the (b, e) x (orange) and (c, f ) y (green) directions of flux-flow at applied fields
of (a-c) B/B1 = 2 and (d-f ) B/B1 = 4.
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Reichhardt et al. also simulated the effects of a simple square lattice of potential wells

on vortex dynamics. Figure 1.8 depicts the flux-flow trajectories in the x and y driving direc-

tions for this square lattice at various applied fields.36 As expected, the flux-flow channels in

the x (orange paths) and y (green paths) directions are identical with respect to the 90° sym-

metry of the square lattice. However, the CVC simulations performed at larger applied fields

exhibit anisotropy even for these seemingly equivalent driving directions. Figure 1.9 depicts

the CVC simulations for applied fields of B/B1 = 2 and B/B1 = 4.36 Figure 1.9a, correspond-

ing to B/B1 = 2, illustrates the expected reversible flux-flow for both driving directions. How-

ever, Figure 1.9b, corresponding to B/B1 = 4 depicts an anisotropy with larger depinning cur-

rents required for the y driving direction which is caused by a “pseudo-triangular-lattice” that is

formed by the interstitial vortices (see Figure 1.8d). The simulations shown in Figure 1.9b also

exhibit reversible slopes in the CVC curves, or flux-flow resistances, at larger currents so that the

anisotropy is solely described as a depinning anisotropy, unlike the simulations for the honey-

comb lattice which displays anisotropies in the depinning current as well as in the flux-flow

resistance.

from the presence of weak random intrinsic pinning in the
sample, which would reduce the magnitude of the anisotropy
but which can be washed out by thermal fluctuations. Near
the melting transition, any topological defects that are ther-
mally induced in the vortex lattice couple to the external
drive. For driving along the x direction, those defects whose
glide direction is along the x axis are favored and produce
weakly pinned regions. Due to the symmetry of the lattice,
for the y-direction driving the defects are unable to align
with their glide direction along the y axis and have a much
smaller effect on the local pinning strength. As a result, Fc

x is
further depressed close to melting by the presence of the
defects, while Fc

y does not drop as dramatically, and this
produces the peak in Fc

y /Fc
x near melting as seen in Fig. 16.

IV. ANISOTROPY IN SQUARE PINNING ARRAYS

For square pinning arrays, we find that the depinning
thresholds at most fields are isotropic. This is a result of the
fact that the same type of vortex motion occurs in both di-
rections for most fields, as illustrated for B /B!=2 in Fig. 17.
In Fig. 18!a" we show the isotropic velocity-force curves at
B /B!=2 for the x- and y-direction drivings. Since the
perpendicular directions of the square pinning array are

identical, unlike the perpendicular directions of the triangular
pinning array, it is not surprising that most matching fields
have the same depinning thresholds in both driving direc-
tions for the square array. Nevertheless, strongly anisotropic
depinning occurs at B /B!=4 and 12, as shown in Figs. 18!b"
and 18!c".

In Fig. 19!a" we plot the vortex positions and pinning site
locations for B /B!=4, where anisotropic depinning occurs.
Here a triangular vortex lattice that is aligned with the y axis
forms. Under the y-direction driving, the interstitial vortices
flow in one-dimensional channels between adjacent columns
of pinning sites, as seen in Fig. 19!b" where 2/3 of the inter-
stitial vortices have depinned. A simple channeling motion
cannot occur for the x-direction driving, so Fc

x is much higher
than Fc

y. Just above the depinning transition for the
x-direction driving, as illustrated in Fig. 19!c", every other
column of vortices shifts in the y direction in order to permit
every other vortex to join a one-dimensional flowing channel
passing between adjacent rows of pinning sites. The remain-
ing interstitial vortices remain trapped between the pinning
sites. After this rearrangement, 2/3 of the interstitial vortices
flow in the steady-state one-dimensional channels shown in
Fig. 19!d", which are similar to the channels that form for the
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FIG. 17. !Color online" Vortex positions !black dots", pinning
site locations !open circles", and vortex trajectories !black lines" just
above depinning for a system with a square pinning array at Fp
=0.86, Rp=0.35", and B!=0.0625!0 /"2 at B /B!=2. !a" The
y-direction driving. !b" The x-direction driving. The same type of
vortex motion occurs for both directions of drive.
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FIG. 18. !Color online" Velocity-force curves #Vx$ vs FD for the
x-direction depinning !open squares" and #Vy$ vs FD for the
y-direction depinning !filled circles" in the square pinning lattice
system from Fig. 17. !a" B /B!=2, where the depinning is isotropic.
!b" B /B!=4 with anisotropic depinning. !c" B /B!=12 with aniso-
tropic depinning.
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FIG. 19. !Color online" The vortex positions !black dots", pin-
ning site locations !open circles", and vortex trajectories !black
lines" for the square pinning lattice system in Fig. 18 at B /B!=4.
!a" The FD=0 state where a triangular vortex lattice forms that is
aligned in the y direction. !b" The vortex trajectories just above
depinning for driving in the y direction, showing one-dimensional
channels of vortices moving between adjacent columns of pinning
sites. !c" The vortex trajectories just above depinning for driving in
the x direction. Here, every other column of vortices shifts in the y
direction so that every other vortex can join one-dimensional rows
of vortices flowing between adjacent pinning site rows, while the
remaining interstitial vortices are trapped between neighboring pin-
ning sites. !d" The same as panel !c" but at a later time when the
system has reached steady-state flow.
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from the presence of weak random intrinsic pinning in the
sample, which would reduce the magnitude of the anisotropy
but which can be washed out by thermal fluctuations. Near
the melting transition, any topological defects that are ther-
mally induced in the vortex lattice couple to the external
drive. For driving along the x direction, those defects whose
glide direction is along the x axis are favored and produce
weakly pinned regions. Due to the symmetry of the lattice,
for the y-direction driving the defects are unable to align
with their glide direction along the y axis and have a much
smaller effect on the local pinning strength. As a result, Fc

x is
further depressed close to melting by the presence of the
defects, while Fc

y does not drop as dramatically, and this
produces the peak in Fc

y /Fc
x near melting as seen in Fig. 16.

IV. ANISOTROPY IN SQUARE PINNING ARRAYS

For square pinning arrays, we find that the depinning
thresholds at most fields are isotropic. This is a result of the
fact that the same type of vortex motion occurs in both di-
rections for most fields, as illustrated for B /B!=2 in Fig. 17.
In Fig. 18!a" we show the isotropic velocity-force curves at
B /B!=2 for the x- and y-direction drivings. Since the
perpendicular directions of the square pinning array are

identical, unlike the perpendicular directions of the triangular
pinning array, it is not surprising that most matching fields
have the same depinning thresholds in both driving direc-
tions for the square array. Nevertheless, strongly anisotropic
depinning occurs at B /B!=4 and 12, as shown in Figs. 18!b"
and 18!c".

In Fig. 19!a" we plot the vortex positions and pinning site
locations for B /B!=4, where anisotropic depinning occurs.
Here a triangular vortex lattice that is aligned with the y axis
forms. Under the y-direction driving, the interstitial vortices
flow in one-dimensional channels between adjacent columns
of pinning sites, as seen in Fig. 19!b" where 2/3 of the inter-
stitial vortices have depinned. A simple channeling motion
cannot occur for the x-direction driving, so Fc

x is much higher
than Fc

y. Just above the depinning transition for the
x-direction driving, as illustrated in Fig. 19!c", every other
column of vortices shifts in the y direction in order to permit
every other vortex to join a one-dimensional flowing channel
passing between adjacent rows of pinning sites. The remain-
ing interstitial vortices remain trapped between the pinning
sites. After this rearrangement, 2/3 of the interstitial vortices
flow in the steady-state one-dimensional channels shown in
Fig. 19!d", which are similar to the channels that form for the
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FIG. 17. !Color online" Vortex positions !black dots", pinning
site locations !open circles", and vortex trajectories !black lines" just
above depinning for a system with a square pinning array at Fp
=0.86, Rp=0.35", and B!=0.0625!0 /"2 at B /B!=2. !a" The
y-direction driving. !b" The x-direction driving. The same type of
vortex motion occurs for both directions of drive.
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FIG. 18. !Color online" Velocity-force curves #Vx$ vs FD for the
x-direction depinning !open squares" and #Vy$ vs FD for the
y-direction depinning !filled circles" in the square pinning lattice
system from Fig. 17. !a" B /B!=2, where the depinning is isotropic.
!b" B /B!=4 with anisotropic depinning. !c" B /B!=12 with aniso-
tropic depinning.
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FIG. 19. !Color online" The vortex positions !black dots", pin-
ning site locations !open circles", and vortex trajectories !black
lines" for the square pinning lattice system in Fig. 18 at B /B!=4.
!a" The FD=0 state where a triangular vortex lattice forms that is
aligned in the y direction. !b" The vortex trajectories just above
depinning for driving in the y direction, showing one-dimensional
channels of vortices moving between adjacent columns of pinning
sites. !c" The vortex trajectories just above depinning for driving in
the x direction. Here, every other column of vortices shifts in the y
direction so that every other vortex can join one-dimensional rows
of vortices flowing between adjacent pinning site rows, while the
remaining interstitial vortices are trapped between neighboring pin-
ning sites. !d" The same as panel !c" but at a later time when the
system has reached steady-state flow.
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from the presence of weak random intrinsic pinning in the
sample, which would reduce the magnitude of the anisotropy
but which can be washed out by thermal fluctuations. Near
the melting transition, any topological defects that are ther-
mally induced in the vortex lattice couple to the external
drive. For driving along the x direction, those defects whose
glide direction is along the x axis are favored and produce
weakly pinned regions. Due to the symmetry of the lattice,
for the y-direction driving the defects are unable to align
with their glide direction along the y axis and have a much
smaller effect on the local pinning strength. As a result, Fc

x is
further depressed close to melting by the presence of the
defects, while Fc

y does not drop as dramatically, and this
produces the peak in Fc

y /Fc
x near melting as seen in Fig. 16.

IV. ANISOTROPY IN SQUARE PINNING ARRAYS

For square pinning arrays, we find that the depinning
thresholds at most fields are isotropic. This is a result of the
fact that the same type of vortex motion occurs in both di-
rections for most fields, as illustrated for B /B!=2 in Fig. 17.
In Fig. 18!a" we show the isotropic velocity-force curves at
B /B!=2 for the x- and y-direction drivings. Since the
perpendicular directions of the square pinning array are

identical, unlike the perpendicular directions of the triangular
pinning array, it is not surprising that most matching fields
have the same depinning thresholds in both driving direc-
tions for the square array. Nevertheless, strongly anisotropic
depinning occurs at B /B!=4 and 12, as shown in Figs. 18!b"
and 18!c".

In Fig. 19!a" we plot the vortex positions and pinning site
locations for B /B!=4, where anisotropic depinning occurs.
Here a triangular vortex lattice that is aligned with the y axis
forms. Under the y-direction driving, the interstitial vortices
flow in one-dimensional channels between adjacent columns
of pinning sites, as seen in Fig. 19!b" where 2/3 of the inter-
stitial vortices have depinned. A simple channeling motion
cannot occur for the x-direction driving, so Fc

x is much higher
than Fc

y. Just above the depinning transition for the
x-direction driving, as illustrated in Fig. 19!c", every other
column of vortices shifts in the y direction in order to permit
every other vortex to join a one-dimensional flowing channel
passing between adjacent rows of pinning sites. The remain-
ing interstitial vortices remain trapped between the pinning
sites. After this rearrangement, 2/3 of the interstitial vortices
flow in the steady-state one-dimensional channels shown in
Fig. 19!d", which are similar to the channels that form for the

xa

y

xb

y

FIG. 17. !Color online" Vortex positions !black dots", pinning
site locations !open circles", and vortex trajectories !black lines" just
above depinning for a system with a square pinning array at Fp
=0.86, Rp=0.35", and B!=0.0625!0 /"2 at B /B!=2. !a" The
y-direction driving. !b" The x-direction driving. The same type of
vortex motion occurs for both directions of drive.

0 0.05 0.1
FD

0

0.01

0.02

0.03

0.04

<V
x>,

<V
y>

0 0.01 0.02 0.03
FD

0

0.01

<V
x>,

<V
y>

0 0.003 0.006
FD

0

0.0025

0.005

<V
x>,

<V
y>

(a) (b) (c)

FIG. 18. !Color online" Velocity-force curves #Vx$ vs FD for the
x-direction depinning !open squares" and #Vy$ vs FD for the
y-direction depinning !filled circles" in the square pinning lattice
system from Fig. 17. !a" B /B!=2, where the depinning is isotropic.
!b" B /B!=4 with anisotropic depinning. !c" B /B!=12 with aniso-
tropic depinning.
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FIG. 19. !Color online" The vortex positions !black dots", pin-
ning site locations !open circles", and vortex trajectories !black
lines" for the square pinning lattice system in Fig. 18 at B /B!=4.
!a" The FD=0 state where a triangular vortex lattice forms that is
aligned in the y direction. !b" The vortex trajectories just above
depinning for driving in the y direction, showing one-dimensional
channels of vortices moving between adjacent columns of pinning
sites. !c" The vortex trajectories just above depinning for driving in
the x direction. Here, every other column of vortices shifts in the y
direction so that every other vortex can join one-dimensional rows
of vortices flowing between adjacent pinning site rows, while the
remaining interstitial vortices are trapped between neighboring pin-
ning sites. !d" The same as panel !c" but at a later time when the
system has reached steady-state flow.
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Figure 1.9: CVC simulations depicting the average voltage that is generated by vortex motion plotted
against an applied current (or force) for a square lattice adapted from Figure 18 of Reichhardt et al.36 (a)
CVC simulation for B/B1 = 2. (b) CVC simulation for B/B1 = 4.
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An experimental and theoretical understanding of one-dimensional periodic potentials is

desired since the details of flux-flow in two dimensional pinning potentials is complicated

and subtle. There has been theoretical interest in the flux-flow response for one dimensional

washboard potentials and we seek to experimentally explore these one dimensional poten-

tials.33, 54–58 Chapter 2 presents experimental work in which we study the rectification in the

flux-flow dynamics in asymmetric and in symmetric one-dimensional washboard potentials by

studying the vortex dynamics in thickness-modulated granular aluminum films.

1.2 The Effects of the Sample Edges

Vortex motion in flat thin-film superconductors is a complex problem that is dependent

on several factors. The previously discussed simulations assumed an infinite film, but experi-

mental superconductors have edges that have been experimentally59–62 and theoretically63–85

shown to directly affect how vortices enter and move within a superconductor. If the energy bar-

rier to vortex entry that is created by the existence of the sample edges becomes comparable to

or larger than the bulk pinning, then bulk and surface effects can be obscured by the sample

edges. Therefore, it is necessary to understand the details of vortex nucleation, including the

effects of the sample edges, so that a complete model for vortex motion can be established.

1.2.1 Edge Barriers to Vortex Nucleation

Vortex nucleation into thin-film superconductors is heavily influenced by the details of the

film geometry. The existence of the sample edges creates an edge energy barrier to vortex nucle-

ation that arises from two distinct sources: the Bean-Livingston barrier (BLB) and the geomet-

ric barrier (GB).63, 65–68, 70–74, 76, 77, 79–81, 85 The BLB can be thought of as an attraction of a nascent

vortex to an image antivortex outside of the sample that is necessary to satisfy the zero-normal-

current boundary condition at the surface of the superconductor. This leads to an attractive

force between a vortex and the sample edge, which tends to push vortices toward the super-

conducting edges and out of the film.86
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Figure 1.10: The calculated flux penetration in a superconductor with squared edges in a perpendicu-
larly applied field, adapted from Figure 1 from Brandt.70 Nucleating vortices (green) are bifurcated in the
corners of the square edges. The two halves join at the center of the thickness of the sample and become
one, continuous vortex (blue). The nascent vortex is then swept to the interior of the sample (orange).

This BLB is distinct from the geometric barrier, which is an expulsive barrier that is created

by the cross-sectional shape of a superconducting sample. Recall that a longer vortex has a

larger vortex energy (see Equation 1.5). Therefore, the GB is caused by the line-length increase

that a nascent vortex must undergo during the nucleation process.84 Figure 1.10 shows the ef-

fects of a squared edge shape on the line-length increase for nucleating vortices.70 As a nascent

vortex nucleates in a sample with squared edges the flux must penetrate through each edge cor-

ner, splitting the vortex into two halves represented by the green field lines in Figure 1.10. This

bifurcated vortex incurs a large line-length increase as it further penetrates into the sample

edges until both halves of the vortex join at the center of the sample thickness, represented as

the blue field lines in Figure 1.10. The vortex is then swept to the center of the superconductor,

denoted by the orange field lines in Figure 1.10, by the Lorentz force generated by the Meissner

screening currents. The GB of a sample with squared edges is large as a result of the steep line-

length increase that is caused by the bifurcation that a nascent vortex must experience to fully

penetrate a squared-edge sample. However, it is possible to fabricate superconductors with ta-

pered or prism edge geometries that minimize or completely eliminate the GB.61 It is important

15



to note that the BLB still exists despite reducing or eliminating the GB and so an edge barrier

will still be present for these samples.

1.2.2 The Vortex Dome

The entrance of vortices into a thin-film superconducting strip can be complex because of

the presence of the edge barriers. There are numerous theoretical treatments that have calcu-

lated the profiles of the currents and fields within a type-II superconductor in the presence of

externally applied fields and currents in order to understand the effects of the superconducting

edges on flux penetration.7, 61, 67–71, 74, 76, 84, 85, 87, 88

Consider a magnetic field that is applied perpendicularly to a superconducting strip of

width 2W , thickness d ¿ W , and with a penetration depth λ¿ d in the absence of vortices.

A superconductor in this state will form Meissner screening currents that are parallel to the

strip edges. These currents are large and positive at one edge, fall to zero at the center of the

strip, and become large and negative at the opposing strip edge. This Meissner current density

JM for a location x along the strip is given by

JM =− 2Hax

d
p

W 2 −x2
(1.6)

where Ha is the applied field.68 Several Meissner screening current distributions are shown in

Figure 1.11a at various applied fields that are normalized to a field Hs, which we will show is

related to the vortex entry condition at the edges.

An applied current I within the superconductor in the absence of an applied field will flow

on the surfaces of the superconductor. The applied current is also labelled as a transport current

since any applied current will exert a perpendicular force on each vortex (see Equation 1.4),

moving them across the strip in the absence of pinning. The resulting applied current density

has the same directional sense at all locations in the strip, but is largest near the edges of the

strip and lowers to a nominal (but non-zero) minimum value at the center of the strip. This

transport current density Jt within the superconductor is given by68
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Jt = I

πd
p

W 2 −x2
(1.7)

and is shown in Figure 1.11b at several applied currents that are normalized to Is, which we will

show is also related to the vortex entry condition at the edges. The total current density within

the strip in the presence of an applied field and current, but without vortices is then the sum of

Equations 1.6 and 1.7 given by68

J (x) = JM + Jt =− 2Hax

d
p

W 2 −x2
+ I

πd
p

W 2 −x2
. (1.8)

A treatment of the onset of flux penetration into a superconducting strip requires a model of

the edge barrier. We begin by postulating that no vortices will enter the superconducting strip

until the current density at one of the edges reaches a critical value Js, which will therefore de-

pend on the details of the edges. Consider the superconducting strip of width 2W and thickness

d once again in the presence of an increasing applied field with edge currents Jedge. As Ha is in-

creased from zero field, the Meissner currents at the edges will be of magnitude Jedge < Js and

the superconductor exhibits the full Meissner state. Eventually, Ha will increase to a point such

that Jedge = Js and the first vortices will begin to enter the strip over both edges. Additionally,

vortices may be coaxed into the strip by increasing an applied transport current It. Consider a

value of Ha such that the Meissner screening currents result in Jedge < Js. Then, a transport cur-

rent It is applied and is increased until eventually Jedge = Js. At this value of It, vortices nucleate

into the strip over one of the edges since, from the Equations 1.6 and 1.7 which are plotted in

Figure 1.11, Jt and JM are in the same direction at one edge but are in opposing directions at

other other edge.

From these observations we can define a critical current density and a critical field. The

critical current density Js is defined as the edge current density that is required to first pull a

vortex into the strip and the critical field Hs is the field at which the Meissner edge-current

density is equivalent to Js. We may also define a critical current Is which is the applied current
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Figure 1.11: Calculations of the various currents present in the Meissner state described by Equation 1.6
from Benkraouda et al.68 (a) The surface screening currents resulting from the Meissner response to
various applied fields. (b) The current density profiles for various applied transport currents. (c) The
current densities of three strips of vortices at various locations x ′ in the strip for Hz /Hs = 0.005. The
film parameters used to obtain these solutions were W = 50µm (where W = width/2 and the sample
boundaries are denoted by the dashed lines) and a film thickness of d = 0.5µm. The edge singularities
were treated by implementing a cutoff length of Λ= 2λ2/d 74 where λ∼ 700nm. Note that Hs is defined
by the critical current by Equation 1.9.

18



that is required to reach Js in the sample edges at Ha = 0. These critical definitions are related

to Js by

Js = Hs

W
= Is

2W d
. (1.9)

Here, Is is the applied current for which a vortex can first overcome the edge energy barrier and

enter the strip at Ha = 0 and Hs is determined by Js, which in turn depends on the BLB and GB.

We note that Hs is distinct field from Hc1 and these two fields should not be considered syn-

onymous. The currents and fields in this discussion are normalized with respect to the critical

definitions of Equation 1.9.

We have just considered the case of Ha < Hs, but we will now consider what happens when

Ha is increased slightly above Hs. At this point, Jedges > Js and vortices will spill into the strip.

The Meissner currents create a potential minimum for vortices at the center of the strip, so

these nucleating vortices cluster near the center of the strip and form a vortex dome. As vortices

enter the superconductor, they repel additional vortices from entering as a result of their own

currents adding to the edge currents. The current contribution due to a strip of vortices d Jv of

width d x ′ and located at x ′ is given by

d Jv = 2Hz(x ′)
p

W 2 −x ′2

πd (x −x ′)
p

W 2 −x2
d x ′ (1.10)

where Hz(x ′) = Bz(x ′)/µ0 for a flux field distribution Bz(x ′).68 The currents resulting from vari-

ous vortex locations x ′ within the strip are plotted in Figure 1.11c which shows that the current

from a strip of vortices extends to the edges of the superconducting strip with current direc-

tions that oppose the Meissner screening currents. Therefore, the current from each vortex acts

to lower the edge current, preventing more vortices from entering. This feedback mechanism

ensures that Jedge/Js never exceeds 1. If Ha is further increased, then vortices will once again

enter the superconductor, which then causes Jedge to decrease below Js. In this way, a slowly

widening vortex dome forms as the magnetic field is increased68 as shown in Figure 1.12.

19



(a)

0.12

0.10

0.08

0.06

0.04

0.02

0.00

B z
 / 

(μ
0H

s)

-50 -25 0 25 50
 x (μm)

2.0

1.5

1.0

0.5

x1
0-4

 

-0.2 -0.1 0.0 0.1 0.2

 Ha / Hs = 1/15
 Ha / Hs = 1/14
 Ha / Hs = 1/13
 Ha / Hs = 1/12
 Ha / Hs = 1/11
 Ha / Hs = 1/10

 Ha / Hs = 1 / (1 + R) = 1/15.1421 

(b)

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

J 
/ J

s

-50 -25 0 25 50
 x (μm)

 Ha / Hs = 1/15
 Ha / Hs = 1/14
 Ha / Hs = 1/13
 Ha / Hs = 1/12
 Ha / Hs = 1/11
 Ha / Hs = 1/10

 Ha / Hs = 1 / (1 + R) = 1/15.1421

Figure 1.12: A superconducting film in the dome state for various applied fields and no transport current
calculated using the formulation of Benkraouda et al.68 (a) The flux dome at various applied fields with
respect to the edge entry field. The flux dome at the entry condition (when Ha/Hs = 1/(1+R), see text)
is also displayed and magnified in the subfigure. (b) The corresponding current densities, normalized
to Js, for each flux dome. Recall that J/Js = 1 at the edges (dashed lines). The film parameters used to
obtain these solutions are W = 50µm (a film width of 100µm) and a film thickness of d = 0.5µm.

Thus a superconducting film in the mixed state will have a flux dome in the sample interior

caused by the vortex lattice that is formed at the center of the film in the absence of a transport

current.68 This flux dome, or a dome of vortex density n, is the average field of the vortices

within the strip, Bz ∼ nΦ0 and is described by

Bz(x) =


B0

p
(x −a) (b −x)p

W 2 −x2
a < x < b,

0 otherwise,

(1.11)

where B0 is related to the applied field by B0 = µ0Ha and W is half of the sample width.68 The

parameters a and b determine the boundaries of the flux dome within the sample where no

current flows interior to a and b.68 The dome boundary parameters are given by

a =W

 I

2πW Ha
−

√(
1+ I

2πW Ha

)2

−
(

Hs −Ha

RHa

)2
 , (1.12)
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b =W

 I

2πW Ha
+

√(
1+ I

2πW Ha

)2

−
(

Hs −Ha

RHa

)2
 , (1.13)

where R =p
(2W )/d is the square root of the aspect ratio of the strip and can be used to describe

the sample edges.68 The condition on Ha required for first flux entry can be obtained by con-

sidering the limit of vanishing dome width which corresponds to Equation 1.12 in the limit of

a = 0 or b = 0 with no transport current (we arbitrarily choose to consider the case of a = 0 with

Equation 1.12). Simple rearrangement in this limit yields the relationship between the applied

field Ha and the edge entry field Hs of

Ha = Hs

(
1

1+R

)
(1.14)

that is required to nucleate vortices into the film. The parameter R can therefore be used as

a modeling tool to constrain the relationship between Ha and Hs. The minimal vortex dome

that is formed for an applied field that just satisfies the criterion described by Equation 1.14 is

depicted in Figure 1.12a as the small black curve (magnified in the inset) and represents the

first few vortices entering the sample. As the applied field is increased beyond the criterion

condition of Equation 1.14, vortices begin to nucleate into the superconductor and contribute

to the interior flux dome as shown in Figure 1.12a. These vortices also contribute to the net

current density in the dome state,68 shown in Figure 1.12b. The current densities corresponding

to each vortex dome are zero wherever vortices exist (or equivalently where the vortex dome

exists) since any nonzero current would cause the vortices within the dome to move. Also, recall

that the current at the strip edges can never exceed |Jedge/Js| = 1 since the current from each

vortex that nucleates lowers the currents at the edge.

The addition of a transport current will alter the dome shape.68 Figure 1.13 shows the flux

dome and corresponding current densities in the presence of various transport currents. These

transport currents are normalized to Ic(Ha), which is another critical current defined as the ap-

plied current that is required to cause vortices to exit the strip at a given applied field. The terms
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Figure 1.13: A superconducting film in the dome state for an applied field of Ha/Hs = 1/14 for various
transport currents.68 (a) The effects of several transport currents on the flux dome. (b) The correspond-
ing current densities, normalized to Js, for each flux dome. Recall that J/Js = 1 at the edges (dashed
lines). The film parameters used to obtain these solutions are W = 50µm (a film width of 100µm) and a
film thickness of d = 0.5µm.

in Equations 1.12 and 1.13 that depend on the applied current I cause the dome shape to be

asymmetric and “pushed away” from the vortex nucleation edge. For larger transport currents,

the dome is heavily distorted until the right dome edge (determined by b of Equation 1.13) over-

laps with the right edge of the strip. At this point, the vortices that comprise the flux dome begin

to exit the superconductor via the overlapped, right edge. As they do so, new vortices enter over

the left edge, and a continual flow of vortices across the sample begins and the superconductor

has entered the flux-flow regime in which the dome model is no longer valid.

These considerations of the flux dome formed within a superconducting strip required the

inclusion of the effects of the sample edges. This implies that the sample edges heavily influ-

ence vortex nucleation and vortex dynamics. The effect of the sample edges on flux properties

within granular aluminum superconductors will be the subject of Chapter 3.
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Chapter 2

Superconductivity in Modulated Granular

Aluminum Films

Exploiting Abrikosov vortices in type-II superconductors to create fluxonic devices such as

relativistic-flux-quantum-based diodes,23 logic elements,26, 28 or even as nondestructive read-

out random access memory (RAM) cells29 has lead to a significant amount of research on the

effects of various surface potentials on vortex transport properties. One method of influencing

and exploiting vortices is with a vortex ratchet that rectifies vortex motion by preferentially re-

stricting flux-flow in one direction. These vortex ratchets are typically fabricated by imposing a

two-dimensional potential landscape with magnetic pinning potentials17, 56–58, 89 or with mag-

netic and hole dot arrays14, 90, 91 (for a review see Ref. 33). Other ratchets have been realized via

modification of the sample edges that alter the vortex nucleation environment60, 62 rather than

imposing a surface potential.

In Chapter 1, we argued that the vortex dynamics in two-dimensional surface potentials

can be complex and so surface potentials that impose a one-dimensional washboard poten-

tial are an ideal testing ground. For example, experiments by Morrison et al. and Dobrovol-

skiy et al. exploit an asymmetry in the magnetization of type-II superconductors by pressing

or milling grooves into the sample to modulate the surface which induces an asymmetry in

the surface potential landscape.21, 24, 92, 93 Additionally, there have been numerous theoretical

works that show how rectification can be achieved by considering asymmetry from washboard

potentials.27, 33, 91, 94, 95 We, therefore, aimed to fabricate and study vortex ratchets by imposing

a periodic thickness variation, and thus a direct washboard potential, in superconducting films.

In order to understand the vortex dynamics in ratchet systems, it is first useful to briefly

revisit the details of vortex entry within a flat superconducting strip, which was thoroughly dis-

cussed in Chapter 1. Recall that a thin type-II superconducting strip that is in the presence of
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an applied field Ha will exist in the mixed state where vortices penetrate the sample since we

assume that the first critical field Hc1 ≈ 0 for thin-film geometries. In this mixed state, vortices

nucleate over either sample edge and are pushed towards the center of the strip by a Lorentz

force that is generated from the Meissner screening currents at the edges of the sample. This

process is repeated for subsequent nascent vortices creating a dome-like field distribution in

the interior of the sample along with a triangular vortex lattice that is caused by the repulsive

vortex-vortex interaction. An applied transport current It will then create a preference for vor-

tex nucleation to occur at one of the two strip edges, as well as alters the vortex dome shape

into a form such that the dome is “pushed away” from the nucleation edge.68 As It is further

increased, the dome will eventually be skewed such that one of the dome edges reaches one of

the film edges. At this point vortices begin to spill out of and flow across the strip, generating

a voltage as each one exits.68 The system is now in a dynamic state where the dome model no

longer applies.

One way to influence the previously described vortex dynamics is by creating a symmet-

ric, washboard potential landscape in a superconducting sample. Consider a superconducting

thin-film strip that possesses a potential of this kind with a sinusoidal thickness modulation

that is in the presence of an applied field Ha, represented in Figure 2.1. For small Ha, only

a few vortices enter the strip and the vortex density inside the sinusoidally modulated super-

conductor is lower than what is required to fill each of the potential minima with a vortex.* In

this case, as shown in Figure 2.1a, the vortices will reconfigure themselves so that each vor-

tex sits as low as possible within this potential landscape. Since there is no commensurability

between the vortices and the potential wells, vortices with no neighbors and vortices that are

surrounded by neighbors will sit at the potential minima while vortices with only one neighbor

will be marginally pushed up in the potential wells by the repulsive vortex-vortex interaction.

Therefore, the critical current Ic that is required to liberate these vortices from the potential

wells, cause flux-flow across the strip, and produce a voltage will be large since all the vortices

*We assume that Hc1 ≈ 0 for strips and thin-films.
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Figure 2.1: A cartoon depiction of the arrangements of vortices (orange balls) in a symmetric, one-
dimensional washboard potential (grey modulation) for several applied fields. Hn will be used to denote
the nth matching field. (a) Ha < H1. (b) Ha = H1. (c) H1 < Ha < H2. (d) Ha = H2.

in the film sit fairly low within the potential (although some are not sitting at the minima). A

symmetric potential will yield the same critical current for leftward and rightward moving vor-

tices since the force required to push these vortices up the symmetric potential walls is identical

in both directions.

The effects of the thickness modulation further influence vortex motion as the applied field

is increased. Once Ha reaches the first matching field H1, the vortex density is commensurate

with the period of the washboard potential and each potential minima is occupied by a single

vortex as shown in Figure 2.1b. The vortices in this case experience the same landscape po-

tential created by the sample as in the previous case depicted in Figure 2.1a, but each vortex

is symmetrically influenced by the repulsive vortex-vortex interaction. The critical current re-
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quired to liberate the entire vortex lattice from the washboard potential at this matching field

will be larger than is required in the Ha < H1 case since each vortex in the strip now sits at local

minimum within the potential (as opposed to some vortices sitting slightly higher in the wells

in the case of Figure 2.1a). In Figure 2.1c, Ha is increased above H1 such that the vortex density

is higher than in the Ha = H1 case. For example, consider a density such that every other well in

the washboard is occupied by two vortices. In this case, the vortex-vortex interaction prevents

some of the vortices from occupying the local minima and the vortices are pushed up in the

potential wells so that the distance between the vortices is uniform. Now, the critical current

required for vortex motion is less than what is required for the first matching field since some of

the vortices sit higher in the potential wells as a result of the repulsive vortex-vortex interactions.

Finally, the field is increased such that there are exactly two vortices allowed per well as shown

in Figure 2.1d. At this second matching field H2, we notice an increase in the required critical

current compared to the situation described in Figure 2.1c since the vortices are sitting lower

(on average) in the potential wells than they do when the field is not at a matching field. In this

way, a symmetric washboard potential alters the details of vortex motion when compared to a

flat strip. However, the critical currents for leftward and rightward vortex motion in this sym-

metric potential are identical at all applied fields following from the previous considerations of

the symmetric potential wells.

Vortex dynamics can also be influenced by an asymmetric potential landscape. Now, con-

sider a superconducting strip that possesses a potential of this kind with a sawtooth thickness

modulation that is in the presence of an applied field, as shown in Figure 2.2. The previous gen-

eral considerations that were made at each applied field in the case of the symmetric potential

apply to the case of the sawtooth potential in that certain applied fields will cause matching

effects within the asymmetric potential, resulting in an increase in the corresponding critical

currents. However, these critical currents will no longer be reversible due to the difference in

the slopes that rightward and leftward moving vortices experience. Vortices that are driven

rightward in the sawtooth potential of Figure 2.2 will require a lower critical current to liber-
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ate vortices than leftward driven vortices due to the shallower rightward slope which creates an

“easy” and a “hard” direction to flux-flow. In this way, vortex ratchets can be realized by causing

a rectification in the vortex dynamics in which there is a preferential direction of vortex motion.

!! "#!"

Figure 2.2: A cartoon depiction of the arrangements of vortices (orange balls) in an asymmetric, one-
dimensional washboard potential (grey modulation) at an applied field that is equivalent to the first
matching field, Ha = H1.

Both symmetric and asymmetric washboard potential landscapes can be fabricated by in-

fluencing either the line length of a vortex or by creating pinning sites that preferentially trap

vortices. Recall that previous studies have created asymmetric potentials by grooving the sam-

ple surface20–22, 93 or by introducing artificial pinning sites into the sample in the form of an

array of holes or defects.14, 33, 90, 91 In our work, we used a combination of substrate surface

modifications and sputter techniques to elegantly fabricate both an asymmetric and a symmet-

ric modulation in the thickness of superconducting granular aluminum films. These thickness

modulations influence the vortex line-length and therefore the vortex energy (see Chapter 1)

which will result in a corresponding asymmetric or symmetric surface potential landscape.

In order to properly study these modulation effects, a material with inherently low pinning

properties must be chosen so that the effects of the thickness modulations are not obscured. In

general, vortices within a superconductor are not necessarily mobile since defects such as grain

boundaries, can restrict flux motion by trapping or pinning vortices within the superconductor.

These pinning effects may obscure vortex motion within these potentials if the pinning forces

exceed the effects of the washboard potentials. Therefore, the superconductors studied in this

work are granular aluminum films since this material is known to have extremely low inherent

pinning as a result of minuscule grain sizes.96
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2.1 Film Fabrication and Characterization

The study of superconducting films requires a fabrication technique that reliably and re-

peatably produces film samples. In general, a photolithographic lift-off process was employed

to pattern granular aluminum films on glass substrates in a four-probe geometry, shown in Fig-

ure 2.3. In this geometry, an alternating current (AC) can be applied with the current leads

while simultaneously measuring the voltage response between the voltage leads so that accu-

rate resistance measurements of the sample can be made by mitigating contact resistance ef-

fects. Standard four-probe films that were studied in this work, shown in Figure 2.3, are typically

∼100µm wide by ∼200µm long between the voltage leads and were grown with a magnetron

sputter system to be ∼0.5µm thick.

100 μm

Voltage Leads

Current Lead Current LeadSuperconducting Sample

Figure 2.3: An optical image of a granular aluminum film sample in a four-probe geometry. The sample
is grown on a soda-lime glass substrate on top of gold current and voltage leads. The gold crosses were
used to align the various lithographic layers to one another.

2.1.1 Lift-Off Photolithography

Lift-off lithography is a versatile and widely used sample fabrication technique97–104 that

utilizes a resist mask that is sensitive to either ultraviolet light105 or to an electron beam106 to

pattern microstructures in a wide variety of surface and sample geometries. Figure 2.4 depicts a

general lift-off lithographic process. First, the substrate is cleaned with a 3-solvent rinse. Then
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lift-off resist, which is not light sensitive but is soluble in the photoresist developer, is spun and

baked onto the clean substrate. The light-sensitive photoresist is then spun and baked on top

of the lift-off resist resulting in the resist layering that is depicted in Figure 2.4a. The sample

may now be patterned by exposing the photoresist with the desired sample geometry. After

the exposure is completed, the substrate is developed and the exposed area is developed away.

Figure 2.4b shows the resulting post-development resist layer geometry in which an undercut

is formed in the lift-off resist beneath the developed photoresist. This undercut forms since the

lift-off resist is dissolved by the photoresist developer during the development step. In order

to achieve an appropriate undercut, the photoresist must be slightly overdeveloped to allow

the developer to dissolve the lift-off resist that is protected by the photoresist. For some lift-off

resists, the extent of the undercut can be tuned by increasing or decreasing the bake time and

temperatures.107

(a)

(b) (d)
!"#$%&'()

(c)
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Figure 2.4: A cartoon depicting the lift-off process. (a) Lift-off resist (yellow) is spun on a substrate (blue).
Then, photoresist (red) is spun on top of the lift-off resist. (b) The photoresist is exposed and developed,
creating an undercut in the lift-off resist. (c) The substrate is metalized (grey). Note that the resist side-
wall coatings are disconnected from the sample. (d) The resist is washed away, leaving only the sample.

At this stage, the substrate and resist layers are prepared for sample growth and subsequent

lift-off. The resist stack is metalized with the sample material via a choice of any number of de-

position techniques such as thermal evaporation or magnetron sputtering. Figure 2.4c depicts

the substrate after the sample deposition is completed; the extreme advantage of producing an

undercut becomes apparent. The resist sidewalls inevitably become coated with the sample
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material, shown in Figure 2.4c, as a result of the diffusive components that are typically present

during sputter growth techniques or as a result of the solid angle subtended by the material

trajectories from thermal evaporation sources. The desired sample material could therefore

be connected to these sidewall coatings in a monolayer resist geometry and the quality of the

lift-off would suffer. The presence of the undercut ensures that it is impossible for the sidewall

coating to be continuous with the desired sample area for film growths that are less than the

lift-off resist thickness. The final lift-off step is performed, depicted in Figure 2.4d, by soaking

the substrate in a solvent (typically remover PG or acetone) to dissolve the resist layers, leaving

behind the metalized material defined by the patterned area.

Several lithographic parameters such as resist type, layer structure, and spin speeds must

be carefully considered to obtain the highest quality lift-offs. The thickness of each resist layer

is vital and is determined by both the choice of resists and spin speed. The desired resist thick-

nesses will ultimately be constrained by the desired sample thickness. If the lift-off resist layer

is comparable to or thinner than the desired sample thickness then the sidewall coatings may

become connected to the sample and lift-off will likely be unsuccessful. If the lift-off resist is too

thick then the incoming ballistic sample material can be occluded from the substrate surface

by shadowing from the photoresist layer. We found that a lift-off layer that is ∼ 3× the thickness

of the sample reliably produces successful lift-offs. Additionally, the success of the lift-off re-

quires a delicate balance between the exposure dose and the development time. Underexposed

resists will not yield a successful liftoff since the substrate surface will be partly covered in the

sample region and the sample geometry may be altered as a result. An overexposure will also

be unsuccessful as overexposed photoresist tends to have sloped sidewalls which will increase

the likelihood that the sample and sidewall coatings will be connected during sample growth.

The over- and under-development of the resist tends to present itself in a similar manners as in-

correct exposure doses. So, a proper exposure dose balanced with an appropriate development

time along with an optimized resist layer geometry is vital in obtaining high-quality samples.
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2.1.2 Sample Growth by Magnetron Sputtering

The granular aluminum films that were studied in this work were grown by magnetron sput-

tering which is a widely implemented sample deposition technique that offers uniformity, reli-

ability, and ease of control of the growth rate. An adaptation from Knittel et al.108 was used to

accurately represent the details of the sputter gun in the schematic representation of the sputter

system that was used, shown in Figure 2.5. The magnetic field that is created from the perma-

nent magnet in the sputter gun upon which an aluminum target sits traps stray electrons in

tight helical orbits near the sputter gun. When a voltage is applied between the anode and the

cathode in the sputter gun, the electrons that are trapped by the magnetic field are accelerated

and inelastically collide with an argon atom and ionize it. This argon cation is then accelerated

towards the target by the voltage applied between the cathode and anode where it ejects 1 ∼ 2

target atoms. The exact amount of ejected material for a given ion fluence depends on the volt-

age and the material-dependent sputter yield, or the number of ejected atoms for each incident

ion. The material ejected from the sputter target is purely ballistic in an ideal system. However,

random collisions with the un-ionized argon gas in the vacuum environment creates a diffusive

component to the incident sputtered material.108 This diffusive material can impinge on the

substrate at relatively large angles that exceed the solid angle subtended by the target diameter,

which will become an important detail when growing granular aluminum films.

The sputter deposition of granular aluminum films with this system yields reliable and re-

peatable superconducting samples. This reliability is crucial since we will show that the oxygen

pressure and growth rate heavily influence the critical temperatures of the superconducting

films. To deposit a film, the system is first pumped to a base pressure near 0.5µTorr. Then,

6.5 mTorr of argon along with a partial oxygen pressure of ∼ 50µTorr are introduced into the

chamber directly near the sputter gun via a gas inlet ring and are controlled with Alicat mass

flow controllers. This argon pressure is required to ignite a plasma to begin the sputtering pro-

cess while the optional oxygen pressure is used to tune the superconducting properties of the

sputtered films. Once the gases have been introduced into the vacuum chamber, the argon
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driven by a dc power supply, and typically operated at cur-
rents of up to 0.4 A at voltages of 250–600 V and base
pressures ranging between 1!10−4 and 1!10−3 Pa. The gas
flow rates are about 1 l / s. A schematic diagram of the setup
is given in Fig. 1. The deposition rates are determined by a
commercial quartz monitor !Fig. 2" which has been cali-
brated by atomic force microscope !AFM" measurements.
The AFM was in turn calibrated by a calibration grid.

III. THEORETICAL APPROACH

In 1979, J. H. Keller and R. G. Simmons published a
generalized transport model derived from a sputtering pro-
cess in a system with parallel-plate geometry.6 It predicts the
rate of deposition of atoms on a substrate dependent on ma-
terial and process parameters. Although the original study
dealt with SiO2, systematic experiments showed that the
Keller-Simmons model describes the sputter deposition of
various elemental semiconductors and metals very well.2

An important parameter to characterize the sputtering pro-
cess is the mean free path !mfp" " of the sputtered particles
in the working gas, which is argon in this study. With a
hard-sphere model and a Maxwell velocity distribution one
obtains11

" = #1
4

#NG!DT + DG"2#1 +
mT

mG
$1/2$−1

, !1"

with the number density NG of the gas particles, the effective
diameters of the gas and target atoms DG and DT and the
corresponding atomic masses mG,T. Equation !1" is based on
the assumption that the density of sputtered atoms is small
with respect to that of the gas atmosphere. The number den-
sity NG is obtained from the ideal gas law: NG
= !NAvo/VAvo"!pT0 /p0T" with Avogadros number NAvo, molar
volume VAvo gas, pressure p, and temperature T , p0
=102.3 kPa, T0=273 K. Equation !1" is based on the as-
sumption that the density of sputtered atoms is small with
respect to that of the gas atmosphere. With a working pres-
sure below 20 Pa and a gas temperature of 500 K, one ob-

tains "$5 mm. Argon ions impacting on the cathode obtain
their kinetic energy within the dark space, which is about
1mm wide. The estimate of mfp indicates that most of the
argon ions pass the dark-space area without interactions and
reach the target with energies close to the maximum value
given by the sputter voltage,

Eion = eU . !2"

For sputtering processes, charge flow, i.e., the electrical cur-
rent, is mainly caused by the ionized gas atoms:

I = %+e !3"

with the ion flux %+. Secondary electrons and emitted target
ions do not contribute significantly to the current, experimen-
tal values are 10% or less.12

With Eq. !3" it is possible to calculate the sputtered par-
ticle flux,

&T = Y%+ =
YI

e
, !4"

with the sputter yield Y =Y!Eion", which is of order unity and
a smooth function of the ion energy. Matter is thereby emit-
ted into the whole half space above the target, following a
normalized angular emission characteristic given by

g!'" = 2 cos ' , !5a"

% g!'"dS = 2# , !5b"

with a surface element of the unit sphere dS, and integration
over the half-sphere # /2$'$0. The validity the widely
used cosine-shaped characteristic is discussed in Ref. 3.

The geometry of the sputter chamber is shown in Fig.
3!a". For target–substrate distances comparable with the
magnetron radius, the geometry of the source has to be taken
into account. The sputtered material mainly originates from a
ring-shaped area with a radius s1 that can be determined from
the inspection of used sputter targets. The opposite case is

FIG. 2. Comparison of the deposition heights measured by quartz monitoring
and AFM.

FIG. 1. Schematic illustrating the magnetron sputter principle. The argon
ions are produced in the areas in which E!B and form an annulus in front
of the cathode.
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Figure 2.5: A schematic representation of the bell jar sputter system used to deposit granular aluminum
films and gold contacts. Sample substrates are mounted to the sample stage near a crystal thickness
monitor and are shielded by a LabVIEW controlled shutter. The inset shows an enhanced view of the
magnetron sputter head adapted from Knittel et al.108 An arrangement of magnets induces the magnetic
field that traps stray electrons near the target and an RF power supply creates a potential that accelerates
ionized argon towards the target, ejecting the desired material (orange arrows). A gas ring is outfitted
onto the sputter head to vent mass-flow controlled pressures of argon and oxygen directly near the target.
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plasma is ignited and the aluminum target material begins to sputter at an initially non-uniform

rate. So, the sample is occluded by a LabVIEW-controlled shutter to protect the substrate while

the sputter rate stabilizes. Both the sputter rate and film thickness are measured with a crystal

thickness monitor that is not obscured by the shutter so that these parameters may be recorded

by LabVIEW for the entire duration of the growth. Once the rate stabilizes to a desired value

that is typically ∼ 10Ås−1 (for the aluminum films studied in this work), the shutter is opened,

exposing the substrate to the sputter target and the sample growth begins. The shutter is closed

once the desired thickness has been grown and the sample is lifted-off as previously described.

2.1.3 Why Granular Aluminum?

The superconducting properties of granular aluminum films are ideal for studying vor-

tex dynamics within modulated surface potentials with the available cryogenic measurement

equipment. The cryostat used to measure the superconducting films has an optimum oper-

ating temperature range between 1.3K < T < 2.0K.109 So, materials with critical temperatures

that are too low (such as pure Al) or that are too high (such as Pb or Nb) are not ideal. However,

the critical temperature of granular aluminum can be tuned by adjusting the oxygen content

during sample growth so that the transition temperature is about ∼ 1.75K, which allows for an

optimal operating temperature range of the cryostat.96, 109

In addition to possessing an attractive and tunable critical temperature, granular aluminum

is ideal since this material is also a low-pinning superconductor. As previously discussed, a su-

perconductor with inherently low bulk pinning properties is required so that the surface mod-

ulation effects on vortex motion are not obscured. Recall that even vortices within a supercon-

ductor with no modulation are not necessarily mobile since certain material properties can trap

or pin vortices and restrict vortex motion within the superconductor. For example, the inher-

ent material pinning in “pure” Al films with minimal oxygen content is caused by large grains

(> 100nm110) within the material which tend to pin vortices since the line energy of a vortex will

be affected by the local variations in the superconducting properties near the inhomogeneities
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that are induced by these grain boundaries.4 The pinning within the material can mask the

effects of the washboard thickness modulations on vortex motion if the inherent pinning is

sufficiently large. Therefore, the ideal material to study flux flow within thickness-modulated

superconductors is a material that possesses minimal pinning properties.

The low pinning properties of granular aluminum results from the small size-scales of grains

that arise from the incorporation of oxygen within this material. The introduction of oxygen

during film growth creates a nearly amorphous material that is composed of grains of alu-

minum surrounded by insulating oxide boundaries that have a length scale of ∼ 10nm.96, 110

These nanometer-scale grains weakly interact with vortices within granular aluminum films

since the vortex sizes (defined by ξ) are typically much larger than these grains. Therefore, vor-

tices are unlikely to be trapped or pinned by the small grains.

Granular aluminum is considered to be a dirty superconductor since the electronic mean

free path l is much smaller than the BCS coherence length ξ0 as a result of the minuscule grain

sizes in these materials. To show this, we find the mean free path in a granular aluminum film

from the resistivity, which are related by96

ρl = 0.4×10−11Ω ·cm2. (2.1)

and the granular aluminum BCS coherence length is obtained by scaling the pure aluminum

BCS coherence length of ξ0 Pure = 16000Å by the ratio of the critical transition temperatures of

these materials,96

ξ0 = 16000Å
Tc Pure Al

Tc
, (2.2)

where Tc Pure Al = 1.140K.111 Using typical granular aluminum properties of ρ = 10µΩ·cm96 and

Tc = 1.75K with Equations 2.1 and 2.2 yields a mean free path of l = 4nm and a BCS coherence

length of ξ0 = 1042nm, indicating that granular aluminum is indeed a dirty superconductor

since l ¿ ξ0.
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The vortex properties in granular aluminum are therefore determined by the Ginzburg-

Landau characteristic lengths for dirty superconductors. Recall from Chapter 1 that the vortex

size depends on the material dependent coherence length ξ, which is distinct from (but related

to) the BCS coherence length ξ0. Also recall that the penetration depth λ determines the vortex

regime (Abrikosov, intermediate, Pearl) that vortices experience when compared to the sample

thickness. In a dirty superconductor, these temperature-dependent Ginzburg-Landau charac-

teristic lengths are given by4

ξ (T ) = 0.85(ξ0l )1/2
(
1− T

Tc

)−1/2

(2.3)

λ (T ) = 0.62λL

(
ξ0

l

)1/2 (
1− T

Tc

)−1/2

(2.4)

where λL = 157Å is the London penetration depth at T = 0.110 Evaluating Equations 2.3 and

2.4 with the previously noted granular aluminum properties (ρ = 10µΩ ·cm96 and Tc = 1.75K)

yields characteristic lengths of ξ(0.9Tc) = 174nm and λ(0.9Tc) = 496nm with the temperature

dependence of both lengths displayed in Figure 2.6.
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Figure 2.6: The temperature dependence of the GL characteristic lengths (Equations 2.3 and 2.4) for typi-
cal granular aluminum films. These calculations were performed with Tc Pure = 1.14K andρ = 10µΩ · cm.
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The vortex properties in granular aluminum are thus ideal to study vortex dynamics in sur-

face potentials. The sizes of vortices in granular aluminum of diameter ∼ 2ξmust be reasonable

such that a realistic periodic potential pitch of ∼ 3µm can be lithographically fabricated. The

previously calculated value of ξ for granular aluminum is particularly attractive since vortices

of diameter ∼ 2ξ∼ 348nm are small enough to experience an easily fabricated washboard pitch

of 3µm while also being large enough to not be affected by the previously noted 10 nm grains

that are present in these superconductors. Additionally, the granular aluminum films that were

typically grown to a thickness of ∼ 0.5µm are comparable to the previously calculated GL pen-

etration depth indicating that vortices within these films are likely in the intermediate regime

(see Chapter 1). The combination of the tune-ability of the critical temperature, the low inher-

ent surface pinning, and the vortex size-scale makes granular aluminum an ideal material to

study the vortex dynamics resulting from the modulation in the sample thickness.

2.1.4 Granular Aluminum Film Characterization

Numerous samples were tested in an attempt to empirically determine how the growth pa-

rameters influence the superconducting properties of the films. The first series of four-probe

samples were grown at various deposition rates and partial pressures of oxygen to character-

ize the sputtering system that was used to grow granular aluminum films. Figure 2.7 reveals a

dependence of the critical temperatures of the films on the ratio of the oxygen pressure to the

growth rate. This can be visualized by considering the substrate surface at the atomic level dur-

ing a sample growth. At a partial oxygen pressure of PO2 there are n atomic layers of oxygen

incident on the substrate surface per second, where n is proportional to PO2 . Since the rate of

sputtered aluminum is typically on order of 10 Å/s and since the atomic diameter of aluminum

is 2.86 Å, then there are ∼ 3.5 atomic layers of aluminum incident on the substrate per second.

This will result in a ratio of oxygen to aluminum at the substrate surface that is proportional to

the ratio of the oxygen pressure to to deposition rate. We also found that the room tempera-

ture resistivity is dependent on the oxygen content in the films and can therefore be used as an
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initial metric of the quality of the films without needing to cool the sample to cryogenic tem-

peratures. While there is a clear dependence on the critical temperature on the oxygen content

in the granular aluminum films that is indicated in Figure 2.7, there is evidently another prop-

erty that contributes to this dependence because of the imprecision in the trend of the critical

temperatures.
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Figure 2.7: Critical temperature measurements for approximately 200 granular aluminum samples
grown via magnetron sputtering in a partial pressure of oxygen. The critical temperature location trends
with the ratio of the number of oxygen atoms to the number of aluminum atoms incident on the sub-
strate surface during growth.

In addition to the dependence of the location of the transition temperature on the film

growth parameters, we found that the shape of the critical transitions of the films are influenced

by the sloped sample edges that are created as a result of the lift-off geometry. Various transition

measurements of films that were tested without any additional fabrication steps after lift-off

seemed to have wide transitions with irregular shapes. Since the sputter gun cannot be consid-

ered a point source at a typical substrate-target distance of 8 cm, there is an 8° angular variation

in the incident material that can blur the sample edges. However, this geometry alone could

not explain the micron-sized blurring of the sample edges that we repeatedly observed. Our
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Figure 2.8: The lift-off undercut geometry created by the lift-off resist (yellow) and the photoresist (red)
along with the diffusive component of the sputtered material (orange dashed arrows) can create an edge
halo in the sample (orange edges).

hypothesis was that the “haloed” film edges were caused by an interplay between the undercut

geometry and the non-negligible diffusive component of the incident sputtered aluminum108

as shown in Figure 2.8. These “haloed” or irregular edges have been known to cause broadened

critical transitions in other superconducting films which were remedied by trimming the film

edges.112, 113 Therefore, a touch up wet-etch in Trasene moly etchant (which is a phosphoric-

acetic-nitric acid solution) was performed after the lift-off step to create an edge geometry that

is closer to a squared edge by using photoresist as an etch mask. Figure 2.9 contrasts the transi-

tions of two granular aluminum samples before and after the touch-up edge etch is performed
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Figure 2.9: Transition curves of two granular aluminum films before (solid) and after (dashed) trimming
the edges via a wet etch. The transition widths (defined as ∆Tc between 0.9RNormal and 0.1RNormal) are
∆Tc ∼ 4mK for the post-etched films and are ∆Tc ∼ 38mK for the pre-etched films.
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and shows that the wet-etched films have much sharper transitions. This clearly demonstrates

that the sample edges influence the shape of the superconducting transitions.

2.2 Fabrication of Modulated Granular Aluminum Films

In order to study vortex motion within vortex ratchets, we fabricated granular aluminum

film samples with either a symmetric (sinusoidal) or an asymmetric (sawtooth-like) thickness

modulation with a ∼ 3µm pitch similar to the representation in Figure 2.1. These thickness-

modulated films were fabricated by first etching a square wave grating into the surface of a

glass substrate followed by an annealing step to smooth the grating. Then, a granular aluminum

sample was sputtered at a large angle (∼40°) relative to the glass substrate surface and lifted-off.

As we will show, this leads to a superconducting film with a periodic thickness modulation.

Finally, the edges of the films were trimmed with a wet etch to remove any edge haloing effects

that were previously discussed. This is an attractive technique to fabricate thickness-modulated

films since the washboard potential is highly tunable via adjustment of the square grating pitch,

the grating depth in the glass substrate, the annealing time, and the film growth geometry.

2.2.1 Fabrication of Modulated Glass Substrates

The fabrication of a modulated granular aluminum film began by creating a thickness-

modulation in the surface of a glass substrate. An ultraclean soda lime glass substrate that was

pre-coated with a 120 nm chromium layer (which will eventually serve as a wet etch mask) was

spun with 950K A3 poly(methyl methacrylate) (PMMA) resist to a thickness of ∼ 120nm. Next,

the PMMA resist was patterned with a ∼ 3µm pitch square grating using a JEOL 6500F scanning

electron microscope (SEM) equipped with a Nabbity controlled beam blanker. The PMMA was

developed in a 3 : 1 mixture of isopropyl alcohol (IPA) : methyl isobutyl ketone (MIBK) for 1

minute and 30 seconds. The sample was then submerged in a Trasene chromium etchant so-

lution for 1 minute and 30 seconds to etch away the exposed chromium, which transferred the

square grating from the PMMA into the chromium layer. Next, the remaining PMMA was re-
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Figure 2.10: (a) An AFM scan of a square grating etched into a glass substrate. (b) An AFM scan of
the final modulation in a glass substrate after annealing the square grating. (c) AFM scans of the glass
substrate at various stages during the annealing process, which was performed in a 650 ◦C tube furnace.

moved with acetone and the glass substrate was etched in a buffered hydroflouric acid solution

to transfer the square grating from the chromium layer into the glass. The remaining chromium

was removed with another submersion in chromium etchant, resulting in a glass substrate with

a square wave etched into the surface that is shown with the atomic force microscopy (AFM)

scan in Figure 2.10a. This square wave in the glass substrate was then annealed in a tube fur-

nace at 650 ◦C to smooth the square wave grating as shown in Figure 2.10b. Figure 2.10c shows
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the AFM scans of the modulation in the glass substrate at various stages during the annealing

process. This annealing step must be done incrementally so that the substrate surface can be

checked with AFM to avoid over- or under-annealing in order to achieve the desired waveform

in the glass surface (the choice of the desired waveform depends on several process parameters

and will be discussed in the next section).

2.2.2 Deposition of Modulated Granular Aluminum Films

Thickness-modulated granular aluminum films were deposited via magnetron sputtering

in a partial pressure of oxygen with the sputter system that was previously described and char-

acterized. The sputter deposition of granular aluminum at an angle relative to a previously

fabricated surface-modulated glass substrate results in a film with a periodic variation in the

thickness of the sample. Areas of the substrate with normal vectors that are parallel, or close

to parallel, with the incident material will become the thickest regions of the sample. In con-

trast, the portions of the substrate with normal vectors that are perpendicular to the incident

material will become the thinnest regions of the sample. The differential dependance of the

thickness modulation during a growth, where a discrete layer d t of material is deposited onto

the substrate, is represented by

d t = d x

cos
(
γ
) cos

(
atan

(
dh
d x

)
−γ

)
cos

(
atan

(
dh
d x

)) (2.5)

where x is the lateral distance along the modulation, h is the modulation height, and γ is the de-

position angle relative to the normal of the unmodulated substrate surface. Figure 2.11 depicts

this geometry where the resulting thickness variation in the sample is given by the difference

between the sample surface modulation and the underlying substrate modulation.

It is possible to obtain virtually any desired modulation in a film sample with the proper

choice of initial grating spacing in the PMMA, chromium etch time, glass etch depth, substrate

anneal time, and deposition angle. In particular, asymmetric gratings with different forward
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Figure 2.11: Angle deposition of granular aluminum (grey) at an incident angle of γ onto a modulated
glass substrate (teal). The vertical scale is greatly exaggerated for clarity.

and reverse slopes can be fabricated with the proper initial choice of the previously enumerated

fabrication parameters. Figure 2.12 depicts calculations of the ratio of the forward and reverse

slopes or the rectification ratios of a simulated thickness-modulated film sample that is grown

to a nominal thickness of d = 0.5µm at a deposition angle of 40° on substrate modulation wave-

forms resulting from various initial square wave grating widths and etch depths. Contour lines

of constant modulation amplitudes represented as percentages of the sample thickness, called

percent modulations, are also depicted in Figure 2.12 with the red lines. These results were cal-

culated with Equation 2.5 combined with a wet-etch model that predicts the grating achieved

in the chrome and glass layers along with a mathematical representation of annealing that fil-

ters out higher Fourier coefficients in a given wave. These calculations were performed in order

to choose waveforms in the glass substrate (by determining which square grating fabrication

parameters to use combined with the annealing time) that would produce a symmetric (sinu-

soidal) and an asymmetric (sawtooth-like) sample thickness modulation with non-negligible

and comparable percent modulations when depositing granular aluminum with the previously

noted deposition parameters.
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Figure 2.12: Ratios (represented with the colored image) of the forward slope to the reverse slope of
various film thickness modulations calculated from the initial grating width and etch depth for a growth
angle of 40 degrees using Equation 2.5. Lines of constant percent modulation (red contours) and lines
of constant rectification ratios (grey contours) are also plotted. The parameters used to fabricate the
asymmetrically and symmetrically modulated samples Al060315c and Al060315d are shown as the red
and blue circles.

2.3 Rectification Measurements of Modulated Films

2.3.1 Sample details

Two modulated substrates, designated S27 and S28, were fabricated using the previously

described method so that a sample grown on S27 will have an asymmetric thickness modulation

and a sample grown on S28 will have a symmetric thickness modulation. These two substrates

were fabricated to compare the effects of an asymmetric and of a symmetric vortex potential

to one another. The fabrication parameters that were used to create S27 and S28 are marked

in Figure 2.12 by the red and blue dots respectively. Both substrates were fabricated with a

3µm pitch and were designed to yield modulated-films with similar percent modulations of

15% ∼ 20% of the film thickness.
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Figure 2.13: (a) Image of a modulated granular aluminum sample where the black dashed line repre-
sents the area of the substrate that has been modulated along with an AFM scan of a 50µm area around
a voltage lead. Also depicted are AFM scans of the sample and substrate surfaces of the (b) asymmet-
ric Al060315c and (c) symmetric Al060315d granular aluminum samples. These AFM scans were taken
along the corresponding paths in (a) for the modulation in the film surface (blue) and in the substrate
surface (green). The sample thickness modulations (black curves) were obtained by taking the difference
between the sample surface modulation and the substrate modulation. The red circles represent the ex-
pected thickness variation obtained from Equation 2.5. AFM scans depicting the edge profiles for the (d)
asymmetric and (e) symmetric samples are also shown.
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Thickness-modulated samples were obtained by depositing granular aluminum films onto

S27 and S28 in a four-probe geometry via the previously described lift-off lithographic tech-

niques. First, gold contacts were patterned and lifted-off onto the modulated substrates. Then,

granular aluminum samples labelled Al060315c and Al060315d were simultaneously sputtered

onto S27 and S28 respectively at an angle of 40° in a 33.16µTorr partial pressure of oxygen and

at a rate of 11.2 Å/s to a thickness of 428 nm as measured by a crystal thickness monitor. As

was previously discussed, these growth parameters were chosen to obtain critical transitions

that could be measured with the available cryostat. Additionally, the simultaneous sample

growths ensured uniformity between the sputtering and superconducting parameters of the

films which implies that the only difference between the samples was the modulation geome-

try. Figure 2.13a shows an optical image of one such sample along with a 50µm AFM scan of

the area near a voltage lead. Figures 2.13b and 2.13c show the sample thickness modulations

resulting from the difference between the sample and surface modulations. These waveforms

were obtained by performing AFM scans along the corresponding blue and green paths in Fig-

ure 2.13a to ensure that the AFM profilometry of the film surface and substrate modulations

were properly aligned. The resulting thickness-modulation waveforms of the asymmetric and

symmetric samples agreed well with the thickness modulations that were predicted with Equa-

tion 2.5 for samples grown on each substrate at an angle of 40°, shown as the red circles in

Figures 2.13b and 2.13c. This indicates that the desired asymmetric and symmetric thickness-

modulated films with reasonable percent modulations were achieved.

The sample edges were also characterized to ensure that any observed rectification effects

were caused by the film thickness modulations rather than by any differences in the sample

edges. After the sample lift-off was completed, the sample edges were wet-etched in Trasene

Moly etchant to remove the previously discussed sputtered edge halo that might be present.

During the edge-etch step, great care was taken to define the wet-etched edges at similar lo-

cations in the thickness modulation in each film. Figures 2.13d and 2.13e depict AFM scans

of both film edges for the asymmetric and symmetric samples respectively. These scans show
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that both films possess comparable edges that terminate at equivalent locations in the sample

thickness modulations which indicates that each pair of sample edges are similar.

2.3.2 Cryogenic Measurements

The vortex dynamics in the asymmetrically (Al060315c) and symmetrically (Al060315d)

thickness-modulated samples were measured in a home-built closed-cycle pulse tube cryo-

cooler with an rms temperature stability of 25µK and a base temperature near 1.2 K.109 The

samples were mounted on a copper sample plate with Apiezon N thermal grease to thermally

anchor the samples to a liquid helium pot. The temperatures of the films were monitored by a

Cernox thermometer and controlled with a manganin wire resistive heater. First, the samples

were cooled to 3 K where standard resistivity and the ratio of resistivity to room temperature

(RRR) measurements were performed. Table 2.1 contains many of these measurements along

with various film, conductivity, and superconducting properties for these samples (see Equa-

tions 2.3 and 2.4 for the calculation of ξ and λ).

Table 2.1: Properties of Al060315c,d

Sample Tc ξ(0.9Tc) λ(0.9Tc) RRT R3K ρRT ρ3K RRR
(K) (nm) (nm) (Ω) (Ω) (µΩ ·cm) ρRT/ρ3K

S27-c Unpolished 1.887 108 740 1.28 1.12 27.5 23.9 1.149
S28-d Unpolished 1.905 105 751 1.33 1.16 28.5 24.9 1.146

S27-c Polished 1.884 106 754 1.34 1.15 28.7 24.8 1.156
S28-d Polished 1.893 98 812 1.56 1.35 33.3 28.9 1.149

The superconducting transitions of the asymmetric and symmetric films, shown in Fig-

ure 2.14 with the dashed curves, were then recorded by applying an AC current between the

current leads while simultaneously measuring the voltage leads with an SR830 lock-in ampli-

fier. The critical transitions are sharp for both films with transition widths of 3 mK occurring

at critical temperatures of 1.905 K for the symmetric sample and at 1.887 K for the asymmetric

sample. As was previously noted, the sharp transitions are likely a result of the careful treatment
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of the film edges while the commensurate critical temperatures are a result of the simultane-

ous film growths. These properties indicate that both samples nominally have similar oxygen

contents and therefore possess similar superconducting properties.
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Figure 2.14: Transition curves for the asymmetrically (orange) and symmetrically (blue) modulated
granular aluminum films for pre- (dashed) and post- (solid) polishing by RF ion argon impingement
at a power of 40 W for 3 hours.

The effects of the surface modulations in the asymmetrically (Al060315c) and symmetri-

cally (Al060315d) modulated samples were then studied by probing the vortex dynamics within

these films. This was done by performing transport measurements in the form of current-

voltage characteristics (CVCs) which are schematically represented in Figure 2.15. In these CVC

measurements, vortices are driven at 100 Hz in each direction (blue arrows) across the films by

sweeping both senses of a transport current It (red arrows) that is applied between the current

leads of the sample. This driving is performed in the presence of an applied magnetic field

Ha, which was generated by coil magnets consisting of copper wire and were mounted at room

temperature outside of the cryostat. The voltage response to It that is generated by vortices ex-

iting over the sample edges (black dashed lines in Figure 2.15) is then recorded. This process

is repeated at various temperatures between 0.85Tc < T < 0.99Tc and at various applied fields

between 0G < Ha < 25G.

47



!"! !"!
#

!"#$%&'()'%*+

,
-..'/$()'%* ,

-.
.'
/$
()
'%
*0%12#'

!"#$%&'()'%*(3*&'

422"+5/&!3*&'

Figure 2.15: A schematic depicting the details of vortex motion during a typical CVC measurement. A
current (red) is driven in either direction between the current leads which generates a transverse force on
the vortices (blue), driving them over one of the sample edges (dashed lines) with each one generating a
voltage pulse as it exits the sample.

Representative CVC measurements performed on the symmetrically-modulated sample

(Al060315d) at a constant temperature of 0.9Tc and at various applied fields are shown in Fig-

ure 2.16. These CVC measurements were performed by gradually increasing the amplitude of a

100 Hz single-sided square wave current while simultaneously measuring the voltage response

with an SR830 lock-in amplifier that was locked to the 100 Hz current driving frequency. This

waveform of It was chosen because an AC lock-in technique can be used to drastically reduce

the noise of an inherently DC measurement while additionally filtering out any DC offsets that

may be present in these measurements. Here, we define negative values of It to correspond

to vortices that are driven over the voltage-lead-side edge of the sample while positive values

of It correspond to driving vortices over the opposing edge (see Figure 2.15). Note that the

previously discussed matching effects are observed in these CVC measurements depicted in

Figure 2.16 near Ha ≈ 11.0G and Ha ≈ 23.5G as the constriction of the CVC curves.

The CVC measurements shown in Figure 2.16 reveal the details of vortex motion across a

modulated film. For small values of It, the vortices within the sample are pinned and form a

flat-topped vortex dome in the interior of the sample for moderate applied fields which is de-

formed by It. Recall from Chapter 1 that an applied current pushes and distorts the vortex dome

towards the sample edge opposing vortex nucleation.68 As the current is increased, new vortices
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Figure 2.16: Typical current-voltage characteristics (CVC) for a modulated granular aluminum sample at
various applied fields at T = 0.9Tc = 1.719K. The current amplitude is gradually increased while record-
ing the voltage at each applied magnetic field (rainbow colors). A 0.2µV criterion was used to determine
the critical currents. Matching effects are also observed near Ha ≈ 11.0G and Ha ≈ 23.5G (indicated).

begin to nucleate into the sample and contribute to the vortex dome which is further skewed by

the increased current. As the applied current continues to increase beyond the critical depin-

ning current Ic one of the vortex dome edges overlaps with a sample edge and vortices begin

to flow across the sample with each vortex generating a voltage pulse as it is exits. Here, Ic is

experimentally defined as the current required to elicit a criterion voltage of 0.2µV between the

voltage leads; this criterion voltage corresponds to the average voltage of ∼ 107 vortices/s flow-

ing across the sample and is represented by the black dashed lines in Figure 2.16. The vortices

within the film are now in the flux-flow regime where vortices continue to flow across the super-

conductor and larger voltages are measured for correspondingly larger It. At very large It, the

voltage response suddenly jumps, which is only observed in Figure 2.16 at very low fields (pur-

ple CVC curves) and is a result of the dynamic vortices entering the Larkin-Ovchinnikov (LO)

phase where a runaway effect causes an immediate transition into the normal state.114, 115 This

runaway effect is qualitatively described as a positive feedback between the reduced core size
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of faster moving vortices causing a reduction in the effective drag that the vortices experience

within the superconductor, which in turn causes an in increase the vortex velocity. The ap-

plied driving current that is required to cause this effect is less than the large depinning critical

currents at low applied fields, so vortices immediately enter the LO phase when the depinning

current is reached at these low fields.

While there are numerous details of vortex motion that are represented in Figure 2.16, the

vortex rectification effects that we seek to study are best shown by plotting the critical depin-

ning currents at each applied field. The previously described CVC measurements were repeated
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(b) Symmetric, pre-polishing
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(c) Asymmetric, post-polishing
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(d) Symmetric, post-polishing
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Figure 2.17: Transport curves obtained by using a 0.2µV criterion for the un-polished (a) asymmetrically
and (b) symmetrically modulated samples. Transport measurements were repeated after polishing the
sample surfaces for 3 hours at 40 W in an RF argon plasma for the (c) asymmetric and (d) symmetric
samples.
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on both the asymmetrically (Al060315c) and symmetrically (Al060315d) modulated samples at

various temperatures in the range of 0.75Tc < T < 0.98Tc and at various applied magnetic fields

in the range of 0G < Ha < 25G. The critical depinning currents that were required to achieve the

0.2µV criterion voltage response in each direction at each applied field and at several temper-

atures are shown in Figures 2.17a and 2.17b for both the asymmetric and symmetric samples.

Unsurprisingly, the previously observed matching effects in the CVC measurements also appear

in the critical currents shown in Figure 2.17 as several local maxima where vortices are strongly

pinned near the same applied fields because both samples have a ∼ 3µm pitch thickness mod-

ulation.

The details pertaining to this representation of the critical currents are as follows. For sim-

plicity and transparency, we define Ic+ as the critical current for leftward moving vortices and

Ic− as the critical currents for rightward moving vortices in the insets of Figure 2.17. In the low

field region (less than 2 ∼ 5G), larger values of Ic are required to observe the criterion voltage

and low-field plateaus are observed in the critical currents. These plateaus are a result of the

large critical currents causing vortices to immediately enter the LO regime since this transition

occurs near the same current for a given film at a constant temperature. Therefore, these low-

field measurements display the physics pertaining to the LO regime which is different from the

flux flow rectification effects that we seek to study. As the field is increased, the It that is required

to elicit the 0.2µV criterion is now less than the current that is required to caused the vortices

to enter the LO regime. These critical currents at moderate and large fields now correspond to

the criterion voltages from vortices in the flux flow regime and therefore are a measurement of

the rectification within these samples.

2.3.3 Discussion of Results

The rightward and leftward driving directions measured in Figure 2.17 and schematically

represented in Figure 2.15 can be compared to determine the resulting rectification character-

istics of the samples. For example, consider an unmodulated sample with a symmetric vortex
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potential. In this case, the measured values of Ic+ and Ic− corresponding to vortices exiting

over each sample edge at a constant field and temperature should be identical. If, however, an

asymmetry exists in the sample, such as an asymmetry in the sample edges or by a thickness

modulation such as in the asymmetric sample, then these critical currents will exhibit an ir-

reversibility or rectification in these vortex transport measurements, indicated as an inequality

between Ic+ and Ic−.

The initial transport measurements of the asymmetrically-modulated sample (Al060315c)

shown in Figure 2.17a shows a mild asymmetry for applied fields less than ∼ 11G. As was previ-

ously noted, the rectification of a sample is determined by the inequality between Ic+ and Ic−,

which we will discuss via the deviation from unity in the ratio of these critical currents Ic+/Ic−.

As an initial hypothesis, we expected that the observed Ic+/Ic− ratio would be similar to the

ratio of the leftward and rightward slopes in the thickness modulations (and therefore in the

washboard potential) since the force (and therefore current) that is required to move vortices

in each direction should be proportional to the potential slopes. However, we observed a max-

imum ratio of Ic+/Ic− ≈ 1.1 for the asymmetric sample, which is not at all similar to the ratio of

the slopes in each direction within the asymmetric modulation of∼ 2.4, as determined by Equa-

tion 2.5 (see S27 fabrication parameters in Figure 2.12) and verified by the previously discussed

profilometry shown Figure 2.13b. This marginal observed rectification at applied fields less than

∼ 11G did, however, correctly coincide with the “easy” and “hard” directions in the thickness

modulation since the measurements of Ic+ (represented by the filled circles in Figure 2.17a)

corresponding to vortices moving over the steeper slopes were larger than the measurements

of Ic− (represented by the crosses) corresponding to vortices moving over the shallower slopes.

The corresponding measurements of the symmetrically-modulated sample (Al060315d)

contradicted our expectations. The predicted rectification ratio in the thickness modulation

slopes as calculated by Equation 2.5 (see S28 fabrication parameters in Figure 2.12) is extremely

close to 1. However, the critical current measurements shown in Figure 2.17b show that this

symmetrically-modulated sample exhibits rectification that is similar to the asymmetrically-
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modulated sample. Additionally, the direction of the rectification was opposite to the asym-

metric sample in that Ic+ was smaller than Ic−. This indicates that there are other contributions

to the vortex potential beyond the thickness modulation of the film that are influencing the

rectification of the sample and are therefore obscuring the effects of the thickness modulation.

2.3.4 Surface Roughness and Edge Effects

We believe that possible causes of the discrepancy in the transport measurements that were

discussed in the previous section shown in Figures 2.17a and 2.17b are due to a combination

of the sample edges and/or surface granularity. Since the edge wet-etch lithographic mask was

aligned manually with a light mask positioned in the light path of a standard optical micro-

scope, an exact edge placement with respect to the thickness modulation was initially difficult.

Therefore, the edges of films that were tested previous to the asymmetric and symmetric sam-

ples (Al060315c and d) were defined at different thicknesses, which could influence the vortex

nucleation environment and therefore contribute to the rectification in CVC measurements.

However, great care was taken to define the sample edges at similar locations in the thickness

modulations of Al060315c and d so that the opposing sample edges are nominally identical.

This presumably mitigates any rectification that would arise from a variation in the two edges

of the samples. Recall that Figure 2.13 shows the AFM scans of the both sample edges for both

Al060315c and d and indicates comparable edge geometries for both samples. These edge scans

also illustrate that there are no appreciable differences in the sample edges that could be the

culprit of the discrepancy in the transport measurements.

Another factor that could be masking the surface characteristics of the thickness modula-

tion could be the grain sizes in the samples. Recall that granular aluminum is known to have

incredibly small grain boundaries (∼ 10nm) which are essentially invisible to vortices of size

∼ 2ξ ≈ 348nm. However, aluminum films that are grown at high angles of incidence may de-

velop a surface roughness116 that could serve as unforeseen pinning centers. Surface AFM scans

of the asymmetrically- and symmetrically-modulated samples are shown in Figures 2.18a and
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(b) Symmetric, pre-polishing Ra = 4.88nm
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(c) Asymmetric, post-polishing Ra = 2.51nm
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(d) Symmetric, post-polishing Ra = 1.56nm
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Figure 2.18: Surface AFM scans of the samples pre- (a) and (b) and post- (c) and (d) polishing in an RF
argon plasma for 3 hours at 40 W.

2.18b which reveal RMS roughness factors Ra of 5.25 nm and 4.88 nm respectively, which are in

agreement with the roughness factors that were observed by Leem et al. in AZO films that were

deposited at similar angles.116 Note that the RMS roughness factor is not a measurement of

the grain size. These AFM profilometry measurements reveal surface variations that are ∼ 10×
the size of the 10 nm grains that were expected in these granular aluminum films.96, 110 There-
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fore, the commensurate size-scales between the observed surface roughness and the vortex size

within these films could plausibly influence vortex motion.

In order to test the hypothesis that artificial sample grains caused by the oblique sample de-

position angle were responsible for the unexpected transport results, the sample surfaces were

ion-polished to make them smoother. This was accomplished by placing the samples in the

presence of an RF argon plasma at 40 W for 3 hours. The resulting AFM scans of the sample

surfaces after plasma polishing both samples are shown in Figures 2.18c and 2.18d and reveal

reduced Ra values of 2.51 nm and 1.56 nm respectively and indicates that the roughness was

more than halved for both samples. The critical temperature transitions of the asymmetric and

symmetric samples were re-measured; the results are shown in Table 2.1 and in Figure 2.14 as

the solid curves. These Tc measurements indicate that the polishing had minimal or no affect

on the superconducting properties of the samples since the observed changes are commensu-

rate with the changes observed in previous films. These previously observed changes are be-

lieved to be a result of increased sample oxidation that slowly occurs over time as the samples

are exposed to air.

Once the sample properties were verified, CVC transport measurements were retaken to de-

termine if this polishing and decreased surface roughness affected the critical currents. These

re-measured critical currents, shown in Figures 2.17c and 2.17d, were obtained with the same

0.2µV criterion. The post-polishing measurements show the same qualitative low field behav-

ior as the un-polished measurements, but the zero field Ic is reduced for the asymmetric sam-

ple and drastically reduced for the symmetric sample. The matching field effects remain un-

affected by the polishing and are clearly portrayed in the transport measurements of both pol-

ished samples. Additionally, the post-polishing measurements of the symmetric sample shown

in Figure 2.17d indicates that the rectification shown Figure 2.17b was completely eliminated

by the polishing process, which solved one of the mysteries presented in the un-polished mea-

surements. We hypothesize that the initial surface roughness of these samples could plausibly

contribute to the rectification of the samples since the large evaporation angles could cause
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asymmetrically shaped roughness features. In contrast, the newly measured critical current

rectification for the asymmetric sample shown in Figure 2.17c remains unaffected when com-

pared to the pre-polishing measurements in Figure 2.17a. This indicates that the rectification

that was observed with the asymmetric sample was caused by the asymmetric thickness mod-

ulation, although this rectification was not as large as expected which suggests that another

source of vortex pinning was obscuring the surface asymmetry in this sample.

2.4 Conclusions

In conclusion, we explored the rectification effects of thickness modulations on vortex mo-

tion by cryogenically measuring superconducting granular aluminum films which were fab-

ricated by sputtering granular aluminum on modulated glass substrates at large angles. The

large deposition angles caused an unforeseen surface roughness that plausibly contributed to

the potential that the vortices experienced, which induced rectification in the symmetrically

thickness-modulated sample. This unexpected rectification was completely eliminated by re-

ducing the surface roughness via smoothing the sample with Ar+ ion impingement. Addition-

ally, the rectification exhibited by the asymmetrically modulated sample remained unaffected

by this smoothing process. However, this rectification that was observed in the asymmetric

sample was much less than what we expected by considering the force on the vortex line-length

resulting from the slopes of the asymmetric thickness modulation. This indicates that another

contribution to the vortex potential landscape could still be obscuring the rectification effects

within these samples. We therefore postulate that the film edges may affect these measure-

ments in a more subtle manner than we initially hypothesized, despite the films possessing

similar edge geometries. Even commensurate and symmetric film edges could obscure surface

effects if vortex nucleation over these edges dominates the vortex motion within these films.

In order to address this question, the effects of the edges in granular aluminum films will be

explored in more detail in the next Chapter to determine if and to what extent the edges affect

rectification.
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Chapter 3

Edge Barriers to Vortex Nucleation in Granular

Aluminum

Considering the effect of the sample edges is crucial in order to fully understand the var-

ious methods of realizing vortex ratchets for applications in fluxonic devices.28, 30, 117 Vortex

ratchets that influence the surface pinning environment can be achieved by inducing artificial

pinning centers with magnetic and hole arrays,19, 90 magnetic pinning potentials,17, 56–58, 89 or

by modulating the sample thickness.21, 24, 92, 93 Chapter 2 explored the effects of thickness mod-

ulations in granular aluminum superconductors on vortex transport properties to determine

if rectification can be realized in this way. It became apparent from the measurements of the

thickness-modulated films and from other experimental59–62 and theoretical63–85 studies that

the sample edges may also significantly contribute to the overall rectification in flux flow within

these samples. Therefore, we aim to study and explore the effects of the film edges to deter-

mine if unique edge geometries can also be exploited to fabricate high quality vortex ratchets

and rectification effects.

Vortex nucleation and dynamics are influenced by the existence of the sample edges. As was

previously discussed in Chapter 1, the edges of superconducting films impose an edge energy

barrier which prevents vortices from readily nucleating into superconducting samples. The-

oretical descriptions of vortex nucleation and penetration describe the energy barrier for vor-

tex entry as a consequence of two distinct phenomena: the Bean-Livingston barrier (BLB) and

the geometric barrier (GB).63, 65–68, 70–74, 76, 77, 79–81, 85 The BLB is an expulsive barrier that results

from the attraction between a penetrating vortex to an image antivortex outside of the sample

that is required to produce vortex currents near the sample edge that satisfy the zero-normal-

current boundary condition at the surface of the superconductor.86 Several experiments have

been performed to probe the effect of the sample edges on vortex nucleation by perturbing the
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BLB such as by creating pinning centers via irradiating118–120 patterning,60 or removing96 the

sample edges. While the BLB can never be totally suppressed as long as the sample edges exist,

these studies indeed show a reduction in the BLB contribution to edge barrier.

The BLB is distinct from the GB, which is an expulsive barrier that is created by the non-

elliptical shape of a superconductor84 and can also influence the asymmetry in the vortex mo-

tion within a superconducting film. This GB arises from a force that pushes vortices out of the

sample that is caused by the vortex line-length increase as the vortex nucleates into a super-

conducting film.84 Recall from Chapters 1 and 2 that longer vortices have more energy than

shorter vortices and so there is an energy penalty associated with the line-length increase of a

vortex. For a sample with an elliptical cross-section, the expulsive force of the GB on a vortex is

exactly balanced against the inward force from the Meissner surface currents that tend to push

the vortex towards the interior of the sample, indicating that the edge barrier is solely caused

by the BLB.84 Sabatino et al.62 have explored the GB in a thin Nb sample with wedged edges of

differing slopes on both sides and observed rectification in the voltage response in the trans-

port measurements of this sample. However, they observed no rectification in the µV criterion

critical currents corresponding to the onset of flux flow across the sample, indicating that the

wedged edges affected flux flow but did not affect the vortex nucleation into this sample.62 The

GB has also received experimental and theoretical attention in the high critical temperature

superconductor arena61, 76, 85 since vortex pinning is crucial to the performance and quality of

these materials. The GB was found to be eliminated in samples with a thickness variation over

the entire sample width that resulted in a prism sample geometry.61 These superconductors

exhibit fully reversible magnetization further showcasing the importance of the sample edge

geometry.61

The shape of the sample edges can drastically alter the conditions for vortex nucleation by

directly influencing the geometry of the vortex line-length within the edges. To better under-

stand this, we studied the details of vortex nucleation over a squared and tapered edge geom-

etry in an externally applied field with simulations using FREEFEM, which is a program that is
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Figure 3.1: FREEFEM simulations of the expulsion of an applied field (colored for clarity) from a super-
conducting film (grey) with squared and tapered edges and with a thickness d and width w such that
d � w . A nascent vortex is depicted as the penetrating field line (black). The middle region of the film
has been omitted so that the details near the film edges can be represented more clearly.

used to solve partial differential equations via a finite element method and is ideal for modeling

the vector potential solutions to the London equation near a superconductor. Figure 3.1 depicts

these simulations which were performed on a superconducting film of thickness d and of width

w where d � w and are two-dimensional results of how the field would penetrate a supercon-

ducting strip, but presumably, vortex penetration behaves similarly. As a vortex enters over the

squared edge, the magnetic flux penetrates each corner of the squared edges which splits the

nascent vortex into two halves.70, 71, 76, 88 The two halves of the vortex increase in line-length as

the vortex continues to enter into the sample until both halves of the vortex meet at the cen-

ter of the thickness of the sample.70, 71, 76, 88 The vortex is then pushed towards the interior of

the superconductor by the Lorentz force from the screening currents in the sample edges. Re-

call from Chapter 1 that this results in a large energy barrier to vortex entry since the line-length

increase of the bifurcated vortex during nucleation is rapidly increasing as each vortex half con-

tributes to the total line-length of the vortex. In contrast, a vortex nucleating over the tapered

edge in Figure 3.1 only penetrates the superconductor once and does not bifurcate since this ta-

per geometry effectively presents one “corner” in the knife-edge that the field must overcome.

Therefore the line-length increase experienced by the vortex in this case is simply equivalent to

the slope of the taper and the resulting GB is reduced when compared to the squared edge case.
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The effects of the geometric barrier in superconducting films were tested in this work by

studying the effects of several taper lengths on vortex transport measurements. As we previ-

ously noted in Chapter 2, granular aluminum is once again used to study the effects of the sam-

ple edges for the attractive and tunable critical temperature and because granular aluminum is

a low-pinning material. Recall that vortices are not necessarily mobile in a generic supercon-

ductor since any number of material properties or inclusions can trap or pin vortices within the

sample. Therefore, using a superconducting material with inherently low pinning is required so

that the edge effects of interest are not obscured or convoluted by the inherent pinning of the

material.

There are various methods of fabricating a tapered edge in superconducting films, such as

taking advantage of lift-off undercut geometries during sample growth.62 In this work, we cre-

ated tapered samples possessing tapered edges on one side with a common, reference edge on

the opposing side to study and compare the effects of various taper geometries on vortex mo-

tion referenced to the common edge. The tapered edges were fabricated by employing greyscale

lithographic techniques to create tapered structures in photoresist; these structures were then

transferred into a granular aluminum film via ion bombardment. This fabrication technique

allows for the control and tunability of the slope in the tapered edges and in the lengths of the

tapers. We hypothesize that longer tapers will result in lower critical currents since longer taper

geometries more closely emulate prism geometries,61, 76 which are theorized to eliminate the

GB.61, 76, 84

3.1 Tapered Sample Fabrication

The process of fabricating a superconducting film with tapered edges requires numerous

lithographic steps and careful preparation. In general, a photolithographic lift-off process that

was previously described in Chapter 2 was implemented to pattern an oxide-coated silicon sub-

strate with gold measurement contacts followed by granular aluminum films in an 8- or 14-

lead multi-probe geometry, shown in Figures 3.2a and 3.2b respectively. Silicon wafers with a
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Figure 3.2: (a) A white light interferometric image of a granular aluminum film with tapered edges in an
8-probe geometry. (b) An optical image of a granular aluminum film with tapered edges in an 14-probe
geometry. Both films were grown on the surface of a silicon substrate with an insulating oxide coating on
top of gold current and voltage leads.

200nm−300nm thick insulating oxide coating were chosen as the substrate material because

these wafers can be easily obtained, are electrically insulating on the surface, and retain the

good thermal conductivity of standard silicon materials.* Each adjacent pair of voltage leads

defines a sample segment that can be measured with a standard 4-probe technique. These

multi-probe sample segments are therefore measured in a similar manner to the 4-probe sam-

ples that were discussed in Chapter 2 in that an AC current is applied between the current leads

while simultaneously measuring the voltage response between any two adjacent voltage leads.

Typical tapered-edge granular aluminum films were designed to be 120µm long between adja-

cent pairs of voltage leads, ∼ 60µm wide between opposing film edges, and were grown to be

∼ 0.5µm thick with the Magnetron sputter system that was described in Chapter 2.

The multi-probe geometries, depicted in Figure 3.2, were chosen so that the effects from nu-

merous taper geometries could be simultaneously measured and then compared to a common,

vertical reference edge that is shared by all segments. Additionally, the superconducting prop-

*We will see that fabricating a tapered superconducting sample on thermally conductive substrates is a vital
detail in the fabrication process since the samples must be cooled during an ion milling step.
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erties (such as the critical temperature, coherence length, penetration depth, and the normal

state resistivity) that belong to a multi-segment sample are expected to be uniform across each

sample segment since each segment belongs to the same film. This ensured that the artificial

edge geometries were the only difference between each segment and therefore any difference

that was observed in the measurements of these segments were caused by the differences in the

edges.

3.1.1 Greyscale Lithography

The fabrication of tapered edges in superconducting films requires the use of a greyscale

lithographic technique in which photoresist is partly exposed to produce multilevel resist struc-

tures. When used in standard binary lithographic applications, S1800 series resists are fully ex-

posed at a clear dose of 82 mJcm−2.105 However, the exposure curve for S1800 series resists,105

shown in Figure 3.3a along with calibrations of the optical microscope that was used to ex-

pose substrates (represented with the yellow data), indicates that partial exposures of the resist

within a certain exposure range will yield remaining resist thicknesses (after development) that

depends on the partial exposure dose. For example, if an S1800 series resist is exposed with a

dose of ∼ 62mJcm−2, then Figure 3.3a indicates that roughly 30 % of the original resist thick-

ness will remain after the partly exposed resist is developed. Therefore, if the exposure dose is

properly varied over a sample surface, then a linear variation in the resist thickness, or a taper,

can be fabricated in these resists.

In order to expose high quality tapers in S1800 series photoresist, several lithographic details

that are usually inconsequential to binary lithography must be accounted for and optimized.

One such detail that must be properly managed is the initial resist thickness plateau for low

exposure doses, or the resist bias, that is observed in the data sheet exposure curve and in the

microscope calibrations shown in Figure 3.3a. This plateau indicates that there is a minimum

exposure dose, called a bias exposure, that is required to cause a change in the thickness of the

resist. According to the exposure curve in Figure 3.3a, S1800 series resists require a minimum
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Figure 3.3: (a) The normalized remaining thickness of S1800 series resist for a given exposure dose
adapted from the S1800 series data sheet (blue) and from an exposure calibration of the optical micro-
scope (orange). (b) The exposure dose variation resulting from interference effects in the thickness of
the resist also adapted from the Shipley S1800 series datasheet.105

bias dose of 14 mJcm−2 (corresponding to a 1 s microscope exposure) to begin exposing the

resist. This exposure bias is an important property to characterize and compensate for when

exposing taper structures in the resist because exposures that neglect the bias properties of

the resist will produce tapers that are systematically shorter in length (and therefore steeper in

slope) since the top of the tapers will not be properly exposed. Therefore, a bias exposure must

be performed so that accurate taper lengths can be reliably exposed in the resist.

Another property of S1800 series photoresists that hinders the quality of multilevel features

is the existence of interference fringes within the resist during exposure. These resists are sen-

sitive to 405 nm light which easily forms standing waves in a resist layer and therefore creates a

variation in the exposure dose that depends on the resist thickness* as shown in Figure 3.3b.

Normally, these exposure variations are not detrimental to the quality of binary exposures.

However, in greyscale lithography, these standing waves hinder the fabrication of smooth ta-

pers as they cause post-development thickness variations that are superimposed on the taper

*The resist thickness is dependent on the spin speed (see Chapter 2). The thickness of the resist that was used
to fabricate tapered structures in this work is on order of ∼ 0.5µm.
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slope which creates “steps” in the resist taper as shown in the profilometry scan represented by

the black curve in Figure 3.4. When the photoresist is exposed with ultraviolet light, a chem-

ical reaction occurs that produces indene carboxylic acid which increases the dissolution rate

in the resist developer.121 The concentration of this acid within the resist is therefore higher

where standing waves artificially increase the exposure and lower where the standing wave

nodes lower the exposure. Post-baking the resist after exposing but before developing allows

the indene carboxylic acid to isotropically diffuse within the resist layer, smoothing out the ef-

fects of the standing waves.121 Therefore, the greyscale-exposed resist was post-baked on a

130 ◦C hotplate for 2–30 minutes before development in order to reduce the amplitude of this

modulation.122 Figure 3.4 also shows profilometry scans of resist tapers which were post-baked

in this way to smooth the tapers. While this post-bake definitely improved the taper quality, it

did not completely eliminate the interference effects since remnant steps can still be observed

in the post-baked resist profiles.
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We also found that uniformity in the resist thickness is paramount in achieving successful

greyscale structures in the resist. Photoresist that is spun on a substrate with pre-patterned

features (such as pre-defined contacts or films) will have large variations in the resist thickness

near the edges of the pre-existing features due to the similarity in thicknesses between the resist

and the pre-patterned structures. This thickness variation makes greyscale lithography in the

area near the edges of the structures nearly impossible due to the previously discussed depen-

dance of the exposure dose on resist thickness. In order to promote resist uniformity and to

achieve successful and repeatable greyscale tapers in the photoresist, it was vital to either spin

photoresist on top of flat and uniform sample sheets or to lift-off large pre-patterned structures

so that tapers could be safely exposed away from pre-patterned edges where the resist profile

was likely nonuniform. The final desired sample geometry can then be defined by wet-etching

away any unwanted material after the tapers have been properly transferred into the sample.

Additionally, the thickness of the photoresist is a critical parameter to consider before ta-

pering a superconducting sample. The slope of the taper in the resist determines the slope of

the taper in the sample edges which we hypothesize directly influences the nucleation energy

barrier to vortex entry. Thicker resists will yield steeper slopes in the sample edges than thinner

resists for tapers with comparable lengths indicating that thinner resists will provide a wider

range of accessible taper slopes. However, the resist must also be thick enough to protect the

bulk of the film when transferring the taper from the resist into the sample edges. The resist

that was used to taper the samples presented here was Shipley S1805 photoresist that was spun

at 3000rpm−4500rpm which yielded a 0.5µm thick resist layer. This resist thickness is compa-

rable to the desired sample thickness and therefore ensured that the slopes of the tapers that

were fabricated in the S1805 resist would be comparable to the slopes of the tapers in the sam-

ple edges, while also adequately protecting the sample when transferring the resist taper into

the edges of the film.

While there are numerous details to consider and pitfalls to avoid when performing

greyscale lithography, the mechanisms to vary an exposure dose across the surface of a sub-
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strate must also be characterized. Therefore, two greyscale exposure methods were developed

to perform the previously described greyscale lithography. The first method varied the expo-

sure dose by moving a light mask in the light path of an optical microscope and the second

method utilized a direct write maskless laser system to expose the substrate with varying laser

intensities. The details of both greyscale exposure techniques are discussed in further detail in

the following sections.

3.1.2 Exposure Method I: “Dynamic” Optical Lithography

An attractive method of varying the exposure dose incident on a layer of photoresist is to

use dynamic optical lithography by moving a mask during an exposure to gradually increase

the amount of light incident on the substrate surface. A schematic of the dynamic lithographic

process used to fabricate tapers in photoresist layers is shown in Figure 3.5. The area to be

tapered is gradually exposed as a mask is moved above the substrate such that the left edge of

the mask (green bar) begins at point “A” which defines the knife-edge of the taper where the

resist is fully exposed and ends at point “B” which defines top of the taper where the resist has

had no exposure. This method is controllable and smoothly varies the intensity of light which

produces smooth tapers in the photoresist.
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Figure 3.5: A schematic of dynamic optical lithography. The left edge of a light mask (green line) begins
at position “A” and is moved to the right to position “B”. This varies the intensity of light (represented
by the density of light beams) along the resist (orange) spun on top of the aluminum film (grey) which
creates a taper in the resist after development.
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Several modifications to a Nikon Optiphot 66 optical microscope, shown in Figure 3.6, were

required in order to controllably and repeatably move a light mask. For binary lithographic ap-

plications, a mask that was fabricated via standard monochrome film photography is rigidly

placed in the light-path of the microscope and is projected onto the substrate surface with

an objective lens. Dynamic lithography was performed by modifying this binary exposure

method with the addition of a 3-axis micro-stage positioner that was driven by several Arduino-
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Figure 3.6: The modified Nikon Optiphot 66 microscope that was used to perform dynamic optical
lithography to fabricate tapers in photoresist. Motor A controls the pattern defocus corresponding to
left and right movement, motor B controls the shutter, and motor C controls the motion of the light
mask during the tapering process corresponding to motion that is either into or out of the page.
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controlled stepper motors. Two stepper motors were mounted to the micrometers of the posi-

tioner stages that controlled the mask motion along with a third stepper motor that controlled

an amber filter shutter as indicated in Figure 3.6. The motor labelled A controls the forward

and reverse motion of the light mask which controls the defocus of the pattern that is projected

onto the substrate surface. This defocus step is crucial since the focal plane of the ultraviolet

light that will expose the resist is in a different plane than the focal plane of white light that is

used to align and focus the light mask. Exposures that are performed without a defocus will

be exposed with an incorrect focal plane which will result in a blurred exposure. The motor la-

belled B controls the shutter, enabling an accurate exposure time which in turn reliably exposes

the resist with the correct dose. This accuracy in the exposure time is also vital since over- or

under-exposing tapered structures will result incorrect taper lengths (and slopes). Finally, the

motor labeled C is used to align the mask horizontally, but also controls the speed that the mask

travels when partly exposing tapers in the photoresist. This motor is responsible for fabricat-

ing the tapers and its speed and driving distance determine the length of the resulting taper for

optimized defocus and exposure dose parameters.

Dynamic lithography was performed with the modified optical microscope to expose re-

peatable and controllable tapers in photoresist. Several tapers of varying lengths, shown in the

profilometry scans in Figure 3.7a, were created in S1805 resist and were used to calibrate the re-

lationship between the mask travel distance and the resulting taper length as was determined

from the most linear region of each taper. These tapers were created by first spinning S1805

photoresist on a silicon substrate that was uniformly coated with granular aluminum which

promoted uniformity in the resist thickness as was previously discussed. Then, the tapers were

exposed in the resist by aligning and defocusing the light mask on the substrate surface and

then opening the amber shutter. Stepper motor C then smoothly moved the light mask across

the surface of the photoresist to vary the exposure dose along the tapers. In order to correct for

the bias exposure, the mask must be moved further than the desired taper length to artificially

increase the exposure in the desired taper region. This indicates that the calibration shown
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Figure 3.7: (a) Profilometry scans of tapers with various lengths ranging from 4.3µm to 19.7µm fabri-
cated in S1805 resist. The lengths were determined from the most linear regions in the tapers. (b) The
relationship between the distance that the light mask is moved at the sample surface to the resulting
taper length in the photoresist which effectively calibrates the bias exposure.

in Figure 3.7b is, in essence, a calibration of the bias exposure. The shutter was then closed

once the dynamic exposure was completed which was followed by post-baking the exposed

photoresist at 130 ◦C for 3 minutes to reduce the effects of the previously described interference

fringes.122 The resist was next developed in AZ 917 photodeveloper* for 1 minute which resulted

in the smooth tapers in the photoresist that are shown in Figure 3.7a. Therefore, this dynamic

optical lithographic technique allows for the repeatable and reliable fabrication of a wide range

of taper geometries in photoresist layers.

*It is important to note that AZ 917 is a Tetramethylammonium hydroxide (TMAH) based developer and there-
fore attacks aluminum samples, even when the sample is only marginally overdeveloped.
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3.1.3 Exposure Method II: Direct Write Multilevel Laser Lithography

The use of an LW405C maskless laser writer developed by MICROTECH and equipped with

a GaN laser provides another method to expose photoresist with greyscale doses. This instru-

ment is capable of 0.5µm binary lithographic linewidths with a stage spatial resolution of 10 nm

relative to the laser position which is made possible by the simultaneous monitoring of an in-

terferometric system along with an optical encoder. Greyscale patterns with a minimum design

spatial resolution of 0.2µm× 0.2µm are exposed by rastering a 405 nm laser at a nominal fre-

quency of 3200 Hz while modulating the laser power to turn the laser on or off, or to reduce the

laser intensity, while the sample is moved beneath the laser. During a line raster, the laser power

is modulated at the desired locations in the raster according to a CAD file pattern for binary

exposures or according to a multilevel bitmap for greyscale patterns. In this way, a greyscale

pattern may be exposed without the need of a mask.

The various lithographic parameters of the laser writer were calibrated so that the laser

writer could optimally expose greyscale taper patterns in photoresist. The bias and clear ex-

posure doses of S1805 photoresist were gauged by exposing and developing several features in

the resist at varying bitmap grey values between 0 and 255. Here, a grey value of 0 corresponds

to 0 % of the desired dose while 255 corresponds to 100 % of the dose. The bias dose was de-

termined by noting the percentages of the desired exposure dose that first caused a thickness

change in the photoresist in profilometry scans. Typical bias values ranged between 25%−35%

of the clear dose which was near ∼ 180mJcm−2 as calculated by the laser writer. This clear dose

differs quit significantly from the clear dose indicated by the S1800 series data sheet105 value of

82 mJcm−2 that is shown in Figure 3.3a. However, several factors such as humidity, resist shelf

life, spin speed, bake temperature, bake time, and ambient temperature during an exposure as

well as the assumptions made by the laser writer software during the dose calculation could

affect the reported dose.

Although this instrument appears to be well-suited for greyscale lithography, one unfortu-

nate feature posed an obstacle to exposing high quality taper structures. The computers that
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Figure 3.8: Optical images of (a) a scalloped and of (b) a smooth taper in S1805 photoresist on top of
a granular aluminum film. Each taper is ∼ 8µm in width and was post-baked before developement as
previously described.

control the sample stage periodically pause to read the stage position which causes a minor

lag in the stage sweep and resulted in an apparent intermittent lateral scalloping of the resist,

shown in Figure 3.8a. This resist scalloping is not detrimental to binary exposures since the

exposure variations are on order of 1 %. However, this variation in the exposure results in an

extremely problematic scalloping in the knife-edge of the resist tapers as scalloped edge ge-

ometries also influence vortex dynamics.60 Since this readout was impossible to suppress, this

scalloping was overcome by exposing the same taper pattern numerous times in the same spot

on the sample at lower exposure doses that added up to the correct single-shot clear dose, re-

sulting in the taper shown in Figure 3.8b. The multiple exposures averaged out the effects of

the scalloping since the scalloping occurred at random locations in the pattern at each of the

exposures.

Multilevel patterns were fabricated in the resist with the laser writer by using the appropri-

ately calibrated bias and clear doses. Several taper calibrations were performed to optimize the

taper length which included fine adjustments of the bias and clear doses as well as the post-

bake and development times. Similar to the dynamic lithographic process, standing waves still

formed interference modulations in the resist tapers. So, tapers that were exposed with the

laser writer still required a predevelopment post-bake to reduce the effects from the interfer-

ence fringes within the resist during the exposure step. By properly characterizing the various
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lithographic exposure parameters combined with performing multiple lower dose exposures to

mitigate resist scalloping, the laser writer could also be used to reliably create tapers in pho-

toresist layers.

3.1.4 Ion Milling to Transfer Tapers Into the Sample Edges

Once tapers have been fabricated in photoresist, these structures must be transferred into

the underlying granular aluminum film in order to create a superconducting sample with ta-

pered edges. One way to transfer multilevel structures from one sample layer into an under-

lying layer is to dry-etch or mill the surface of the sample via ion bombardment. The way in

which argon ion bombardment transfers a taper from a resist layer into a granular aluminum

film is depicted in Figure 3.9, where each transparency step represents a different stage in the

milling process and is separated by an equal time interval. As argon cations impinge (at ideally

normal incidence) on the surface of the layered substrate, a discrete layer of material is etched

away within a small time interval. The knife-edge of the resist taper begins to “pull back”, re-

vealing previously protected granular aluminum. After another small time interval passes, an

additional layer of material is etched away and the taper is partly transferred into the previously

protected granular aluminum. This logic that describes this etching geometry can be contin-

ued until the sample layer has been milled through completely and the taper has been fully

transferred. The slope of the resulting taper in the granular aluminum layer is then determined

by

SAl

SPR
= RAl

RPR
(3.1)

where RAl and SAl are the etch rate of and slope in the taper in the granular aluminum and

similarly, RPR and SPR are the etch rate of and slope in the taper in the photoresist.

One bombardment method that was explored to transfer tapers was to use a Kaufman and

Robinson (K & R) AJA ion mill equipped with a KDC 40 ion source. This ion mill produces a neu-

tralized beam of argon atoms by first ionizing argon via inelastic collisions with stray electrons

that are accelerated by a beam voltage within the ion gun. Then, the ionized argon is acceler-
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Figure 3.9: A cartoon depicting ion bombardment with normally incident Ar+ ions (purple) to transfer a
taper from a layer of resist (orange) into a layer of granular aluminum (gray) on a silicon substrate (blue).
Each transparency step is separated by equal time intervals.

ated toward an accelerator grid by an accelerating voltage which creates a collimated beam of

argon ions. As the argon cations leave the accelerating grid, they become neutralized by passing

though a cloud of electrons that is generated from a nearby neutralizer filament. In this way, a

beam of collimated and neutral argon atoms can be used to mill substrate surfaces.

Characterization of this ion mill with S1805 photoresist and granular aluminum was re-

quired before tapered structures could be bombarded and transferred. First, the milling etch

rates of S1805 photoresist and of granular aluminum were characterized to determine an ap-

propriate etch time. Additionally, the etch rate characterization was necessary to ensure that

the taper slopes that were transferred into the granular aluminum layer were comparable to

the tapers that were fabricated in the resist layer (see Equation 3.1). If the etch rate of the pho-

toresist is too slow when compared to the etch rate of granular aluminum, then the taper in

the aluminum layer would be too steep. Conversely, if the etch rate of the photoresist is com-

paratively too fast, the photoresist would fail to protect the un-tapered region of the granular

aluminum film. Therefore, a balance between the etch rates of these materials is required to

reliably transfer tapered structures into underlying layers.

The etch rate characterization was performed with the K & R AJA ion mill at a beam volt-

age of +500V, an accelerating voltage of −300V, and a beam current of 56 mA. Typically, the

73



etch rates of materials depend on each of these parameters since the difference between the

beam and accelerating voltages determines the energies of the bombardment species (here,

E = eVBeam−eVAccel. = 800eV) while the beam current determines the ion fluence that impinges

on the substrate. Milling with the previously noted parameters revealed that the etch rates of

the photoresist and of the granular aluminum layer were extremely similar and were both close

to 10 nm/minute, indicating that the transferred tapers should have similar slopes. This gran-

ular aluminum etch rate also indicated that an etch time of ∼ 50 minutes was required to just

barely mill through the typically ∼ 500nm thick granular aluminum films.

An unfortunate side effect of the long mill times that were required to mill through the alu-

minum layer indicated that this ion mill could not be used to transfer tapers. When aluminum

test samples that were coated with resist were milled for longer than ∼ 10min, the resist layer

burned and bubbled. This resist damage could be plausibly caused by two different sources.

One possibility was that the substrate was significantly heating over the course of the lengthy

mill, which was effectively burning the resist. Several attempts were made to promote substrate

cooling to mitigate the possible resist burning by decreasing the sample stage temperature, by

thermally anchoring the sample and the sample stage to the cold head with conductive vacuum

grease, and by decreasing the ion power by lowering the beam voltage. Each of these attempts

resulted in the same resist damage before the granular aluminum film could be entirely milled.

Another possible cause of the resist damage was that a reactive etch by oxygen contamination

in the argon line was occurring during the mill. We attempted to remedy this by milling with

higher purity argon as well as by upgrading the gas plumbing to no avail. In every attempt, we

repeatedly found that the photoresist could be milled for a maximum of 10 minutes with this

particular instrument before the pitting and burning of the resist became problematic, indicat-

ing that a different milling technique was required.

In order to circumvent the challenges associated with damage to the photoresist caused in

the K & R AJA ion mill, we employed an alternative milling technique by using a Magnetron

sputter system as an ion source. This implementation of a sputter system has been realized in
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an elegant way by Hindmarch et al. by reversing the roles of the sputter gun anode and cath-

ode.123 However, a simpler approach was employed in this work by directly mounting samples

to a copper sputter target and then sputtering the sample (see Chapter 2 for a schematic of

the sputter system). The characterization of milling with the sputter system was required as

previously described and was accomplished by performing several rate tests to determine the

optimum milling parameters. We found that controlling the sputter gun to a current of 0.01 A

(yielding a power of 3−5W and a voltage of 300−400V) was vital to successfully mill with the

sputter gun since the ion fluence depends on the current. Milling in this way once again re-

sulted in similar etch rates between the photoresist and granular aluminum and were typically

near 1.0 ∼ 1.5nm/s. From these rates, a mill time of ∼ 8.3min was required to just barely mill

through a 500 nm thick layer of granular aluminum.

1.0

0.8

0.6

0.4

0.2

0.0

-0.2

H
ei

gh
t (
μm

)

76543210-1-2-3
x (μm)

 Taper in Al (2.9 μm)
 Taper in S1805 (5.1 μm)

Silicon Substrate

Granular Aluminum Milled Granular Aluminum

S1805 Photoresist

Ion
 M

ill

Milled Silicon

Figure 3.10: AFM scans of a taper in S1805 resist (red) and the resulting taper that was transferred into the
aluminum sample (grey) after milling the substrate with the sputter system. The sample was over-milled
which partly transferred the taper into the silicon substrate (blue).
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We also found that properly grounding the sample to the sputter cathode was imperative to

avoid charge buildup on the substrate in order to achieve a uniform etch. Substrate charging

can occur because the argon ions are not neutralized in a sputter system and can build up on

the silicon substrate since there is no available path to the sputter cathode through the insulat-

ing silicon oxide layer. Therefore, the samples were attached to the sputter target with conduc-

tive copper tape and the connections between the granular aluminum film, copper tape, and

sputter cathode were rigorously verified with a multimeter. By carefully ensuring the electrical

connections in this way, the charge buildup of samples was mitigated and uniform dry etches

were commonly achieved. Figure 3.10 shows AFM scans of a 5.1µm taper in 0.53µm thick S1805

resist and the resulting 2.9µm taper that was transferred into a 0.4µm thick granular aluminum

film by milling a properly grounded sample with the sputter system. It is important to note

that pre-patterned films grown on top of gold contacts required individual checks of the con-

nections between each lead to the sputter cathode while samples that were deposited as sheets

that covered the entire substrate surface were much simpler to ground since the entire surface

was conducting. Taper structures were successfully and reliably transferred into granular alu-

minum samples that were milled with this implementation of the sputter system, pending that

the samples were properly grounded to the copper sputter target.

3.2 Rectification Measurements with a 5-Segment Sample

3.2.1 Sample Details

The effects of five distinct tapers of differing lengths on vortex nucleation were simulta-

neously measured and compared with a 5-segment sample that was fabricated in an 8-probe

geometry, shown in Figure 3.11, by using the previously described lift-off and tapering meth-

ods. The extreme advantage of studying the effects of tapered edges in a multi-segment sample

is that each segment belongs to the same film so that the only difference between the segments

is the length of taper. The 5-segment sample, designated Al091616b1, was grown on top of pre-

patterned gold contacts by Magnetron sputtering granular aluminum at a rate of 10 Å/s and in
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an argon pressure of 6500 mTorr with a 50µTorr partial oxygen pressure which were both con-

trolled by Alicat mass flow controllers. The sample was grown to a thickness of 427 nm and was

initially patterned in a bulk, 5-segment geometry that was 100µm wide and 120µm between

each pair of voltage leads.
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Figure 3.11: A white light interferometry image of the 5-segment sample Al091616b1. There are two
current leads and 6 voltage leads that define 5 sample segments (labelled 1−5). Each sample segment is
120µm long and 55µm wide (w). The tapered edges exist between each pair of voltages leads with the
common edge on the opposite side with no voltage leads. The resulting cross-sectional film geometry
is shown with the schematic where l is the taper length and w is the width of the film. The dark areas
between the voltage leads are areas of the silicon substrate that were milled during the tapering process.

Pre-Tapered Film Characterization

Before tapering the edges between the voltage leads, the 5-segment sample was measured

to characterize the uniformity of the film after all of the sample edges were wet-etched to a

sample width of 77.5µm, which defined sharp edges on both sides of each sample segment.

The superconducting properties of each of the identical and pre-tapered sample segments of

Al091616b1 were characterized with critical transition measurements, shown in Figure 3.12 as

the colored curves. The identical critical temperatures of Tc = 1.718K between each sample

segment indicates that the 5-segment film was grown uniformly and that the five segments are

comparable to one another. These critical measurements also reveal that the transitions of each

sample segment are narrow with transition widths of δTc = 2mK, which suggests that the wet-

etched edges of each segment are identical.
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Figure 3.12: Transition measurements for the 5-segment sample Al091616b1 before tapering the sample
edges. The nearly identical critical transitions of all of the sample segments indicates that the film is
uniform and the narrow transition widths (δTc = 2mK) indicates sharp wet-etched edges. Note that the
temperature axis only extends over a range of 18 mK to show the subtle differences between the five
transitions.

Tapered Edge Characterization

The sample edges between the voltage leads were tapered after confirming the uniformity

in the film properties across each of the segments. Photoresist was spin-coated on the sample

and then tapered by using the dynamic optical lithography technique that was previously de-

scribed. The resist was then post-baked for 3 minutes at 130 ◦C to reduce exposure interference

effects and then developed. Then, the tapers were transferred from the resist into the aluminum

sample by mounting the sample onto a copper sputter target and then milling the sample in the

sputter system. The sample was milled for 12 minutes by controlling the current to 0.01 A which

yielded a power of 4 W and a voltage of ∼ 300V. The final width of the post-milled sample was

55µm with the top of each taper aligned to the edges of the current leads.

The sample and tapered edge geometries were quantified with a combination of profilom-

etry techniques. An optical interferometric image of the sample, shown in Figure 3.11, was

recorded to determine the sample width and to visualize the 5-segment geometry. Each seg-

ment (numbered) of the aluminum sample (yellow) was individually measured with a 4-probe
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Figure 3.13: AFM profilometry scans of the tapers and common edge of the 5-segment sample
Al091616b1. The upper figure depicts the common edge and the tapers of segments 1, 3, and 5 with
a 1:1 scaling between the axes so that the taper length may be directly compared to the thickness. Since
the tapers were milled into the silicon substrate, the sample thickness and termination of each taper
were determined with the AFM scan of the common edge, which was wet-etched. Refer to Figure 3.11
for a schematic that defines the taper length parameter l .

measurement by applying a current between the current leads and then measuring the voltage

between each pair of adjacent voltage leads. The sample and gold contacts rest on a silicon

substrate (dark red) and the darkest areas between each pair of voltage leads are areas where

the milling process etched into the underlying silicon substrate. The profile of tapered edges

and of the common, reference edge on the edge opposing the voltage lead side were measured

by tapping mode atomic force microscopy (AFM) scans shown in Figure 3.13. The thickness of

the film was obtained from the AFM scans taken over the wet-etched sample edges since the

tapered edges were mildly over-milled into the silicon substrate to ensure that the tapers were

completely transferred. The resulting lateral taper lengths l for the relevant sample edges were

determined to be 0.70µm for the common edge resulting from the geometry of a wet-etch and

1.00µm, 1.56µm, 2.21µm, 3.07µm, and 3.95µm for the other five tapered segments. Addition-
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ally, the effects of the interference fringes during the taper exposure were observed in the AFM

scans of Figure 3.13 as the periodic variation in the thickness of the tapers. The AFM scan of

the common edge revealed a mostly sharp edge with a slight rounding near the top. This arti-

fact was caused by the partial transfer of the non-uniform thickness variation in the photoresist

near the sample edge resulting from spinning the resist over a structure of comparable thick-

ness. We found that the details of the experiment were unaffected by this artificial inclusion

since the initial slope in the common edge was unaffected and remained much steeper than

any of the taper slopes.

3.2.2 Cryogenic Measurements

The effects of the tapered edges on vortex nucleation in the 5-segment sample were mea-

sured in a home-built closed-cycle pulse tube cryostat.109 The sample was mounted to a cop-

per sample plate with Apiezon N thermal grease and the temperature of the film was monitored

and controlled as previously described in Chapter 2. First, the sample was cooled to 3 K where

standard resistivity measurements were recorded for each sample segment. Next, the super-

conducting transitions for each sample segment, shown in Figure 3.14, were recorded by apply-

ing an AC current between the current leads while measuring the voltage between each pair of

adjacent voltage leads with an SR830 lock-in amplifier as the sample was cooled. These mea-

surements reveal a striking difference between the transitions for the pre-tapered and tapered

segments, which we will discuss in a later section. However, we define Tc to be the temper-

ature at which the transitions become vertical where the tapered transitions all match. The

small discrepancy between the pre-tapered and post-tapered critical transition locations has

been previously observed in other granular aluminum film samples that were grown and tested

in our lab and is a consequence of the sample film and not of the tapering process. Since the

film is kept at room temperature between runs, we believe that this drift in the critical temper-

ature is caused by either surface oxidation or stress and strain factors that are changing within

the film after the sample growth. Additionally, segments 1 and 2 exhibit a mild increase in the
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normal state resistance just before the critical transition which will also be discussed in a later

section for a similar sample. The various superconducting properties that were measured for

the segments of this sample are enumerated in Table 3.1.
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Figure 3.14: Transition measurements for the 5-segment sample Al091616b1. The pre-taper measure-
ments of the critical transitions (black) were identical for all five sample segments and are shown in
Figure 3.12 with a narrower temperature axis. Then, the transitions were re-measured after tapering the
edges between the voltage leads (colored) where a widening in the transition is observed that depends
on the taper length. Refer to Figure 3.11 for a schematic that defines the taper length parameter l .

The dirty-limit Ginzburg-Landau (GL) characteristic lengths were inferred from the charac-

terizations in Table 3.1 to elucidate the vortex properties within the 5-segment sample. Recall

from Chapter 2 that granular aluminum is a dirty superconductor with inherently low pinning

properties, so the dirty-limit expressions in the GL theory must be used. The dirty-limit co-

herence lengths ξ for the sample segments were calculated at T /Tc = 0.9 (see Chapter 2) and

are much smaller than the effective hard edge taper length of ∼ 0.7µm (recall that the vortex

core diameter is approximated as ∼ 2ξ). The dirty-limit penetration depths λ of the sample seg-

ments were also calculated at T /Tc = 0.9 and are all near λ= 600nm. Recall from Chapter 1 that

the size-scale of the vortex fields and currents are determined by λ and thus a perfectly vertical
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edge will be smeared out on this scale. So, a wet-etched reference edge with an effective taper

width of 0.7µm may be considered vertical since it is similar to λ for this film. Additionally, the

shortest tapered edge of width 1.0µm is just beginning to exceed λ, so vortices will interact with

the taper slopes in the film edges.

Table 3.1: Properties of the 5-segment sample (Al091616b1)

Segment Taper (l ) Tc ξ(0.9Tc) λ(0.9Tc) RRT R3K ρRT ρ3K RRR

(µm) (K) (nm) (Ω) (µΩ ·cm) ρRT/ρ3K

Pre-Taper – 1.718 149 591 0.594 0.504 16.3 13.9 1.17
1 1.0 1.712 152 579 0.734 0.628 15.5 13.3 1.17
2 1.6 1.712 149 590 0.804 0.690 16.0 13.8 1.16
3 2.2 1.712 151 584 0.805 0.692 15.7 13.5 1.16
4 3.1 1.712 150 586 0.796 0.683 15.8 13.6 1.16
5 4.0 1.712 151 584 0.789 0.675 15.8 13.5 1.17

The characteristic lengths also determine the size regimes that vortices experience. Recall

from Chapter 1 that the sample thickness d significantly affects the length scales of the fields

and currents of vortices and that vortices can exist in the Abrikosov (d À λ), intermediate (d ∼
λ), or Pearl (d ¿ λ) regimes. Therefore, the film penetration depths of ∼ 0.6µm for the sample

segments indicate that vortices in the interior of the film are likely not in the Abrikosov or Pearl

regimes but are rather in the intermediate regime since the sample thickness is similar to λ. It is

important to note, however, that vortices that are nucleating into a tapered edge are initially in

the Pearl regime until the thickness at the location of the vortex within the taper becomes non-

negligible when compared with λ. Therefore, emerging vortices are only in the Pearl regime

while immediately nucleating into the knife-edge of the taper but then rapidly localize into a

vortex that is in the intermediate regime.

The effects of the tapered edges on the rectification properties and therefore on the vortex

nucleation in the 5-segment sample were studied by probing the vortex dynamics within each

of the five sample segments. Recall from Chapter 2 that vortex transport measurements are

performed in the form of current-voltage-characteristics (CVCs). In these CVC measurements,
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vortices are driven across both sample edges by sweeping both senses of a transport current It

that is applied between the current leads of the sample while in the presence of an applied field

Ha which was generated by coil magnets that were mounted outside of the cryostat at room

temperature. The voltage response to the driving current that corresponds to vortices exiting

over the edges of the sample segments is then recorded by measuring each pair of adjacent

voltage leads of the 5-segment sample. This process* is repeated at various temperatures and

applied fields until a complete picture of the vortex dynamics within each sample segment is

obtained.

Representative CVC measurements of each of the five sample segments performed at a con-

stant temperature of 0.75Tc = 1.29K and at a single applied field of Ha = 11.5G are shown in Fig-

ure 3.15. As described in Chapter 2, these measurements were obtained by gradually increasing

the amplitude of a 100 Hz single-sided square wave current while simultaneously measuring

the voltage between two adjacent voltage leads with an SR830 lock-in amplifier that was locked

to the 100 Hz current driving frequency. This waveform of It allows for lock-in techniques that

are typically reserved for AC measurements to be exploited to reduce the noise in this inherently

DC measurement. We define positive values of It in Figure 3.15 to correspond to currents that

nucleate vortices over the tapered edges on the voltage lead side while negative values of It cor-

respond to currents that nucleate vortices over the common, reference edge on the opposing

side.

The transport measurements depicted in Figure 3.15 reveal the details of vortex motion in

the 5-segment sample with tapered edges. First consider negative senses of It that nucleate

vortices over the common, reference edge. For small and negative values of It, vortices are

prohibited from nucleating over the steep common edge due to the existence of the Bean Liv-

ingston barrier (BLB) but also due to the large geometric barrier (GB) that is associated with

squared edge geometries. The current magnitude is then increased, but no voltage is observed

since the large edge barrier belonging to the common edge continues to exclude vortices from

*Refer to Figure 2.15 in Chapter 2 for a schematic representation of the details of these measurements.
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Figure 3.15: Current voltage characteristics (CVCs) for the 5-segment sample Al091616b1 recorded at
Ha = 11.5G and T = 0.75Tc = 1.29K for each sample segment (colored). A 0.1µV criterion was used to
define the critical currents for each tapered edge (colored dots) of the segments. The common, reference
edge critical current was obtained by averaging the five common edge measurements (black dot). Refer
to Figure 3.11 for a schematic that defines the taper length parameter l .

the interior of the film. As the current magnitude continues to increase, the inward force on the

expelled vortices eventually exceeds the edge barrier and vortices begin to enter over the shared

reference edge, forming a flat-topped vortex dome in the interior of the 5-segment sample for

the applied fields that were tested (the domes that were previously discussed in Chapter 1 were

considered in the case of low fields). Recall that this vortex dome is “pushed” toward the ta-

pered edges by the applied current. Once the applied current reaches the critical depinning

current Ic, one of the dome edges overlaps the tapered edges and vortices being to flow across

each segment of the film with each vortex generating a voltage pulse as it exits between a pair

of voltage leads. Here, Ic is experimentally defined to be the applied current that is required to

elicit a criterion voltage of 0.1µV (represented by the black dashed lines in Figure 3.15) between

any pair of adjacent voltages leads. CVC measurements with this negative sense of It result in
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extremely similar measurements of Ic for each sample segment, indicating that the common,

reference edge influences the vortex nucleation dynamics identically for each sample segment

and also indicates that the tapered edges have no effect on vortices exiting the film.

At this point, we have considered the case of negative It corresponding to vortex nucleation

over the common edge, but we will now consider the case of positive It corresponding to vortex

nucleation over the tapered edges. For small and positive values of It, vortices are once again

prohibited from nucleating over the tapered film edges due to the BLB and GB. As the current

is increased, vortices first begin to nucleate over the shallowest and longest taper since the GB

is most suppressed for longer tapers (purple). As the current continues to slightly increase, the

vortices are driven across the sample and exit the film indicating that Ic has been achieved.
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Figure 3.16: Transport measurements of the 5-segment sample after tapering the edges at 0.75Tc =
1.29K. The measurements performed corresponding to vortex nucleation over the tapers for each sam-
ple segment are colored, with the average of the common edge measurements displayed in black. Each
individual set of common edge data for each segment that were used to compute the common edge av-
erage are also displayed with grey lines. The critical currents measured at 11.5 G were obtained from
the CVC measurements portrayed in Figure 3.15 as the colored and black dots. Refer to Figure 3.11 for a
schematic that defines the taper length parameter l .
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This results in a significantly reduced measurement of Ic when compared to the measurements

corresponding to nucleating vortices over the common edge. This trend continues for each

sample segment where the applied currents that are required to both nucleate vortices into the

sample as well as drive them completely across the sample are lower for longer (and shallower)

tapers. Thus we observed that all of the tapered edges that were tested exhibited a suppression

in the measurements of Ic when compared to the common edge, indicating that forming any

taper in one edge of a granular aluminum film will result in rectification.

The 5-segment sample displayed the previously described rectification for a wide range of

applied fields and temperatures, which are most clearly represented by recording the critical

currents at each field and temperature. These CVC measurements were repeated for tempera-

tures between 0.75Tc < T < 0.98Tc and for applied fields ranging between −1 G and 50 G. The

current was zeroed before changing the applied field, but the sample was not zero field cooled

between each measurement and the connections to the sample were switched with an Arduino-

controlled multiplexer switching circuit. Once all of the CVC measurements were completed,

the critical currents required to elicit a 0.1µV criterion voltage were determined for each field

and temperature. This representation of the critical currents, depicted in Figure 3.16 at a tem-

perature of 0.75Tc, allows for the comparison of the rectification effects from each taper length

(and slope) over the entire range of applied fields for a specific temperature.

3.2.3 Discussion of Results

The aim of measuring a multi-segment sample both pre- and post-tapering the film edges

was to verify that the fundamental superconducting properties of the film were unaffected by

the tapered edges as well as to probe the nature of the geometric barrier (GB). The previously

discussed resistive and critical temperature characterizations of the sample segments, listed

in Table 3.1, determined that the superconducting properties belonging to each segment both

before and after forming tapers in the sample edges were extremely uniform. Indeed, these
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characterizations also determined that the superconducting properties as well as the locations

of the critical temperatures were unaffected by the tapering process.

While tapering the edges of the 5-segment sample appeared to be largely benign in regards

to the properties of the film, one superconducting feature was altered in each segment. The

post-tapered critical transition measurements (colored) displayed in Figure 3.14 exhibited a

widening in the critical transition widths of the tapered segments when compared to the pre-

tapered measurements (black) where longer tapers seemed to create wider transitions. Since

only the sample edges were changed between measuring the critical transitions of the pre- and

post-tapered segments, we attribute these widened transition shapes to edge effects resulting

from the tapered edges. One possible explanation for this widening is that thinner granular alu-

minum geometries have higher critical temperatures than thicker geometries which indicates

that the thinnest regions in the tapered edges transition into the superconducting state before

the bulk material for granular aluminum.124 As the temperature of the film is initially lowered,

the narrow edges of the tapers become superconducting first and a reduction in the measured

resistance of the film is observed. Since the applied current is larger than the effective critical

current of the superconducting “wires” in the taper tips, an intermediate state structure forms

in which diamond-shaped domains of superconducting material are surrounded by normal

material.4 Therefore, only a decrease in the resistance will be observed since only some of the

applied current is shorted through these intermediate regions of the tapers. As the temperature

continues to decrease, slightly thicker regions of the tapers become superconducting and the

resistance drops once again. This process is repeated as the sample is cooled and thicker por-

tions of the tapers become superconducting. Eventually the bulk critical temperature is reached

at which point the entire film exhibits superconductivity. Therefore, the critical temperatures of

each tapered segment are identical regardless of the broadened transitions because they belong

to the same bulk film.

Other possible explanations for the effects of the sample edges on superconducting transi-

tions have been experimentally explored. Delano claims that imperfections in the sample edges
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cause broadened transitions and that wet-etching the edges eliminates this dependence.112

Behrndt et al. has also explored this phenomenon and posits that an interplay between the

material granularity and the edges may cause similar effects.125 However, this explanation can-

not explain the observations in Figure 3.14 since granular aluminum has inherently small grain

sizes as was discussed in Chapter 2.

After verifying the minimal effects of the tapered edges on the film properties, the effects

of the tapered edges on vortex nucleation can be probed with rectification measurements of

each sample segment. A previous study62 has shown a rectification in the high-current voltage

response in the flux low regime corresponding to similar tapered edge geometries in a thin Nb

film. This result only showed that vortex motion was affected rather than showing that the onset

of flux flow was altered since the critical currents required to first observe a voltage response

were identical for both edges. However, similar transport measurements of the tapered edges

in the 5-segment granular aluminum film shown in Figure 3.15 clearly indicates that tapered

edge geometries are also capable of directly influencing the criterion voltage critical currents

that correspond to the onset of flux flow and therefore to vortex nucleation into the sample.

Additionally, Figure 3.16 indicates that the critical currents of the 5-segment sample exhibit

similar rectification effects across the entire applied field range that was tested, except in the

low field regime.

One important feature of these critical currents is that the zero-field critical currents are

independent of the taper length between samples and are identical to the critical currents mea-

sured for the common edge. This is because the bulk pinning of the material dominates the

edge pinning at low fields, despite the low bulk pinning properties of granular aluminum. At

larger applied fields, the rectification effects for the tapered edges become more apparent with

a maximum in the edge effects occurring near 11.5 G. Rectification effects are also observed at

higher applied fields, however, these effects are reduced in magnitude and seem to become less

dependent on the taper length.

88



Matching effects are also observed in Figure 3.16 by the increase in the critical currents as

the field is increased for each segment. Recall from the discussions in Chapter 2 that when

the applied field becomes commensurate with a periodic potential in a superconductor, then

a matching field is reached and vortex motion is inhibited. In Chapter 2, these matching ef-

fects were expected since the surface of the superconductors were intentionally thickness-

modulated with a 3µm pitch to induce a washboard potential. However, the 5-segment sample

does not have a modulation in the film surface, but rather possesses thickness modulations in

the tapered edges. Recall that standing waves that are formed in the resist during the exposure

of the tapers results in a thickness modulation in the resist tapers. Although these thickness

modulations were mitigated by post-baking the resist after exposure and before development,

the thickness modulations could not be entirely eliminated from the tapers in the resist and

were therefore transferred into the edges of the superconducting film (see Figure 3.13). Since

the pitch of the modulations depends on the taper length, matching effects were observed at

different fields for the sample segments with longer tapers. These matching effects are observed

in Figure 3.16 near 24 G for segment 2, 16 G for segment 3, 11.5 G for segment 4, and near 7.5 G

for segment 5. We hypothesize that matching effects were not observed in the shortest taper

since the pitch of the modulations became smaller than the average vortex size within that ta-

per. While these matching effects marginally influence the vortex transport properties for each

taper, the qualitative rectification results remain unchanged.

So far, rectification within the 5-segment sample has only been discussed in the context of

the measurements that were performed at 0.75Tc, but similar rectification properties resulting

from the tapered edges were observed for a wide range of temperatures in the measurements

of each segment. For clarity, we define Ic− as the critical current for nucleating vortices over the

common, reference edge while Ic+ is defined as the critical current for vortices nucleating over

the tapered edges. Figure 3.17 displays the difference in the critical currents |Ic−− Ic+| at each

applied magnetic field and at various percentages of Tc for each of the five sample segments.

For reference, Figure 3.16 can be reconstructed from the 0.75Tc measurements from each panel
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Figure 3.17: Differences in the critical currents |Ic+− Ic−| (colormap) obtained for temperatures in the
range of 0.75Tc < T < 0.98Tc and for applied fields in the range of −1G < Ha < 50G for each segment of
Al091616b1. Refer to Figure 3.11 for a schematic that defines the taper length parameter l .
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corresponding to each sample segment where the critical current axis in Figure 3.16 is related to

the color scale axis in Figure 3.17. Segment 1 with the shortest taper begins to exhibit rectifica-

tion in the critical currents for temperatures lower than ∼ 0.9Tc. However, segments 2, 3, 4, and

5 with longer tapers begin show rectification effects at warmer temperatures when the sample

is cooled below ∼ 0.96Tc. The matching effects from the modulations in the taper thicknesses

are also be observed in Figure 3.17 for each of the segments as the lateral dips in the critical cur-

rent differences. While these measurements depicted in Figure 3.17 indicate that rectification

properties in the critical currents are more pronounced at colder temperatures for each taper

length, the general suppression in the critical currents indicates that the GB was reduced by the

existence of the tapered edges for a wide range of applied fields and temperatures.

The observed suppression in the critical currents for the tapered edges depends on the

length (and therefore the slope) of the tapered edge. Recall that a reduction in the GB is hy-

pothesized for longer and shallower taper geometries since the expulsive force corresponding

to the line-length increase of a nucleating vortex is proportional to the slope of the taper. To

show this, Figure 3.18 displays the rectification of each tapered segment as the ratio of Ic−/Ic+

at various applied fields and at a constant temperature of 0.75Tc. Recall that Ic− corresponds to

the critical currents belonging to vortex nucleation over the common, reference edge while Ic+

corresponds to the critical currents for the vortices nucleating over the tapered edges. The criti-

cal currents are reversible and display no rectification for each taper length at low fields (red) as

expected following from the previous discussion of the dominant low-field bulk pinning prop-

erties. As the field is increased, a linear dependence between the taper length and the observed

rectification emerges where the slope of this dependence is seemingly determined by the ap-

plied field. This slope increases as Ha is increased until a maximum value is achieved in this

representation between 10 G and 15 G. Then, the slope begins to decrease as Ha continues to

increase (blue). These results corroborate the hypothesis that an increase in taper length (and

therefore shallower tapers) results in an increase in the rectification for non-zero fields which

corresponds to a reduction in the GB for the tapered edges.

91



2.4

2.2

2.0

1.8

1.6

1.4

1.2

1.0

R
ec

tif
ic

at
io

n 
(I c

- /
 I c

+)

4.03.53.02.52.01.51.00.5
Taper Length (µm)

 Applied Field
   1.4 G
   6.9 G
  11.5 G
 17.1 G
 27.2 G
 37.4 G
 47.5 G

Theoretical symmetry
from wet-etched edges

Figure 3.18: The dependence of the ratio of the critical currents in each direction (Ic−/Ic+) on the taper
length at various applied fields (colored) at 0.75Tc. Refer to Figure 3.11 for a schematic that defines the
taper length parameter l .

Rectification effects are also present once the vortices are moving in the flux flow regime

of the CVC measurements, as were seen in Figure 3.15. Recall that once It reaches Ic, vortices

are nucleated on one sample edge and are driven across the sample where they exit on the

opposing edge and generate a voltage. However, vortex dynamics continue as It is increased

beyond Ic. For It > Ic, vortices are driven across the film at a rate that is roughly proportional

to It − Ic and will therefore generate larger average voltages that correspond to larger It. This

creates an effective flux flow resistance Rff of the superconductor that is determined by the slope

of the CVC curves. Measurements of the flux flow resistances from the CVC measurements

that were recorded at 0.75Tc and sampled in the region near two criterion voltages of 0.1µV

and 1.0µV are shown in Figures 3.19a and 3.19b respectively. For clarity, we define Rff− to be

the flux flow resistance from vortices that are driven over the common edge and exit over the

tapered edges and Rff+ is the flux flow resistance from vortices that are driven over the tapered
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Figure 3.19: Measurements of the flux flow resistance Rff for each sample segment at each applied field in
the region near two criterion voltages of (a) 0.1µV and (b) 1.0µV. These measurements were obtained by
sampling the slopes of the CVC curves that were recorded at 0.75Tc near the respective criterion voltages.
Resistances that correspond to vortex motion over the common, reference edge, Rff−, are labelled as
squares while resistances that correspond to vortex motion over the tapered edges, Rff+, are labelled as
circles. Refer to Figure 3.11 for a schematic that defines the taper length parameter l .

edges and exit over the common edge. Both Figures 3.19a and 3.19b show a suppression in

Rff+ when compared to Rff−, however, Figure 3.19a corresponding to the lower criterion voltage

implies that the flux flow resistance is not dependent on the taper length while Figure 3.19b that

corresponds to the larger criterion voltage indicates a trend between the flux flow resistance and

the taper length.

We hypothesize that the rectification effects on the flux flow resistance should be considered

with the larger criterion voltage. The smaller criterion voltage is the correct metric to determine

the critical currents that are required to first move vortices within the film. However, the critical

current for each sample segment is physically distinct from the apparent resistance that corre-

sponds to vortex motion. Therefore, it seems that the flux flow resistance should be considered

at a slightly larger criterion voltage that corresponds to the flux flow regime rather than using

the criterion voltage that corresponds to the onset of flux flow. In either case, it is clear that the

tapered edges affect flux flow and that a trend exists between the flux flow resistances and the

length of the taper when sampling Rff after the vortices have been moving for a while.
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The measurements of the critical currents along with the measurements of the flux flow

resistances unequivocally demonstrate that the sample edges have a significant influence on

vortex nucleation and on vortex dynamics. We found that the geometric barrier was generally

suppressed in all five tapered segments of the 5-segment multi-lead sample for a wide range

of temperatures and fields as evidenced by the widely suppressed critical currents correspond-

ing to vortex nucleation over the tapered edges. The flux flow resistances were also suppressed

when driving vortices from the tapered edge and over the common, reference edge. Therefore,

we have shown that vortex nucleation and transport are dependent on the sample edge geom-

etry and can be influenced in granular aluminum by tapering the sample edges.

3.3 Rectification Measurements with an 11-Segment Sample

3.3.1 Sample Details

In an effort to further expand upon the conclusions made with the 5-segment sample, a 14-

probe sample in an 11-segment geometry was fabricated using the direct write laser lithogra-

phy system. The advantages of using an 11-segment sample geometry, shown in Figure 3.20, are

identical to the previously described advantages of the 5-segment design along with the added

benefit of simultaneously studying a wider range of taper lengths. Rather than lifting-off a bulk

film and then tapering the pre-patterned structure as was done for the 5-segment sample, the

11-segment sample (designated Al121119b) was initially sputtered as a sheet of granular alu-

minum, with no lithographic patterning, that completely covered pre-patterned gold contacts.

Recall that exposing tapers in resist covering a uniform aluminum layer is vital in producing

high quality tapers. This granular aluminum film was grown by sputter deposition at a rate

of 8 Å/s to a thickness of 516 nm in an Alicat mass-flow controlled argon pressure of 6500µTorr

with a partial oxygen pressure of 50µTorr in order to achieve the desired superconducting prop-

erties (see Chapter 2). The multi-segment sample geometry will be defined in later fabrication

steps since the granular aluminum film is a sheet that covers the entire substrate and is not in a

pre-patterned geometry.
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Figure 3.20: An optical image of the 11-segment sample Al121119b. There are two current leads and
12 voltage leads that define 11 sample segments (labelled 1−11). Each sample segment is 120µm long
and 78.8µm wide (w). The tapered edges exist between each pair of voltages leads for segments 2−11
with a reference segment with a wet-etched edge between the voltage leads of segment 1. The common,
reference edge is on the opposite side with no voltage leads. The resulting cross-sectional film geometry
for the tapered segments is shown with the schematic where l is the taper length and w is the width of
the film. The darker areas between the voltage leads are areas of the milled silicon substrate that were
milled as an artifact of the lithographic tapering process.

The 11-segment geometry was defined in the granular aluminum sheet with a combination

of tapering the sample edges and with multiple wet-etches. First, ten tapers ranging from 2µm−
20µm in length were exposed in S1805 photoresist with the direct write laser writer by exposing

the same greyscale pattern 20 times at a dose of 7.05 mJcm−2 with a bias and clear dose of 34 %

and 87 % respectively. This multiple exposure method of creating tapers with the laser writer is

necessary in order to avoid the previously discussed resist scalloping that is detrimental to the

quality of resist tapers. The photoresist was then post-baked for 30 minutes at 135 ◦C to mitigate

the effects of the interference fringes in the tapers and then developed. These resist tapers

were next transferred into the granular aluminum sheet with the Magnetron sputter system.

The sample was milled for ∼ 7min by controlling the sputter current to 0.01 A which yielded

a power of 4 W and a voltage of ∼ 300V. Once the tapers were transferred into the granular

aluminum layer, a wet-etch using S1813 photoresist as an etch mask was performed to define

the common, reference edge as well as the 11-segment, 14-probe geometry. Both edges of the

remaining un-tapered sample segment were also wet-etched during this step to produce an

11-segment sample with one symmetric, control segment and ten tapered segments. Then,

95



the remaining sheet aluminum was wet-etched away in a separate step to finish defining the

11-segment sample geometry. This resulted in the 11-segment sample, shown in Figure 3.20,

which was 516 nm thick, 78.8µm wide, and 120µm long between each pair of voltage leads.
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Figure 3.21: AFM profilometry scans of the tapers and common edge of the 11-segment sample
Al121119b. The upper figure depicts the common edge and the tapers of segments 2, 5, 8, and 11 with
a 1:1 scaling between the axes so that the taper length may be directly compared to the thickness. The
segment numbers (and trace colors) match the labelling in Figure 3.20. Since the tapers were milled
into the silicon substrate, the thickness and termination of the each taper was determined with the AFM
scan for the common, wet-etched edge. Refer to Figure 3.20 for a schematic that defines the taper length
parameter l . *These edges were defined via a wet-etch.

The sample and edge geometries were quantified with atomic force microscopy (AFM) pro-

filometry. The profile of the tapered edges and of the common, reference edge were measured

by tapping mode AFM scans and are shown in Figure 3.21. The thickness of the film was de-

termined from scans obtained over the wet-etched sample edges since the tapered edges were

mildly over-milled into the silicon substrate to ensure that the tapers were completely trans-

ferred into the granular aluminum film. The tapers were exposed to be 2µm− 20µm long in
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the resist and the AFM scans revealed that the tapers were transferred into the aluminum to be

between 0.8µm−10µm in length. The modulation in the photoresist taper thickness that was

caused by the interference fringes during the exposure were transferred into the aluminum film

and are observed in the AFM scans of each tapered edge.

3.3.2 Cryogenic Measurements

The impacts of longer tapers on vortex nucleation and dynamics were probed at cryogenic

temperatures with the cryostat and methods that were described previously for the 5-segment

sample. First, the 11-segment sample was characterized by performing resistivity measure-

ments on each sample segment. Then, critical temperature measurements, shown in Fig-

ure 3.22, were performed and revealed that the critical temperature locations for each of the

sample segments are all identical, although we will discuss the resistance anomaly belonging to

segment 2 later. The resistivity characterizations and critical temperatures, shown in Table 3.2,

indicate that the film and superconducting properties of the sample segments are uniform.
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Figure 3.22: Superconducting transition measurements of each segment in the 11-segment sample
Al121119b. The transition for the reference segment with no tapering is shown in red. The Tc for each of
the segments is 1.784K. Refer to Figure 3.20 for a schematic that defines the taper length parameter l .
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Additionally, these characterizations were used to determine the dirty-limit Ginzburg-Landau

(GL) characteristic lengths at T /Tc = 0.9 in order to understand the shapes and sizes of vortices

within the film. As expected, the calculated coherence length ξ and penetration depth λ in each

segment are all commensurate and also agree with the properties of the 5-segment sample (see

Table 3.1) since both of these films were grown with similar sputtering conditions. Therefore,

the qualitative shape and behavior of vortices within the 11-segment sample are identical to the

previously discussed vortices within the 5-segment sample.

Table 3.2: Properties of the 11-segment sample (Al121119b)

Segment Taper (l ) Tc ξ(0.9Tc) λ(0.9Tc) RRT R3K ρRT ρ3K RRR

(µm) (K) (nm) (Ω) (µΩ ·cm) ρRT/ρ3K

1 0.6 1.784 136 621 0.560 0.467 19.0 15.9 1.20
2 0.8 1.784 137 617 0.552 0.461 18.8 15.7 1.20
3 1.7 1.784 138 615 0.545 0.455 18.7 15.6 1.20
4 2.7 1.784 138 615 0.541 0.452 18.6 15.6 1.20
5 3.7 1.784 138 615 0.539 0.450 18.7 15.6 1.20
6 4.9 1.784 138 615 0.534 0.446 18.7 15.6 1.20
7 5.9 1.784 138 615 0.532 0.443 18.7 15.6 1.20
8 7.0 1.784 138 615 0.529 0.441 18.7 15.6 1.20
9 8.2 1.784 138 615 0.525 0.438 18.7 15.6 1.20

10 9.1 1.784 138 615 0.523 0.436 18.7 15.6 1.20
11 10.1 1.784 142 595 0.486 0.406 17.5 14.6 1.20

The effects of the tapered edges on the vortex transport properties in each of the eleven

sample segments were studied by performing CVC measurements as was described for the 5-

segment sample. Representative CVC measurements of the 11-segment sample performed at

a constant temperature of 0.72Tc = 1.28K and at an applied field of 10.9 G are shown in Fig-

ure 3.23. These measurements were obtained by measuring the voltage response between a

pair of adjacent voltage leads to a 100 Hz single-sided square wave transport current It while in

the presence of an applied magnetic field which was generated by coil magnets mounted out-

side of the cryostat and at room temperature. Recall that negative senses of It correspond to
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currents that nucleate vortices over the tapered edges while positive senses of It correspond to

currents that nucleate vortices over the common edge on the opposing side.
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Figure 3.23: Current voltage characteristics for the 11-segment sample Al121119b recorded at Ha =
10.9G and T = 0.72Tc for each sample segment (colored). The inset shows an enlarged area denoted by
the black box to depict the critical currents of the sample segments. Refer to Figure 3.20 for a schematic
that defines the taper length parameter l .

3.3.3 Discussion of Results

The purpose of measuring the 11-segment sample was to expand upon the measurements

of the 5-segment sample by exploring a wider range of taper geometries. The resistivity and

critical temperature characterization measurements, listed in Table 3.2, showed that the 11-

segment film was uniform across all eleven segments. While each sample segment exhibited

a uniform critical temperature of Tc = 1.784K, the shapes of the critical transitions shown in

Figure 3.22 were widened by the tapered edges as was observed in the 5-segment sample. How-
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ever, the transition measurements of segment 2 within the 11-segment sample revealed an un-

expected resistance anomaly as an apparent increase in the normal state resistance just before

the temperature was lowered below Tc. This resistance increase has been the subject of several

studies and is explained with a non-equilibrium charge imbalance model,126 by applying suffi-

ciently large DC currents,127 or by measurement in the presence of radiation.128 The resistance

anomaly observed with the 11-segment sample is most likely due to a charge imbalance model

since Park et al. also measured these effects in a multi-segment sample with geometries that

are similar to the 11-segment sample.126

After characterizing the uniformity of the 11-segment sample, the effects of the tapered

edges on vortex nucleation and transport were probed with rectification measurements in the

form of CVCs of each sample segment. However, the CVC curves shown in Figure 3.23 did not

exhibit a rectification in the critical currents contrary to the measurements performed with the

5-segment sample. Recall that the CVC measurements for each taper of the 5-segment sam-

ple exhibited critical currents that were distinct from one another when using a 0.1µV criterion

current and these CVC curves clearly emerge off of the zero voltage axis at different currents.

Although a similar difference in the critical currents could be obtained with a 0.1µV criterion

with the 11-segment sample, the CVC curves for the tapered segments 2–11 all emerge off the

zero voltage axis at the same critical current of 1.575 mA, which is highlighted with the inset in

Figure 3.23 for clarity. Rectification effects, however, still clearly exist in the flux flow regime of

the 11-segment sample as evidenced by the differences in the slopes of the CVC curves. It is

important to note that the shared critical current of 1.575 mA is only shared by segments 2–11

and is not observed in segment 1 because the edges belonging to segment 1 were both defined

by a wet-etch and should nominally be identical. However, segment 1 still exhibits rectification

in the slopes of the CVC measurements, indicating that this segment is not entirely symmetric.

Therefore, the rectification portrayed with the 11-segment sample more closely emulates the

observations made by Sabatino et al. in thin Nb films as differences in the flux flow regime.62
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Figure 3.24: Measurements of the flux flow resistance Rff for each sample segment at each applied field
in the region near two criterion voltages of (a) 0.1µV and (b) 1.0µV. These measurements were obtained
by sampling the slopes of the CVC curves that were recorded at 0.72Tc in the region near each criterion
voltage. Resistances that correspond to vortex motion over the common, reference edge, Rff−, are la-
belled as squares while resistances that correspond to vortex motion over the tapered edges, Rff+, are
labelled as circles.

As was previously discussed, the rectification effects of the tapered edges in the 11-segment

sample are observed in the flux flow resistances for the sample segments. Recall from the dis-

cussions of the 5-segment sample that as the applied current It exceeds the critical current Ic,

vortex dynamics continue within the film since larger values of It will drive more vortices over

the sample edges, and so a larger voltage will be observed. Also recall that these dynamics re-

sult in a flux flow resistance Rff within the superconductor that is determined by the slope of the

CVC measurements. For simplicity, we define Rff− to be the flux flow resistance corresponding

to nucleating vortices over the common edge and Rff+ to be the flux flow resistance correspond-

ing to nucleating vortices over the tapered edges. These flux flow resistances for the 11-segment

sample are displayed in Figures 3.24a and 3.24b which were obtained by sampling the slopes of

the CVC curves that were obtained at 0.72Tc near criterion voltages of 0.1µV and 1µV respec-

tively for each sense of It. Once again, both Figures 3.24a and 3.24b show a suppression in Rff+

when compared to Rff−. However in contrast to the 5-segment sample, the flux flow resistances

near both criterions shown in Figure 3.24a and Figure 3.24b indicate a trend between the flux

flow resistance and the taper length. One important feature to note is that the flux flow resis-
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tance of the reference segment with wet-etched edges on both sides exhibits rectification when

sampling near the 0.1µV criterion, which is surprising since both edges were nominally iden-

tical and should therefore exhibit no rectification. However, at the larger 1.0µV criterion, the

flux flow resistance of this reference segment showed no difference between the two current

directions as was initially expected. As in the case of the 5-segment sample, we hypothesize

that the rectification effects on the flux flow resistance should be considered with the larger cri-

terion voltage, but the 11-segment sample exhibits a trend in the rectification in the flux flow

resistances sampled at both criterion voltages.

3.4 Discrepancies Between the 5- and 11-Segment Samples

The 5- and 11-segment multi-lead samples allowed for the effects of multiple tapered edges

on vortex transport properties to be simultaneously studied within a uniform granular alu-

minum film. However, these transport measurements in the form of critical currents (the ap-

plied current required to elicit a non-zero voltage response in each sample segment) between

the 5- and 11-segment samples revealed discrepant rectification effects. The measurements

performed with the 5-segment multi-lead film corroborate our initial hypothesis that longer

and shallower tapers lower the edge barrier for vortex nucleation as evidenced by a decrease

in the critical currents that trended with the length of the tapered edge when compared with

the critical currents for a common, reference edge. In contrast, the transport measurements

that were performed on the 11-segment multi-lead sample indicate that there is a reduction

in the critical currents for tapered edges, but shows no trend between this reduction and the

length of taper. This is a surprising result since we previously observed a trend with the 5-

segment sample, and therefore expect to observe a similar trend with the wider range of taper

lengths belonging to the 11-segment sample because there are no obvious differences between

the physical properties of these multisegment samples (aside from the number of sample seg-

ments).
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Figure 3.25: The numerical derivatives of the AFM scans of each tapered edge of the 5-segment sample
presented in Figure 3.13. The portions of these curves that correspond to the tapers are colored solid
while the areas of the derivative that correspond to the scans over the silicon substrate are muted. Each
derivative is vertically offset by 0.5 for clarity. Refer to Figure 3.11 for a schematic that defines the taper
length parameter l .
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The vortex nucleation environment created by each tapered edge in the 5- and 11-segment

samples were carefully considered to gain insight into the inconsistency in the rectification

measurements between these samples. Recall that the force a vortex experiences when nucleat-

ing into a superconductor is proportional to the change in the vortex line-length, and thus, the

derivative or slope of the film thickness at the sample edge is proportional to the force that a nu-

cleating vortex experiences. Therefore, the numerical derivatives of the AFM profilometries of

the tapered edges in the 5- and 11-segment samples (see Figures 3.13 and 3.21) were calculated

and are displayed in Figures 3.25 and 3.26 respectively. These derivatives are displayed with a

solid color for locations that correspond to granular aluminum and become muted for loca-

tions that correspond to the tapers that were transferred into the silicon substrate as an artifact

of the milling process. The locations where each granular aluminum taper becomes a taper in

the silicon substrate in the AFM derivatives were determined from the taper lengths which were

obtained from comparing the profilometry of a wet-etched edge to the milled tapered edges.

First, we considered the derivatives of the tapered edges in the 5-segment sample, shown

in Figure 3.25. The effects of the previously discussed interference fringes that formed in the

photoresist layer during the taper exposures are observed as oscillations in the taper slopes.

Of particular interest, however, is that the derivatives of the tapered edges in the granular alu-

minum film each terminates at a different slope, which are each coincidentally close to the

average slope of the taper (as determined by the solid portions of the derivatives). Therefore,

the derivatives of the tapered edges in the 5-segment sample indicate that the initial and av-

erage slopes that a nucleating vortex experiences are different for each tapered edge, which is

consistent with the transport measurements of this sample.

We will now consider the slopes of the tapered edges in the 11-segment sample that are

shown in Figure 3.26. Once again, the effects of the interference fringes that occur during the

taper exposure of the photoresist are observed as the oscillations in the slopes of each tapered

edge. However, the derivatives of the AFM profilometry of this 11-segment sample reveal an-

other feature that is common to all the tapered edges and is not present in the tapers of the
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Figure 3.26: The numerical derivatives of the AFM scans of each tapered edge of the 11-segment sample
presented in Figure 3.21. The portions of these curves that correspond to the tapers are colored solid
while the areas of the derivative that correspond to the scans over the silicon substrate are muted. Each
derivative is vertically offset by 0.2 for clarity. Refer to Figure 3.20 for a schematic that defines the taper
length parameter l .
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5-segment sample. A large increase in the slope of the tapers is observed in Figure 3.26 at the

knife-edge of each taper just as the profilometry transitions from the granular aluminum to

the silicon substrate, which appears to be roughly uniform in magnitude for each taper length.

Therefore, similar applied currents are required to nucleate vortices over the initially large geo-

metric barrier imposed by the common large slope in the knife-edge of the tapers, which agrees

with the critical current measurements of the 11-segment sample (see Figure 3.23). It is still

plausible that the differing taper slopes affect vortex motion once vortices nucleate into the ta-

pered edges over the common knife-edge slope as was observed with the flux-flow resistances

(see Figure 3.24).

We conclude that an important, but subtle, difference in the sample fabrication processes

between the 5- and 11-segment films caused the uniform knife-edge slope in the 11-segment

film. The tapers were transferred from a layer of S1805 photoresist via argon ion bombardment

for both films using a magnetron sputtering system as previously described. However, the 5-

segment film was bombarded for a longer time, which resulted in the partial transfer of the

tapered edges into the underlying silicon substrate while the 11-segment film was bombarded

for a shorter time which resulted in a minimal transfer of the tapered edges into the silicon sub-

strate. Therefore, if the knife-edge of the tapers in the S1805 photoresist layer have a common

and steep slope, then this feature would be transferred into the silicon substrate in the case of

the 5-segment sample but would appear in the tapers in the case of the 11-segment sample as

a result of the shorter mill time.

3.5 Conclusions

In conclusion, we explored the effects of tapers of varying lengths on the transport and

nucleation properties of vortices with two multi-segment films of granular aluminum. These

multi-segment films were fabricated in either a 5- or an 11-segment geometry to allow for the

study of various taper lengths referenced to a common hard edge while ensuring that the film

properties between each sample segment were uniform so that the only difference between the
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sample segments were the taper lengths. The transport measurements performed with the 5-

segment sample in the form of 0.1µV criterion critical currents showed that the tapered edge

geometry reduced the critical currents when nucleating vortices over the tapered edges when

compared to the opposite driving direction that nucleated the vortices over the common, refer-

ence edge. Additionally, we observed a trend in the suppression of the critical currents with the

taper length and therefore with the slope in the taper. Then, we fabricated an 11-segment multi-

lead sample with longer tapers in order to explore the rectification effects from a wider range of

taper lengths. The transport measurements that were performed on this sample indicated that

the critical currents of the tapered edges were reduced when compared to the critical currents

of the common, reference edge. However, we did not observe a trend in the suppression of the

critical currents with the taper length. This discrepancy between the measurements of the 5-

and 11-segment samples was evidently caused by an artifact that is present in the knife-edge

slope of each taper in the 11-segment sample which was caused by a short milling time when

transferring the tapers from a photoresist layer into the sample layer. So, it is entirely plausi-

ble that each taper within the 11-segment sample, will exhibit similar critical currents since the

initial slope a nascent vortex experiences is similar in each tapered edge. Therefore, we have

shown with the transport measurements of the 5-segment sample that the geometric barrier

may be influenced by forming tapers into the sample edges where shallower tapers result in

a larger suppression of the edge barrier while the uniform critical currents that were observed

with the 11-segment sample are most likely a result of an unintentional uniformity in the slopes

at the knife-edge of the tapers.
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Chapter 4

Superconductivity in One-Dimensional Systems

The details of flux vortices within granular aluminum films were explored beginning in

Chapter 1, with thickness-modulated films in Chapter 2, and with a consideration of the film

edges in Chapter 3. We will now shift our focus to the details of dissipation within one-

dimensional granular aluminum nanowires from this point forward.

The study of superconductivity in nanoscale geometries is particularly interesting since re-

stricting the sizes of superconductors results in unique and emergent physics that does not

manifest at larger length scales. One such property that has become the subject of significant

interest is the apparent non-zero resistance of superconductors in a one-dimensional nanowire

geometry where the cross-sectional dimensions of the superconductor are confined. Typically,

the critical transition of a bulk superconducting material is sharp, meaning that as the mate-

rial is cooled below the critical temperature Tc the resistance changes from the normal state

value to zero over a narrow temperature range as the material enters the superconducting state.

However, the transition of the same superconducting material in a one-dimensional nanowire

geometry will not be sharp as in the case of the bulk geometry, but will rather exhibit a signif-

icantly broadened transition. For example, Figure 4.1 depicts the contrast in the critical tran-

sition widths between a superconducting In nanowire and a co-deposited superconducting In

thin film; the transition belonging to the nanowire geometry is broadened when compared to

the transition of the thin-film geometry.129 This broadened transition that is characteristically

observed in numerous nanowire experiments129–164 (for a review, see Ref. 165) indicates that

there exists dissipation in these superconducting systems well below Tc.

The physics of superconducting nanowires has been the focus of several early theoret-

ical studies. In order to quantitatively characterize this dissipative phenomenon Little,166

Langer and Ambegaokar,167 and McCumber and Halperin168 (LAMH) formulated a model to

describe the apparent resistance of a superconducting nanowire in the framework of the time-
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Figure 4.1: Transition measurements of a co-deposited In nanowire and thin film adapted from Figure 2
from Giordano.129

dependent Ginzburg-Landau (TDGL) theory. Recall that according to Ginzburg-Landau (GL)

theory, the superconducting electrons within a superconducting material belong to a macro-

scopic many-body state that is characterized by a pseudo-wavefunction ψ(r) called the super-

conducting order parameter. This order parameter is a complex quantity such that |ψ|2 is pro-

portional to the local density of superconducting charge carriers. Further, a change in time of

the complex phase φ is related to a voltage within the nanowire. With these GL tools, LAMH

showed that superconductors in a one-dimensional nanowire geometry exhibit dissipation in

the superconducting state via thermally activated phase slip (TAPS) events of the order parame-

ter. Thus, the apparent nanowire resistance can be thought of as an activation of the supercon-

ducting nanowire system over free energy barriers by thermal fluctuations within the nanowire.

The GL theory and the results derived by LAMH will be discussed in further detail in later sec-

tions.

Recent advancements in nano-fabrication techniques and processes have reduced the

accessible size scales of laboratory fabricated nanowires, facilitating the study of the dissi-
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pation theorized by LAMH. One commonly employed nanowire fabrication technique that

achieves the smallest nanowires involves scribing a channel into a substrate and then bridg-

ing the groove with carbon nanotubes. Then, the carbon nanotube bridges are coated

with a superconducting material, resulting in a nanowire with a “U-shape” cross sec-

tion.130–132, 135–137, 139, 144, 145, 148, 151–154 Other works have attempted to produce extremely small

nanowires by utilizing and combining various lithographic techniques.133, 156, 169–172 For exam-

ple, Morgan-Wall et al.171 fabricated sub-15 nm Al nanowires via a controlled mild wet-etch

with in situ resistance measurements of an initially 200 nm nanowire fabricated with lift-off

electron beam lithography. The etching process was terminated when the nanowire achieved

the desired resistance and therefore the desired cross-section. Other nano-fabrication tech-

niques include depositing nanowires after fabrication via solution chemistry,173 relief dry etch-

ing,174 and even exploiting unique substrate geometries to create a dry-etch shadow.175, 176

Experimental observations of recently developed small-scale nanowires have revealed in-

teresting details that are not predicted by the LAMH model which generated considerable in-

terest in these superconducting nanowires. In particular, transition measurements performed

by Giordano129, 140–142 on indium nanowires with right-triangular cross sections were found to

be well-described by the LAMH theory for temperatures close to Tc. However, Giordano found

that at lower temperatures and for narrower wires the effective nanowire resistance deviates

from the LAMH model as these nanowires exhibited larger resistances than what this model

predicts.

The exact cause of the excess nanowire resistance observed by Giordano is thought to be

a result of one of two possibilities. One hypothesis, phenomenologically proposed by Gior-

dano, is that the resistance deviations are caused by the nanowire system macroscopically

quantum tunneling (MQT) through a free energy barrier129, 140–142 as opposed to contributions

solely from thermal activations over a barrier as proposed by LAMH. If the excess resistance

observed by Giordano in superconducting nanowires are a result of MQT events, then these

nanowires would be extremely impactful since there are few physical systems that truly exhibit
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macroscopic quantum tunneling phenomena. However, another possible cause of the excess

nanowire resistance at colder temperatures is that inhomogeneities in the cross section of the

nanowire serve as preferential TAPS sites.177–179 Inhomogeneities in the nanowire could mimic

the resistance from MQT events since the phase slip rate may be influenced by constrictions

in the cross section of the nanowire as a result of the dependance of the free energy barrier on

the nanowire cross section. Therefore, an experiment is required to map the locations of phase

slips along a nanowire to determine if a correlation between nanowire inhomogeneities and the

phase slip rate exists.

The goal of the last 3 Chapters of this dissertation is to experimentally elucidate the rela-

tionship between the phase slip rate and inhomogeneities in superconducting nanowires to

provide insight into the origins of low-temperature phase slips that are not well-described with

the LAMH model. This Chapter will introduce the details and background of superconductivity

in one-dimensional systems followed by framing the scientific importance of determining the

cause of the low-temperature behavior of superconducting nanowires. Chapter 5 will present

and discuss the home-built cryogenic atomic force microscope (cryo-AFM) that was used to

scan nanowires as well as methods of cryogenically locating a nanowire sample with an AFM

tip. Finally, Chapter 6 will present the various nanowire fabrication techniques that were im-

plemented to create granular aluminum nanowires and the scanning experiments that were

performed to locally perturb superconductivity in these nanowires to map phase slips.

4.1 Resistance in Superconducting Nanowires

As was previously discussed, one-dimensional superconducting nanowires exhibit a non-

zero resistance below Tc with critical transitions that are broadened when compared to larger

geometries of the same material. An expression that describes the apparent resistance in su-

perconducting nanowires was first formulated by Little,166 Langer and Ambegaokar,167 and Mc-

Cumber and Halperin168 (LAMH) by considering thermal fluctuations in a one-dimensional su-

perconductor with the time dependent Ginzburg-Landau (TDGL) theory. A similar expression
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will be derived in this section by following in the footsteps of LAMH; however, in the interest

of transparency and clarity, the treatment of dissipation in one-dimensional superconducting

nanowires presented in the following sections will largely be performed using the Ginzburg-

Landau (GL) theory rather than using the more complicated TDGL theory.

4.1.1 The Ginzburg-Landau (GL) Theory for One-Dimensional Systems

The formulation for the apparent resistance in superconducting nanowires requires a the-

oretical framework that describes the superconducting free energy which was developed by

Vitaly Ginzburg and Lev Landau. This “triumph of physical intuition,”4 now referred to as the

Ginzburg-Landau (GL) theory, proposes that the superconducting electrons within a supercon-

ducting material belong to a macroscopic many-body state that is characterized by a complex

pseudo-wavefunction ψ(r) called the superconducting order parameter. Since this proposed

order parameter is inherently complex, ψ(r) at a position r within the superconductor can be

generally expressed as

ψ(r) = |ψ (r) |e iφ(r) (4.1)

where |ψ (r) |2 is proportional to the local density of superconducting electrons and where φ(r)

represents the complex phase of the order parameter.4 Additionally, note that the “pseudo-

wavefunction” described in Equation 4.1 is not a true quantum mechanical wavefunction since

the order parameter describes superconductivity at a local position r within the superconductor

and does not depend on the individual positions of each of the superconducting charge carriers,

that is, ψ(r) 6=ψ(r1,r2,r3, ...,rn).

The Ginzburg-Landau theory of superconductivity begins with the expansion of the free

energy of a superconducting system in powers of the slowly varying* order parameter ψ. In the

absence of an applied field, the free energy of the superconducting state is expanded as

fs = fn +α|ψ|2 + β

2
|ψ|4 + 1

2m∗

∣∣∣∣h

i
∇ψ

∣∣∣∣2

(4.2)

*This is required to validate the free energy expansion.4
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where fs and fn denote the free energy per unit volume of the superconducting and normal

states respectively and m∗ denotes the effective superconducting charge carrier mass of 2me.4

Note that when |ψ| = 0, then fs = fn as expected.

The signs of the parameters α and β in Equation 4.2 are determined by considering Equa-

tion 4.2 in the absence of the electron kinetic energy term and by initially assuming positive

signs for α and β. Under these conditions, Equation 4.2 becomes

fs − fn =α|ψ|2 +β|ψ|4 (4.3)

and it is clear from inspection of Equation 4.3 that β must be positive to avoid arbitrary min-

imization of the free energy. This results in either positive or negative values of α.4 Positive

values of α allows for Equation 4.3 to be minimized at a single location at |ψ|2 = 0, which only

describes the material in the normal state. However, the negative α case allows for minimiza-

tions at two distinct, nonzero locations corresponding to4

|ψ|2 =−α/β (4.4)

which indicates that increasingly negative α solutions leads to larger |ψ|2, and therefore α ∼
T −Tc. Because positive α solutions describes the normal state and negative α yields nonzero

|ψ|2, then α must change from positive to negative as the superconductor is cooled below Tc

which leads to a second order phase transition that occurs at Tc.

The last term of Equation 4.2, which depends on ∇ψ, represents the contributions from the

kinetic energy of the superconducting charge carriers. The dependence of this kinetic energy

term on ∇ψ indicates that rapid spatial changes in ψ are energetically unfavorable which im-

plies that there is a length scale associated with spatial fluctuations in the order parameter. In

other words, the GL theory implies that spatial changes in ψ occur over a material-dependent

length scale known as the coherence length ξ of the superconductor.4 For example, Figure 4.2

depicts how |ψ| changes from unity in a normalized representation to |ψ| = 0. One way this
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Figure 4.2: A schematic representation of the behavior of the normalized order parameter within a su-
perconductor (x > 0) with ξ = 150nm when the order parameter is pinned to |ψ| = 0 at x = 0 by a ferro-
magnet (x < 0). The order parameter magnitude changes from |ψ| = 1 to |ψ| = 0 over a length of ∼ ξ.

may occur is if a boundary of a superconducting material (located at x > 0 in Figure 4.2) is ad-

jacent to a region of ferromagnetic material (located at x < 0 in Figure 4.2). In this case, the

order parameter must change in magnitude from |ψ| = 1 to |ψ| = 0 over a length that is similar

to ξ and superconductivity becomes suppressed in this region. Therefore, the order parameter

and superconductivity can be thought of as “spatially rigid” quantities where fluctuations in |ψ|
suppress superconductivity.

t
w

!

Figure 4.3: A schematic representation of a generic nanowire where the cross-sectional dimensions (t
and w) are small when compared to the coherence length ξ of the superconductor.
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The energetic restrictions on spatial fluctuations in |ψ| results in unique superconducting

behaviors in one-dimensional nanowire systems. For a superconducting system to be consid-

ered one-dimensional, the cross-sectional dimensions (the thickness t and the width w) of a

superconductor must be small when compared to ξ, as depicted in the schematic of a nanowire

in Figure 4.3. A superconducting system with this geometry is essentially one-dimensional be-

causeψmust be constant across the width and thickness of the wire since these dimensions are

smaller than ξ. Fluctuations in ψ, however, may still occur along the length of the wire. There-

fore, to decide if a given wire should be considered as one-dimensional, it is important to care-

fully consider the dimensions of a superconducting wire with respect to the coherence length of

the superconducting material. For example, the cross-sectional dimensions that would classify

a granular Al wire as a nanowire would not necessarily classify a Nb wire as a nanowire since the

coherence length of Nb (ξ= 38nm)111, 165 is much shorter than that of granular Al (ξ= 150nm).*

Typical superconducting properties of various common low-temperature superconductors are

enumerated in Table 4.1.

Table 4.1: Superconducting Properties of Typical Nanowire Materials

Material ξ0 λL Tc

(nm) (nm) (K)

Granular Al∗4, 110 150 600 1.2–3.0∗∗

Al4, 110, 111, 165 1600 157 1.14
In141, 165 260 65 3.4
Pb111, 140, 165 83 16 7.2
Sn111, 165 230 34 3.73
NbSn2

173 8 – 2.0–2.3
Nb111, 165 38 39 9.25
Ti165 6200 – 0.40
MoGe (film)165 5 720 5.5

∗The dirty limit was used to obtain these results for typical
granular aluminum films that were studied in this work.
∗∗Observed in this work.

*See Chapter 2 for the calculation of the GL characteristic lengths in granular Al.
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4.1.2 Winding of the Order Parameter Helix

The energetic restrictions on fluctuations in the superconducting order parameter ψ in the

minuscule cross-sectional dimensions of a one-dimensional superconductor results in unique

behaviors of ψ within a nanowire. In order to quantitatively describe these behaviors, it is use-

ful to consider the current in a superconducting nanowire by using the quantum mechanical

probability current J of the superconducting charge carriers that are represented by ψ with

J = i he

2m∗
(
ψ∇ψ∗−ψ∗∇ψ)

. (4.5)

Substitution of the generic complex form of ψ represented in Equation 4.1 into Equation 4.5,

while also noting thatψ is energetically restricted to fluctuations along the length of a nanowire

x so that the gradient in the phase ∇φ becomes one dimensional, yields an electric current in a

superconducting nanowire given by

J = eh

m∗
∣∣ψ∣∣2 d

d x
φ(x). (4.6)

Equation 4.6 reveals that an applied current within a superconducting nanowire is proportional

to gradients in the phase φ of the order parameter along the length of the nanowire. Therefore,

if a constant current is applied along a superconducting nanowire then the phase must increase

linearly, leading to an order parameter helix forming in the complex plane along the length of

the wire as depicted in Figure 4.4.

The order parameter of a superconducting nanowire is also influenced by an externally ap-

plied voltage across the length of the nanowire. The influence of an applied voltage V on the

order parameter phase is succinctly described with the Josephson relation,

d∆φ

d t
= 2eV

~
, (4.7)
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Figure 4.4: A representation of the complex superconducting order parameter (black helix) plotted along
the length of a nanowire (grey) by superimposing the complex plane on the nanowire. This particular
depiction represents a 5-turn helix (∆φends = 10π) for a constant applied I (or a constant ∇φ(x)).

which indicates that an applied voltage will result in a time rate of increase in ∆φ between the

ends of the nanowire. The Josephson relation represented in Equation 4.7 in conjunction with

Equation 4.6 suggests a winding of the order parameter helix in the case of a constant applied

voltage, which in turn corresponds to an increasing current within the nanowire.

(a) 0 Turns (b) 1 Turn (c) 2 Turns

(d) 3 Turns (e) 4 Turns (f ) 5 Turns

Figure 4.5: The winding of the order parameter helix (black) in a superconducting nanowire (gray) in the
case of a constant applied voltage (and increasing current).

This order parameter winding is represented in Figure 4.5 as an increase of the density of

turns in the helix with time when a constant voltage is applied to the ends of the nanowire. Fig-

ure 4.5a depicts the initially complex order parameter for a nanowire in the absence of current at
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the instant a constant applied voltage is imposed on the nanowire. Equation 4.7 then indicates

that the order parameter will begin to wind up by one turn, portrayed in Figure 4.5b. Now, Equa-

tion 4.6 dictates that an increasing current is present within the nanowire since ∇φ 6= 0. The or-

der parameter helix continues to wind with the same constant voltage applied to the nanowire,

reaching two turns in Figure 4.5c, corresponding to a further increase in the nanowire current.

This trend of a constant applied voltage winding more turns in the complex order parameter

helix (and therefore increasing the nanowire current) continues in Figures 4.5d-4.5f until the

order parameter helix has wound by five turns along the nanowire. The order parameter helix

will continue to wind by increasing the density of helix turns for as long as the superconducting

nanowire is subjected to the constant applied voltage until a critical current is reached where

superconductivity is destroyed in the nanowire.

4.1.3 Dissipation from Phase Slips - The LAMH Model

Now that the basic principles and theories of superconductivity in one-dimensional

nanowire geometries has been described, the origin of the apparent resistance in these

nanowires can be discussed. As mentioned previously, the critical transitions of superconduc-

tors in a nanowire geometry are broadened when compared to the critical transitions of the

same material in film geometries (see Figure 4.1). This onset of resistance in superconducting

nanowires below the critical temperature Tc was first theoretically described by Little,166 Langer

and Ambegaokar,167 and McCumber and Halperin168 (LAMH) who theorized that thermal fluc-

tuations within the nanowire could cause the magnitude of the order parameter ψ to vanish,

allowing the phase of ψ to slip in a thermally activated phase slip (TAPS) event which is accom-

panied by a voltage pulse. The time average of these pulses gives rise to an effective resistance

Vavg/I .

Before the details of TAPS are explored, it is first useful to consider the resistance in a super-

conducting nanowire from a qualitative perspective. We showed in the previous section that

the order parameter forms a helix in the complex plane with a constant magnitude when a volt-
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Figure 4.6: A cartoon representation of the qualitative model of the dissipation in superconducting
nanowires. The superconductivity in a segment of superconducting nanowire (grey) of width ∼ ξ be-
comes suppressed (orange) by a thermal fluctuation. The order parameter magnitude in this case is
superimposed on nanowire; the total fluctuation of ψ requires a distance of ∼ 2ξ to completely recover.
Note that the order parameter magnitude only vanishes at a single, distinct point along the wire.

age is applied on the nanowire. Now consider a thermal fluctuation in the superconducting

nanowire that causes |ψ| to vanish somewhere in the order parameter helix. The total length

along the nanowire where |ψ| is changing spans a distance of ∼ 2ξ since each change in |ψ| oc-

curs over a length scale of ∼ ξ. This fluctuation in |ψ| is modeled as a segment of the nanowire

of length ∼ ξ with suppressed superconductivity as shown in Figure 4.6. Therefore, the change

in the free energy that is required to cause a suppression in superconductivity for such a wire

segment is given by

∆F0 = Energy Density×Volume = u Aξ (4.8)

where u = 8
�

2
3

H 2
c

8π (see Introduction to superconductivity4) represents a superconducting energy

density and the volume of the suppressed wire segment is V = Aξ, where A is the cross-sectional

area of the wire.

The phenomenon responsible for the suppression of superconductivity in segments of

nanowires that was just qualitatively discussed is the phase slip. When the magnitude of ψ van-

ishes, then the complex phase of the order parameter (see Equation 4.1) is undefined and may

“slip” by ±2π (to preserve continuity) to add (+2π) or remove (−2π) windings from the order

parameter helix. In the absence of an applied current, +2π or −2π events are equally likely. We

will later show that if a current exists within the nanowire, then phase slips that remove a turn
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interpolation between !4!x" and !3!x". In order to reach the
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During this process, the string is reparametrized by arc
length every 10 steps. In the calculation, !!x" is represented
by a column vector of 2N entries, with the x interval #0, l$
discretized by a uniform mesh of N=100 points. Spatial de-
rivatives in the potential force are discretized using central
finite difference.

To fix the global rotation of the system, a spring force is
applied to the endpoint order parameter !!0". In the form of
f0=−K#2!0" with K=50, this force restricts !!0" to the real
axis.

The first column in Fig. 1 displays a sequence of the
configurations along the MEP from !4!x" to !3!x", and the
second column displays the corresponding sequence of
%!!x"%. Along this particular MEP, there is a phase slip of 2$,
nucleated in the middle of the system. Through this phase
slip, the winding number changes from n=4 to n−1=3.
From Fig. 1, it is seen that %!!x"% first decreases and reaches
zero somewhere !at x= l /2, see the fourth figure from the
top", then the phase slip occurs and %!!x"% rebounds to ac-
complish the transition. The third figure from the top shows
the saddle point !s!x" between !4!x" and !3!x", which has a
locally diminished amplitude and possesses the highest en-
ergy along the MEP.

Little1 first pointed out that a persistent current in a closed
loop will not be destroyed, “unless a fluctuation occurs
which is of such an amplitude that the order parameter is
driven to zero for some section of the loop.” However, the
configuration of a vanishing order-parameter amplitude
somewhere does not necessarily correspond to the lowest
saddle point between two current-carrying metastable states.
Using the stationary Ginzburg-Landau equation, Langer and
Ambegaokar2 have obtained the analytical solution for the
free-energy saddle point. They also pointed out the follow-
ing: “It is plausible that, from this state of locally diminished
amplitude, the system will run downhill in free energy
through a configuration in which the amplitude vanishes
somewhere, and finally will achieve the configuration in
which one less loop in ! occurs across the length L.” This
picture about the transition pathway has been quantitatively
confirmed by the MEP obtained here.

For comparison, we have carried out direct simulations
for the motion of ! in the presence of thermal noise, using
the stochastic equation !20". For kBT%&'(0

2!Tc−T"2 /), rea-
sonably clean transition pathways can be obtained from the
rare transition events which carry the system from one meta-
stable state to the other. Figure 2 displays a sequence of !!x"
and %!!x"%, collected along a transition pathway from !4!x" to
!3!x", calculated for l=32$ and kBT=0.02&'(0

2!Tc−T"2 /).
A comparison of Figs. 1 and 2 shows remarkable similarities.
The advantage of a MEP is also seen from this comparison:
As a smooth path in configuration space, the MEP reveals the

FIG. 2. Transition pathway obtained from stochastic simulation,
from !4 to !3 with thermal noise. Left column: !Re ! , Im !" as a
function of x. Right column: %!% as a function of x. The figures at
the top and bottom correspond to !4 and !3, respectively. The third
from the top is closest to the saddle point. In the fourth figure, %!%
reaches zero in the middle.
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second column displays the corresponding sequence of
%!!x"%. Along this particular MEP, there is a phase slip of 2$,
nucleated in the middle of the system. Through this phase
slip, the winding number changes from n=4 to n−1=3.
From Fig. 1, it is seen that %!!x"% first decreases and reaches
zero somewhere !at x= l /2, see the fourth figure from the
top", then the phase slip occurs and %!!x"% rebounds to ac-
complish the transition. The third figure from the top shows
the saddle point !s!x" between !4!x" and !3!x", which has a
locally diminished amplitude and possesses the highest en-
ergy along the MEP.

Little1 first pointed out that a persistent current in a closed
loop will not be destroyed, “unless a fluctuation occurs
which is of such an amplitude that the order parameter is
driven to zero for some section of the loop.” However, the
configuration of a vanishing order-parameter amplitude
somewhere does not necessarily correspond to the lowest
saddle point between two current-carrying metastable states.
Using the stationary Ginzburg-Landau equation, Langer and
Ambegaokar2 have obtained the analytical solution for the
free-energy saddle point. They also pointed out the follow-
ing: “It is plausible that, from this state of locally diminished
amplitude, the system will run downhill in free energy
through a configuration in which the amplitude vanishes
somewhere, and finally will achieve the configuration in
which one less loop in ! occurs across the length L.” This
picture about the transition pathway has been quantitatively
confirmed by the MEP obtained here.

For comparison, we have carried out direct simulations
for the motion of ! in the presence of thermal noise, using
the stochastic equation !20". For kBT%&'(0

2!Tc−T"2 /), rea-
sonably clean transition pathways can be obtained from the
rare transition events which carry the system from one meta-
stable state to the other. Figure 2 displays a sequence of !!x"
and %!!x"%, collected along a transition pathway from !4!x" to
!3!x", calculated for l=32$ and kBT=0.02&'(0

2!Tc−T"2 /).
A comparison of Figs. 1 and 2 shows remarkable similarities.
The advantage of a MEP is also seen from this comparison:
As a smooth path in configuration space, the MEP reveals the

FIG. 2. Transition pathway obtained from stochastic simulation,
from !4 to !3 with thermal noise. Left column: !Re ! , Im !" as a
function of x. Right column: %!% as a function of x. The figures at
the top and bottom correspond to !4 and !3, respectively. The third
from the top is closest to the saddle point. In the fourth figure, %!%
reaches zero in the middle.
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finite difference.
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driven to zero for some section of the loop.” However, the
configuration of a vanishing order-parameter amplitude
somewhere does not necessarily correspond to the lowest
saddle point between two current-carrying metastable states.
Using the stationary Ginzburg-Landau equation, Langer and
Ambegaokar2 have obtained the analytical solution for the
free-energy saddle point. They also pointed out the follow-
ing: “It is plausible that, from this state of locally diminished
amplitude, the system will run downhill in free energy
through a configuration in which the amplitude vanishes
somewhere, and finally will achieve the configuration in
which one less loop in ! occurs across the length L.” This
picture about the transition pathway has been quantitatively
confirmed by the MEP obtained here.

For comparison, we have carried out direct simulations
for the motion of ! in the presence of thermal noise, using
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reaches zero in the middle.
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!!x"-function space. The initial string is taken from a linear
interpolation between !4!x" and !3!x". In order to reach the
MEP, the string is evolved toward the steady state according
to Eq. !3", with the potential force given by

−
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F#!!x"$ = !2! + ! − !2! .

During this process, the string is reparametrized by arc
length every 10 steps. In the calculation, !!x" is represented
by a column vector of 2N entries, with the x interval #0, l$
discretized by a uniform mesh of N=100 points. Spatial de-
rivatives in the potential force are discretized using central
finite difference.

To fix the global rotation of the system, a spring force is
applied to the endpoint order parameter !!0". In the form of
f0=−K#2!0" with K=50, this force restricts !!0" to the real
axis.

The first column in Fig. 1 displays a sequence of the
configurations along the MEP from !4!x" to !3!x", and the
second column displays the corresponding sequence of
%!!x"%. Along this particular MEP, there is a phase slip of 2$,
nucleated in the middle of the system. Through this phase
slip, the winding number changes from n=4 to n−1=3.
From Fig. 1, it is seen that %!!x"% first decreases and reaches
zero somewhere !at x= l /2, see the fourth figure from the
top", then the phase slip occurs and %!!x"% rebounds to ac-
complish the transition. The third figure from the top shows
the saddle point !s!x" between !4!x" and !3!x", which has a
locally diminished amplitude and possesses the highest en-
ergy along the MEP.

Little1 first pointed out that a persistent current in a closed
loop will not be destroyed, “unless a fluctuation occurs
which is of such an amplitude that the order parameter is
driven to zero for some section of the loop.” However, the
configuration of a vanishing order-parameter amplitude
somewhere does not necessarily correspond to the lowest
saddle point between two current-carrying metastable states.
Using the stationary Ginzburg-Landau equation, Langer and
Ambegaokar2 have obtained the analytical solution for the
free-energy saddle point. They also pointed out the follow-
ing: “It is plausible that, from this state of locally diminished
amplitude, the system will run downhill in free energy
through a configuration in which the amplitude vanishes
somewhere, and finally will achieve the configuration in
which one less loop in ! occurs across the length L.” This
picture about the transition pathway has been quantitatively
confirmed by the MEP obtained here.

For comparison, we have carried out direct simulations
for the motion of ! in the presence of thermal noise, using
the stochastic equation !20". For kBT%&'(0
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sonably clean transition pathways can be obtained from the
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stable state to the other. Figure 2 displays a sequence of !!x"
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FIG. 2. Transition pathway obtained from stochastic simulation,
from !4 to !3 with thermal noise. Left column: !Re ! , Im !" as a
function of x. Right column: %!% as a function of x. The figures at
the top and bottom correspond to !4 and !3, respectively. The third
from the top is closest to the saddle point. In the fourth figure, %!%
reaches zero in the middle.
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!!x"-function space. The initial string is taken from a linear
interpolation between !4!x" and !3!x". In order to reach the
MEP, the string is evolved toward the steady state according
to Eq. !3", with the potential force given by

−
"
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F#!!x"$ = !2! + ! − !2! .

During this process, the string is reparametrized by arc
length every 10 steps. In the calculation, !!x" is represented
by a column vector of 2N entries, with the x interval #0, l$
discretized by a uniform mesh of N=100 points. Spatial de-
rivatives in the potential force are discretized using central
finite difference.

To fix the global rotation of the system, a spring force is
applied to the endpoint order parameter !!0". In the form of
f0=−K#2!0" with K=50, this force restricts !!0" to the real
axis.

The first column in Fig. 1 displays a sequence of the
configurations along the MEP from !4!x" to !3!x", and the
second column displays the corresponding sequence of
%!!x"%. Along this particular MEP, there is a phase slip of 2$,
nucleated in the middle of the system. Through this phase
slip, the winding number changes from n=4 to n−1=3.
From Fig. 1, it is seen that %!!x"% first decreases and reaches
zero somewhere !at x= l /2, see the fourth figure from the
top", then the phase slip occurs and %!!x"% rebounds to ac-
complish the transition. The third figure from the top shows
the saddle point !s!x" between !4!x" and !3!x", which has a
locally diminished amplitude and possesses the highest en-
ergy along the MEP.

Little1 first pointed out that a persistent current in a closed
loop will not be destroyed, “unless a fluctuation occurs
which is of such an amplitude that the order parameter is
driven to zero for some section of the loop.” However, the
configuration of a vanishing order-parameter amplitude
somewhere does not necessarily correspond to the lowest
saddle point between two current-carrying metastable states.
Using the stationary Ginzburg-Landau equation, Langer and
Ambegaokar2 have obtained the analytical solution for the
free-energy saddle point. They also pointed out the follow-
ing: “It is plausible that, from this state of locally diminished
amplitude, the system will run downhill in free energy
through a configuration in which the amplitude vanishes
somewhere, and finally will achieve the configuration in
which one less loop in ! occurs across the length L.” This
picture about the transition pathway has been quantitatively
confirmed by the MEP obtained here.

For comparison, we have carried out direct simulations
for the motion of ! in the presence of thermal noise, using
the stochastic equation !20". For kBT%&'(0

2!Tc−T"2 /), rea-
sonably clean transition pathways can be obtained from the
rare transition events which carry the system from one meta-
stable state to the other. Figure 2 displays a sequence of !!x"
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!3!x", calculated for l=32$ and kBT=0.02&'(0

2!Tc−T"2 /).
A comparison of Figs. 1 and 2 shows remarkable similarities.
The advantage of a MEP is also seen from this comparison:
As a smooth path in configuration space, the MEP reveals the

FIG. 2. Transition pathway obtained from stochastic simulation,
from !4 to !3 with thermal noise. Left column: !Re ! , Im !" as a
function of x. Right column: %!% as a function of x. The figures at
the top and bottom correspond to !4 and !3, respectively. The third
from the top is closest to the saddle point. In the fourth figure, %!%
reaches zero in the middle.
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!!x"-function space. The initial string is taken from a linear
interpolation between !4!x" and !3!x". In order to reach the
MEP, the string is evolved toward the steady state according
to Eq. !3", with the potential force given by

−
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F#!!x"$ = !2! + ! − !2! .

During this process, the string is reparametrized by arc
length every 10 steps. In the calculation, !!x" is represented
by a column vector of 2N entries, with the x interval #0, l$
discretized by a uniform mesh of N=100 points. Spatial de-
rivatives in the potential force are discretized using central
finite difference.

To fix the global rotation of the system, a spring force is
applied to the endpoint order parameter !!0". In the form of
f0=−K#2!0" with K=50, this force restricts !!0" to the real
axis.

The first column in Fig. 1 displays a sequence of the
configurations along the MEP from !4!x" to !3!x", and the
second column displays the corresponding sequence of
%!!x"%. Along this particular MEP, there is a phase slip of 2$,
nucleated in the middle of the system. Through this phase
slip, the winding number changes from n=4 to n−1=3.
From Fig. 1, it is seen that %!!x"% first decreases and reaches
zero somewhere !at x= l /2, see the fourth figure from the
top", then the phase slip occurs and %!!x"% rebounds to ac-
complish the transition. The third figure from the top shows
the saddle point !s!x" between !4!x" and !3!x", which has a
locally diminished amplitude and possesses the highest en-
ergy along the MEP.

Little1 first pointed out that a persistent current in a closed
loop will not be destroyed, “unless a fluctuation occurs
which is of such an amplitude that the order parameter is
driven to zero for some section of the loop.” However, the
configuration of a vanishing order-parameter amplitude
somewhere does not necessarily correspond to the lowest
saddle point between two current-carrying metastable states.
Using the stationary Ginzburg-Landau equation, Langer and
Ambegaokar2 have obtained the analytical solution for the
free-energy saddle point. They also pointed out the follow-
ing: “It is plausible that, from this state of locally diminished
amplitude, the system will run downhill in free energy
through a configuration in which the amplitude vanishes
somewhere, and finally will achieve the configuration in
which one less loop in ! occurs across the length L.” This
picture about the transition pathway has been quantitatively
confirmed by the MEP obtained here.

For comparison, we have carried out direct simulations
for the motion of ! in the presence of thermal noise, using
the stochastic equation !20". For kBT%&'(0

2!Tc−T"2 /), rea-
sonably clean transition pathways can be obtained from the
rare transition events which carry the system from one meta-
stable state to the other. Figure 2 displays a sequence of !!x"
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!3!x", calculated for l=32$ and kBT=0.02&'(0
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A comparison of Figs. 1 and 2 shows remarkable similarities.
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FIG. 2. Transition pathway obtained from stochastic simulation,
from !4 to !3 with thermal noise. Left column: !Re ! , Im !" as a
function of x. Right column: %!% as a function of x. The figures at
the top and bottom correspond to !4 and !3, respectively. The third
from the top is closest to the saddle point. In the fourth figure, %!%
reaches zero in the middle.
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!!x"-function space. The initial string is taken from a linear
interpolation between !4!x" and !3!x". In order to reach the
MEP, the string is evolved toward the steady state according
to Eq. !3", with the potential force given by

−
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F#!!x"$ = !2! + ! − !2! .

During this process, the string is reparametrized by arc
length every 10 steps. In the calculation, !!x" is represented
by a column vector of 2N entries, with the x interval #0, l$
discretized by a uniform mesh of N=100 points. Spatial de-
rivatives in the potential force are discretized using central
finite difference.

To fix the global rotation of the system, a spring force is
applied to the endpoint order parameter !!0". In the form of
f0=−K#2!0" with K=50, this force restricts !!0" to the real
axis.

The first column in Fig. 1 displays a sequence of the
configurations along the MEP from !4!x" to !3!x", and the
second column displays the corresponding sequence of
%!!x"%. Along this particular MEP, there is a phase slip of 2$,
nucleated in the middle of the system. Through this phase
slip, the winding number changes from n=4 to n−1=3.
From Fig. 1, it is seen that %!!x"% first decreases and reaches
zero somewhere !at x= l /2, see the fourth figure from the
top", then the phase slip occurs and %!!x"% rebounds to ac-
complish the transition. The third figure from the top shows
the saddle point !s!x" between !4!x" and !3!x", which has a
locally diminished amplitude and possesses the highest en-
ergy along the MEP.

Little1 first pointed out that a persistent current in a closed
loop will not be destroyed, “unless a fluctuation occurs
which is of such an amplitude that the order parameter is
driven to zero for some section of the loop.” However, the
configuration of a vanishing order-parameter amplitude
somewhere does not necessarily correspond to the lowest
saddle point between two current-carrying metastable states.
Using the stationary Ginzburg-Landau equation, Langer and
Ambegaokar2 have obtained the analytical solution for the
free-energy saddle point. They also pointed out the follow-
ing: “It is plausible that, from this state of locally diminished
amplitude, the system will run downhill in free energy
through a configuration in which the amplitude vanishes
somewhere, and finally will achieve the configuration in
which one less loop in ! occurs across the length L.” This
picture about the transition pathway has been quantitatively
confirmed by the MEP obtained here.

For comparison, we have carried out direct simulations
for the motion of ! in the presence of thermal noise, using
the stochastic equation !20". For kBT%&'(0

2!Tc−T"2 /), rea-
sonably clean transition pathways can be obtained from the
rare transition events which carry the system from one meta-
stable state to the other. Figure 2 displays a sequence of !!x"
and %!!x"%, collected along a transition pathway from !4!x" to
!3!x", calculated for l=32$ and kBT=0.02&'(0

2!Tc−T"2 /).
A comparison of Figs. 1 and 2 shows remarkable similarities.
The advantage of a MEP is also seen from this comparison:
As a smooth path in configuration space, the MEP reveals the

FIG. 2. Transition pathway obtained from stochastic simulation,
from !4 to !3 with thermal noise. Left column: !Re ! , Im !" as a
function of x. Right column: %!% as a function of x. The figures at
the top and bottom correspond to !4 and !3, respectively. The third
from the top is closest to the saddle point. In the fourth figure, %!%
reaches zero in the middle.
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(e)

Figure 4.7: Simulations performed by Qian et al. of a thermally activated phase slip event in a supercon-
ducting nanowire ring with periodic boundary conditions.180 The order parameter magnitude at each
stage is plotted beneath the corresponding complex helix. The order parameter helix is initially wound
by 4 turns ((a) and (b)) and then has 3 turns ((d) and (e)) after the phase slip event (c).

from the helix (−2π) are favored. Figure 4.7 depicts numerical modeling performed by Qian et

al. of the magnitude and complex components of the order parameter along a superconduct-

ing nanowire ring* of length l = 32π during a TAPS event.180 These simulations were performed

via a saddle-point minimization method and employed the time dependent Ginzburg-Landau

(TDGL) formulation using a Langevin noise term.180 Figure 4.7a shows the 4-turn order param-

eter helix plotted in the complex plane overlaid along the length of the nanowire ring, repre-

sented by the z-axis. A companion plot of the normalized magnitude of ψ is also shown below

the order parameter helix plot at each stage during the phase slip. In this configuration (Fig-

ure 4.7a), the normalized order parameter magnitude is constant (on average) and non-zero

implying that the entire length of the nanowire ring is in the superconducting state. The or-

der parameter magnitude becomes suppressed in Figure 4.7b as a thermally activated phase

slip begins. Once |ψ| vanishes at x/l = 0.5 in Figure 4.7c, the phase becomes undefined and

unwinds by 2π. The order parameter magnitude recovers after the phase slip event and the

resulting helix now has one fewer turn as shown in Figures 4.7d and 4.7e.

*A superconducting nanowire ring is simply a nanowire with cyclic boundary conditions, so, these results are
still largely applicable to the case of nanowire systems without cyclic boundary conditions.

120



Each phase slip event is accompanied by a Josephson voltage pulse that is described by

Equation 4.7 resulting from the change in the phase of ψ. Therefore, the resulting voltage pulse

may be understood by integrating Equation 4.7

∫
d∆φ=

∫
2eV (t )

~
d t (4.9)

and since the phase changes by ∆φ=±2π to wind (+) or unwind (−) the order parameter helix,

the left hand side becomes

2π= 2e

~

∫
V (t )d t −→

∫
V (t )d t = h

2e
=Φ0 (4.10)

which indicates that the integral of the voltage pulse from each phase slip event is equivalent to

the flux quantumΦ0.
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Figure 4.8: A schematic depiction of the free energy landscape (black sinusoidal curves) experienced by a
superconducting nanowire system (orange ball) in the absence of (upper) and in the presence of (lower)
an applied current. The relative right and left barrier heights are labelled as ∆F− and ∆F+ respectively
with the red arrows denoting the path that the superconducting system may take in this space resulting
from a thermal activation over one of these barriers.
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A TAPS event requires a thermal activation of the superconducting nanowire system from a

local free energy minima to another, nearby local minima over a free energy barrier. Schematic

representations of examples of free energy landscapes are illustrated in Figure 4.8 for the case

of no applied current (upper) and with an applied current I (lower), where adjacent local min-

ima are separated by a phase difference of ∆φ= 2π and the superconducting state within these

landscapes is represented by the orange ball. In this representation, leftward minima are ar-

bitrarily chosen to correspond to an increase in the phase difference while rightward minima

correspond to a decrease in the phase. In the absence of an applied current (upper landscape

in Figure 4.8), the potential landscape is horizontal and the energy barrier difference for right-

ward and leftward adjacent local minima, denoted by ∆F− and ∆F+ respectively, are equivalent

and equal to ∆F0 (see Equation 4.8). Therefore, a thermal fluctuation is equally likely to acti-

vate the superconducting state (orange ball) over either ∆F+ or ∆F−. This indicates that phase

slips that either wind or unwind the order parameter helix are also equally likely to occur in the

absence of a current in the nanowire which results in a voltage noise.4 However, this potential

landscape will become tilted if a current I exists within the nanowire,4 depicted by the lower

energy landscape in Figure 4.8. In this case, ∆F− <∆F+ where

∆F± =∆F0 ± hI

4e
, (4.11)

which indicates that TAPS that activate the system rightward in Figure 4.8 and over ∆F− to un-

wind the order parameter helix by ∆φ = −2π are much more likely to occur.4 Also note that

each TAPS event that unwinds a turn from the order parameter helix will also lower the current

within the nanowire (see Equation 4.6).

The resistance observed in nanowires below the critical temperature is a result of a time-

average of the Josephson voltages that are generated from numerous unwinding TAPS events

that preferentially occur when a current is present within a superconducting nanowire. In the

presence of a current, the relative free energy barrier height difference δF between the two

phase slip directions (unwinding and winding) for a tilted free energy washboard landscape is
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given by

δF =∆F+−∆F− = hI

2e
(4.12)

where ∆F± =∆F0 ±δF /2 (see Equation 4.11). LAMH assumed that the phase slip rate in either

direction is exponentially dependent on the corresponding free energy barrier heights. This

assumption yields an expression for the phase slip rate at a temperature T of

d
(
∆φ

)
d t

=Ω
[

exp

(
−∆F0 −δF /2

kT

)
+exp

(
−∆F0 +δF /2

kT

)]
(4.13)

where Ω is a phase-slip attempt frequency.167, 168 McCumber and Halperin qualitatively de-

scribed Ω as a ratio of the number of independent segments that can experience a phase slip

Nw in a nanowire of length L to a characteristic time τ which is typically on order of 10−9 s and

inversely proportional to ∆T = T −Tc.168 Recall that the superconductivity in a segment of wire

of length ξ becomes suppressed during a phase slip which indicates that Nw may be approxi-

mated as Nw ≈ L/ξ and gives an attempt frequency of

Ω≈ Nw

τ
≈ L

ξτ
. (4.14)

McCumber and Halperin continue to evaluate the attempt frequency via the TDGL theory to

obtain a more accurate, temperature-dependent form of Ω.168 However, these details are in-

consequential to the experiments that are performed in this work since the arguments that

we will make rely on the functional form of the nanowire resistance rather than on the exact

prefactors. Therefore for clarity, we will use the previously described qualitative model that is

represented by Equation 4.14.

LAMH then compared the phase slip rate to the Josephson relation (Equation 4.7) to obtain

an expression for the apparent resistance in superconducting nanowires in the presence of a

current. We now equate Equation 4.13 to Equation 4.7 and employ a hyperbolic sine identity to

obtain
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d
(
∆φ

)
d t

= 2eV

~
= 2Ωe−∆F0/kT sinh

(
hI

4ekT

)
. (4.15)

In the limit of small applied currents (I ¿ 4ekT /h) we may rewrite the hyperbolic sine as

sinh

(
hI

4ekT

)
≈ hI

4ekT
, (4.16)

which allows us to solve for V /I and indicates an ohmic resistance. After one final rearrange-

ment, the effective resistance resulting from numerous TAPS in a superconducting nanowire

with a current becomes

RTAPS = V

I
= π~2

2e2kT
Ωe−∆F0/kT (4.17)

which reveals an exponential dependence of the nanowire resistance on ∆F0 and therefore on

the cross-sectional area and on ξ (see Equation 4.8).4, 167, 168 This exponential dependence of

the nanowire resistance on the cross-sectional area of the nanowire indicates that TAPS are

more likely to in narrower nanowires, resulting in an exponentially enhanced resistance when

compared to a wider nanowire. It is also important to note that the above formalism is not valid

very near Tc since the free energy barrier and the attempt frequency both go to zero when the

wire becomes normal.4

4.2 Evidence of Phase Slips in Superconducting Nanowires

Numerous experimental observations of superconducting nanowires of various ma-

terials have reported a non-zero nanowire resistance below Tc.129–164 However, some

of these experiments exhibit resistances that cannot be explained by the LAMH model

alone.129–131, 141, 142, 145, 147, 154, 156, 157, 159 One such experiment that is of particular interest is the

work performed by Giordano on In nanowires129, 141, 142 which showed that narrow In nanowires

at very low temperatures possess an excess resistance that is not predicted by the LAMH model.

This deviation from the LAMH model, first observed by Giordano, has spurred significant exper-

imental and theoretical interest in an attempt to determine the origin of this excess resistance.

124



These studies have proposed that this excess resistance is caused, at very low temperatures, by

direct quantum tunneling of the superconducting nanowire system through the barrier sep-

arating different winding numbers.130, 131, 145, 147, 154, 156, 159, 164, 181–184 These one-dimensional

systems would be highly interesting since there are few systems that truly exhibit macroscopic

quantum tunneling phenomena. However, a more mundane explanation that must be consid-

ered in light of the exponential dependence of the TAPS rate on thickness is that the resistance

at low temperatures is dominated by ordinary TAPS events in unintended narrow regions of the

wires.136, 151, 164, 177, 178, 185 It is thus important to determine which of these theories is the cause

of the LAMH deviation to fully understand the dissipation in superconducting nanowires.

The study of narrow superconducting nanowires poses a technically difficult fabrication

challenge that has recently experienced several avenues of success. There are three main fabri-

cation techniques that have been used to create nanowires. The first is to employ a lift-off tech-

nique by metalizing a high-resolution resist after exposing a nanowire pattern. Then, the resist

is washed away to leave behind a nanowire in the desired pattern and size scale.133, 156, 169–172

Another class of fabrication techniques uniformly metalizes a substrate followed by wet- or dry-

etching to remove any unwanted material while protecting the nanowire with an ultranarrow

etch mask such as poly(methyl methacrylate) (PMMA) resist174 or a predefined geometry in the

substrate175, 176 that creates a shadow when ion milling at an angle. The final fabrication cate-

gory that is capable of producing the narrowest nanowires first forms trenches in the surface of

a substrate. Then, these trenches are bridged by carbon nanotubes and then metalized resulting

in nanowires with a “U-shape” cross-section.135, 145, 151, 186 Although this final method is capable

of fabricating ultra-narrow nanowires, in our experiments we will primarily focus on employing

scanning electron microscope (SEM) lithography in combination with dry- and wet-etch tech-

niques. The details of SEM lithography and the various nanowire fabrication techniques that

were explored in this work are discussed in Chapter 6.
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4.2.1 Evidence for TAPS and MQT Regimes

The experiments performed by Giordano were among the first studies to observe a devi-

ation from the LAMH model in superconducting nanowires. In these experiments, Giordano

measured the critical transitions of various In nanowires with right-triangular cross-sections

and discovered that the narrowest wires exhibited an excess resistance that could not be ex-

plained by the TAPS model formulated by LAMH.129, 141, 142 Giordano attempted to explain this

excess resistance via phase slips that are cause by a macroscopic quantum tunneling (MQT)

of the nanowire system trough a free energy barrier in addition to the LAMH model.129, 141, 142

Therefore, we will present the experiments and findings made by Giordano in order to under-

stand the nature of the TAPS and proposed MQT resistance regimes.
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Figure 4.9: An illustration of the step-edge milling method for the fabrication of roughly right-triangular
cross-section nanowires used by Giordano.175, 176 (a) Indium is deposited at an angle with respect to the
step-edge in the substrate. (b) The metalized step-edge is milled at an angle such that the step-edge
forms a shadow that protects the indium within the shadow.

One of the first examples of a successful nano-scale fabrication technique is the dry-etch

process employed by Giordano to fabricate right triangular cross-sectional nanowires.175, 176 In

this technique, a sharp step-edge is first patterned and transferred into a substrate and then

metalized with the desired material (in this case In), shown in Figure 4.9a. Then, the metal-

coated substrate is milled at a large angle so that the step-edge in the substrate creates a shadow
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that protectes the nanowire material, shown schematically in Figure 4.9b. This technique re-

sults in a right-triangular cross-sectional nanowire with an effective width of Weff =
�

A∆, where

A∆ is the area of the right-triangular cross-section. The effective widths of nanowires that were

fabricated by Giordano with this technique were typically on order of 40 ∼ 70nm.129, 141, 142
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Figure 4.10: Transition measurements of right-triangular In nanowires adapted from Figure 1 from Gior-
dano.141 The solid black curves are fits to the LAMH model while the red and blue curves utilize both
the MQT and TAPS terms. The data is well described by the LAMH model close to Tc; however, the resis-
tances of the thinner wires significantly deviates at colder temperatures and is described by the inclusion
of the MQT term to the nanowire resistance.

Cryogenic measurements performed by Giordano of the right triangular cross-sectional In

nanowires revealed two distinct resistance regimes. Figure 4.10 plots the transitions of three

In nanowires of various effective widths Weff on a normalized log scale.141 The LAMH the-
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ory (Equation 4.17) is fit to the resulting data as the solid black curves. The widest wire ex-

hibited good agreement with the LAMH model (Equation 4.17), indicating that the resistance

below Tc is entirely caused by TAPS for this wire.* However, the narrower wires revealed an

unexpected deviation from the LAMH model. The transition measurements of these wires

close to Tc are well described by the LAMH model, but as the temperature was lowered be-

low T − Tc & −0.25K, the wire resistance strongly deviates from the TAPS model predicted by

LAMH, resulting in two distinctive regimes.129, 141, 142
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Figure 4.11: A schematic representation of free energy washboard potential for a superconducting
nanowire with an applied current. Thermally activated phase slips are represented by the red path and
the proposed tunneling phase slips are represented by the blue path.

In order to explain the unexpected behavior of the low-temperature nanowire resistance

for the narrower samples, Giordano proposed another type of phase slip. At low tempera-

tures where TAPS become less likely, Giordano suggests that rather than a thermal activation

over a free energy barrier, the order parameter tunnels through the free energy barrier result-

*Recall that the LAMH model fails near Tc since ∆F0 → 0 at Tc by definition. This is why there is a nonphysical
turn over in the wire resistance near Tc.
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ing in a quantum tunneling phase slip (QTPS) via a macroscopic quantum tunneling (MQT)

event.129, 141, 142 Figure 4.11 represents the distinction between TAPS and MQT events with re-

spect to the qualitative free energy landscape. Since each minimum in the free energy land-

scape is separated by ∆φ= 2π, the phase will unwind by 2π when the nanowire system tunnels

though ∆F−. The form of the resistance that was proposed by Giordano resulting from QTPS is

given by

RMQT = A
l

ξ

[
∆F0

~τ

]1/2

e−B∆F0τ/~ (4.18)

where A and B are phenomenological fitting parameters and τ is a characteristic Ginzburg-

Landau timescale.129, 141, 142 MQT events that would wind the phase by 2π corresponding to the

system tunneling through ∆F+ (in the presence of an applied current) are extremely unlikely

since the tunneling probability is exponentially dependent on the barrier height. Since TAPS

and MQT events can occur concurrently, Giordano proposes that the resistance in a nanowire

is generally the sum of Equations 4.17 and 4.18 which is given by

RTotal = RTAPS +RMQT = π~2

2e2kT
Ωe−∆F0/kT + A

l

ξ

[
∆F0

~τ

]1/2

e−B∆F0τ/~. (4.19)

One important result of Equation 4.19 is that both the MQT and TAPS terms are exponentially

dependent on ∆F0 and therefore on the cross-sectional area of the nanowire. Giordano then

fit Equation 4.19 to the transition measurements of the narrower nanowires. This combined

fit is depicted as the blue-red curve in Figure 4.10 where the blue portion of the fit represents

the MQT regime and the red portion represents the TAPS-dominated regime. Giordano found

that this combined MQT and TAPS model well-described the transition measurements of the

narrower nanowires, indicating that QTPS that were caused by MQT events are a plausible ex-

planation for the observed deviation from the LAMH model.129, 141, 142
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4.2.2 What is the Origin of the Low-Temperature Regime?

The discovery of the low-temperature deviation from the LAMH model observed by Gior-

dano129, 141, 142 has resulted in an extensive theoretical and experimental exploration aimed

at elucidating the origin of the observed discrepancy. Numerous superconducting nanowire

experiments have observed similar nanowire resistance behaviors below Tc as observed by

Giordano and have also attributed the results of these studies to quantum tunneling phase

slip (QTPS) events caused by a macroscopic quantum tunneling (MQT) of the nanowire sys-

tem.130, 131, 136, 145, 147, 154, 156, 159, 164 The phenomenological hypothesis of MQT and QTPS pro-

posed by Giordano129, 141, 142 to explain the discrepancy between the nanowire transition mea-

surements and the LAMH model are corroborated by several theoretical works on homoge-

neous181, 184 and inhomogeneous182 superconducting nanowires and are in good agreement

with nanowire transition measurements.

While there appears to be substantial evidence that supports the claim that MQT and QTPS

are responsible for the low-temperature deviation from the LAMH model, there is still specula-

tion and disagreement about the cause of this discrepancy. Rather than MQT causing QTPS

events resulting in the low-temperature resistance, other theoretical treatments177–179 sug-

gest that wire inhomogeneities or wire defects can exponentially affect the superconducting

nanowire resistance. At low temperatures, TAPS become “frozen out” since random thermal

fluctuations become too small (even in the presence of an applied current) to reliably activate

the system over an adjacent free energy barrier. However, recall that ∆F0 is proportional to the

cross-sectional area of the nanowire A. Thus, at low T , TAPS may still occur at a constriction in

the nanowire, represented by the cartoon in Figure 4.12, leading to an enhancement of the ef-

fective nanowire resistance compared to its uniform wire value (see Equation 4.17). Therefore,

TAPS occurring at a weak point in the nanowire could plausibly explain the contribution to the

wire resistance that differs from the standard LAMH model at colder temperatures.

Defects in nanowires that are fabricated in a laboratory are more subtle and complicated

than the single, artificial inclusion represented in Figure 4.12. Examples of homogeneous
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Figure 4.12: A cartoon representation of a possible defect in a nanowire. This particular defect is repre-
sented as a constriction in the cross-section of the nanowire.

nanowires fabricated by Lehtinen et al.147 are portrayed in Figures 4.13a and b and of inho-

mogeneous nanowires fabricated by Bezryadin135 are portrayed in Figures 4.13c and d. Both of

these studies observed a low-temperature deviation from the LAMH model below a cross-over

temperature. The nanowire fabricated and measured by Bezryadin135 (Figures 4.13c and d)

possesses a non-uniform cross-section, indicating that weak points along this nanowire could

plausibly induce low-temperature TAPS events. However, it is unlikely that inhomogeneities in

the nanowire cross-section caused the deviation from the LAMH model that was observed in

the nanowire that was fabricated by Lehtinen et al.147 (Figures 4.13a and b) since this nanowire

is extremely uniform. Therefore, this nanowire is either exhibiting the previously discussed

QTPS events that are caused by MQT or there are other forms of inhomogeneities that can influ-

ence the wire resistance. In addition to fabrication details affecting wire uniformity, nanowire

inhomogeneity can also be introduced by the material granularity,177 the wire geometry,177, 178

or by the existence of measurement electrodes.148

In contrast to the MQT model proposed by Giordano, the observed resistance deviation

from the LAMH model has also been well-described by theoretical formulations that include

wire inhomogeneities. Pai et al.177 fit a power-law temperature dependence obtained via a

wire inhomogeneity formulation in each temperature regime to the nanowire transitions pre-

sented by Giordano129 and Tian et al.159 and found that this formulation well-described the low-

temperature regime with reasonable exponents, indicating that the dissipation in this regime

for these studies are plausibly caused by wire inhomogeneities rather than QTPS. Additionally,

Duan claims that MQT events could not have been observed by Giordano as a result of sev-

eral discrepancies between the In nanowires that were studied and the presented theoretical

formulation.185 Duan proposes that “Josephson weak links” caused by the material granularity
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Figure 2. (a) A transmission electron micrograph (TEM), made
using JEOL 2010F microscope, of one of the thinnest MoGe wire.
The apparent width is ∼8 nm. Since a surface layer of about 2–3 nm
is oxidized [5], the actual width of the conducting core of this wire
can be estimated ∼4 nm. Some surface oxide is indeed visible in the
image. It appears as a material of somewhat different morphology
and brightness compared to the material in the middle of the wire.
The nanowire on this micrograph was made by sputter deposition of
a 7 nm thick Mo79Ge21 film over the surface of a fluorinated
nanotube. The nanotube itself is not visible since it is coated by the
alloy. This sample was prepared on a TEM substrate with small
holes, specifically for making such images. (b) Another example of a
typical MoGe wire with a larger diameter [66].

the side of the trench right under it. Together, they produce
the appearance of a brighter region. In the cases when the
nanotube is not straight, but, rather, it tilts down the trench
and cross the gap at the level of the bottom surface of the SiN
film (i.e. ∼100 nm below the plane of the film electrodes),
such white spots do not appear. Thus, wires which have no
white spots are considered not straight and they should not be
selected for transport experiments. As is clear from figure 1(a),
white spots can only occur if the trench side slope is θ < 90◦,
which is usually the case. The trench side slope is caused by
the isotropic nature of the SF6 reactive ion etch that created
the trench. In practice, such white spots are only observed
for trenches which are narrower than about 200 or 300 nm.
On trenches wider than this, the templating nanotube almost
always sticks to the sides of the trench (the ‘TS’ region in
figure 1(a)), tilts down the trench, and crosses the trench at
the level of the bottom surface of the SiN layer. For this
reason white spots do not occur. The resulting nanowire is
not directly connected to the leads, but only through the ‘TS’
region (figure 1(a)), which may not be well metallized and
can act as a weak link. This might explain the fact that the
majority of wires longer than ∼200–300 nm, made by the
MT method outlined here, appear as inhomogeneous wires
in transport measurements. Namely, they typically exhibit
multiple resistive transitions, resistive tails and multiple critical
currents.

After a desired wire is chosen, photolithography, guided
by a set of markers positioned along the trench (not shown), is

employed in order to pattern the electrodes (figure 1(a)) and for
etching away of all nanowires except the selected one. Unlike
in the schematic drawing of figure 1(a), in a practical device
the number of contact pads has to be at least four, but usually
the number is five [26], to allow 4-probe measurements on
the wire. A ready Si chip is then installed into a plastic chip
carrier with nonmagnetic metallic pins. The connection of the
samples electrodes to the pins is done using gold wires and
indium dots. The person making the connections is always
grounded, in order to prevent burning of the wire with static
electricity.

3. Transport measurements of nanowires

In what follows we describe a set-up used to observe an SIT
on short wires [5, 53, 66]. Transport experiments, which
include zero-bias resistance versus temperature R(T ), voltage
versus bias current V (I ), and the differential resistance versus
bias current dV (I )/dI measurements, are typically done in
a He-3 cryostat equipped with RF-filtered leads. In order to
measure V (I ) curves, a sinusoidal AC current (at 12.7 Hz
frequency and 1–10 nA amplitude) is injected through the
superconducting thin film electrodes. The voltage is measured
using a separate pair of leads also connected to the thin
film electrodes [26, 66]. The measurement is done with a
low noise battery-operated preamplifier, namely PAR 113 or
SR560. The current is taken from a high precision function
generator (Stanford Research Systems, DS 360), connected to
the sample through a standard 1 M" series resistor, which
defines the current value. The voltage on the standard resistor
is measured with another PAR 113 (or SR560) preamplifier.
The bias current is then calculated using the known, fixed value
of the series resistor. The zero-bias, i.e. ‘linear’, resistance
of the sample is determined from the slope of the best linear
fit to the V (I ) curves measured at a low driving current
(∼3 nA), with the DC component of the bias current being
zero. The bias current amplitude is chosen small enough in
order to assure linear response conditions. The temperature
is measured using a commercially calibrated ruthenium oxide
thermometer (from Lake Shore Cryotronics, Inc.). The leads
connecting the sample are made of a Teflon-coated resistive
alloy wire, Stablohm 800, produced by California Fine Wire
Co. Before reaching the sample, these 1 m long Stablohm
wire leads are rolled over a cold Cu rod (the Cu rod is
rigidly connected to the He-3 pot of the refrigerator) and
coated with a layer of a conducting silver paste. This coating
with such electrically and thermally conducting glue ensures
that the leads are cooled to the base temperature and RF
filtered. Note that the sample itself is cooled through the
measurement leads. The coating of the signal wires with
the silver paste also acts as a microwave radiation filter. It
prevents the room temperature black body radiation from
impacting the sample. Similar filters are frequently made
with Cu powder coating and are known as ‘Cu powder
filters’. They were used by the Clarke group in their classic
experiments in which macroscopic quantum tunneling was
demonstrated [18]. All electrical signal lines reaching the
sample or the thermometer, positioned in close proximity to
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FIG. 4. (Color online) V (I ) characteristics of the three neighbor-
ing parts with equal lengths L = 20 µm of the same nanowire with the
effective diameter

√
σ = 38 ± 2 nm. Above the critical temperature

Tc " 300 mK within the scale of the image the Ohmic V (I )
characteristics (open circles) are quantitatively indistinguishable
between the different parts. Below the critical temperature the
V (I ) dependencies are also very similar (filled squares, circles,
and triangles). Note the absence of the true zero resistance state
manifesting itself as a finite slope below the “residual” critical current
"1.2 nA. Inset shows the layout of the sample and the measurement.

(common for all parts), and not by a hypothetical pronounced
weakest link unique for the each subsample of the 3 × 20 µm
long nanowire.

An extensive TEM analysis (Fig. 5) of the 2D films
and the nanowires does not reveal any suspicious structural
imperfections inside the metal matrix: The material bulk looks
exactly the same for the sputtered and for the nonsputtered
samples. The polycrystalline nanostructures consist of com-
pactly packed grains with the average size of defect-free
area "3 nm, which correlates well with the best-fit value
" " 1 nm used in calculations. The elemental depth profiles
(Fig. 6) were determined by means of time-of-flight elastic
recoil detection analysis (TOF-ERDA)32 using 8.015 MeV
35Cl4+ incident ions. The areal density of oxygen at the
surface (1.7 × 1016 atoms/cm2) and at the interface (5.5 ×
1015 atoms/cm2) corresponds to the thickness of about 1.9 nm
and 0.8 nm, respectively, for the surface TiO2 and the boundary
with SiO2/Si with the density 4.0 g/cm3 and 2.2 g/cm3. The
thickness of the material with the high concentration of oxygen
correlates well with the high-resolution TEM analysis data
(Fig. 5). The bulk concentration of oxygen "0.4 at.% inside
the titanium matrix was determined by comparison of the
experimental energy spectra with the ones obtained by Monte
Carlo simulations.33 Given that the average microcrystal size
is ∼3 nm, one can easily estimate that inside the titanium
bulk there is less than one oxygen atom per defect boundary.
Concentration of other than oxygen elements inside the
titanium matrix was found to be even smaller. The observation
eliminates the possibility of the weak link(s) formation due
to nonmetallic grain interfaces capable of blocking the metal-
to-metal supercurrent. To summarize, all methods of analysis
at our disposal—SEM, TEM, SPM, and TOF-ERDA—give
us confidence to state that (i) our nanostructures are as
homogeneous as a conventional thin film titanium can be, and
(ii)—what is even more important—our method of reduction

FIG. 5. (a) Bright field low-resolution TEM image of the cross
section of a typical 35 nm thick Ti film on Si substrate. (b) Bright field
high-resolution TEM image of the Ti/Si interface. Inset: Fast Fourier
transform (FFT) indicates the single-crystal nature of the metal grains
forming the film.

of the nanowire cross section by low-energy ion milling
does not introduce new defects. At acceleration energies
"1 keV the penetration depth of the Ar+ ions inside the
titanium matrix is below 2 nm making the method virtually
nondestructive: The thickness of the ion-damaged layer is
comparable to the thickness of the naturally grown oxide.

FIG. 6. (Color online) Experimental and Monte Carlo simulated
energy spectra for oxygen recoils from the 33 nm thick Ti film and Si
substrate. In the simulation the surface and interface oxygen contents
were fixed, while the concentration in the film was varied. The best
fit can be obtained with 0.4 at.% concentration. The full depth profile
of oxygen is shown in the inset.
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Figure 4.13: Low (a) and high (b) resolution Transmission Electron Microscopy (TEM) images of a uni-
form Ti nanowire fabricated using conventional liftoff and e-gun evaporation techniques adapted from
Lehtinen et al.147 Low (c) and high (d) resolution TEM images of a MoGe nanowire fabricated by deposi-
tion onto a carbon nanotube bridge adapted from Bezryadin.135

of the In nanowires are more likely the cause of the unexpected low-temperature dissipation

that Giordano observed.185 There has also been spirited debate between Zaikin et al.184 and

Duan185, 187 regarding the theoretical treatment of QTPS in superconducting nanowires and the

scope of the observable QTPS regime.

There are additional experimental findings that further obfuscate the nature of supercon-

ductivity in one-dimensional nanowire systems. A study performed by Rogachev et al. on

7nm − 15nm diameter Nb nanowires found no evidence of a QTPS regime and found that
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the nanowire transitions are well-described by the LAMH model.151 This is possibly a result

of the extremely small coherence length of pure Nb of ξ = 38nm,111, 165 implying that these

nanowires are not narrow enough with respect to ξ to observe QTPS. Another study performed

by Zgirski et al. states that previous experiments that have claimed to observe the QTPS regime

performed by Sharifi et al.,155 Giordano,142 Bezryadin136 , and Lau et al.145 did not in fact ob-

serve the QTPS regime since the wire diameters in these studies were too large.164 However,

Zgirski et al. claims to have observed MQT events in nanowires that are below this size limit.164

Finally, an extensive characterization of the homogeneity of Ti nanowires performed by Lehti-

nen et al. revealed that these nanowires were incredibly uniform in geometry (Figure 4.13) and

in composition. This characterization ruled out any contributions from wire inhomogeneities

and indicated that the observed deviations from the LAMH model were caused by QTPS at low

temperatures.147 Therefore, the cause of the low-temperature resistance regime observed by

these studies is uncertain since there seems to be ample evidence that supports both the MQT

and the wire inhomogeneity hypotheses.

4.3 An Experiment to Cryogenically Map Phase Slips

The uncertainty of the origin of the low-temperature phase slips demands an experiment

that can determine if a correlation exists between constrictions or other inhomogeneities in a

nanowire and the local phase slip rate. We postulate that if superconductivity were to be locally

influenced in the region near a defect or inhomogeneity, then the phase slip rate would also be

influenced. The previously discussed theories indicate that phase slips preferentially occur at

constrictions in a nanowire since the apparent wire resistance is exponentially dependent on

∆F0 (see Equation 4.19) and is therefore exponentially dependent on the local cross-sectional

area A of the wire. So, if superconductivity is locally suppressed/enhanced in the region of

a nanowire near a defect, then the local phase slip rate at the constriction will exponentially

increase/decrease and cause a sharp increase/decrease in the nanowire resistance.
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These ideas suggest that it may be possible to experimentally explore the contributions of

local inhomogeneities to the phase slip rate and provide insight into the seemingly discrepant

results between the LAMH model and the findings presented by Giordano. To do so, we propose

an experiment to map the locations of phase slips along a superconducting nanowire using a

cryogenic atomic force microscope (cryo-AFM). In this experiment, an AFM tip is scanned very

near (but not necessarily in contact with) the surface of a nanowire to locally influence the

superconductivity, either by using a dielectric tip that alters the capacitance per unit length

and therefore the local energy density near the nanowire defect177, 181, 183–185 which may either

suppress or enhance superconductivity or by using a magnetically coated tip which suppresses

superconductivity.* If the resistance of the nanowire is simultaneously recorded while scanning

such a tip above the nanowire, then a sharp increase/decrease in the wire resistance will be

observed resulting from the increase/decrease in the phase slip rate (see Equation 4.19).
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Figure 4.14: A schematic representation of scanning a superconducting nanowire (grey) with an AFM tip
(blue). The corresponding resistance that is plausible from locally perturbing superconductivity within
the nanowire is plotted below the scanning schematic and the tip positions A, B, C, D, and E are high-
lighted with the black dots. A maximum in the resistance should be observed when a tip that suppresses
superconductivity is directly over a nanowire defect where phase slips are most likely to occur (red).

*There has been no theory developed that determines how a nanowire would react to a locally applied mag-
netic field. However, it is well known that applied magnetics fields suppress superconductivity.
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Figure 4.14 schematically depicts the process of a cryogenic scanning experiment per-

formed on a nanowire with a single defect site, which is similar to the situation considered by

Vanevic et al.183 As the tip is scanned above the wire from position A to position B at a constant

temperature that is just below the critical temperature, then a resistance should be observed

since phase slips are presumably occurring at the defect site. The tip then comes into close

proximity with the defect as the tip is scanned from B to C. For example, consider that this tip

suppresses superconductivity, and recall from Equation 4.19 that the resistance observed from

phase slips is exponentially dependent on the free energy barrier ∆F0 between the supercon-

ducting and normal states of the nanowire. In this case, once the tip reaches position C, the tip

suppresses superconductivity enough to strongly increase the TAPS or QTPS rates at the defect

due to the lower energy barrier height from the constriction. This would lead to a measurable

increase in the resistance that is measured concurrently between the two ends of the wire. The

tip then continues to position D and the initial resistance is once again observed as the tip is

scanned from D to E. In this way, the locations of phase slip events may be indirectly imaged as

changes in the overall resistance of the nanowire, and may be potentially correlated to nanowire

inhomogeneities.

In order to successfully perform a cryogenic scanning experiment of this kind, two key com-

ponents are required. First, we require a cryogenic scanning technique that is capable of both

directly imaging a substrate surface to locate the nanowires and that is capable of indirectly

scanning the nanowire. Chapter 5 will focus on the construction, details, and implementation

of a home-built cryogenic atomic force microscope (cryo-AFM) which was used in combina-

tion with a unique mapping scheme to locate the nanowires at cryogenic temperatures. Sec-

ond, we need to fabricate nanowire samples that can be measured with the available cryostat

that also exhibit dissipation below the critical temperature. This will require delicate sample

fabrication using techniques that are capable of producing nanometer-scale features to create

granular aluminum nanowires. The fabrication and scanning experiments that were performed

on these nanowires will be discussed in detail in Chapter 6.
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Chapter 5

The Cryogenic Atomic Force Microscope (Cryo-AFM)

As outline in Chapter 4, the origin of the apparent resistance in one-dimensional super-

conducting systems is not entirely understood and requires an experiment that is capable of

providing additional insight into the nature of this dissipation. We also saw in Chapter 4 that

the dissipation exhibited in superconducting nanowires can be thought of as thermally acti-

vated phase slip (TAPS) events of the superconducting order parameter ψ that occur within the

nanowires. These TAPS events cause discontinuous slips of ±2π in the phase of ψ that may

occur when a thermal fluctuation causes the magnitude of ψ to locally vanish. However, exper-

iments performed by Giordano on narrow indium nanowires (which were discussed in detail

in Chapter 4) exhibited larger sub-Tc resistances that could not be explained by only this TAPS

model within a nanowire.129, 140–142 In an attempt to interpret the observed excess nanowire

resistance, Giordano proposed that phase slips may also be caused by macroscopic quantum

tunneling (MQT) events of the nanowire system in addition to TAPS events141 and found that

the inclusion of these quantum tunneling phase slip (QTPS) events explained the excess resis-

tance in narrow indium nanowires.

The discrepancy between the observations made by Giordano and the TAPS

model has caused considerable experimental130, 131, 136, 145, 147, 154, 156, 159, 164 and theoreti-

cal177–179, 181, 182, 184 investigation of these low-temperature phase slips. While there seems to

be evidence that MQT events are the cause of the low-temperature nanowire dissipation, other

theories propose that constrictions or defects in the nanowires could elicit TAPS events at a

different rate. These competing theories therefore demand an experiment that can provide

insight into the nature of these phase slips by determining if a correlation exists between the

locations of phase slip events and any inhomogeneities in the nanowire.

It is useful to briefly describe the proposed phase slip mapping experiment that employs

a cryogenic atomic force microscope (cryo-AFM), which was discussed in detail in Chapter 4.
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First, an AFM tip is scanned very near the surface of the nanowire (but not necessarily in direct

contact with the sample), then superconductivity may be plausibly influenced by either a di-

electric or magnetic AFM tip. The four-probe nanowire resistance is simultaneously recorded

as the cryo-AFM tip is scanned above the nanowire and an exponential increase or decrease in

the resistance should be observed resulting from the change in the phase slip rate as the AFM

tip passes near a defect along the nanowire. In this way, the locations of preferential phase slip

events may be indirectly imaged along a superconducting nanowire. An experiment of this kind

requires an indirect imaging technique that can be performed at cryogenic temperatures and

that is capable of influencing superconductivity over a small region of the nanowire, such as

contactless cryogenic atomic force microscopy.

We therefore require an instrument that is capable of scanning an AFM tip at cryogenic

temperatures in order to perform the proposed scanning experiment. So, we built a cryogenic

atomic force microscope (cryo-AFM) scan head that is compatible with the available home-

built cryostat. This cryo-AFM is capable of performing coarse positioning of a sample substrate

above a self-sensing AFM probe with a three-axis stick-slip positioner. Then, the cryo-AFM scan

head may perform fine movements of as well as scan the self-sensing AFM probe with various

piezo actuators. Additionally, the self-sensing AFM probe may be replaced on the scan head to

allow for multiple scanning experiments that utilize a dielectric or a magnetized tip to perturb

superconductivity.

Each scanning experiment to influence the local superconductivity of a nanowire will also

require the precise placement of the cryo-AFM tip with respect to the nanowire sample at cryo-

genic temperatures. Therefore, the superconducting nanowire samples must also be designed

and fabricated in such a way that the substrate surface is uniquely mapped in order to facil-

itate finding the nanowire sample with the cryo-AFM. This Chapter will focus on the home-

built cryogenic atomic force microscope (cryo-AFM) that was used to scan superconducting

nanowires. Then, the methods and experiments that were implemented to locate the super-

conducting nanowire samples at cryogenic temperatures will be discussed.
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5.1 Cryogenic Atomic Force Microscope (Cryo-AFM) Hardware

An experiment that probes the locations of phase slip events along superconducting

nanowires requires a method of cryogenically scanning a tip over a nanowire to perturb su-

perconductivity. In order to accomplish this, we built a cryogenic atomic force microscope

(cryo-AFM) that is mounted onto a cryostat with a base temperature near ∼ 1.2K with 25µK

stability.109 The home-built cryogenic scanning instrument is shown in Figure 5.1 and is com-

posed of two main assemblies that are mounted to the final stage of the cryostat. The sample

stage assembly assembly (denoted with the blue bracket in Figure 5.1) consists of the sample

stage that is mounted to three orthogonal ANPxyz100 stick-slip Attocube positioners,188 which

control the coarse positioning of the sample. The scan head assembly (denoted with the orange

bracket in Figure 5.1) of the cryo-AFM consists of the scan head where a self-sensing AFM tip

is scanned in the x–y plane with S-bender piezos and is scanned in the z plane with another

piezo bender. The following sections will discuss the details of these cryo-AFM components.

5.1.1 Coarse Positioning of the Sample Stage

The silicon substrates on which the granular aluminum nanowire samples were fabricated

(in a four-probe configuration) are mounted on a gold-plated copper sample stage. Figure 5.2

shows this sample stage assembly portion of the scanner. The gold-plated copper sample stage

is mounted on three orthogonal ANPxyz100 stick-slip Attocube positioners which enables the

coarse positioning of the nanowire substrates with respect to the cryo-AFM tip. A calibrated

Cernox resistive thermometer is also mounted to the sample stage to ensure accurate temper-

ature measurements of the nanowire sample. The sample substrates are mounted to a copper

spacer block on the sample stage with gold contact fingers* which both firmly hold the sub-

strate on the sample stage and makes four-probe electrical measurement connections to the

nanowire samples.

*These fingers were harvested from a standard micro-USB connector and then soldered to a circuit board.
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Figure 5.1: An image of the scanning instrument which is composed of an upper scan head assembly
(orange) and a lower sample stage assembly (blue).

The three-axis inertial x y z Attocube positioner is a vital component when performing cryo-

AFM scanning experiments. This inertial positioner controls the coarse x, y , and z positions

of the sample stage with three orthogonal ANPxyz100 stick-slip Attocube positioners, which

are labelled in Figure 5.2. Each Attocube positioner is composed of two titanium blocks with

V-shaped channels that are lightly clamped around a square titanium rod that is attached to

a piezoelectric stack. A piezoelectric is a material that generates a voltage when exposed to

stresses or strains, or conversely, expands or contracts in the presence of an externally applied

electric field.111 Piezoelectric materials are typically composed of many permanently polarized

microscopic domains. These dipole domains will either expand in the presence of an externally
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Figure 5.2: The sample stage assembly where the nanowire samples are mounted on a copper spacer
block with gold contact fingers. The gold-plated copper sample stage is moved with three orthogonal
x y z stick-slip Attocube positioners.

applied anti-parallel electric field or will contract in the presence of an externally applied par-

allel electric field. Therefore, layering multiple piezo materials and then applying a voltage will

cause the stack to expand or contract depending on the poling of the dipole domains and the

applied voltage.

The piezo stack voltage is controlled by an ANC150 driving controller which provides a saw-

tooth voltage with an amplitude of 30V−70V at a frequency of 500 Hz188 to the piezo stack at

room or cryogenic temperatures respectively. This waveform allows the Attocube axis to step

in the desired direction by smoothly expanding the piezo stack during the “ramp” of the saw-
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tooth wave. Then, the voltage is very quickly reduced in magnitude back to 0 V, which rapidly

contracts the piezo stack, pulling back rapidly on the titanium rod. The force with which each

titanium block half is clamped to the titanium rod is calibrated to balance the friction between

these pieces such that the titanium blocks “stick” to the titanium rod during the slow ramp

phase, but “slip” when the piezo stack is rapidly retracted. Therefore, the titanium blocks are

moved by a single step for each sawtooth pulse.

The sample stage position is controlled at room and cryogenic temperatures by stepping

each Attocube axis in either a forward or a reverse direction as was previously discussed. The

step sizes of the Attocube positioners change with temperature since the capacitance of the

piezos depends on the temperature and the step size depends on the piezo capacitance.189 As

a result, the step size for each positioner is drastically reduced at cryogenic temperatures when

compared to room temperature. For reference, we found that the x and y Attocubes have step

sizes of ∼ 0.55µm at room temperature which are reduced to 0.07µm at 4.2 K. The z Attocube

also has reduced step sizes when cooled; however, this axis is either moved with or against

gravity so the step sizes in each direction are not identical. At room temperatures, the step sizes

of the z Attocube are 0.96µm (with gravity) and 0.78µm (against gravity) which are reduced

to 0.15µm (with gravity) and 0.08µm (against gravity) at 4.2 K. Understanding the relationship

between the step sizes of each Attocube positioner and the temperature is essential in properly

positioning the sample stage with respect to the cryo-AFM tip to scan nanowire samples.

The position of the sample stage is determined from a capacitive position sensor190 as the

Attocube drives the sample stage. The lower electrodes of the position sensor are fixed to the

scanner frame (which does not move) and are segmented into quadrants. To measure the lat-

eral position of the sample stage, each quadrant is driven with a different sine wave voltage of

uniform frequency and amplitude, but are sequentially phase-shifted by 90° from one another.

The upper position sensor electrode is then attached to the virtual ground of the current in-

put of a lock-in amplifier and is attached to the Attocube stack. When the Attocube moves, the

upper electrode also moves above the lower electrode quadrants and the resulting injected cur-
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rent from each quadrant phase are measured by a two-phase lock-in amplifier to determine the

x and y positions of the upper electrode with respect to the lower electrodes. Since the lower

quadrant electrodes are attached to the scanner frame, the position sensor may also be used

as a sensor for the z Attocube motion as well by driving the lower four quadrants with a single

phase. Then, a simple capacitive measurement determines the distance between the upper and

lower electrodes when moving the z Attocube. In this way, the x, y , and z position of the sample

stage (and therefore of a mounted sample) can be determined.

5.1.2 The Scan Head

In addition to a movable sample stage, contactless scanning of superconducting nanowires

at cryogenic temperatures also requires a cryo-AFM scan head that can precisely position an

AFM tip above a nanowire sample after coarse sample positioning has been performed. The

cryo-AFM scan head, shown in Figure 5.3, is composed of two parallel pairs of S-bender piezos

that drive the tip in the x and y dimensions.191 The x and y piezos are then attached to a z

piezo via machined macor glass ceramic which controls the tip height above the substrate and

is also where the AFM tip is mounted. The various piezos were attached to machined macor

parts via superglue, since macor has similar thermal expansion properties as the piezo ceramic.

Matching the thermal contractions of glued pieces is crucial since this instrument is subjected

to extremely large changes in temperature (300K−1.2K). For example, a glue joint between the

piezos and machined copper would fail as a result of the vastly different thermal expansions

and contractions of these materials. The machined macor components were then attached to

the copper frame of the scan head with 4–40 screws, omitting the issues caused by thermal

expansions or contractions between the macor and copper pieces. We will discuss the various

components of this scan head except for the unique self-sensing AFM tips that were used, which

will be discussed in the next section.

The cryo-AFM scan head must have minimal vibrational noise. Recall that we aim to cryo-

genically scan an AFM tip above a nanowire sample to perturb the local superconductivity near
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Figure 5.3: Left: An optical image and Right: a cutaway schematic made in SolidWorks of the cryo-AFM
scan head. The macor tip holder is scanned horizontally by the x and y piezos and is glued to a z piezo
which scans the tip vertically. The various macor components (white in the optical image) were built to
provide gluing surfaces for the piezos. The scan head is coarsely leveled with three leveling screws and
springs that are attached to copper supports.

the tip while simultaneously measuring the wire resistance in order to map phase slip locations.

Since the AFM tip is intended to be scanned above the nanowire and not in direct contact, the

various resonant modes of the scan head will result in an uncertainty in the tip height above

the nanowire and therefore will affect how the tip influences the local superconductivity along

the nanowire sample. Large vibrations of the tip position may therefore introduce noise in the

indirect resistance imaging of the wire since either the dielectric or magnetic effects from the

tip are strongly dependent on the height of the tip above the nanowire. Several properties will

influence the resonant modes and frequencies of this device, such as the total mass supported

by the x and y piezos, the lengths of the x, y , and z piezos, and the details of the AFM cantilever

itself. Therefore, the scan head was designed to be as light as possible and to minimize the

lengths of the x, y , and z piezos while maintaining adequate scan ranges.
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The construction of the scan head required several Y-poled piezo actuators that were used

to move the AFM tip below the sample substrate. Each piezo actuator that was implemented

in the construction of the cryo-AFM scan head is composed of a brass shim core that is sand-

wiched between two layers of piezoelectric material with parallel poling directions (Y-poling).

The piezo material on each side of the actuator is coated with a nickel contact layer, shown in

Figures 5.4 and 5.5 with the blue and red areas, where electrical contact may be made to the

piezoelectric. Then, these piezo actuators may be bent in an arc-like shape by applying the

same voltage to each side while grounding the center brass shim. With these applied voltages,

the electric field will be aligned with the poling direction (arrows in Figures 5.4 and 5.5) on one

side of the shim causing that layer to contract and anti-aligned on the other side causing that

layer to expand, which will result in an arc bend of the actuator.

The x and y scanning directions of the AFM tip are each controlled by two parallel pairs of

Y-poled piezo actuators that were modified to move in an “S” shape, where each pair of piezos

controls the x or y direction.191 This “S” bender configuration was chosen to accommodate the

fact that both ends of each piezo are glued to flat macor pieces; because both ends are fixed, arc

bending is not possible as it would cause stresses at the glue joints which would result in de-

lamination of the piezo benders from the macor. Therefore, the S-bending motion is vital to the

proper realization of the scan head and commercially available Y-poled piezos must be modi-

fied to work in this way. First, the nickel contact plating on both sides of each of the x–y piezo

actuators was divided into two separate segments, and shown in blue and red in Figure 5.4.

This was done by very mildly grinding away a thin line of nickel halfway along the bender, us-

ing the edge of a glass cover slide and #25 aluminum grinding powder. Next, the interior brass

shim was exposed on one corner of each piezo by machine milling away a small amount of

the piezoelectric to enable an electrical connection to the brass shim. Now, if opposing volt-

ages (up to ±150V) are applied to each half of the segmented piezo with the brass shims held

at ground (0 V) as shown in Figure 5.4, then the segmented piezo bends in an “S” shape. The

piezo voltages may then be swept until the initial voltages have reversed their polarity, causing
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Figure 5.4: A schematic diagram of piezoelectric benders (with polarizations that are depicted with the
black arrows) employed as S-benders to scan in either the x or y direction. The nickel contact layer was
segmented (as indicated with the right figure) and then each opposing side was connected (as shown
in the left figure) to allow for each half of the piezo to be driven with a different voltage. This way equal
and opposite voltages of −150V (blue) and +150V (red) are applied to each piezo segment with the brass
shim (orange) grounded, causing the piezos to bend in an “S” shape. The voltages may then be swept to
scan the macor head as indicated.

a mirrored “S” shape bend in the piezos, which results in a nearly flat and lateral scan range. By

combining two sets of these “S” benders, scanning may be performed in the x and y directions

(see Figure 5.3). As was previously mentioned, a short piezo length is necessary to minimize the

vibrational noise of the scan head while also maintaining a useful scan range. Therefore, the

piezos were cut to a length of 0.625" to achieve an x–y scan range of 81µm at room temperature

and of ∼ 16µm when cooled to 1.2K−4.0K.

The z scanning direction of the AFM tip is controlled by a single unmodified Y-poled piezo

actuator. One end of the z piezo holds the AFM tip, as shown in Figure 5.5, and the other end

is glued to a macor piece that is also attached to the x and y piezos. In contrast to the x and y

piezos, the z piezo is not segmented and therefore does not move in an “S” shape. Rather, the z

piezo is unaltered and bends in an arc, as shown in Figure 5.5, by fixing the brass shim to ground

(0 V) and then applying either the same positive or negative voltage to both sides of the piezo to
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Figure 5.5: A schematic diagram of the motion of the z piezoelectric cantilever. The center brass shim is
held at ground while either −150V (blue) or +150V (red) is applied to both faces of the piezo causing the
AFM tip to be deflected either away from or towards the sample respectively. The piezo is glued on one
end to a macor (gray) block that is attached to the y piezos and the macor AFM tip holder is glued to the
other free end of the z piezo.

deflect the AFM tip towards or away from the sample respectively. Once again, two competing

factors must be considered in order to decide an appropriate piezo length. First, the vibrational

noise is minimized for shorter piezos. However, the piezo cannot be too short since an adequate

z scan range is still desired in order to safely approach the sample substrate with the AFM tip

and to properly perform cryogenic scanning. Additionally, the glue joints that join the z piezo

to the y piezo macor block and to the macor tip holder will not bend and cannot be considered

when determining the z scan range. So, the relevant length that may bend and contribute to the

z scan range is confined to the unglued areas of the piezo. Therefore, we chose to cut a Y-poled

piezo actuator to a length of 0.295" with an active bending length of 0.166" which yielded a z

scan range of ∼ 33µm at room temperature and of ∼ 4.0µm near 1.2 K.

Attached to the free end of the z piezo on scan head is the AFM probe holder where the AFM

tips are mounted. The body of this piece (see Figure 5.3) is machined from macor to allow the

holder to be superglued to the piezo ceramic as previously discussed. Then, copper contacts

were fabricated on the macor AFM probe holder by covering the entire upper face of the macor
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part with copper tape, which was bonded to the surface with superglue. Then, four contacts

were defined by cutting three channels through the copper tape with a razor blade. In order to

make electrical connections to the AFM probe and to rigidly hold the probe, four gold fingers

were harvested from a micro-USB cable and were soldered to the copper contacts. With this

probe holder, a chip with an appropriate thickness may be slid beneath the gold fingers to hold

the chip in the macor piece while also making electrical connections to any pads that the fingers

are in contact with (see the probe holder in Figure 5.5).

5.2 The Self-Sensing AFM Probes

The application of a cryogenic atomic force microscope (cryo-AFM) to study phase slips

in superconducting nanowires poses several challenges that are absent from traditional room

temperature profilometry techniques. Atomic force microscopy (AFM) is a common method of

determining the profilometry of a sample by probing the sample surface with an AFM tip that

is typically ∼ 12nm in diameter. This profilometry method is therefore capable of nanometer-

scale resolutions and may be implemented in numerous ways. One common technique, called

contact mode AFM, drags an AFM tip across the surface of a substrate while measuring the de-

flection of the tip using a laser that is aligned to the AFM cantilever. Another common imple-

mentation of AFM profilometry, termed tapping mode AFM, drives an AFM tip at a constant fre-

quency with a piezoelectric actuator which is near the resonant frequency of the AFM cantilever

and the resulting amplitude of oscillation is measured with a laser. As the tip approaches the

sample, Van der Waals forces between the tip and the substrate surface slightly change the res-

onant frequency of the cantilever as the tip begins to “tap” the surface of the substrate. In other

words, the resonant curve of the cantilever shifts slightly in one way or the other and therefore

causes a change in the amplitude of cantilever oscillation that is measured with a laser. Then,

the tip is scanned along the surface and as the tip encounters a change in the substrate height,

the corresponding changes in the strength of the Van der Waals forces causes the resonant fre-

quency to change which in turn causes the amplitude of the cantilever to change. The AFM
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then adjusts the cantilever either towards or away from the surface (depending on which way

the resonant curve moved) until the original cantilever driving amplitude is recovered and the

distance that the cantilever is moved is recorded as the feature height. In this way, the surface of

a substrate is mapped with minimal contact between the surface and the tip. Both implemen-

tations of these commonly used AFM techniques require the use of a laser to measure the AFM

cantilever deflections or oscillations, which poses challenges when attempting AFM methods

at cryogenic temperatures.

Optically measuring a cantilever deflection at cryogenic temperatures poses several key dif-

ficulties. Firstly, shining a laser on instrumentation that is being precisely temperature con-

trolled at cryogenic temperatures will result in unwanted heating of the scanning equipment

which may cause temperature fluctuations of the superconducting nanowire. Secondly, align-

ing the laser on the AFM cantilever is crucial in performing room temperature AFM profilome-

try and is difficult at cryogenic temperatures, even with the use of an optical fiber to direct the

laser. Thirdly, there is no easy method to sense a laser as these lasers are measured with silicon

devices at room temperatures, which do not work at cryogenic temperatures. Therefore, we

used commercial self-sensing AFM tips that are fabricated with a piezoresistive strain gauge on

the cantilever, removing the need to optically measure the cantilever deflection. As these self-

sensing tips are scanned over a substrate feature, the cantilever deflects and causes a change in

the cross-sectional area of the strain gauge resistors on the end of the cantilever. This deflec-

tion therefore causes a change in the resistance in these resistors which may be measured as a

deflection of the cantilever.

5.2.1 Self-Sensing AFM Probe Details

The self-sensing strain gauge AFM probes that were used to scan superconducting

nanowires with the home-built cryo-AFM are commercially available and are manufactured

by Sensor Tech. These tips, shown in Figure 5.6a, are formed on silicon dies and are manu-

factured with six aluminum contacts. Contacts H1 and H2 each connect to a resistive heater
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that was not used. Contacts 1, 2, 3, and 4 each connect to the indicated locations in the strain

gauge resistance balancing circuit that is schematically shown in Figure 5.6b. This strain gauge

is composed of two reference resistors (RA and RB) which have a fixed resistance at a given tem-

perature since they are formed on the silicon die off the cantilever and two variable resistors

(RC and RD) which change in resistance when the AFM cantilever is deflected.
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Figure 5.6: (a) An optical image of the self-sensing AFM tip. There are six aluminum contact pads (or-
ange) with two pads (labelled H1 and H2) that are connected to the heater near the tip of the cantilever
and the other four pads (labelled 1-4) are connected to the strain gauge at the fixed end of the cantilever,
outlined with the black box. (b) An enlargement of the region denoted by the box in (a) to more clearly
show the strain gauge. There are two reference resistors that are located on the silicon die (labelled RA

and RB) and two variable resistors (labelled RC and RD) located on end of the cantilever. Also shown in
the inset is the circuit diagram formed by the aluminum connections to the resistors.
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All four connections must be used in order to accurately measure any changes in RC and

RD. The resistors of the strain gauge are manufactured to create a Wheatstone bridge circuit

which is shown in the inset of Figure 5.6b. Ideally, all four resistors are identical which indicates

that if an AC voltage is applied to two opposing leads, such as leads 1 and 3, then the voltages at

leads 2 and 4 will be identical and therefore there will be no measurable voltage between these

leads. If the variable resistors are changed so the resistance bridge is unbalanced, then a voltage

difference will be observed between leads 2 and 4.

These properties of the resistance bridge are exploited as a strain gauge to measure the de-

flection of the AFM cantilever. An AC voltage is typically applied between leads 1 and 3 in the

diagram in Figure 5.6b, which we will call V13, with the bridge response measured between

leads 2 and 4 by an SR830 lock-in amplifier. A ∼ 25µV DC voltage offset is observed when a

0.05 V driving voltage is applied to V13, even when the cantilever is undeflected since the four

bridge resistors are not exactly the same. As the tip is deflected and strain is introduced near the

fixed end of the cantilever (where the strain gauge exists), the resistances of RC and RD changes,

which results in a change in voltage that is measured between leads 2 and 4, which we will call

V24. This change in V24 that is observed when the cantilever is deflected is proportional to the

deflection amplitude and so a tip sensitivity S that relates the deflection voltage with the motion

of the AFM tip may be empirically determined, which will be discussed later.

The self-sensing probes were mounted in the cryo-AFM scan head by attaching the probes

to a silicon chip with gold contacts. This was necessary to ensure that the tips could be safely

mounted in the scan head of the cryo-AFM and to ensure that reliable electrical connections

could be made to the strain gauge resistive balancing bridge. First, gold contacts were formed

with standard lift-off lithographic techniques on a 2.5mm×2.5mm silicon chip with a 200 nm

insulating oxide coating, which were pre-thinned from an initial thickness of ∼ 500µm to a

thickness of ∼ 200µm by grinding the chips with #25 aluminum grit. This final thickness is

required to rigidly mount the chip in the scan head with the gold fingers that were soldered

to the copper contacts on the macor AFM holder. Then, the self-sensing AFM probe was su-
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perglued to the thinned silicon chip with its gold contacts, followed by making gold wire-bond

connections between the four strain-gauge pads on the AFM probe to the lift-off gold contacts

on the silicon chip. The AFM tip, now backed by a silicon chip with gold contacts, is mounted

into the cryogenic AFM scan head by sliding the chip into the previously discussed AFM probe

holder.

5.2.2 Coating AFM Tips with a Magnetic Material via Lift-Off Lithography

In the scanning experiments proposed to map phase slips in superconducting nanowires,

either a dielectric or magnetic AFM tip is scanned above the nanowire to perturb the local su-

perconductivity in the region near the tip. Since silicon is naturally a dielectric, there are no

additional fabrication steps that are required on the commercially available probes when per-

forming the scanning experiment with a dielectric tip. However, these probes are not available

with a magnetic coating option. So, lift-off lithography is required to coat the tips on the self-

sensing probes with a magnetic material in order to scan a nanowire to perturb superconduc-

tivity via a local magnetic field.

One way to deposit a layer of magnetic material to coat an AFM tip is to implement a lift-off

technique in combination with sputter deposition of a magnetic layer. Special considerations

are required to sputter magnetic materials since these magnetic targets influence the magnetic

field of the sputter gun in the traditional sputter system that we commonly employ (see Chap-

ter 2). In a collaboration with the research group of Professor Kristen Buchanan at Colorado

State University, a specialized sputter system was used that is capable of depositing magnetic

material, in combination with a lift-off lithographic technique. Figure 5.7 depicts optical images

of the AFM cantilever at various stages in the lift-off photolithography process. This process

was optimized to avoid covering and/or shorting the connections to the strain gauge bridge

with the sputtered magnetic material. First, it was critical to oxygen ash the AFM probe (which

was superglued to a backing glass substrate) to promote the adhesion between photoresist and

polished silicon. After oxygen-ashing the probe, ∼ 0.3µm-thick LOR3B lift-off resist was spun
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Figure 5.7: (a) Exposed and developed S1813 resist spun on a layer of LOR3B lift-off resist on a self-
sensing AFM cantilever. The undercut that was formed during development is highlighted with the black
line. (b) The resulting lift-off after a 40 nm magnetic layer of Co25Fe75 followed by a 10 nm layer of Ta were
sputter deposited with subsequent lift-off.

and baked onto the probe.* Then, S1813 photoresist was spun and baked on top of the lift-off

resist and subsequently exposed at a very high dose in the region near the AFM tip. Large ex-

posure doses were required to properly expose the resist in this region since the combination

of the surface tension of the resist and the small AFM cantilever resulted in an atypically thick

photoresist layer, even with large spin speeds. The resist was then developed in a bath of AZ917

developer, a tetramethylammonium hydroxide (TMAH) based developer, which resulted in the

lithography shown with the optical image in Figure 5.7a. Note that an undercut is formed under

the photoresist by the lift-off resist layer. Next, the AFM probe with the exposed photoresist was

metalized with a 40 nm magnetic layer of Co25Fe75 and capped with 10 nm of Ta to protect the

*We found that lift-off attempts without using a lift-off resist failed.
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Figure 5.8: An SEM image of a self-sensing AFM tip that was coated with a 40 nm magnetic layer of
Co25Fe75 followed by a 10 nm layer of Ta. This image indicates a tip radius of ∼ 0.5µm, however, the
magnetic coating may influence the electron beam used to obtain this image.

magnetic layer. The magnetic layer was then lifted off in a bath of acetone and then in a bath of

remover PG (RPG) followed by a 3-solvent rinse bath, yielding the self-sensing AFM probe with

a magnetically coated tip shown with the optical image in Figure 5.7b.

The tip of a self-sensing AFM probe was then magnetized once the tip was successfully

coated with a magnetic layer. A small D44-N52 Ni magnet was used to magnetize the Co25Fe75

coated tip by carefully lowering the tip near the surface of the magnet. After this step was com-

pleted, the tip was imaged with a scanning electron microscope (SEM), shown in Figure 5.8, to

determine the physical characteristics of the coated tip. The uncoated tips are specified to have

a tip radius that is < 15nm, however, the tip radius as measured with the SEM image was found

to be 0.5µm. It is important to note that the tip is magnetic and so imaging with an electron

beam may become distorted in this region as a result.
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5.2.3 Cryogenic Characterizations of the Self-Sensing AFM Tips

The self-sensing AFM probes were characterized after mounting the probes on the scan

head of the cryo-AFM. Table 5.1 displays the properties of the strain gauge at room and cryo-

genic temperatures for several of these probes. The resistances of the strain gauge bridge re-

sistors change with temperature and so the voltage offset that is measured on the strain gauge

bridge at V24 is also different when scanning at room or at cryogenic temperatures. Addition-

ally, it is vital to calibrate the strain gauge sensitivity both at room and cryogenic temperatures

to understand how the voltage signal from V24 relates to the profilometry. Therefore, patterns

with ∼ 50nm features were milled into the surface of silicon substrates and were characterized

with a Tencor Instruments surface profilometer. These patterns were then scanned at room

and cryogenic temperatures to determine the sensitivity S of each strain gauge probe by com-

paring the voltage response measured from V24 to the surface profilometry characterizations.

The resulting probe sensitivities are also displayed in Table 5.1 when V13 was driven with a 0.05 V

excitation voltage.

Table 5.1: Properties of Self-Sensing AFM Tips

Tip ID T RA RB RC RD VOffset S

(K) (Ω) (µV) (µV/nm)

AFM132
296 890 891 895 888 25.5 0.070
3.5 929 890 891 926 74.0 0.192

AFM162
294 891 905 909 886 24.0 0.069
1.6 957 980 978 952 87.5 ∼ 0.200

AFM77M∗ 295 867 874 885 874 32.1 ∼ 0.070
1.6 777 796 806 785 38.1 ∼ 0.200

∗Magnetized tip

The frequency response of the cryo-AFM scan head and probe cantilever on AFM132 was

sampled at cryogenic temperatures to determine the resonant frequency of the AFM cantilever.

First, V13 on the strain gauge bridge was driven with a 0.05 V DC signal at ∼ 4K and the cryo-
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AFM z piezo was driven with a sine-wave voltage. The frequency of the sine-wave driving to

the z piezo was then swept while simultaneously recording the strain gauge voltage and phase

responses from V24 at each frequency with an SR830 lock-in amplifier, shown in Figure 5.9.

These measurements determined that this self-sensing probe mounted in the cryo-AFM scan

head has a resonant frequency of fr = 55.593kHz which is accompanied by a characteristic 180°

phase change.
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Figure 5.9: The strain gauge voltage (blue) and phase (orange) from V24 frequency responses as V13 is
driven with a 0.05 V DC signal. These measurements determined that this probe (AFM132) has a resonant
frequency of fr=55.593 kHz when mounted in the cryo-AFM scan head.

5.3 Nanowire Substrate Landmarks

A cryogenic scanning experiment performed with superconducting nanowires requires the

precise positioning of a scanner over the sample. This poses significant challenges since both

the nanowire and the AFM tip positions have to be measured with a method that is accurate,

cryogenically compatible, and benign to the nanowire sample. One potential scheme would

be to pattern the substrate surface with landmarks that could be imaged with the cryo-AFM.

Then, the scanner can be moved relative to these landmarks and accurately positioned above

the nanowire. An ideal choice of landmark is a pattern that uniquely maps the substrate surface
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so that an absolute measurement of the position of the tip relative to the nanowire is obtained

when the pattern is scanned with the cryo-AFM. Therefore, a mapping scheme in which the

surface of the silicon substrate is patterned in a unique way was implemented by ion milling

specialized patterns onto the substrate surface. This was done before the nanowire was created

because the nanowires are both physically and electrostatically fragile.

5.3.1 One- and Two-Dimensional de Bruijn Sequences

A pattern created from a de Bruijn sequence can be used to uniquely define the surface

of a substrate that possesses a nanowire sample. A one-dimensional de Bruijn sequence is a

mathematical sequence of order n that is composed of a predetermined alphabet with p en-

tities, yielding a sequence of length pn in which any subset of n neighbors in the sequence is

unique.192, 193 For example, if a de Bruijn alphabet of [0, 1] (p = 2) is chosen, then Table 5.2

gives a possible de Bruijn sequence for various useful orders that were generated using a de

Bruijn sequence generator tool.194 The n = 5 sequence, for instance, contains 25 = 32 entries;

in this sequence, all sub-sequences of length n = 5 are unique. These sequences can then be

converted into black and white patterns which we will show can be used to locate a nanowire

at cryogenic temperatures. For example, Figures 5.10a and 5.10b depict the x and y patterns

that are generated from the 8th order de Bruijn sequence in Table 5.2, where black represents

a zero and white represents a one. Patterns of this kind can later be used as masks for optical

lithography which were transferred into the surface of the silicon substrates. A complete, two-

dimensional de Bruijn pattern is schematically shown in Figure 5.10c by overlaying the x and

y patterns. For all patterns presented here, black will indicated areas of the substrate that will

be protected by unexposed photoresist while white will indicate areas that will be exposed and

transferred into the substrate surface.

The choice of the order of the de Bruijn sequence to map the substrate surface depends on

several properties of the cryo-AFM scanner. When the cryo-AFM is cooled to cryogenic temper-

atures, thermal contractions between the sample stage and the cryo-AFM alters the tip position
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Table 5.2: Various de Bruijn Sequences

Order Sequence with the binary alphabet [0,1]

5 0 0 0 0 0 1 0 0 0 1 1 0 0 1 0 1 0 0 1 1 1 0 1 0 1 1 0 1 1 1 1 1

6
0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 0 0 1 0 0 1 0 1 1 0 0 1 1 0 1 0 0 1 1 1 1 0 1 0
1 0 1 1 1 0 1 1 0 1 1 1 1 1 1

7
0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 1 0 1 0 0 0 0 1 1 1 0 0 0 1 0 0 1 0 0 0 1 0 1 1 0 0 0 1 1 0
1 0 0 0 1 1 1 1 0 0 1 0 0 1 1 0 0 1 0 1 0 1 0 0 1 0 1 1 1 0 0 1 1 0 1 1 0 0 1 1 1 0 1 0 0 1 1 1 1
1 0 1 0 1 0 1 1 0 1 0 1 1 1 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 1

8

0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 1 1 0 0 0 0 1 0 0 1 0 0 0 0 1 0 1 1
0 0 0 0 1 1 0 1 0 0 0 0 1 1 1 1 0 0 0 1 0 0 0 1 0 0 1 1 0 0 0 1 0 1 0 1 0 0 0 1 0 1 1 1 0 0 0 1 1
0 0 1 0 0 0 1 1 0 1 1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 1 1 0 0 1 0 0 1 0 1 0 0 1 0 0 1 1 1 0 0 1 0 1 0
1 1 0 0 1 0 1 1 0 1 0 0 1 0 1 1 1 1 0 0 1 1 0 0 1 1 0 1 0 1 0 0 1 1 0 1 1 1 0 0 1 1 1 0 1 1 0 0 1
1 1 1 0 1 0 0 1 1 1 1 1 1 0 1 0 1 0 1 0 1 1 1 0 1 0 1 1 0 1 1 0 1 0 1 1 1 1 1 0 1 1 0 1 1 1 1 0 1
1 1 0 1 1 1 1 1 1 1 1

(a) x de Bruijn (b) y de Bruijn (c) Combined x − y de Bruijn

Figure 5.10: (a) x and (b) y de Bruijn patterns generated from the 8th order de Bruijn sequence in Ta-
ble 5.2. (c) Both patterns are superimposed on one another to from a region that is uniquely mapped in
both the x and y directions.

relative to the substrate. Therefore, the de Bruijn pattern must cover a large enough area to

ensure that the AFM tip remains above the pattern regardless of sizable thermal contractions,

which are on order of 100µm, that occur during a cool down. Another consideration is that the

de Bruijn pattern must uniquely define the tip location on the substrate. This requires that the

line width of each entry in the pattern is small enough to allow for a unique set of n entries to

fit within a single scan range of the cryo-AFM when cold, but also large enough to be realisti-
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cally fabricated with optical lithographic techniques. These conditions are represented by the

following equations

l = 2n × linewidth (5.1)

R = n × linewidth (5.2)

where l is the side-length of the patterned area, n is the de Bruijn order, and R is the cryogenic

scan range of the cryo-AFM. Table 5.3 displays several of the size limitations that are imposed

by Equations 5.1 and 5.2 for several de Bruijn patterns assuming an expected scan range of

16µm with the previously discussed cryo-AFM at cryogenic temperatures. For our purposes,

a de Bruijn order of n = 8 and a linewidth of 1.5µm* are chosen since a pattern with these

parameters will span a mapped area of 384µm×384µm while displaying ∼ 10 entries in a single

scan range when cold. This smaller linewidth than what is represented in Table 5.3 will allow

more lines to be visible within a single scan, making it easier to determine the location of tip

within the de Bruijn pattern while also spanning a reasonable patterned area.

Table 5.3: Size limits for various de Bruijn patterns
(16µm scan range)

Order Maximum Linewidth Mapped Area
n (µm) (µm×µm)

5 3.2 102
6 2.7 170
7 2.3 292
8 2.0 512

8∗ 1.5 384
∗Parameters chosen to fabricate de Bruijn patterns.

An alternative substrate mapping that still uses the uniqueness of de Bruijn patterns can

be employed by implementing a two-dimensional de Bruijn torus pattern.193 The previously

discussed de Bruijn sequences are simply one of the many unique solutions that form a one-

*The linewidth must be larger than the minimum resolution of the laser writer of ∼ 0.5µm
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dimensional de Bruijn torus or sequence for a given order.192 However, a two-dimensional de

Bruijn torus of order m is a surface which contains all possible unique square arrays of size

m×m consisting of the chosen alphabet.193 For example, the m = 4 de Bruijn torus is displayed

in Figure 5.11a for the familiar alphabet choice of [1,0]. Fabricating the large m = 4 torus on

a substrate* would require either an extreme lithographic resolution or a very large substrate

area. However, any subset of the m = 4 de Bruijn torus will also contain unique 4×4 matrices,

so we elected to pattern our substrates with the 62× 62 element subset highlighted with the

orange square in Figure 5.11a and shown in Figure 5.11b which covered a 205µm×205µm area

with 3.3µm diameter dots.

(a) Full de Bruijn Torus

-896 -868 -840 -812 -784 -756 -728 -700 -672 -644 -616 -588 -560 -532 -504 -476 -448 -420 -392 -364 -336 -308 -280 -252 -224 -196 -168 -140 -112 -84 -56 -280285684 112 140 168 196 224 252 280 308 336 364 392 420 448 476 504 532 560 588 616 644 672 700 728 756 784 812 840 868

y (µm
)

924 896 868 840 812 784 756 728 700 672 644 616 588 560 532 504 476 448 420 392 364 336 308 280 252 224 196 168 140 112 84 56 28 0 -28 -56 -84 -112 -140 -168 -196 -224 -252 -280 -308 -336 -364 -392 -420 -448 -476 -504 -532 -560 -588 -616 -644 -672 -700 -728 -756 -784 -812 -840

x (µm)

(b) de Bruijn Torus Subset

-200

-100

0

100

200

-200-1000100200

Figure 5.11: (a) The two-dimensional m = 4 de Bruijn torus that contains all possible and unique 4×4
binary arrays. The torus is formed by wrapping the top and bottom edges and then connecting the left
and right edges. (b) The subset of the de Bruijn torus that was used to pattern nanowire substrates. For
reference, the nanowires are intended to be located just below the bottom of (b).

*m = 2 or m = 3 are too small to properly map a large enough area
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5.3.2 de Bruijn Fabrication

A method to locate the superconducting nanowire samples at cryogenic temperatures with

a scanner must be engineered while also considering possible issues that may arise in the

nanowire fabrication process. The de Bruijn patterns (either Figure 5.10c or 5.11b) were trans-

ferred into silicon substrates (each with a 200 nm oxide coating) by ion milling a resist mask

before any nanowires were fabricated to avoid damaging the nanowires during the de Bruijn

lithography and transfer processes. A de Bruijn pattern was placed on each substrate so that

the bottom edge of the pattern, just above where the nanowire would eventually be formed,

was 850µm from the one of the substrate edges. This was done to ensure that the sample lo-

cation is compatible with the physical limitations imposed by cryo-AFM, while also avoiding

the resist edge bead that is formed when spinning resists on substrates. First, 5mm×8mm sili-

con substrates were cleaned with a standard 3-solvent rinse followed by spinning and baking a

∼ 1.3µm thick layer of Shipley S1813 photoresist. The de Bruijn pattern (either Figure 5.10c or

5.11b) was exposed with a maskless laser lithography system that has a lower resolution limit of

0.5µm and easily exposes the 1.5µm lines or the 3.3µm dots.* Finally, the de Bruijn pattern was

developed with AZ 917 developer, which is a Tetramethylammonium hydroxide (TMAH) based

developer, followed by an oxygen-ashing step to clear any remaining resist scum resulting from

the closely space lines or dots. This oxygen-ashing step is crucial since any resist scum will serve

as an etch mask resulting in a flawed pattern transfer.

The de Bruijn pattern was transferred from the photoresist into the silicon substrate via

argon ion milling with a Kaufman and Robinson (K & R) AJA ion mill equipped with a KDC

40 ion source that was previously described in Chapter 3. The substrates were mounted to a

cooled stage and milled at a beam voltage of 500 V, a beam current of 56 mA, and an accelerating

voltage of 300 V for 5 minutes to etch the exposed substrate by ∼ 50nm since the etch rate of the

silicon substrates in this system was found to be close to 10 nm/min. The milled resist was

*Since the linewidths of the 8th order de Bruijn pattern were near the resolution limit of the laser writer, a
slightly higher exposure dose of 200 mJ cm−2 was required to clear thinner lines.
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Figure 5.12: (a) An optical image of the substrate mapping using two, orthogonal de Bruijn sequences
with n = 8 and a linewidth of 1.5µm and spans an area of 384µm×384µm. (b) An optical image of the
substrate mapping using a subset of the 4th order de Bruijn torus spanning an area of 205µm×205µm
with dots that are 3.3µm in diameter. The intended locations of the nanowires are denoted by the blue,
dashed ovals and the substrates have pre-patterned gold contacts in a four-probe geometry.

removed by sonicating the samples in acetone for 10 minutes since photoresist that was milled

with this ion mill became burned or baked (see Chapter 3) resulting in a decrease in solubility

in acetone. However, this resist burning was not detrimental to milling a substrate by 50 nm

since the patterns were unaffected for these short milling times and this issue only became

problematic when attempting to mill for longer than 10 min.

Figures 5.12a and 5.12b show optical images of the resulting de Bruijn patterns etched into a

silicon substrate by using the one-dimensional and torus sequences respectively. The de Bruijn

mapping of Figure 5.12a is created by first patterning and milling the x-direction (Figure 5.10a)

followed by patterning and milling the y-direction (Figure 5.10b). The y-direction pattern is

aligned to the x-direction pattern during the exposure step with the alignment marks that were

formed by milling the first pattern into the substrate, shown in Figure 5.12a. Milling two of these

patterns results in the substrate mapping shown in Figure 5.12a with three milling depths of un-
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milled silicon (where the substrate was protected by both patterns), of 50 nm (where the sub-

strate was protected once by either pattern), and of 100 nm (were the substrate was unprotected

by both patterns). If, however, the de Bruijn pattern that is generated from the two-dimensional

de Bruijn torus is used, then only one milling step is required resulting in the substrate mapping

shown in Figure 5.12b with only one etch depth of 50 nm.

5.4 Contact-Mode Cryogenic Atomic Force Microscopy to Map

a Substrate

The mapping of phase slips along a superconducting nanowire with an AFM tip to locally

perturb superconductivity first requires an experiment to locate the sample with the cryo-AFM.

To accomplish this, the previously discussed de Bruijn patterns formed into the surface of sili-

con substrates were scanned with the self-sensing AFM probes that were mounted in the cryo-

AFM. The resulting profilometry of the de Bruijn patterns then uniquely locates the tip position

relative to the superconducting nanowire, which allows the sample stage to be moved relative

to the tip (with the stick-slip Attocube movers) such that the tip is above the nanowire. This sec-

tion will focus on the details of a generic cryogenic scanning experiment of a de Bruijn mapped

substrate that was performed to locate the cryo-AFM tip position relative to a superconduct-

ing nanowire. The following experiment to locally perturb superconductivity within a nanowire

sample will be discussed later in Chapter 6.

5.4.1 Scanning Preparations

A cryogenic scanning experiment first begins by mounting and verifying the nanowire sam-

ple and the self-sensing probe in the cryostat. First, a de Bruijn-mapped substrate was mounted

onto the copper spacer block on the sample stage. Then, electrical measurement connec-

tions are made to the four probes of the superconducting nanowire sample with gold fingers

which was followed by performing four-probe resistance measurements of the nanowire with

an SR830 lock-in amplifier to ensure the connections are reliable. Next, the cryo-AFM scan

162



head was mounted below the sample as shown with the image in Figure 5.13. At this stage,

resistive measurements of the four strain gauge resistors on the self-sensing AFM probe were

performed (see Table 5.1) to ensure that the strain gauge is functioning properly. This check is

vital since the delicate AFM tip may be destroyed if the strain gauge is not properly connected

when the cryo-AFM approaches the sample as the tip could be “crashed” into the substrate

surface. Measurements of the voltage offset from the bridge, resulting from the minute discrep-

ancies between the bridge resistors, were also performed with an SR830 lock-in amplifier and a

×100 bipolar preamplifier by driving V13 with an AC 0.05 V sine wave at 15 kHz and then mea-

suring V24. This offset voltage was corrected with a lock-in offset function to allow for accurate

µV measurements of changes in V24, which relates to the deflection of the AFM cantilever.
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Gold Sample Finger
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AFM Probe
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Si Sample Substrate
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Figure 5.13: An optical image of the self-sensing AFM probe mounted in the cryo-AFM scanner below
a sample (which is mounted on the sample stage) just before the tip is approached towards the sample
surface.

The sample stage was then approached towards the cryo-AFM scan head after the strain

gauge on the self-sensing AFM tip was verified. This was performed by controlling the z At-

tocube stick-slip positioner with a LabVIEW program to move the sample stage towards the
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cryo-AFM scan head while simultaneously monitoring the offset-corrected signal from V24 as

measured by an SR830 lock-in. Coarse approaching of the sample stage towards the AFM scan

head is initially performed manually at room temperature with the cryostat open to air and

while watching the tip-sample separation with a standard webcam. Once the sample has come

to a safe distance from the AFM tip (typically within ∼ 300µm as shown in Figure 5.13), then the

x and y Attocube positioners are adjusted to optimally place the tip over the center of the de

Bruin pattern.

The AFM tip is then automatically approached toward the sample surface by using a com-

bination of the z Attocube positioner on the sample stage and the z piezo on the cryo-AFM.

First, a setback voltage VSetback is chosen to determine the maximum allowed voltage change

on V24 when the AFM tip contacts the substrate surface. Ideally, the approaching sequence

is terminated for a minimal cantilever deflection, so VSetback values of 0.7µV− 2.8µV at room

temperature or 2.8µV−8.0µV at cryogenic temperatures are chosen, corresponding to tip de-

flections of only 10nm−40nm. Then, in a process called approaching, an automated LabVIEW

program safely brings the AFM tip to the substrate surface by first sweeping the full range of

the z piezo on the scan head that the AFM tip is mounted to (see Figure 5.5) while monitoring

the voltage from V24. If there is no measured change in V24 during the sweep of the scan head

z piezo, then the z Attocube that controls the z motion of the sample stage is stepped towards

the AFM tip by ∼ 1/2 the distance swept by the full range of the cryo-AFM z piezo. This pro-

cess is repeated several times until the tip touches the substrate surface during one of the z

piezo sweeps and a voltage change that exceeds the chosen VSetback is measured on V24 by Lab-

VIEW. The z position of the sample stage when the touch occurs is recorded by the previously

discussed capacitive position sensor and then LabVIEW fully retracts the scan head z piezo. A

correction Attocube step is performed based on where the touch occurred in the piezo sweep

since it is not guaranteed that the touch occurred near the center of the range of motion of the

scan head z piezo.
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The scan plane must be matched to that of the substrate surface before scanning the de

Bruijn mapping. This process, called compensating, is performed with an original Igor program

that controls the x, y , and z piezos on the scan head through a data acquisition (DAQ) board.

The AFM tip is first engaged on the substrate surface by manually controlling the z piezo in Igor

to verify the piezo voltage where a touch occurs according to the chosen VSetback. Then, the tip

is sequentially engaged at various locations on the substrate (usually in a square pattern) and

the z piezo voltage required to touch at each of these locations is recorded. A plane fit is next

calculated from the touch voltages in the Igor program to determine the compensation that is

required to electronically level the scan plane. This leveling is performed electronically rather

than manually by sending some of the x and y piezo voltages to the z piezo as the x and y piezos

are scanned, which causes the z piezo to adjust throughout the scan such that the scan plane

is parallel to the sample surface. The amount of x–y voltage that is redirected to the z piezo is

determined by the plane fit of the z piezo touch voltages during the compensation run. This

compensation process is repeated after electronically leveling the cryo-AFM to ensure that the

scan plane is now parallel to the sample surface.

The approaching and compensating processes are first performed at room temperature be-

fore a cooldown and the de Bruijn pattern is scanned at room temperature to determine the tip

location. After recording the relative room-temperature x, y , and z locations between the tip

and the de Bruijn pattern with the capacitive position sensor, the sample stage is retracted to

a safe distance away from the scan head without changing the x or y sample stage locations to

avoid crashing the tip into the substrate surface as the equipment undergoes thermal contrac-

tions during the cooldown. This room temperature observation of the tip location with respect

to the de Bruijn pattern is vital in successfully finding a superconducting nanowire (or even

the de Bruijn pattern) at cryogenic temperatures. In particular, it is extremely useful to know

the z position of the sample stage when the tip touches the sample surface at room tempera-

ture when approaching at cryogenic temperatures since the vertical thermal contractions of the

scanning equipment are reliably constant. Therefore, if the warm touch height is known, then
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a relatively accurate guess of the z touch position at cryogenic temperatures may be made. Ad-

ditionally, scanning the de Bruijn pattern at room temperature verifies that the tip is roughly

centered within the pattern which indicates that the tip will remain over the de Bruijn pattern

when the sample is cooled, even if the thermal contractions of the scanning equipment alters

the x–y location of the tip.

5.4.2 Cryogenically Scanning the de Bruijn Pattern

Scanning a de Bruijn pattern on the sample surface at cryogenic temperatures requires that

the effects of thermal contractions of the scanning equipment are considered. The cryo-AFM

tip must be approached and compensated on the substrate surface once the cryostat has been

cooled to ∼ 3K. As was previously noted, these processes are performed at room temperature

while watching the sample and scan head with a webcam. However, there is no viable way to vi-

sually observe the approaching process while the cryostat is cold. As the scanner and cryo-AFM

are cooled, thermal contractions alter the relative x, y , and z locations between the sample sur-

face and the cryo-AFM tip. These contractions may cause x and y shifts occurring in random

directions that are as large as ∼ 100µm; however, there is a high likelihood that the tip is some-

where above the de Bruijn pattern after a cooldown since the tip was roughly located in the

center of the de Bruijn pattern at room temperature. Thermal contractions also cause a reliable

change in the relative z position between the sample and the tip that reduces the sample-to-tip

spacing by ∼ 80µm. Therefore, knowing the position sensor reading where the tip touched the

substrate surface at room temperature is vital when approaching the sample stage towards the

scan head at cryogenic temperatures.

The de Bruijn mapping is scanned with proportional-integral-differential (PID) contact

mode once the cryo-AFM tip was approached and compensated at cryogenic temperatures.

PID control is a common method of controlling a desired parameter, such as a temperature or

a cantilever deflection, to a set point. For example, when scanning a de Bruijn pattern with

∼ 50nm features, it is necessary to maintain a constant voltage on V24 (which corresponds to
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the deflection of the AFM cantilever) with PID control of the z piezo voltage to perform pro-

filometry measurements of the surface and to minimize wear of the AFM tip and cantilever.

Scanning the AFM tip over these features causes the cantilever to deflect either towards or away

from the substrate surface and therefore causes a change in the voltage on V24. When such a

voltage change is detected on V24, the proportional term of the PID control applies a voltage to

the z piezo that is proportional to the difference between the set point voltage and the measured

voltage on V24. However, only using the proportional term will always result in a finite differ-

ence between these voltages and so, purely proportional control can lead to ringing. Adding an

integral term adjusts the correction voltage that is applied to the z piezo to minimize the accu-

mulated error that is incurred between the V24 and the set point. We have found that balancing

these two terms is sufficient to properly and smoothly control the cryo-AFM cantilever and that

the remaining derivative term, which typically tunes the response time, is not required. In this

way, the PID control continually adjusts the voltage on the z piezo to correct the voltage on V24

to match the desired set point voltage and the resulting z piezo voltage change (which is easily

related to the piezo deflection) that was required to maintain a cantilever deflection of 50 nm is

recorded as the profile of the substrate surface.

This PID scanning technique was performed on silicon substrates with de Bruijn mapping

to locate the nanowire as shown in Figure 5.14a. First, a room temperature profilometry scan of

the de Bruijn pattern was obtained via the PID contact mode implementation of the cryo-AFM

and recorded as Scan 01, which is shown in Figure 5.14b. The location and scan range of the

cryo-AFM tip for this room temperature scan is marked with a white dot and an orange box in

Figure 5.14a respectively. Once the cryostat was cooled to 3 K, a cold scan was obtained without

moving the x or y Attocubes and labelled Scan 02, which is shown in Figure 5.14c. The location

and scan range of the cryo-AFM tip for this initial cold scan is marked with a white dot and a

blue box in Figure 5.14a respectively. From these scans, the effects of the thermal contractions

are noticed as a shift to the right in the tip location within the de Bruijn pattern. Then, the z

piezo was retracted and the x and y Attocube positioners were adjusted to move the substrate
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Figure 5.14: (a) A map of the scan locations at room and cryogenic temperatures performed to locate a
superconducting nanowire. The centers of each scan (labelled by scan number) are denoted by the white
circles. The red line connecting these dots shows the path that the scan head traced when finding the
nanowire. (b) The initial profilometry data at room temperature obtained with a scan range of roughly
∼ 30µm× 30µm is highlighted by the orange box in (a). (c) The first cryogenic profilometry scan after
cooling the cryostat to 3 K without moving the x or y Attocubes. The cold scan range of ∼ 14µm×14µm
is highlighted by the blue box in (a).
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above the AFM tip to another location in the de Bruijn pattern where Scan 03 was obtained.*

This process is repeated to move the scan head closer to the nanowire sample site and the tip

location is recorded with Scans 04–08 until the nanowire was found in Scan 09 (which will be

shown in Chapter 6).

With the previously described experiment, a superconducting nanowire may be located by

implementing a self-sensing AFM-probe with a strain gauge cantilever in concert with coarse

Attocube positioners and a de Bruijn mapping scheme. Once the nanowire sample is found

with this cryogenic profilometry technique, the contactless scanning experiment to perturb su-

perconductivity and map phase slip locations along the nanowire may be performed, which we

will discuss in the following Chapter.

*We went the wrong way on this one!
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Chapter 6

Mapping Phase Slips with Cryogenic Atomic Force

Microscopy of Superconducting Nanowires

A cryogenic scanning experiment to map the locations of phase slips of the superconducting

order parameter ψ in nanowires may elucidate the origin of the excess nanowire resistance that

is observed below the critical temperature. Giordano attributed the excess resistance of indium

nanowires that could not be explained by thermally activated phase slip (TAPS) to macroscopic

quantum tunneling (MQT) events of the superconducting system. The existence of MQT that

cause quantum tunneling phase slip (QTPS) events in superconducting nanowires as proposed

by Giordano remains a subject of debate.177–179, 181, 182, 184, 185, 187 While some theories and ex-

periments130, 131, 136, 145, 147, 154, 156, 159, 164, 181, 182 agree that MQT events causing QTPS in super-

conducting nanowires are responsible for the excess nanowire resistance, other theories and

experiments151, 164, 177–179, 185, 187 propose that defects or inhomogeneities in the nanowire cross

section may elicit TAPS events at a different rate and therefore are the origin of the excess resis-

tance. These theoretical discrepancies demand an experiment that can provide insight into the

origins of the excess low-temperature nanowire resistance by determining if a correlation exists

between the phase slip rate and nanowire inhomogeneities.

We therefore seek to cryogenically map the locations of phase slips along a superconducting

nanowire with the scanning experiment proposed in Chapter 4. We postulate that the phase-

slip rate may be experimentally influenced by locally perturbing superconductivity along the

nanowire with either a dielectric or a magnetized tip that is scanned proximal to the nanowire

with a cryogenic atomic force microscope (cryo-AFM). Recall that the resistance of a supercon-

ducting nanowire at a temperature T due to TAPS and the proposed MQT events is given by

RTotal = RTAPS +RMQT = π~2

2e2kT
Ωe−∆F0/kT + A

l

ξ

[
∆F0

~τ

]1/2

e−B∆F0τ/~ (6.1)
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where ∆F0 is the free energy barrier between the normal and superconducting states in the

absence of an applied current. The TAPS and MQT models that were discussed in Chapter 4

and are represented with Equation 6.1 indicate that the wire resistance (and phase-slip rate)

is exponentially dependent on the cross-sectional area A (∆F0 = u Aξ) of the nanowire and

indicates that phase slips occur at a higher rate at locations along the nanowire with smaller

cross-sectional areas. Because of this, we expect the nanowire resistance to either exponen-

tially increase or decrease when superconductivity is locally perturbed (or in other words, when

the local condensation energy u = (8
p

2/3)(H 2
c /8π) is perturbed) near a constriction along the

wire. Therefore, if a cryo-AFM tip is scanned along a one-dimensional superconductor while

simultaneously measuring the nanowire resistance, then we may experimentally determine if a

correlation exists between the phase slip rate and any inhomogeneities in the nanowire.

The study of the apparent resistance caused by phase slips in the superconducting order

parameter ψ requires samples that are one-dimensional so that fluctuations in ψ are only al-

lowed along the lengths of these nanowires. Thus, it is vital to fabricate nanowires that are as

narrow as possible and to use a material with a long coherence length, since superconductors

are classified as one-dimensional nanowires by ensuring that the cross-sectional dimensions

are small when compared to ξ. Therefore, materials with shorter coherence lengths (such as

niobium with a coherence length of ξ = 38nm)111, 165 are not an attractive material choice as

a result of the difficulty in fabricating a sample with the extremely small size-scales that are

required in order to manifest phase slip events. In contrast, materials with longer coherence

lengths (such as pure aluminum with a coherence length of ξ = 1600nm)110 would be an ideal

material choice since the size requirements of these nanowires are easier to fabricate and do not

require the finest resolution techniques in order to realize a one-dimensional superconductor.

However, the pure aluminum critical temperature of Tc = 1.14K111 is lower than the base tem-

perature of the available cryostat which is near 1.2 K,109 so pure aluminum cannot be used as

the sample material. We therefore chose to fabricate nanowires from sputter-deposited gran-

ular aluminum because this material has a modest coherence length of ∼ 150nm at T = 0.9Tc

171



(see Chapters 2 and 3), which suggests that a fabrication technique that is capable of produc-

ing nanometer-scale features is required to create nanowires using this material. Additionally,

the material properties of granular aluminum films may be tuned during the sputter deposi-

tion by adjusting the amount of oxygen present during the sample growth, which enables the

fabrication of nanowires samples with critical temperatures near Tc = 1.7K that are ideal for the

cryostat.

The nanoscale of the desired one-dimensional granular aluminum samples requires a fab-

rication technique with a resolution limit that is capable of producing features that are smaller

than the coherence length of granular aluminum of∼ 150nm. Electron beam lithography (EBL),

also termed scanning electron microscope (SEM) lithography, is one such fabrication technique

that is widely implemented to create nanostructures.126, 147, 156, 164, 169, 171, 172, 174, 195–198 Fabri-

cation methods that utilize SEM lithography commonly employ poly(methyl methacrylate)

(PMMA) as a lift-off resist. In this technique, PMMA resist is first spun onto a substrate and

then exposed with an SEM followed by development and metallization. Then, the substrate is

soaked in acetone, remover PG (RPG), or another solvent to dissolve the remaining PMMA re-

sist and lift-off the sample. The details of this fabrication process can vary considerably due to

the numerous options in resist molecular weights (if PMMA is used),199 resist layering,156, 195, 196

choice of developer,200–203 developer temperatures,202, 204 sample deposition method (such as

thermal evaporation or sputtering), lift-off solvents, and whether or not sonication is used to

facilitate development202 or nanowire lift-off.205 EBL lift-off techniques may also be combined

with etching practices to further reduce the sample size-scales.164, 171, 197

In addition to traditional lift-off techniques, SEM lithography may be exploited in combi-

nation with milling or etching methods to produce nanostructures. Rather than implementing

PMMA as a positive-tone resist in which the exposed area is developed away, PMMA is instead

employed as a negative-tone resist by exposing the PMMA layer with extremely large doses.

These high doses cross-link the constituent PMMA polymers resulting in the insolubility of the

cross-linked PMMA in acetone.174 In this method, PMMA is first spun and baked onto a sili-
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con substrate that has been metalized with the sample material. Then, the PMMA resist is ex-

posed with the desired pattern with a large dose to cross-link the PMMA. Finally, the substrate

is soaked in acetone, dissolving any unexposed resist. This leaves behind the cross-linked, pat-

terned area which may now be used as either a wet- or dry-etch mask to define the supercon-

ducting nanowire geometry in the underlying sample layer.174, 206, 207

We attempted numerous combinations of EBL techniques to discover processes that repeat-

ably produce granular aluminum nanowires which were scanned with a cryogenic atomic force

microscope (cryo-AFM). First, we will discuss the wide range of lithographic processes that

we explored in order to create trapezoidal or rectangular cross-sectional granular aluminum

nanowires. Then, we will present the cryogenic scanning experiments that were performed to

locally perturb superconductivity in these nanowires by using the home-built cryo-AFM (see

Chapter 5) to scan a dielectric or a magnetized AFM tip near the wires in order to map phase

slip events.

6.1 Electron Beam Lithography (EBL)

As we previously discussed, the size scale of the desired granular aluminum nanowires re-

quires a lithographic technique with a smaller spatial resolution than what is provided by typical

optical lithography systems. Electron beam lithography (EBL) uses a Scanning Electron Micro-

scope (SEM) to expose a poly(methyl methacrylate) (PMMA) resist layer with a beam of elec-

trons to produce resist features as small as ∼ 15nm.174, 198 However, the fabrication of nanowire

samples in a four-probe geometry requires that the PMMA resist is used to either lift-off the

sample or as an etch mask to transfer the exposed pattern from a PMMA layer into a sample

layer, which typically results in slightly larger sample feature resolutions than what is achieved

in PMMA resists. The generic principals and details of EBL that were used to ultimately realize

nanowire samples will be discussed in this section.
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Figure 6.1: A schematic representation of a typical field emission SEM. This representation was modeled
after the JEOL 6500F SEM that was used in this work. Select trajectories within the electron beam in the
region of the SEM electron optics are denoted by the blue and orange paths.
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6.1.1 The Scanning Electron Microscope (SEM)

Before exploring the numerous process details pertaining to SEM lithography, it is useful to

discuss the electron optics and present the basic workings of a typical SEM, such as the JEOL

6500F that was used in this work. In a field emission SEM, which is schematically represented in

Figure 6.1, a beam of electrons is generated with an electron gun at the top of the SEM column.

The electron gun generates this electron beam by first thermionically emitting electrons from

a tungsten filament. These electrons are then extracted from the region near the filament by

a bias voltage VBias and are accelerated out of the gun with an accelerating voltage Va. The

trajectories of the electrons within the electron beam (represented by the blue and orange paths

in Figure 6.1) are then controlled with a series of lenses and apertures as the electron beam

moves through the SEM column. Here, “lens” refers to current-carrying coils (blue boxes and

schematically represented with the dashed lenses) that influence the trajectories of electrons

with a magnetic field and “aperture” refers to a plate with a small hole that blocks most of the

electron beam, but allows portions of the beam to pass.

In order to perform high quality imaging and lithography, it is important to understand the

function of the various electron optics within an SEM that are shown in Figure 6.1. The electron

beam immediately encounters the condenser aperture after emerging from the field emission

gun, which roughly collimates the beam. Then, the total beam current (that will eventually im-

pinge on the surface of the sample) is controlled with the condenser lens by broadening the

beam,208 which creates diffuse trajectories that are blocked with the objective aperture.* In

addition to blocking certain trajectories that are created with the condenser coils, the objective

aperture also controls the size of the electron beam at the surface of the sample by adjusting the

aperture size. Smaller apertures will result in smaller beam diameters which allows for higher

resolution imaging or lithographic exposures to be performed. However, there is a trade-off

since smaller apertures decrease the overall beam current, which either decreases the bright-

*Note that changing the objective aperture will also alter the beam current, however, this is not the primary
role of the objective aperture and the beam current should be controlled by adjusting the current through the
condenser coils.
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ness for imaging applications or increases the required exposure time for lithographic applica-

tions. Finally, the electron beam is focused onto the sample surface with the objective lens.208

When observing the surface of a sample, the electron beam is rastered with the the scanning

coil and electrons that are scattered off the sample surface are detected and recorded with the

scatter detector.

The first parameter that must be chosen for either application of the SEM is the accelerating

voltage Va. When exposing electron beam resists in lithographic applications, larger Va are gen-

erally desired since high accelerating voltages yield collimated electron beams.202 Rooks et al.

have performed Monte Carlo simulations of the distributions of electrons in an electron beam

for various accelerating voltages and found that the most collimated beams are obtained with

Va = 100kV and that smaller accelerating voltages produce lower aspect ratio beams.202 These

low aspect ratio beams result in larger resist linewidths since the electron distribution is less

localized when exposing the PMMA. Therefore, all of the lithographic work presented here was

performed at 30 kV, which is the largest accelerating voltage that the JEOL 6500F SEM is capable

of producing. When attempting imaging, however, accelerating voltages as low as 5 kV may be

desired, especially for organic or fragile samples. Therefore, all imaging was performed at an

accelerating voltage of 15 kV since the superconducting nanowires and test structures that we

will discuss in this work are not fragile in this regard.

The electron beam requires an initial setup and optimization when using the SEM to per-

form imaging or lithographic exposures. First, an objective aperture size and a beam current

that are appropriate for the intended application of the SEM must be determined and set. The

JEOL 6500F SEM that was used is equipped with four objective apertures of sizes ranging from

30µm−1000µm and are labelled such that the largest numbered aperture corresponds to the

smallest diameter size. Therefore an objective aperture of 4 (corresponding to an aperture di-

ameter of 30µm) was used to expose fine features along with a beam current of ∼ 25pA,209

which was produced by choosing a probe current of “3” in the SEM control program. A slightly

larger objective aperture of 3 (corresponding to an aperture diameter of 50µm) was used to ex-
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pose larger features or to image samples along with a beam current of 150pA ∼ 6500pA, which

was obtained by choosing a probe current of “6–13” in the control program.

Additionally, the JEOL 6500F SEM is equipped with a nanoscale pattern generation system

(NPGS) controlled beam blanker (see Figure 6.1) that must be placed in the path of the electron

beam if the SEM is intended to be used to perform lithographic exposures. The beam blanker

is a conductive plate with a large opening that is placed above the objective lens. NPGS then

rapidly controls the plate voltage to either block the beam from the sample by applying a large

voltage (∼ 200V) to the plate in order to terminate the electron beam at the blanker or to al-

low the electron beam to pass through the blanker by grounding the plate voltage. By rapidly

varying the beam blanker voltage in this way, the electron beam may be turned on or off and

lithographic exposures may be performed on the sample. Therefore, it is vital that the align-

ment procedure (which will be discussed later) is performed with the grounded beam blanker

inserted into the path of the electron beam before performing lithographic exposures since the

presence of another conducting plane marginally alters the path of the electron beam. In other

words, aligning the electron beam before inserting the beam blanker will result in a marginally

misaligned electron beam, which is detrimental to the quality of ultra-fine lithographic fea-

tures. Also, the beam blanker opening must be centered with respect to the objective aperture

in order to achieve the best alignment when using the beam blanker.

The electron beam may now be aligned, focused, and characterized once the SEM has been

configured with the desired objective aperture, beam current, and beam blanking settings.

Beam alignment and focusing are performed by imaging a standard with 10 nm and 100 nm

spherical gold nanoparticles, which is mounted onto the sample stage. First, the sample stage

height is adjusted to focus the gold standard. However, a sample stage that is in the correct fo-

cal plane of the electron beam will not necessarily produce focused images or lithography since

the beam shape also plays a major role in the quality of SEM microscopy. Several details of the

electron optics can alter the beam shape such as the presence of the beam blanker, the exact

profile of the various apertures, and the uniformity of the lens coils which may all led to an
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astigmated or elliptically-shaped beam at the sample surface. Therefore, the shape of the elec-

tron beam is corrected to a circular shape by adjusting the x/y stigmators, which are located

near the base of the SEM column as shown in Figure 6.1. The extreme advantage of perform-

ing the beam alignment using spherical gold nanoparticles becomes apparent since diagnosing

an astigmated beam is generally difficult when imaging arbitrarily-shaped features. If the gold

particles appear elliptical or not spherical in shape, then the electron beam is astigmated and

further corrections with the x/y stigmators are required. Therefore, an iterative process is used

to properly align the electron beam by first adjusting the sample height, then adjusting the

x/y stigmators, and then repeating this process until the gold particles on the standard appear

spherical and are in focus. Images of the gold nanoparticles before and after properly aligning

and focusing the electron beam are shown in Figures 6.2a and 6.2b respectively. Note that the

10 nm gold particles can be resolved in the background of Figure 6.2b which indicates that the

resolution of the SEM is at least as low as 10 nm with this particular alignment.

(a) (b)

Figure 6.2: SEM images of the gold standard (a) before and (b) after the instrument was aligned. Note
that both gold nanoparticle sizes of 100 nm and 10 nm are resolved in (b) with the smaller 10 nm particles
in the background.
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The beam current is then measured once the beam is properly aligned and focused by using

a Faraday cup and picoammeter. A Faraday cup is a small, conductive cup with a hole in its cen-

ter which is electrically connected to the picoammeter. If an aligned electron beam is focused

through this hole, then all of the charge is collected in the conductive cup and an extremely

accurate measurement of the total beam current may be performed. This measurement is crit-

ical when using the SEM for lithographic applications as it determines the amount of time that

the beam blanker exposes the PMMA at each point in a lithographic pattern in order to achieve

the desired exposure dose. As we previously noted, an aperture of 4 along with a spot size of

3 were used when exposing ultra-fine nanowire features such that the electron beam current

at the sample surface was close to ∼ 25pA, which proved to be essential in order to obtain the

highest resolution exposures.209

6.1.2 EBL Process Details

In general, a Jeol 6500F SEM was used in this work to expose a layer of PMMA to create either

a positive- or negative-tone pattern to lift-off or etch a nanowire sample in a four-probe geom-

etry. Fabricating nanowire samples with SEM lithography is an involved process that requires

numerous process steps and careful preparation. Additionally, several design and sample de-

tails must be carefully considered to successfully create nanowires with either implementation

of PMMA resist. Although the generic EBL fabrication process is complex and requires careful

consideration, SEM lithography can reliably and easily create samples with nano-scale features.

Pattern Design Details

Before exposing samples with an SEM, a lithographic pattern that dictates how the sample is

exposed must be properly designed and configured. As we previously discussed, the nanoscale

pattern generation system (NPGS) controls the voltage on the beam blanker to modulate the

electron beam on the sample surface. During an exposure, the electron beam is rastered with

the scanning coil (see Figure 6.1) and NPGS modulates the blanker voltage to turn the beam on

or off at each pixel according to a lithographic pattern and various design parameters. The pixel
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size that NPGS uses to expose the sample pattern is determined by the field of view (FOV) and a

16-bit digital to analogue converter that allows communications between the beam blanker on

the SEM and the NPGS software on an external computer. For example, if a nanowire pattern

is exposed using a FOV of 100µm×100µm, then the pixel size that is distinguishable by NPGS

is 100µm/216 = 1.5nm. However, additional considerations are required in order to exploit this

minimum pixel size for a given pattern in the NPGS software.

In addition to the sample geometry, an electron beam pattern requires information about

the exposure which must be properly configured within an NPGS pattern in order to perform

high-resolution lithography.209 In particular, the “center-to-center distance”, the “line spacing”,

and the magnification must be determined and set in the NPGS design pattern before exposing

a sample. Both the “center-to-center distance” and “line-spacing” parameters dictate the lateral

and vertical spacings between each pixel in the pattern and should be set to the smallest possi-

ble size (as was previously determined by the FOV and the 16-bit digital to analogue converter).

NPGS does not automatically populate these values with the minimum pixel size, so manually

verifying that these parameters are properly set is vital to avoid exposing, for instance, a 100 nm

feature with 100 nm spacing parameters.

The importance of the “center-to-center” and “line” spacings indicates that the magnifi-

cation of the SEM during the exposure is also crucial because the FOV determines the pixel

size. Larger numeric magnifications will result in smaller pixel sizes with which NPGS exposes

the sample surface. However, the FOV is reduced for larger magnifications which drastically

increases the difficulty of aligning the exposure pattern to pre-defined features. Additionally,

some SEM models have “coarse magnification jumps” and writing ultrafine features at mag-

nifications that are near these jumps can result in lower quality features.209 For example, the

Jeol 6500F series SEM has magnification jumps at 70×, 700×, 7000×, and 70000×. Therefore, a

magnification of 1000× was chosen since this magnification is not close to any magnification

jumps and also results in a usable FOV of 108.8µm×108.8µm. This FOV is large enough to fa-
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cilitate pattern alignment and large feature exposures while also yielding a minimum pixel size

of 1.66 nm, which is small enough to properly expose ∼ 100nm nanowires.

Process Details

Sample preparation may begin after designing and optimizing the sample pattern in NPGS.

Silicon substrates with an insulating oxide or nitride coating are first prepared with a standard

3-solvent rinse and then a layer of either 495K or 950K weight PMMA dissolved in anisole (A3)

is spun and baked onto the clean substrate for 90 seconds with a 180 ◦C hotplate. Recall that

thicker resist layers generally promote sample lift-off or better protect an underlying sample

layer when an etching technqiue is used to transfer a lithographic pattern. Since PMMA resists

are typically much thinner than the Shipley S1800 series photoresists that were used and dis-

cussed in previous Chapters, a slower spin speed of 2000 rpm was used to obtain PMMA thick-

nesses of ∼ 120nm for 495K PMMA and ∼ 200nm for 950K PMMA.106 Therefore, it is important

to program a ramp-up spin step from 500 rpm to 2000 rpm to create a more uniform resist coat-

ing. The PMMA-coated silicon substrates were next mounted to a conducting SEM pellet with

copper tape to minimize resist charging during exposure with the electron beam, which is vital

since resist charging may result in under-exposing the PMMA.

Next, the samples are loaded into a JEOL 6500F SEM to expose the PMMA resist. If nano-

scale features are desired, then the SEM is initially configured with the beam blanker inserted

into the SEM column, an accelerating voltage of 30 kV, an objective aperture of 4 with a 30µm

diameter, and a probe current of 3 (which adjusts the strength of the condenser lens) to obtain

a beam current of ∼ 25pA at the sample surface. Then, the electron beam is aligned, focused,

and characterized using a gold standard and a faraday cup as was previously discussed before

performing any exposures. Once the electron beam is aligned, the SEM is moved above a sam-

ple and the sample stage is adjusted to focus the electron beam on the sample surface since the

sample and gold standard are not the same thickness.* This focusing is performed on x-shaped

*The beam alignment does not need to be repeated.
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scratches in the PMMA that were intentionally placed in the corners of the substrate and away

from the sample area with a razor blade when the samples were mounted onto the conductive

SEM pellets. Scratching the PMMA surface in this way ensures that the substrate surface will

have defects (that are far away from the nanowire write area) that may be used to focus the

electron beam because focusing on extremely clean and uniform spin-coated PMMA is nearly

impossible.

The sample pattern is then exposed once the sample surface is focused and the sample area

is located.* From numerous exposure tests, we found that positive-tone PMMA patterns are

typically exposed with doses that range from 300µCcm−2−1200µCcm−2 depending on the fea-

ture width (larger features require smaller doses) and that negative-tone PMMA patterns are

typically cross-linked with doses that range from 10000µCcm−2 −80000µCcm−2. After expo-

sure, the samples are developed and the remaining PMMA is implemented in lift-off or etching

techniques to create a sample. There are numerous details that pertain to developing exposed

PMMA resists, which we will explore in the next section.

6.2 Creating Nanowires with EBL

The previously described EBL process was used to create granular aluminum nanowires in a

four-probe geometry with two distinct techniques, which are summarized in the following way.

In the first method, PMMA is employed as a positive-tone resist to lift-off granular aluminum

nanowires. First, silicon substrates with de Bruijn mapping (see Chapter 5) are spun and baked

with a layer of PMMA resist as was previously described. Then, the resist is exposed with an

SEM and subsequently developed with one of the several choices of PMMA developers. The de-

veloped resist is next metalized with a layer of granular aluminum and then lift-off is performed

in an acetone bath. In the second method, PMMA is employed as a negative-tone resist as an

etch mask to define the nanowire geometry in a layer of granular aluminum. Silicon substrates

with de Bruijn mapping are initially metalized with a layer of granular aluminum to cover the

*If pre-existing features are on the substrate surface, then alignment is performed in NPGS.
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entire substrate. Then, a layer of PMMA resist is spun and baked with the usual spin-coating

parameters. Next, these samples are exposed with extremely large doses using the SEM and

are then developed in an acetone bath to dissolve the unexposed resist. The samples are then

either ion-milled or wet-etched to transfer the nanowire geometry from the PMMA etch mask

into the granular aluminum film. Various process parameters were tested for both the positive-

and negative-tone applications of PMMA with exposure tests before any four-probe wires were

fabricated. Granular aluminum nanowires were then fabricated in a four-probe geometry once

a set of optimal process parameters were empirically determined from these exposure tests.

6.2.1 Using PMMA as a Positive-Tone Resist

One commonly exploited nanoscale fabrication technique that is capable of producing the

desired nanowire samples is to use poly(methyl methacrylate) (PMMA) as a lift-off resist. This

is accomplished by implementing PMMA as a positive-tone resist such that the areas of the

PMMA that are exposed with an electron beam are developed away. However, the extreme ver-

satility of this technique indicates that the quality of nanoscale samples may vary considerably

as a result of the numerous process options. Therefore, we explored the effects of resist lay-

ering,156, 195, 196, 198 developer,200–203 developer temperature,202, 204 and metallization technique

(sputtering and thermal evaporation) by exposing and processing a pinwheel of nanowires to

determine the most robust nanowire lift-off recipe. This geometry is a particularly useful test

structure to use when optimizing an EBL lift-off recipe since each nanowire in the pinwheel is

written at a different angle which may therefore be used to diagnose any failures that are caused

by an astigmated electron beam.

In order to create a nanowire fabrication recipe, several layering structures of 950K and 495K

PMMA resists were tested. Layering a higher resolution resist (such as 950K PMMA) on top of

a lower resolution resist (such as 495K PMMA) may be used to create undercut geometries*

as a result of the larger features that form in the underlying resist layer when the resist stack

*For a schematic picture of an undercut, see Chapter 2.
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is exposed.198 Additionally, we hypothesize that multiple layers of the same molecular weight

PMMA may be used to artificially increase the single layer resist thickness, which may improve

lift-off quality by mitigating the detrimental effects from the resist sidewall coating when the

resist is metallized. We explored these possibilities in this work by testing the exposure and lift-

off parameters of monolayers of 495K and 950K weight PMMA in addition to bilayers of 950K

PMMA spun on top of 495K PMMA (which we will denote with 950K/495K), 950K/950K, and

495K/495K. Nanowire patterns in a pinwheel geometry were exposed in these resist layer struc-

tures using the previously described EBL process with the JEOL 6500F SEM followed by develop-

ment with a 3 : 1 mixture of isopropyl alcohol : methyl isobutyl ketone (IPA : MIBK),200, 202 called

developer A. These tests determined that each resist layering (including the PMMA monolayers)

yielded successful exposures in the PMMA layers with no signs of beam astigmatism. However,

lift-off attempts with a ∼ 50nm layer of sputter-deposited granular aluminum failed with each

of these resist stacks.

We hypothesize that developing the exposed PMMA with developer A could cause problem-

atic geometries that could result in failed lift-offs. In order to understand the post-development

feature geometry in the PMMA, a nominally 100 nm nanowire that was exposed in a bilayer of

950K/495K PMMA was imaged with the SEM and is shown in Figure 6.3. This image was ob-

tained after coating the exposed and developed PMMA stack with 30 nm of granular aluminum,

but before attempting lift-off. The granular aluminum layer was deposited to facilitate imag-

ing with the SEM since conductive layers are easier to image than insulating layers. It became

clear from Figure 6.3 that the nanowire that was exposed in the PMMA stack is much narrower

than the nominal exposure width, which was most likely the reason behind the failed lift-off

attempts in similar test samples. This narrower nanowire geometry in the resist may plausibly

be a result of the PMMA resist stack swelling during development in A.203

The temperature dependence of developer A on the resist contrast as well as the addition of

other developer components were explored in an attempt to resolve the resist swelling issue. Hu

et al. have found that the contrast and sensitivity of PMMA resists increases when developed in
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Contact Pad

Nanowire in PMMA

Figure 6.3: An SEM image of a nanowire near a contact pad in a bilayer of 950K/495K PMMA resist that
was nominally exposed to be 100 nm in width with a dose of 600µCcm−2. This image was obtained at
a magnification of 45000× and at an accelerating voltage of 15 kV. The PMMA was developed in a room
temperature mixture of 3 : 1 IPA : MIBK (developer A) and then coated with 30 nm of granular aluminum
to promote imaging with the SEM.

cold A. So, additional exposure tests of a pinwheel of nanowires were developed in this way, but

resulted in failed lift-off attempts. Another potential method to increase the resist resolution is

to add trace amounts (∼ 1.5%) of Methyl Ethyl Ketone (MEK) to developer A,200 however, this

resulted in the same lift-off issues. Therefore, we explored using an alternative PMMA developer

to determine if lift-off nanowire features were possible with this recipe.

A mixture of 3 : 1 isopropyl alcohol : water (IPA : H2O), called developer B, is another com-

mon PMMA developer that was implemented to mitigate the previously discussed problems

that may be associated with developer A. Although developer B is less commonly used, Mo-

hisin et al. found that this developer is capable of producing higher resolution features than

developer A when using an accelerating voltage of 20 kV to expose the resist,201 which is similar

to the accelerating voltage that was used in this work. Additionally, Rooks et al. have observed

an increase in the resist resolution when developing features with chilled developer B, although

an accelerating voltage of 100 kV was used to expose these features.202 Therefore, we tested the
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(a) Room Temperature (b) 5 ◦C

Figure 6.4: SEM images of nominally 30 nm wide nanowires in a pinwheel geometry that were exposed
in a monolayer of 950K PMMA and were developed in (a) room temperature and (b) 5 ◦C 3 : 1 IPA : H2O
(developer B). The features in (a) were exposed with a dose of 707µCcm−2 and the features in (b) were
exposed with a dose of 969µCcm−2. These images were obtained with an accelerating voltage of 15 kV
and a magnification of 45000×. Both substrates were coated with 10 nm of granular Al to promote imag-
ing with the SEM.

efficacy and temperature dependence of developer B by exposing a pinwheel of 30 nm wide

nanowires in a monolayer of 950K PMMA resist on two substrates. Each substrate was then de-

veloped in either room temperature or 5 ◦C developer B which resulted in the nanowire PMMA

trenches that are shown in Figures 6.4a and 6.4b respectively. These tests revealed that a larger

exposure dose of 969µCcm−2 was required when the exposures were developed with chilled

developer B when compared to the exposure dose of 707µCcm−2 that was required when us-

ing room temperature developer B. Additionally, the exposures depicted in Figure 6.4 indicate

that development with B results in much narrower nanowires in the PMMA when compared

to nanowire features that were developed with A and that chilled developer B yields a slightly

higher resolution. Therefore, we decided to use room temperature developer B to develop

positive-tone PMMA resist for lift-off techniques since this developer creates promising PMMA

trenches that seem likely to produce lift-off nanowires.

186



!""# $%&%'()

#&*+%)*+
,-)(.%/0

!""#
1/0)'2

Figure 6.5: Left: An SEM image obtained with an accelerating voltage of 15 kV and a magnification of
45000× of nominally 30 nm wide nanowire trenches exposed in a layer of 950K PMMA. The PMMA was
developed in a room temperature mixture of 3 : 1 IPA : H2O (developer B) and then coated with a 10 nm
Al layer to facilitate imaging (previously shown in Figure 6.4a). Right: An SEM image at the same accel-
erating voltage and magnification of a granular aluminum nanowire pinwheel that was sputtered to a
thickness of 80 nm and lifted-off of a substrate that was processed identically to the one shown in the left
image.

Test samples that were exposed with a pinwheel of nanowires and developed with room

temperature developer B were then metallized with a layer of granular aluminum to determine

if these nanowire trenches resulted in successful lift-off nanowires. First, a sample with 30 nm

wide nanowire PMMA resist trenches was metalized via sputter deposition with 80 nm of gran-

ular aluminum and lifted-off in a room-temperature acetone bath. The right half of Figure 6.5

depicts an SEM image of this granular aluminum pinwheel of nanowires that was lifted-off from

a sample with a pinwheel of nanowire trenches in a layer of 950K PMMA that was exposed and

developed in the same manner as the resist that was also imaged with the SEM and shown with

the left half of the image. Unfortunately, comparison of these images reveals that the lift-off

granular aluminum wire widths are much wider than the trenches that were exposed in the
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PMMA. This is an unexpected result since the only explanation for obtaining 150 nm wide lift-

off nanowires from ∼ 70nm wide trenches is that the PMMA sidewalls were coated and the

granular aluminum film was severed at a width of ∼ 150nm. As was discussed in Chapter 2, any

sidewall coating of a lift-off resist is detrimental to the quality of the lift-off since the sample area

becomes connected to the deposited metallic sheet, which may cause the nanowire features to

lift-off with the rest of the metallic sheet. However, the SEM image of the lifted-off granular alu-

minum nanowires in Figure 6.5 shows rough nanowire edges with “flaps” of granular aluminum

which indicates that the nanowires tore from the sputtered sheet during lift-off. Therefore, this

lift-off technique with sputter-deposited granular aluminum will not produce nanowires that

are narrower than ∼ 150nm and the nanowires that are produced do not have uniform edges.

One explanation for the lack of lift-off success that we experienced with sputtered granu-

lar aluminum nanowires using PMMA as a lift-off mask is potentially caused by the deposition

method. When metallization is performed via magnetron sputtering, material is ejected from a

ring on the target rather than from a point source. This non-point-source property of sputter-

ing methods creates large angles of incidence of ballistic material in addition to the presence of

diffusive sputtered material108 that can easily coat the sidewalls of the PMMA. Because of this,

metallization via thermal evaporation can mitigate issues related to the sidewall coating since

the evaporation source is much more point-like as the metal is evaporated from a small boat

that is heated with large currents. We therefore tried to thermally evaporate granular aluminum

nanowires instead of sputtering; however, the system that we used is not capable of cooling the

substrate in situ. As a result, the energy deposited into the PMMA by the hot evaporated alu-

minum hard-baked the PMMA layer which made lift-off even more difficult and unreliable. All

attempts to reduce the sample heating including thermally anchoring the substrates, increasing

the source-sample distance, and creating a thermal shield to occlude the sample from the hot

evaporation components yielded the same difficulties and seemed to result in the same resist

heating. Since lift-off is difficult when implementing sputtering or thermal evaporation, we de-

cided to explore an alternative SEM lithographic technique to fabricate the desired nanowires.
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6.2.2 Using PMMA as a Negative-Tone Resist

Extremely small nanodevices can also be fabricated by using PMMA as an etch mask. This

technique implements PMMA as a negative-tone resist by exposing the resist with exception-

ally high doses (> 10000µCcm−2) to cross-link the PMMA polymers.174, 206, 207 The sample is

then “developed” in acetone which dissolves the unexposed resist, leaving behind the exposed

and insoluble cross-linked PMMA. The remaining cross-linked resist is then used as a dry- or

wet-etch mask to define the desired nanowires of superconducting material in an underlying

layer. This technique was ultimately employed to reliably produce 30nm− 200nm nanowire

structures and resulted in 150 nm wide four-probe nanowire samples.
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Figure 6.6: SEM images of 950K PMMA nanowires written at 30 nm, 50 nm, 70 nm, 100 nm, 150 nm, and
200 nm in width. These PMMA nanowires were written on a silicon substrate with a 70 nm layer of gran-
ular aluminum with a dose of 45000µCcm−2.
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The optimal exposure parameters to create cross-linked nanowires of PMMA were deter-

mined from various exposure tests. These tests were performed on substrates that were sputter-

coated with a ∼ 70nm layer of granular aluminum followed by spin-coating a layer of either

495K or 950K PMMA with the previously described spinning parameters. The samples were

then mounted and electrically grounded to SEM sample pellets with copper tape to mitigate

sample charging when exposing the PMMA with an electron beam as was previously described.*

Then, several test nanowire structures ranging in width from 30nm−200nm were exposed with

large exposure doses with the SEM. The sample was then “developed” in acetone to dissolve

the unexposed resist and leave behind the insoluble and cross-linked PMMA wires, shown with

the SEM images in Figure 6.6, with dimensions that closely matched the pattern widths for

exposure doses > 30000µCcm−2. This is a robust method of producing cross-linked PMMA

nanowires that cover a layer of sample material since this technique is not sensitive to the exact

exposure dose (as long as the dose is large enough) or to the development time.

Transferring the PMMA Nanowires into Granular Aluminum

Now that PMMA nanowires have been fabricated, these features must be used as an etch

mask in order to create superconducting nanowire samples in the underlying granular alu-

minum layer. We first explored the use of a wet-etch to transfer the nanowires from the PMMA

into the granular aluminum sheet by etching an exposure test sample with Transene moly

etchant, which is a phosphoric-acetic-nitric acid solution. The test sample was etched for

∼ 2min until the unprotected granular aluminum sheet was completely etched away, which cre-

ates granular aluminum nanowires with trapezoidal cross-sections as a result of the isotropic

etching geometry. For example, as a granular aluminum sheet of thickness ∼ 50nm is wet-

etched, the acid solution also laterally etches the granular aluminum nanowires beneath the

PMMA nanowire by ∼ 50nm on each side, which forms sloped edges in the protected gran-

ular aluminum. Therefore, an accurate etch time combined with appropriately wide PMMA

*It is much easier to ensure that the sample is properly grounded with this technique (as opposed to the lift-off
method) since there is a conductive sample layer beneath the PMMA layer.
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Figure 6.7: SEM images of granular aluminum nanowires created from wet-etching 495K PMMA
nanowires with Trasene moly etchant. The PMMA nanowires were written at widths of 70 nm, 100 nm,
150 nm, and 200 nm with a dose of 80000µCcm−2. As a reuslt of the isotropic nature of wet-etching,
nanowires from PMMA wires of width < 100nm were not reliably continuous. Granular aluminum
nanowires that were masked by PMMA wires that were wider than 100 nm, however, were trapezoidal
in cross section.

nanowire etch masks are crucial to successfully fabricate nanowire samples with this method

because over-etching the sample may result in completely laterally etching through the gran-

ular aluminum nanowires. Therefore, wider PMMA nanowires of width 150nm ∼ 200nm were

required to properly produce ∼ 100nm wide granular aluminum nanowires. Figure 6.7 depicts

several granular aluminum nanowires that were fabricated by wet-etching a granular aluminum

sheet that was masked by 70nm−200nm wide cross-linked PMMA nanowires that were exposed

in 495K PMMA resist with a dose of 80000µCcm−2. While four-probe nanowire samples were

eventually realized with this method, adhesion between the cross-linked PMMA and the gran-

ular aluminum layer became unreliable when wet-etching larger cross-linked patterns, which

resulted in unreliable four-probe samples.

191



!"#$% &""#$% &'"#$% (""#$%

!" !" !" !"

#$#$#$#$

)*$#+,--./

Figure 6.8: SEM images of granular aluminum nanowires that were created by milling 950K PMMA
nanowires with the sputter system. The PMMA nanowires were written at widths of 70 nm, 100 nm,
150 nm, and 200 nm with a dose of 56667µCcm−2.

Dry-etching or ion milling is an alternative method of transferring the nanowire geometry

into an underlying sample layer. In this technique, the cross-linked PMMA nanowires are used

as a milling mask to protect areas of the granular aluminum layer during ion bombardment.

Unlike wet-etching, ion milling is not an isotropic process, and so nanowires that are transferred

into a granular aluminum layer with this method have rectangular cross-sectional shapes and

are closer in width to the PMMA nanowire etch masks. This method has been used by Cai et al.

to produce thin gold wires by forming similar nanowires in a PMMA layer, adjusting the PMMA

wire width with an oxygen ash, and then milling the sample.174 In our work, PMMA nanowire

structures that are written on a granular aluminum sheet were milled with either a Kaufman

& Robinson (K & R) KDC 40 ion mill or with the sputter system, which were both described in

Chapter 3. However, the etch rate of the PMMA was problematically fast in the K & R ion mill,

which left the granular aluminum layer unprotected. So, nanowire samples were milled in the
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sputter system since this milling method yielded a much more reasonable PMMA etch rate and

consistently created narrow and smooth granular aluminum nanowires.*

Figure 6.8 shows SEM images of several granular aluminum nanowires that were fabricated

by milling 950K PMMA nanowires that were 70nm−200nm in width with the sputter system. In

order to achieve these nanowires, however, the milling time had to be extremely accurate. Over-

milling the substrate such that the PMMA wires were completely removed resulted in thinning

the previously protected granular aluminum, which compromised the electric viability of the

samples. We discovered that the voltage between the sputter anode and cathode (see Chapter 2)

would increase when the sheet aluminum layer that was not covered by PMMA was completely

milled through to compensate for the lack of conductive material on the copper sputter target.

We were therefore able to use this rough metric to consistently and reliably stop the milling

process at the correct time to produce clean nanowires in granular aluminum.

6.2.3 Creating Four-Probe Nanowires

Superconducting nanowires in a four-probe geometry were fabricated using both wet- and

dry-etching techniques. These four-probe nanowire samples were exposed in either a mono-

layer of 495K or 950K PMMA using the previously discussed EBL processes and recipes on a

silicon substrate with de Bruijn mapping that is coated with a layer of granular aluminum. The

four-probe nanowire pattern required two separate exposures; one exposure patterned the fine

nanowire features with a dose of 60000µCcm−2 and a lower-resolution exposure patterned the

four measurement contacts with a lower exposure dose of 30000µCcm−2.† The nanowire pat-

terns were exposed using the previously discussed EBL parameters for fine features and the

larger contact features were exposed using the previously discussed EBL parameters for larger

features. The large-feature process parameters were necessary to obtain a large beam current in

order to reduce the low-resolution contact feature exposure time from several hours to only a

*As was described in Chapter 3, the success of the milling step with the sputter system required that the sam-
ples were properly grounded.

†In general, larger features required a smaller exposure dose to properly cross-link the PMMA.
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few minutes. Since the beam parameters were changed between exposing the nanowire and

contacts, the electron beam was realigned with the large-feature parameters and the beam

current was remeasured after exposing the fine-feature nanowires. Additionally, each of these

exposures required an alignment step in NPGS to either align the nanowire pattern to the de

Bruijn mapping or to align the contacts to the nanowire. After both sets of exposures were com-

pleted, the sample was developed in acetone to dissolve the unexposed resist and leave behind

a PMMA nanowire with four-probe contacts. At this stage, the PMMA nanowire mask may be

used to transfer the four-probe nanowire geometry into the granular aluminum layer via a wet-

or dry-etch as was previously discussed.
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Figure 6.9: An optical image of a granular aluminum nanowire (NAl062619e) that was fabricated on top
of pre-patterned gold contacts on a substrate with two orthogonal, one-dimensional de Bruijn maps (see
Chapter 5). This nanowire was created using 950K PMMA as a wet-etch mask with Transene moly etchant
and was grown to a thickness of 70 nm, written to be 150 nm wide, and is trapezoidal in cross-section
(shown with the inset SEM image of a similar nanowire) as a result of the wet-etch. The alignment marks
that were used to align the nanowire and granular aluminum contact patterns at the SEM are noted
within the de Bruijn mapping.
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Figure 6.9 depicts one of the four-probe granular aluminum nanowires that was fabricated

using PMMA as a wet-etch mask. This particular nanowire (called NAl062619e) was formed

from a 70 nm thick granular aluminum layer that was sputtered on top of pre-patterned gold

contacts, which were 60 nm thick. This gold contact thickness was chosen so that the gold pads

were thinner than the granular aluminum to ensure that the nanowire sample made reliable

electrical connections to the gold while also ensuring that the gold is thick enough to have

robust electrical connections to the cryogenic measurement equipment. Once the nanowire

was wet-etched, the gold contacts become bridged by the four-probe granular aluminum con-

tacts and nanowire sample. Wet-etching granular aluminum nanowires in this way produced

some viable nanowires; however, the adhesion between the granular aluminum layer and the

cross-linked PMMA during the wet-etch step was unreliable in general. Additionally, success-

ful four-probe nanowires exhibited large two-probe contact resistances between the gold and

aluminum layers which introduced excess noise in the resistance measurements of the sample.

This two-probe noise is detrimental to the cryogenic scanning experiment that we seek to per-

form as the small changes in the wire resistance that are caused by phase slip events may be

obscured.

Granular aluminum nanowires with continuous granular aluminum contacts were fabri-

cated with a dry-etching technique in order to avoid the previously discussed downsides to us-

ing pre-patterned gold contacts. This sample geometry requires granular aluminum contacts

that are much thicker than the final nanowire sample so that robust electrical connections may

be made to the measurement equipment in the cryostat. One way to accomplish this would

be to grow multiple layers of the sample material such that the contact area is thicker than the

sample area. However, this cannot be accomplished since granular aluminum forms an insu-

lating oxide layer when the material is exposed to air, which is necessary in forming a sample

with this multiple layering method. Therefore, a process that begins with a bi-thickness layer of

granular aluminum, which is depicted in Figure 6.10, is required to realize a granular aluminum

nanowire sample with continuous granular aluminum contacts. First, silicon substrates with de
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Figure 6.10: A schematic of the process used to fabricate granular aluminum nanowires via ion milling
with sputter system. For clarity, the upper figures show the height profiles taken along the dashed lines.
(a) A bi-thickness layer of granular aluminum (gray) is deposited on a silicon substrate (blue). (b) Opti-
cal lithography is performed to expose the four-probe contact pattern in a layer of S1813 resist (orange)
to protect the underlying granular aluminum. (c) The sample is partially wet-etched in Transene moly
etchant until the granular aluminum on the de Bruijn side is ∼ 70nm thick and then the photoresist is
removed. (d) 950K PMMA is spun, baked, exposed, and developed as a negative-tone resist to form a
cross-linked PMMA nanowire (black). (e) The sample is ion milled in the sputter system to transfer the
nanowire pattern into the thinned granular aluminum layer. The side profile shows the granular alu-
minum height along the vertical dashed line. This process results in a ∼ 70nm thick granular aluminum
nanowire that is continuous with granular aluminum contacts, which are as thick as ∼ 400nm to ensure
that robust electrical connections are achieved.

Bruijn mapping were grown with a continuous and uniform layer of granular aluminum with

two different thickness on each end of the substrate. This was accomplished by blocking half of

the substrate that contains the de Bruijn pattern (where the nanowire sample will be formed)

with a shutter for a portion of the deposition. After the other half of the substrate is coated with

∼ 150nm of granular aluminum, the shutter is moved (without stopping the sputter growth) and

an additional ∼ 250nm of granular aluminum is deposited. This growth results in a silicon sub-

strate with granular aluminum that is 150nm+250nm = 400nm thick on one side and is only

250 nm thick on the sample side with the de Bruijn mapping as shown in Figure 6.10a. This

bi-thickness growth is performed to ensure that the granular aluminum measurement contacts

are thick enough on the ∼ 400nm side to be used with spring pin contacts while also ensuring
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that the 250 nm granular aluminum layer covering the sample site is thin enough to eventually

form a nanowire sample with a desired nanowire thickness while preserving the continuity of

the granular aluminum across the substrate surface.
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Figure 6.11: An optical image of a granular aluminum nanowire (NAl010220b) with continuous granular
aluminum contacts that was fabricated using the process depicted in Figure 6.10. This particular wire is
40 nm thick and was written to be 150 nm wide (shown with the inset SEM image of a similar nanowire).
The remnants of the alignment marks that were used to align the various optical and SEM lithographic
patterns are noted within the de Bruijn mapping, but were nearly etched away as they were formed in
the granular aluminum layer.

The optical and SEM lithographic steps are performed to define the contacts and nanowire

once the silicon substrate is coated with a bi-thickness layer of granular aluminum. First, a four-

probe lead geometry is exposed in S1813 photoresist such that unexposed photoresist protects

the large-feature four-probe leads as shown in Figure 6.10b. Note that the nanowire area be-

tween the four contacts and near the de Bruijn pattern is unprotected at this stage. Next, the

sample is partially wet-etched in Transene moly etchant until the aluminum at the nanowire

site is close to 70 nm thick and the resist is removed resulting in the substrate shown in Fig-

ure 6.10c with multiple thicknesses of granular aluminum. Then, a four-probe nanowire pat-
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tern is exposed and developed in a layer of 950K PMMA to cross-link the exposed area as shown

in Figure 6.10d. The sample is then milled in the sputter system to transfer the nanowire pat-

tern into the granular aluminum, which is then followed by another wet-etch to finish defining

the sample. This process results in a four-probe granular aluminum nanowire with continu-

ous granular aluminum contacts that is schematically shown in Figure 6.10e and resulted in the

four-probe sample (called NAl010220b) that is shown with an optical image in Figure 6.11.

The nanowire depicted in Figure 6.11 (NAl010220b) is ideal for a scanning experiment with a

cryogenic atomic force microscope (cryo-AFM). This four-probe granular aluminum nanowire

was fabricated from the same granular aluminum layer as the granular aluminum contacts,

which eliminates the 2-probe contact resistances and therefore reduces the resulting measure-

ment noise (as we noted earlier). Additionally, this nanowire can be found with a cryo-AFM at

cryogenic temperatures since the nanowire is positioned near a two-dimensional de Bruijn pat-

tern (see Chapter 5). Ultimately, there are numerous combinations of lithographic and etching

techniques that will reliably produce nanowire samples. While lift-off processes have produced

nanowires, the wet- and dry-etching techniques proved to be more reliable methods to cre-

ate granular aluminum nanowires in a four-probe geometry, which were eventually scanned at

cryogenic temperatures.

6.3 Cryogenically Scanning Superconducting Nanowires

An experiment to map phase slips requires both a cryo-AFM and a superconducting

nanowire sample, which have been realized in this work. In Chapter 5, we discussed the home-

built cryo-AFM that was constructed to scan either a dielectric or magnetic AFM tip near a su-

perconducting nanowire in order to locally influence superconductivity and therefore the phase

slip rate. Then, previous portions of this Chapter presented robust electron beam lithographic

techniques and recipes that produced granular aluminum nanowires. Now, we will discuss the

scanning experiments of these granular aluminum nanowires using the cryo-AFM with both a

dielectric and a magnetic tip.
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6.3.1 Sample details

The relationship between the phase slip rate and possible inhomogeneities in supercon-

ducting nanowires were explored with two granular aluminum nanowire samples that were

created in a four-probe geometry. Both of these nanowires were fabricated using the previously

described SEM lithographic technique that employs PMMA as a negative-tone resist for use as

an etch mask. The first nanowire (NAl062619e previously depicted in Figure 6.9) was fabricated

with a wet-etch on top of gold measurement contacts while the second nanowire (NAl010220b

previously depicted in Figure 6.11) was fabricated with ion milling in the sputter system and

has continuous contacts made of granular aluminum (see Figure 6.10). The granular aluminum

films that were etched to ultimately become nanowires were deposited via Magnetron sputter-

ing aluminum at a rate of ∼ 10Å/s in an argon pressure of 6500µTorr and with a partial oxygen

pressure of ∼ 50µTorr, which were both controlled by Alicat mass flow controllers. These sam-

ple layers were either grown to a thickness of ∼ 70nm in the case of the wet-etched nanowire or

to a bi-level thickness of 400 nm/250 nm (see Figure 6.10) in the case of the milled nanowire re-

sulting in a final sample thickness of 40 nm after the entire milling process was completed. The

PMMA nanowires on both samples were exposed to be 150 nm wide and 15µm long between

the two voltage leads. This PMMA geometry resulted in a nanowire with a trapezoidal cross-

section that is 150 nm wide in the case of the wet-etched nanowire (NAl062619e) or resulted in

a nanowire with a rectangular cross-section that is also 150 nm wide in the case of the milled

nanowire (NAl010220b).

Table 6.1: Properties of Granular Aluminum Nanowires (NAl062619e & NAl010220b)

Nanowire Cross- Tc RRT R4K ρRT ρ4K RRR

Section K (Ω) (µΩ ·cm) ρRT/ρ4K

NAl062619e Trapezoidal 1.972 380 339 17.73 15.82 1.12

NAl010220b Rectangular 1.831 133 112 5.32 4.48 1.19
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The superconducting properties of each nanowire were characterized with room temper-

ature and cryogenic resistive measurements, which are shown in Table 6.1, before scanning

either granular aluminum nanowire sample. Special considerations are required when per-

forming measurements of nanowires as these delicate samples are easily destroyed by static

discharges. So, great care was taken to ground all electrical connections, work areas, and even

the scientist when mounting these nanowire samples in the cryostat. The nanowire samples

were mounted onto a grounded copper sample stage with Apiezon N thermal grease to ther-

mally anchor the samples to the scanner, which is anchored to a liquid helium pot. Electrical

connections were made to the nanowire via gold contact fingers that were harvested from a

micro-USB connector as was described in Chapter 5. Once the samples were safely mounted,

the cryo-AFM tip was positioned above the de Bruijn pattern where room temperature pro-

filometry of the de Bruijn mapping was performed to determine the room temperature location

of the AFM tip. Then, each nanowire was characterized by performing normal state resistance
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Figure 6.12: Critical transitions of the two granular aluminum nanowires that were fabricated using
PMMA as either a dry- (orange) or as a wet- (blue) etch mask. The critical transitions are plotted on a
resistance log scale against∆T = T −Tc and the critical temperatures of each nanowire were determined
to be Tc = 1.831K and Tc = 1.972K for the dry- and wet-etched nanowires respectively.
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measurements at room and cryogenic temperatures, which were used along with either the

trapezoidal or rectangular nanowire cross-section to infer the resistivity of each sample. Next,

critical transition measurements of both nanowires, shown in Figure 6.12, were performed by

applying a 10 nA current that was modulated by an SR830 lock-in amplifier and then measuring

the resulting voltage with the same lock-in and a ×10 FET preamplifier. The temperature of the

samples was monitored with a Cernox thermometer and controlled with a manganin wire resis-

tive heater during these measurements. Note that these samples each exhibit broad transition

widths, indicating that phase slip events are likely occurring within these nanowires.

6.3.2 Scanning a Nanowire with a Dielectric Tip

In the first scanning experiment, the wet-etched nanowire (NAl062619e) was scanned with

the cryo-AFM using a dielectric tip in an attempt to locally perturb the superconductivity along

the nanowire. Recall that scanning a superconducting nanowire with a dielectric tip alters the

capacitance per unit length of the nanowire and therefore alters the local electrostatic energy

density outside the nanowire177, 181, 183–185 which may either suppress or enhance the local su-

perconductivity of the nanowire. So, the wet-etched nanowire (NAl062619e) was scanned with

an unaltered self-sensing silicon AFM tip to obtain both cryogenic profilometry and simulta-

neous resistance measurements of the nanowire. These measurements could then be used to

determine the phase slip rate as the tip is scanned along the nanowire.

The wet-etched nanowire sample was first characterized and located with the cryo-AFM in

order to prepare for an experiment to map the phase slip rate along the nanowire. After char-

acterizing the superconducting properties of the nanowire (see Table 6.1), the sample stage

was approached towards the cryo-AFM scan head. This was followed by engaging the AFM

tip on the substrate surface and then electronically leveling the scan plan of the cryo-AFM as

was described in Chapter 5. Then, several contact-mode profilometry scans with proportional-

integral-differential (PID) control were performed on the unique de Bruijn mapping of the

nanowire substrate in order to find the nanowire with the cryo-AFM (see Chapter 5). Once
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the nanowire was located, cryogenic profilometry of the nanowire using the full x–y scan range

of ∼ 16µm of the cold cryo-AFM was obtained to center the AFM tip above the nanowire. Since

a scan range of 16µm is too large to properly image a ∼ 150nm nanowire, the y-piezo scanning

voltage was limited to enhance the y spatial resolution, resulting in the cryogenic profilometry

of the nanowire that is shown in Figure 6.13a.
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Figure 6.13: (a) Cryogenic AFM profilometry and (b) the resistance recorded at each location of the
cryo-AFM tip during a contactless scan of the wet-etched granular aluminum nanowire (NAl062619e) at
T = 0.95Tc = 1.87K.

After locating the nanowire with the self-sensing AFM probe and optimizing the scan range,

the contactless cryogenic scanning experiment to perturb superconductivity and map phase

slips may be performed. The z piezo on the cryo-AFM is retracted until the dielectric silicon

AFM tip is just barely above the sample surface. Then, the nominal nanowire resistance was

recorded to be ∼ 21.4Ω at a temperature of T = 0.95Tc = 1.87K by applying an AC current of

10 nA to the nanowire and then measuring the voltage response with an SR830 lock-in ampli-

fier as was previously described. While maintaining this constant temperature, the cryo-AFM
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scanned the tip above the nanowire with the limited y scan range and with the full x scan range

while recording the nanowire resistance at each tip position, shown in Figure 6.13b.

The resistance measurements of the nanowire when scanned with a dielectric tip in Fig-

ure 6.13b indicates that the presence of the dielectric tip did not influence the nanowire re-

sistance, which was repeatedly observed with additional scans that were performed at various

temperatures up to T = 0.99Tc. One explanation is that this 150 nm wide granular aluminum

nanowire has cross-sectional dimensions that are too large to cause one-dimensional super-

conductivity to manifest. Another possible explanation is that the AFM tip, although a dielec-

tric, cannot influence the local energy density on a scale that would cause a measurable change

in the resistance. Therefore, we attempted to repeat this experiment with a different nanowire

and also with a magnetized tip to more directly influence superconductivity.

6.3.3 Scanning a Nanowire with a Magnetic Tip

In the next scanning experiment that we attempted to perform, the dry-etched nanowire

(NAl010220b) was intended to be scanned with a magnetically coated AFM tip. While no for-

mal theory exists for the effects of a locally applied magnetic field on the superconductivity of

a nanowire, it is reasonable to assume that a magnetic field will suppress superconductivity.

Therefore, an AFM tip on a self-sensing probe was coated with a 40 nm layer of Co25Fe75 which

was then magnetized with a small D44-N52 Ni magnet (see Chapter 5). Then, this magnetized

AFM tip was mounted into the cryo-AFM in the cryostat along with the dry-etched granular alu-

minum nanowire sample by taking the previously discussed grounding precautions. Additional

precautions were required for this experiment, however, since we found that the x attocube

positioner (see Chapter 5) became unreliable after a cool down but still functioned properly at

room temperatures. So, the tip was positioned at room temperature with Scans 01−03 of the

two-dimensional de Bruijn torus, shown in Figure 6.14, to position the tip such that only y at-

tocube movements would be required after cooling the sample to cryogenic temperatures to

avoid using the x attocube.
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Figure 6.14: (a) A map of the scan locations at room and cryogenic temperatures to locate the supercon-
ducting nanowire with a magnetically coated AFM tip. Scans 01−03 were performed at room tempera-
ture and Scan 04 was performed at 1.6 K. (b) The profilometry data obtained (Scan 03) to locate the AFM
probe at room temperature before the cool down. (c) The profilometry obtained (Scan 04) after cooling
down and shows that there was a significant amount of thermal contraction that moved the tip such that
the tip was not centered over the nanowire.

After strategically positioning the cryo-AFM at room temperature, the sample was cooled

to cryogenic temperatures in order to perform the phase-slip mapping experiment with the

magnetized tip. Similar preparations of characterizing the sample (see Table 6.1), approaching

the sample towards the cryo-AFM, and then engaging and leveling the tip were performed with

milled nanowire. The two-dimensional de Bruijn torus was then scanned to determine the cold
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tip location, shown in Figure 6.14b with Scan 04, which indicated that the tip location problem-

atically shifted during the cool down such that an adjustment with the x attocube positioner

was required to find the nanowire as the tip was no longer vertically aligned with the sample. At

this point, the experiment could not be completed as we discovered that the x-attocube sam-

ple stage positioner malfunctioned as we foresaw. Therefore, we warmed the cryostat to room

temperature to correct the tip placement, which resulted in destroying the nanowire sample.

These scanning experiments typically resulted in the loss of the nanowire sample since the

numerous granular aluminum nanowires that we attempted to test were destroyed when they

were subjected to large temperature changes, which made cooling even one down successfully

very rare. We believe that either electrostatic discharges during the cool down from the mea-

surement instrumentation or stress and strain differences between the nanowire and the silicon

substrate are causing this problematic nanowire destruction. The obstacles of a malfunction-

ing sample stage positioner at cryogenic temperatures combined with the high likelihood of

losing a nanowire sample either when cooling down or warming up the cryostat makes further

scanning experiments of nanowires of this kind impractical for the time being.

6.4 Project Outlook

The inconclusive results of these experiments warrants additional scanning experiments

of superconducting nanowires. First, the scanning experiment with a magnetic tip can be re-

attempted with a repaired attocube positioner to determine if a locally applied field suppresses

superconductivity enough to cause a measurable change in the wire resistance. Then, the pre-

viously discussed nanowire fabrication processes could be improved to create smaller nanowire

samples or even to create a nanowire sample with artificial notch constrictions in the wire width

where phase slip events are likely to occur.

The experiments that we previously presented were also hindered by the inability to reli-

ably cool down granular aluminum nanowires to cryogenic temperatures without destroying

the sample. We found that the nanowire samples were repeatedly destroyed when exposed to
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large changes in temperature which may plausibly cause the wires to delaminate from the sili-

con substrate as a result of stresses and strains that are introduced into the granular aluminum

film during the sample sputter deposition. Therefore, additional experiments could be per-

formed (with a repaired cryo-AFM) using other superconducting materials such as indium or

tin as these materials have reasonable critical temperatures of∼ 3.4K and∼ 3.8K respectively115

that are compatible with the cryostat. Another attractive material that was previously unusable

with this project is pure aluminum since this material has an atypically long coherence length

of 1600 nm.110 We did not explore nanowires that were fabricated with this material since the

critical temperature of pure aluminum of 1.14 K111 is too low for the cryostat. However, there is

a possibility of outfitting the cryostat with a He3 refrigerator, which will lower the base temper-

ature of the cryostat from ∼ 1.2K to ∼ 500mK making pure aluminum a viable material.
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Closing Remarks

In conclusion, this work studies superconductivity in low-dimensional granular aluminum

materials. We first focused on studying vortex dynamics in granular aluminum films with Chap-

ters 2 and 3 to address the way in which these films could be implemented as vortex ratchets

since these rectifiers may be used as fluxonic devices. In Chapter 2 we presented a novel method

of fabricating both asymmetrically and symmetrically thickness-modulated films of granular

aluminum to rectify vortex motion. While this experiment revealed that a sample with a sym-

metric thickness modulation exhibited reversible critical currents, the asymmetrically modu-

lated sample did indeed rectify vortex motion by at most a factor of ∼ 1.1 at an applied field

of 4.7 G and at 0.85Tc. However, this rectification was much less than the factor of ∼ 2 that we

expected from considering the slopes in each direction in the sawtooth-like thickness modu-

lation. Therefore, we moved to address another related question in the field regarding the in-

fluence of the sample edge geometry on vortex nucleation and motion within superconducting

films with the experiments that were presented in Chapter 3. Using either a dynamic optical

lithographic method or a laser writer instrument, we performed multilevel lithography to fabri-

cate superconducting films each with multiple tapered edges to probe the relationship between

the slope of a tapered edge and the suppression of the geometric edge barrier to vortex nucle-

ation. With these experiments, we found that lower critical currents were required to nucleate

vortices over shallower tapers while shorter tapers with steeper slopes made it more difficult

for vortices to enter, which indicates that shallower tapered edges do in fact result in reduced

edge barriers. We observed that the critical currents that are required to nucleate vortices into a

superconductor may be reduced by as much as a factor of ∼ 2.4 with the longest and shallowest

taper (l = 4.0µm) at an applied field of 11.5 G and at a temperature of 0.75Tc when compared to

the critical currents required to nucleate vortices over a squared edge geometry. These findings

showcase the importance of the sample edges on the vortex dynamics within a superconduc-

tor. In combination with the surface modulation studies that were presented in Chapter 2, we
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propose that vortex motion may be drastically influenced by creating a thickness-modulated

sample with tapered edges to realize a high quality ratchet.

In the last two Chapters, we attempted to address a long-outstanding question in the field

regarding the nature of superconductivity in one-dimensional superconductors. In particular,

there are disagreements regarding the origin of the low-temperature phase slips of the super-

conducting order parameter that cause an apparent resistance in nanowire samples which can-

not be explained with early models that describe thermally activated phase slip (TAPS) events.

One explanation posits that the superconductor is experiencing macroscopic quantum tunnel-

ing (MQT) events at these low temperatures that result in quantum tunneling phase slip (QTPS)

events in order to explain this excess resistance while another theory claims that nanowire

defects cause TAPS to occur at a different rate. A rigorous understanding of these processes

has been hindered by challenges that are associated with fabricating uniform nanowires that

are also sufficiently small enough to exhibit phase slip events. In this work, we proposed a

cryogenic scanning experiment that employs a cryogenic atomic force microscope (cryo-AFM)

that scans an AFM tip above a nanowire to influence the local superconductivity which will

enable us to determine if a correlation exists between the local phase slip rate and nanowire

inhomogeneities. In order to perform this experiment, the construction of a cryo-AFM along

with methods of locating the nanowire at cryogenic temperatures were presented in Chap-

ter 5. Chapter 6 then outlined a robust electron beam lithographic (EBL) method that em-

ploys poly(methyl methacrylate) (PMMA) as a negative-tone resist to produce superconduct-

ing granular aluminum nanowires. The scanning experiments that were performed on these

nanowires were inconclusive as several unfortunate obstacles made further experiments im-

practical. However, these inconclusive results warrant additional scanning experiments that

address these obstacles by repairing the scanning equipment and by fabricating nanowires with

a different material.
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currents of superconducting aluminum nanowires in external magnetic fields: Evidence

for a weber blockade, Phys. Rev. Lett. 114 (2015).

225



[173] A. Falk, M. Deshmukh, A. Prieto, J. Urban, A. Jonas, H. Park, Magnetic switching of phase-

slip dissipation in NbSe2 nanoribbons, Phys. Rev. B 75, 20501 (2007).

[174] H. Cai, K. Zhang, X. Yu, N. Pan, Y. Tian, Y. Luo, X. Wang, Highly efficient and controllable

method to fabricate ultrafine metallic nanostructures, AIP Adv. 5, 117216 (2015).

[175] N. Giordano, Experimental study of localization in thin wires, Phys. Rev. B 22, 5635 (1980).

[176] D. E. Prober, M. D. Feuer, N. Giordano, Fabrication of 300-Å metal lines with substrate-

step techniques, Appl. Phys. Lett. 37, 94 (1980).

[177] G. V. Pai, E. Shimshoni, N. Andrei, Resistivity of inhomogeneous superconducting wires,

Phys. Rev. B 77, 104528 (2008).

[178] C. Qiu, T. Qian, W. Ren, Phase slips in superconducting wires with nonuniform cross sec-

tion: A numerical evaluation using the string method, Phys. Rev. B 77, 104516 (2008).

[179] V. R. Misko, V. M. Fomin, J. T. Devreese, Strong enhancement of superconductivity in a

nanosized Pb bridge, Phys. Rev. B 64, 145171 (2001).

[180] T. Qian, W. Ren, P. Sheng, Current dissipation in thin superconducting wires: A numerical

evaluation using the string method, Phys. Rev. B 72, 14512 (2005).

[181] D. S. Golubev, A. D. Zaikin, Quantum tunneling of the order parameter in superconduct-

ing nanowires, Phys. Rev. B 64, 14504 (2001).

[182] S. Khlebnikov, L. P. Pryadko, Quantum phase slips in the presence of finite-range disorder,

Phys. Rev. Lett. 95, 1 (2005).
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