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ABSTRACT

DEVELOPMENT OF A PLUME IDENTIFICATION ALGORITHM FOR OPTICAL GAS

IMAGING OF NATURAL GAS EMISSIONS THAT REQUIRES NO HUMAN

INTERVENTION

Recent growth in natural gas production in the United States has increased focus on reducing

greenhouse gas emissions from the natural gas supply chain. Methane, the primary constituent

of natural gas, is also a potent greenhouse gas. Optical gas imaging (OGI) is frequently used for

emission detection in upstream and midstream sectors of the natural gas supply chain. Current

OGI methods typically use mid-range infrared video cameras tuned to absorption lines of light

hydrocarbons to make natural gas emissions visible to human operators. Prior studies of camera

output have used human interpretation to determine if an emission is visible in the video stream,

making it difficult to standardize measures of visibility between tests or to automate large test

suites. This work presents a signal processing method which separates the background scene from

the gas plume when used in controlled test conditions where video is collected in both leaking

and non-leaking conditions. The method utilizes a novel frequency-based method that detects

the high-frequency motion of the gas plume in the video stream. After background removal, the

size of the gas plume can be quantified by thresholding the detected plume and measuring its

size relative to the camera’s field of view. The resulting metric eliminates the need for human

evaluation of video streams. To demonstrate application of the method, multiple cameras were

used to develop a relationship between emission rate and plume visibility over a range of viewing

distances. Tests were conducted at the Methane Emissions Technology Evaluation Center, on

CSU’s Foothills Campus, using six identical OGI cameras (FLIR G300a camera cores with 38 mm

lenses) to image the emission from multiple directions at a range 1 to 6 m. Gas was released from

a mock well head at 17 to 196 g/h, with wind speeds of 1.8 to 3.0 m/s. Comparison with expert
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evaluation was used to set and validate the threshold levels; a 90% probability of detection requires

a plume covering at least 13.8% of the camera’s field of view. Testing indicated a linear relationship

between emission rate and plume coverage fractions at a distance of 1 to 2 m, regardless of the

viewing angle. Beyond 2 m, plume coverage drops rapidly, approaching the noise floor. While test

conditions were limited, sufficient data was collected to demonstrate method functionality and its

applicability to evaluating OGI emission detection systems.
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Chapter 1

Introduction

1.1 Motivation

Natural gas accounted for approximately 31% of the electricity generated in the United States

in 2018, a 26% increase since 2005 [1]. This production was the second highest recorded amount

since the record high in 2015. More efficient and effective drilling techniques have increased the

domestic production of natural gas. This uptick in production has consequently led to a drop in

the price of natural gas, leading to a further increase in the consumption by the industrial and

electric power sectors [2–8]. Natural gas is made up a variety of hydrocarbons, with methane

(CH4) typically having a mole fraction of 0.939 for market natural gas [9].

Natural gas is starting to be seen as a more environmentally-friendly fossil fuel; it produces

lower CO2 emissions per unit energy when combusted than petroleum and coal. However, since

methane is a more potent greenhouse gas (GHG) than CO2, with a global warming potential 84-86

times that of carbon dioxide over a 20-year period [10,11], the benefits of switching to natural gas

for the environment greatly depends on the amount of methane emitted unburned from the natural

gas supply chain. About 25% of CH4 emissions in the United States originates from the oil and gas

industry [12, 13]. A growing number of studies have found the Environmental Protection Agency

(EPA) may have underestimated methane emissions [14–18] in its GHG emissions inventory. Some

recent estimates of emission rates have gone so far as to debate whether there is a greenhouse gas

advantage when switching to natural gas from coal, stating it is possible that methane emissions

from natural gas emissions can outweigh the increased combustion CO2 emissions from burning

coal. It was found that if more than 3.2% of natural gas is emitted uncombusted between extraction

to end use, the environmental impact would be greater than that of coal [19–23].
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1.2 Optical Gas Imaging Background

To mitigate the environmental impacts of natural gas emissions multiple regulatory agencies

require regular emission inspections of natural gas infrastructure, including national [24, 25] and

state agencies [26–28]. Inspections are performed using a variety of methods, including periodic

surveys using optical gas imaging (OGI) cameras [29]. The most common OGI detection technol-

ogy utilizes infrared (IR) video cameras filtered to the 3.2-3.4 µm wavelength, a frequency range

where methane has several absorption lines [30–32]. In good conditions, absorptive and emissive

gas plumes appearing darker and lighter than surrounding areas, respectively, when viewed in a

gray-scale IR video image. Emission detection surveys are typically performed by a trained op-

erator using a handheld video camera. The operator images each component on a facility, and if

emissions appear visible in the video image, the operator notes the emission location. Emission

detection protocols vary between companies and industry segments. Often camera operators will

perform small repairs while noting the location of large problems for repair by other teams.

OGI camera output is affected by environmental conditions, emission survey practices, emis-

sion rate/size, emission temperature and gas composition [31, 33]. Challenges include: (1) survey

quality varies for each unique OGI operator [34, 35], (2) positive emission identification depends

on operator’s judgment [36], and (3) assessments of OGI surveys in field conditions seldom have

a sufficiently controlled or characterized emissions to make objective measurements of efficacy.

To improve OGI technology, some studies looked at the consistency and accuracy of OGI cam-

eras [35]. Survey environmental conditions such as differential temperature (apparent background

minus apparent gas temperature) [31], wind speed and wind direction also impact camera output

factors.

Ravikumar et al. states that, while many oil and gas companies use this technology, systematic

scientific experimental analysis of the performance of this technology is lacking [31]. Research has

been conducted to computationally create a metric to represent the camera output in various envi-

ronmental conditions. Recent work empirically derived detection probability-of-detection (POD)

curves for OGI emission detection in pseudo-realistic conditions and reported a power-law rela-
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tionship for detection probability and imaging distance [36] when imaging in high sensitivity mode

(HSM), a proprietary video processing technique to enhance plume movement for a 5x increase in

emission detectability [37].

1.3 Related Computational OGI Detection Work

1.3.1 Smoke Detection

Several authors in the image processing and computer vision fields have studied and reported on

smoke detection methods. Natural gas and smoke plume have similar characteristics. Some simple

similarities between the two are dispersion, irregular movements, contrast blending in time, and

turbulent fluid motion. Previous work has hypothesized a direct relationship between the transport

characteristics of natural gas (methane) and that of smoke [38].

The defining difference between the two fields is the camera utilized to image the plumes. As

previously mentioned, methane plumes can be recorded with a mid-IR OGI camera that stores

apparent temperature data for each pixel in time. The playback software then scales the apparent

temperature data to a grayscale image. In contrast, in smoke detection typical RGB (red, green,

blue) colors can be captured and played back in the visible spectral range.

Previous image-based smoke emission detection techniques are explored here and their con-

cepts can be tied back to methane emission detection. Analyzing a single frame or multiple frames

in chronological sequence allows for the use of the color modeling, change detection, and texture

analysis in smoke detection.

Color modeling is the most primitive and simple form of image processing and fundamentally

functions off the inherent idea that smoke is typically gray in color. Color models use color differ-

ences to identify smoke-colored pixels [39, 40]. When a pixel has a grayish color, it is marked as

positive smoke identification. This method is challenged by backgrounds containing gray objects,

as anything gray in the cameras field of view will also be falsely identified as smoke.

Changing detection [41] identifies non-stationary objects in an image to note the region in the

field of view for further processing analysis. Background subtraction, a frequently used technique,
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creates an average background image for frames when there are no moving objects, then subtracts

this image from the current image, i.e. the moving frame, to produce a final residual image that

contains only the portion of the frame that is in motion. If a pixel value is greater than any set

threshold value, that pixel is then marked as smoke signal. A binary mask can be overlaid on the

original frame to visually show where signal is detected. If any unique movements occur in the

camera’s field of view, those movements may be incorrectly identified as smoke.

Texture analysis is a more sophisticated approach when compared to the preceding methods.

Texture energy quantitatively describes the perceived amount of texture in an image or a series

of images by assessing the amount of variation between neighboring pixel values throughout a

series of images or a single image. One approach applies a wavelet transform to identify defining

features. The internal shape of the identified features would then be marked as the smoke detection

signal [42, 43].

Due to the complex fluctuations in color, shape, and texture occurring in smoke, a more robust

system was desired. Multiple studies developed convolutional neural networks (CNN) using ma-

chine vision. The model is essentially trained with a large data set of images with the smoke pixel

locations known. Given enough training, the model will identify smoke pixel locations [44–46],

but the generalizablity of a trained CNN is highly dependent on the breadth and quality of the

training data set.

1.3.2 OGI Deep Learning

The strong visual relationship between methane and smoke emissions would suggest that a

small jump in detection methodology would produce superior OGI detection capabilities. How-

ever, this is not the case. Development of deep learning models in OGI emission detection is fairly

scarce.

With the objective of creating an autonomous "leak/no leak" detection method, Jingfan et al.

has proposed a CNN machine learning model to estimate and detect OGI natural gas emissions by

taking a similar approach as the CNN smoke detection models. In this work, they first collect a
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large number of labeled video frames of methane emissions from different equipment with a range

of emission sizes (5.3-2051.6 g CH4/h) and imaging distances (4.6-15.6 m). Using the previously

described primitive background subtraction methods, they extract the methane plume from the

background. Finally, they compare the results of the developed deep learning model to that of

the background subtraction method. The deep learning model performed with overall emission

detection accuracy of 95% across all tested emission rates and imaging distances [33].

The Southwest Research Institute developed a machine learning liquid hydrocarbon optical

imaging identification model called Smart LEak Detection (SLED) to detect the small emissions

(less than 1% of throughput of pipeline) occurring throughout a pipeline. The group is now ap-

plying a similar model to identify the gaseous hydrocarbon, methane, called Smart Methane LEak

Detection (SLED/M). The model was trained by various emission rates (3-500 SCFH), line pres-

sure (30-210 psig), orifice sizes, (1/32" - 1/8"), and emission geometries (open nozzles, diffuse

tubing, and emissioning joints). To simplify, the model algorithm consists of three steps: (1) pre-

processing imagery, (2) feature learning and methane detection with convolutional segmentation

neural network, then (3) threshold the output with a clustering algorithm. The group suggested

potential benefits of the systems, however a quantitative report of "leak/no leak" accuracy is lack-

ing [47].

Deep learning approaches are fundamentally flawed in that the user has no easily accessible

information in the steps and/or decision process the model is taking. An emission detection algo-

rithm that can not only identify the presence of the an emission, but additionally assess the camera

output is desired.

1.3.3 Commercial Products

Autonomous emission detection is very complex. Currently, there are very few OGI based com-

mercial products available. ExxonMobil Research Qatar in cooperation with Providence Photonics

developed a Remote Gas Detection technology FLIR™ IR camera add-on called IntelliRed™. This

system was created to act as an early warning system to signal operations staff of fugitive gas emis-
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sions. IntelliRed™ functions with two IR cameras with one viewing the background FOV and one

tuned to view the hydrocarbon and background FOV. IntelliRed™ then calculates this difference

in camera outputs to report the presence of an emission [48].

A Honeywell owned company, Rebellion Photonics, developed Gas Cloud Imaging technol-

ogy (GCI) to continually monitor, record, and analyze footage for the presence of gas emissions,

fires, and intruders. This proprietary hyperspectral imaging technology called ‘PEARL™’ (Physics

Enhanced Artificial Intelligence Real-time Logic) uses artificial intelligence paired with the GCI

camera technology to detect, identify, and quantify over 47+ gases in real time [49], however no

peer-reviewed performance measurements have been published.

FLIR™ Systems in partnership with Providence Photonics announced in late 2017 the develop-

ment of a Quantitative Optical Gas Imaging (qOGI) technology that was developed to work exclu-

sively with the FLIR™ GF-Series cameras. Providence Photonics’ QL320 portable display claims

to have the ability to process live video feed from the FLIR™ GF-Series cameras to quantify and

output the volumetric and mass emission rates to camera operators [50]. However, performance is

unknown, as no peer-reviewed results have been published.

All of the above algorithms are proprietary, making it difficult to use these methods as a com-

mon, open-source method of identifying the size and detectability of natural gas emission plumes.

In addition, the author knows of no OGI-based emission detection algorithms or models that focus

on the time-domain frequency of plume images as a means of plume identification.

1.3.4 Predictive Models

Arvind et al. developed a Gaussian dispersion model that recreates IR images for controlled

methane release experiments and state expected minimum emission rate detection limits. From this

model, the group was able to report specific techniques on how to best see the plume and provide

information on the optimal environmental conditions as well as how differential temperature affects

plume visibility. However, this work is lacking in the analyzing the effect these variables have on

OGI cameras [31, 51].
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Some methods utilize a response factor (RF) to determine the visibility of specific emission

compounds when compared to another or reference compound. The operator can then calibrate

the camera to optimally image a specific gas composition emission. Zeng et al. proposed two

new methods in determining RF values. The first method uses a theoretical approach using the

radiative transfer equation to derive a relationship for RF with respect to the emission concentration

multiplied by the depth of the plume for various gas compounds. The second method validated

the theoretical approach with an experimental setup to compare the RF values of methane and

propylene relative to propane [52].

1.4 Objective and Overview

Previous studies of OGI methods in controlled conditions have focused primarily on camera

output. The weakness of these studies is that they relied on a camera operator’s judgment to

determine if a leak was visible. Therefore, the dependent variable (detection) of these studies was

fundamentally qualitative [34–36]. Field studies include both camera and operator performance

in the assessment, but since these studies occurred outside a controlled experimental environment

where leak location and size are known, the complete identification of all leaks is uncertain, and

quantification of leak size is also problematic [53]. While valuable, this type of study is dependent

on the limited range of environmental conditions experienced during the study and the experience

and performance of the camera operators who participated, and are therefore difficult to replicate

and generalize [54].

This work addresses these two challenges by developing a novel, frequency-based algorithm

that measures the fraction of the cameras field of view (FOV) where an emission is visible. With

the algorithm, this study has the ability to (1) remove the camera operators judgment in assessing

emission visibility, (2) ground these previous studies with an algorithm independent of human

judgment, and (3) experimentally control variables (gas on/off times), and use this information

to provide an unambiguous, algorithmic, metric that is a robust surrogate for "visibility of the

emission."
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The work is organized as follows:

Chapter 2: OGI Fundamentals, describes how the OGI cameras work and how the data was

collected and exported during experimentation.

Chapter 3: Gas Temperature Differential and Camera Background Experiment, describes the

preliminary gas temperature differential experiment to gather and analyze data on the effect of

environmental conditions on plume visibility. These experiments also supported development of

the experimental setup and improvement in experimental methods. Gas temperature differential

experiments 1 (March 27th, 2019), 2 (July 14th, 2019), and 3 (July 21st, 2019) occurred on dif-

ferent days to capture different weather conditions. These three experiments will be referred to as

preliminary experiments.

Chapter 4: Algorithm Methodology, explains the methodology used to build the frequency-

based plume extraction algorithm to distinguish plumes from backgrounds in video streams.

Chapter 5: Low Flow Experiment, discuses an experiment at lower flow rates for viewing

angle, emission rate, and imaging distance investigations. Viewing angle experiment (November

14th, 2019) and imaging distance experiment (January 28, 2020) occurred on different days.

Chapter 6: Algorithm Validation and Experimental Results, presents the algorithm validation

and experimental results.

Chapter 7: Conclusions and Future Work, concludes on the plume extraction algorithm and

offers a recommendation for future work.

In this work, wind bearing is defined as degrees from north in the direction the wind is coming

from. Released market natural gas was directly measured in standard cubic feet per hour (SCFH)

then converted to grams per hour (g/h) (1 SCFH = 21.8 g/h).
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Chapter 2

OGI Fundamentals

2.1 Infrared Fundamentals and Imaging Properties

In 2012 the United States Environmental Protection Agency (EPA) updated the New Source

Performance Standards (NSPS) allowing all oil and gas operators to use OGI [24] as an alternative

to EPA Method 21 as an emission detection method in upstream and midstream sectors of the

natural gas supply chain [55]. To evaluate the performance of OGI, a deeper understanding of how

they function is necessary.

2.1.1 Infrared Fundamentals

OGI cameras utilize the principal of light absorption by gases at specific wavelengths. Looking

at methane because it is the primary constituent of natural gas, the molecule is made up of one

carbon and four hydrogen atoms (CH4). This molecule has 15 degrees of freedom (vibration

along an axis, rotation, twisting, stretching, rocking, wagging, etc), and constantly transitions

from one movement state to the next at a certain frequency. This process can be described by the

Beer Lambert Law, as shown in Equation (2.1), where Kα is the molar absorption cross-section,

ρ is the concentration path length, and It and I0 are the transmitted and incident light intensity,

respectively [30, 31].

It
I0

= e−Kα·ρ (2.1)

When the frequency of these transitions is equal to a frequency of light, that frequency is then

absorbed by the molecule. For the purposes of mid-IR imaging, methane transitions at a frequency

of 9.090 · 1013 Hz or 3.3µm.

Figure 2.1 was derived by experimentally measuring the effect of the Beer Lambert Law to

visually show how the transmissivity of methane is effected by various wavelengths [32]. By
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definition transmissivity is inversely proportional to absorptivity. In order to maximize the contrast

of the methane plume relative to background, OGI cameras view a spectral range of light with a

wavelength of 3.2-3.4 µm [30,56], effectively concentrating the camera’s response on wavelengths

with strong absorptivity.

Figure 2.1: Transmission vs wavelength of methane which peaks in absorptivity (inverse of transmissivity)

around 3.2-3.4 µm. Adopted from [32]

.

OGI cameras’ focal plane sensors and optical systems are tuned to view spectral light at the

desired wavelength range. Methane imaging OGI camera sensors are typically cooled (77K is

common) with a helium-based Stirling cycle cooler to increase the detected signal/noise ratio for

optimal plume viewing [57].

2.1.2 Imaging Properties

An infrared camera responds to incident radiation in the camera’s field of view (FOV). Incident

radiation on the camera sensor originates from three phenomena: (1) direct thermal (light emitted

from gas plume), (2) reflected (light reflected off the plume) and (3) transmitted irradiation (unab-
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sorbed light from the background temperature). These three radiative factors are effected by the

emissivity, reflectivity and transmissivity, respectively, of the scene [58].

The combination of the three modes of irradiation create a photocurrent in the cryogenic de-

tector of the camera proportional to irradiation intensity for each pixel, in the wavelength range

set by the filters in the camera. The relative pixel signal is normalized and internally converted

to an apparent temperature. The extraction of this apparent temperature data is essential for the

remainder of this work and is further discussed in the following section [59].

If a gas cloud is in the FOV between the camera and the background, and it absorbs radiation in

the camera spectral range, the amount of incident radiation to the detector will decrease. Radiant

contrast between the gas and the background is required, therefore there must be an apparent

temperature difference between the gas and the background. A simplified model showing the

effect of gas in the FOV can be seen in Figure 2.2.

Figure 2.2: Diagram of transmissive, emissive, and reflective radiative flows when passing through a plume.

Background radiation not absorbed by gas becomes transmitted irradiation. Gas temperature emits emissive

radiation. Surrounding radiation reflected off plume becomes reflected incident radiation. Various back-

ground emissivities exist. For plume to be visible, Tg,apparent 6= TB,apparent.

Another important factor that needs to be addressed to have optimal imaging from the OGI

camera is the focus. The FLIR™ G300a camera has a sensor-based autofocus system. This sys-

tem’s technology uses the camera’s sensor for both focus and image recording. The autofocus

procedure is done by changing the lens position and assessing contrast. While the exact method

used by the G300a cameras is unknown, typically a ‘texture energy’ method is utilized, similar to

that described earlier for smoke detection (Section 1.3.1). The lens position that provides highest
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contrast is used as the correct focus position. To speed-up the autofocus procedure, the autofocus

is done in two steps. The first runs over the full range of the lenses movement with a significant

step size, which will provide the estimated position for the second second run, which runs over the

smaller range with a small step size. The camera’s lens position may also be adjusted manually on

the G300a [30].

2.2 Description of Data Acquisition

The experiments in this study used six tripod mounted FLIR™ G300a OGI cameras with a

14.5° fixed lens, 320 x 240 pixel IR resolution, 14.5° x 10.8° FOV, and a 38 mm focal length. The

cameras were hard-wired to a control computer to be controlled simultaneously, and had no human

interface. Camera wiring configuration is further discussed in Section 3.3.3

All experiments for this work were conducted at the Methane Emissions Technology and Eval-

uation Center (METEC) in Fort Collins, Colorado. METEC simulates natural gas emissions as

they may occur in the field to test/train/qualify operators and emission detection solutions. Equip-

ment at METEC includes well heads, dehydrators, compressors etc. This equipment was plumbed

with 1/4" steel tubing to create controlled methane or market natural gas emissions through the use

of pressure regulators, choked flow orifices, and thermal mass flow meters (MFM) [60].

As previously noted, qualitative emission detection studies have used the FLIR™ GF320 OGI

camera [36, 51]. The FLIR™ G300a camera and FLIR™ GF320 camera fundamentally function

identically, however, the GF320 is a handheld device that is meant for operator controlled detection

and features a user interface for direct, live emission viewing. The FLIR™ G300a requires an

external computer power source and hard drive to store recordings. The section discusses the

software required to control the camera and the data processing pipeline required to capture and

analyze an OGI recording.
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2.2.1 Development of Imaging Software

While OGI cameras are typically used individually, the use of multiple cameras in this work

required the development of data acquisition software to control all six cameras together. While the

computer commands all cameras to start recording simultaneously, the cameras are not externally

synchronized and, due to communication and computation delays, there are always some time

difference between frames from each camera. The frame rate of the camera is approximately 10 Hz

(100 ms per frame). Assuming an effective communication and control rate of 9600 baud, timing

errors would be ≈60 ms between cameras when starting or ending a recording. This translates to

differences in scene recording that is a fraction (60% nominal) of the cameras’ framerate.

Videos were saved using the FLIR™ Atlas Software Development Kit (SDK) for .NET™,

producing sequence (*.SEQ) files. Sequence files output video images as frames of apparent tem-

perature per pixel. These were imported into MATLAB® for analysis.

Recording an emission point with multiple cameras recording (approximately) simultaneously

supports analysis of how environmental variables affect the image without the uncertainty of

changing environmental variables as one camera is moved into different viewing positions. With

this idea in mind, a camera control program was developed to view, record, and save the video feed

from each camera. Figure 2.3 shows a direct emission point from six viewing angles.

The FLIR™ G300a manual states the cameras record at a nominal rate of 10 frames per second

(fps). However, the frame rate of the cameras varies between cameras. The mean and standard

deviation frame rate of three recordings for each camera were calculated by noting the number of

recorded frames and dividing by the true length of the recording taken from the sequence file meta

data. As shown in Figure 2.1, the frame rate is typically closer to 9 fps for all cameras.
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Figure 2.3: Screen shot of the camera control program. The recording interface shows one emission point

(the pipe in the lower center of each panel) imaged from multiple viewpoints.

Table 2.1: Measured frame rate of each camera

Camera
Mean
(fps)

Standard Deviation
(fps))

Range

(fps)

0 9.21 0.121 0.136

1 9.11 0.025 0.028

2 9.00 0.079 0.081

3 9.04 0.066 0.070

4 9.22 0.051 0.053

5 9.18 0.049 0.056

2.2.2 Data Processing Pipeline

The analysis requires the apparent temperature value for each pixel in each frame. These data

are transformed into MATLAB® file format via the steps described in Figure 2.4.

In this work, the extraction of all apparent temperature pixel values in each frame was com-

pleted through software, “ExportTool,” developed by CSU. This program iteratively extracts the

desired apparent temperature data and exports it to a more common, comma-separated values

(CSV) file format.

The final step in the pipeline converts the CSV to a three dimensional MATLAB® array. This

is accomplished by importing the file to the MATLAB® workspace with the csvread function then
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Figure 2.4: Visual representation of required steps to export a recordings to the necessary MATLAB® file

format

restructuring the array. The resulting data array is 240 by 320 by the number of frames in a

recording. Further analysis of this array is described in 4, Algorithm Methodology.

For all experiments in this study, recordings consist of a 60 s recording with the emission point

releasing gas (“gas on phase”) directly followed by a 30 s record with the emission point releasing

no gas (“gas off phase”). These periods were identified and trimmed by frames 1-550 ( 60 s) for

the gas on phase and frames 650-end ( 25 s) for the gas off phase.
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Chapter 3

Gas Temperature Differential and Camera

Background Experiment

This chapter discusses the preliminary experiments used to analyze the effect that environ-

mental conditions have on recorded videos. Although no empirical results are derived from the

preliminary experiments, a crucial discovery in algorithm development is discussed.

Previous work defined differential temperature as plume apparent temperature minus back-

ground apparent temperature. To distinguish between apparent temperature and the temperature

of the gas being released, the gas temperature differential (GTD) is defined as measured plume

temperature minus measured ambient air temperature.

3.1 Background Motivation

Previous computational predictive models quantified the effect of environmental conditions,

such as imaging distance, differential temperature, scene temperature, and emissivity on camera

response while imaging an emission [31, 51]. The GTD experiments described in this chapter fo-

cused on two of these analyzed environmental conditions, gas temperature differential and camera

imaging background.

Differential temperature was defined as the difference in apparent temperature between the

plume and the background, or ‘scene’: ∆T = Tp − Ts, where ∆T is the apparent temperature

differential, Tp is the plume apparent temperature, and Ts is the scene apparent temperature. It

was found that the likelihood of detection increases when the apparent background temperature

is warmer than the plume apparent temperature, but it was noted that this effect is less than other

tested variables [31, 51].

Ravikumar et al. analyzed the effect of emissivity on camera detection effectiveness and sug-

gests that low emissive scenes will provide greater contrast than high emissive scenes. In surveys,
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scenes with objects in the field of view like forests or grass fields will generally have higher emis-

sivities when compared to metallic surfaces [31]. It is well known that the scenes with movements

or high complexity (high texture energy) effect the likelihood of positive operator emission detec-

tion.

The current work takes a similar, but experimental approach. A realistic background scene will

not have constant apparent temperature to compare to plume apparent temperature, therefore, this

work compares plume gas temperature to ambient air temperature (GTD). By pairing the imaging

background variables of varying emissivity and imaging complexity, various imaging background

scenarios were tested and are discussed in the following section. The objective of this preliminary

experiment is to determine how the two independent variables (1) GTD, and (2) image background

effects the camera output.

3.2 Gas Temperature Differential Design of Experiment

The gaps is previous research stimulated interest in performing analysis of how GTD between

the gas plume and background impact camera imaging. The focus of this study is developing

a quantitative measure of OGI camera output in detecting emissions with varying background

conditions and varying GTD values. The experimental plan is illustrated in Figure 3.1.

The experiment controls three variables.

• Backgrounds: To account for various wind direction shifts throughout the experiment day,

the six cameras were divided into two, three-camera, clusters with a controlled emission in

the field of view. The three cameras in each cluster view emission location against back-

grounds of the sky, sky and ground, and ground, respectively, by varying the height of the

cameras.

• Plume temperature: GTD is a measure in the difference in plume temperature relative to

the ambient air temperature. For each GTD experiment, the GTD is varied in 5 degree

increments from -10 to +10 (°C).
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Figure 3.1: Gas temperature differential design of experiment featuring: (a) Two three-camera clusters

A and B looking in orthogonal directions to account for wind shifts; (b) Each empty box representing a

recording with the respective set of independent variables; (c) Repeating GTD recordings in randomized

order for statistical purposes. This GTD experiment is further repeated 5 times a day, for three separate days

(GTD experiment 1, 2, and 3) to gather data for various weather and wind effects.

• Emission rate: Emission rate is controlled by a combination of pressure regulators and three

solenoid valve orifices to allow for 8 varying emission rates. For each GTD experiment, gas

is released for a fixed valve configuration of 544 g/h for a gas on phase directly followed by

a gas off phase.

Wind speeds and ambient temperatures were not controlled. For GTD experiment 1, performed

on March 27th, 2019, wind speed and direction varied between 1.5 to 4.2 m/s and 78 to 163 N.

Temperatures varied between 14 and 21 °C. Conditions for each GTD experiment are summarized

in DataMaster.xlsx, sheet PreliminaryExperiments.

Recordings 7-15 are in a randomized order to avoid any bias due to the order of recordings.

A single GTD experiment consists of 15 recording sets and is repeated an additional 4 times to

acquire more data to increase confidence in the results. The GTD experiment is repeated two times

on different days to create the GTD experiments 1, 2, and 3.
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3.3 Gas Temperature Differential Experimental Setup

Experimentally controlling the (1) camera background and (2) GTD for the preliminary exper-

iments are described in the following sections. Referring to Figure 3.1, all experiments consist of

recording video with the gas on for 60 s, then the gas off for 30 s. The GTD experiment shown in

Figure 3.2 was performed on March 27th, 2019 with a gas volume of 544 g/h, and winds from 83

N (from right to left of camera’s FOV) at 3.2 m/s.

3.3.1 Camera Imaging Background Control

As previously described, the six cameras recording approximately simultaneously allowed for

the analysis of the same emission under identical conditions with only difference between the cam-

eras being the angle of view, and therefore the background, and any differences in the sensitivity

of the camera itself.

Figure 3.2 shows the experimental setup. The camera setup consists of two three-camera clus-

ters surrounding the emission-point. Cluster A consists of three cameras at approximately the same

distance and angle from the emission-point but vary in height. Camera 0 is closest to the ground,

camera 1 is level with the emission-point, and camera 2 is the highest with the cameras looking at

the sky, sky and ground, and ground respectively.

Table 3.1: A summary of all camera heights, viewing angles, and imaging background

Cluster Camera # Height [m] Viewing Angle Imaging Background

A 0 0.42 North Sky

A 1 1.37 North Sky and Ground

A 2 2.03 North Ground

B 3 0.42 East Sky

B 4 1.37 East Sky and Ground

B 5 2.03 East Ground

Cluster B is viewing the emission location from a direction orthogonal to cluster A to provide

two viewpoints with the wind at different angles relative to the viewing direction. Cluster A cam-

eras viewed the emission location from the south, looking north. Custer B viewed the emission
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Figure 3.2: Upper Figure: Experimental setup during a GTD experiment showing cluster B. Lower Figure:

2D model of camera experimental setup with cameras locations represented as dots. Red-grass background.

Yellow-sky and ground background. Green-sky background. Blue-emission point.

from the west, looking east. All cameras are set about 5 m from the emission point. Figure 3.2

visually shows the camera and emission-point setup of a cluster of cameras. Table 3.1 summarized

height and viewing angle data for all cameras.

3.3.2 Plume Temperature Control Unit

The plume temperature control unit shown in Figure 3.3 was used to control the gas tempera-

ture relative to ambient temperature. A 190 W in-line gas heater was used to heat the gas (Autotune

PID [61] from Omega Engineering [62], using a K-type thermocouple input). Since the tempera-
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ture range of the emitted gas also needs to be cooler than the incoming gas temperature, the gas

was passed through a copper coil submerged in ice water before entering the in-line heater. The

thermocouple is rated for a temperature range of –270 to 1260C and has a standard accuracy of ±

2.2 °C or ± .75% - whichever is highest [63]. During experiments, the controller achieved an indi-

cated gas temperature measurement within ±1 °C. Combined with the thermocouple accuracy, the

temperature was therefore controlled to within ±3.2 °C. The thermocouple was positioned about 1

m upstream of the emission point. Figure 3.4 shows a block diagram of the heating unit’s wiring.

Figure 3.3: Mechanical view of the plume temperature control unit featuring an (a) in-line gas heater, (b)

type K thermocouple and a (c) PID controller
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Figure 3.4: Wring diagram of the plume temperature control unit featuring an in-line gas heater, type K

thermocouple and a PID controller

3.3.3 Camera Wiring Configuration

The FLIR™ G300a cameras are powered over Ethernet and transfer image data at approxi-

mately 10 Hz, as 8-bit 240x320 pixel video frames. The power over Ethernet (PoE) switch also

acts a network hub to connect all cameras to a control computer. To visualize the wiring, a box

diagram is shown in Figure 3.5. All connections are:

Connection Cable

Controller computer to POE switch CAT-6 Ethernet

POE switch to camera power splitter Data Out port CAT-6 Ethernet

Power splitter Data In port to camera 10/100 port CAT-6 Ethernet

Power splitter 12 VDC power to camera 12/24 VDC port 12VDC cable

3.4 Inconclusive Quantitative Results

This design of experiment consisted of 180 separate recording sets, with six camera point

of views, creating a dataset of 1080 recordings. This section discusses the major flaws in the

experimental design as well as what was learned/discovered from the preliminary experiments.
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Figure 3.5: Wiring diagram to control six FLIR 300a cameras from a single controller computer. The power

splitter to camera wiring is repeated for each camera.

3.4.1 Flaws in Gas Temperature Differential Experiments

To reiterate, the purpose of the GTD experiment was to analyze the effect GTD and camera

viewing angle have on the cameras ability to image the emission. A visual, controlled difference

between GTD experiments was expected but not observed, leading to preliminary experiments

being scrapped. A few likely reasons of an unobserved effect could be: (1) emission rate was too

high for the 5 m imaging distance, and (2) significant error associated with the plume temperature

control unit.

As is later discussed in Chapter 4, the developed emission detection parameter develops a

metric for plume visibility related to the fraction of the field of view covered by a visible gas

plume. The utilized emission rate in all GTD experiments was 544 g/h. At this emission and at

an imaging distance of about 5 m, the plume typically extended beyond the camera’s field of view

before dispersing below visible limits. Figure 3.6 shows a single frame of a recording from camera
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0 with a GTD of +5 °C. Wind direction and speed of 85 N and 4.11 m/s, respectively. Recording

can be accessed in the file: SupplementalData.zip.

Figure 3.6: A single frame of the a recording from camera 0 (sky background facing North) with a GTD of

+5 °C. Wind direction and speed of 83 N and 3.25 m/s, respectively.

Providence Photonics performed a study assessing the theoretical minimum detection limits of

methane and propane for a range of differential temperatures (apparent plume temperature minus

apparent background temperature). They found that as the differential temperature approached

zero, the minimum detection limit asymptotically goes to infinity [51]. However, in experimental

data collected here, plumes with a GTD of 0 °C were visible, indicating that there was significant

apparent differential temperature even when GTD was zero.

3.4.2 Frequency Characteristics of Plumes

While the temperature differential experiments did not provide data to quantify plume extent,

these recordings provided key information relating to the difference in frequency content between
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pixels inside and outside of the gas plume. An example time series of apparent temperatures for

several pixels are shown in Figure 3.7 and marked on a single frame from the video. The pixels

were selected to illustrate markedly different backgrounds. Color indicates the type of background

– dirt road, grass, or a moving flag – while the box or ‘X’ point shape indicates inside and outside

the plume, respectively. The six locations are:

• A highly reflective dirt road:

– In plume - Red box

– Outside plume - Red X

• A less reflective, near-field grass location:

– In plume - Blue box

– Outside plume - Blue X

• A moving flag in the background:

– Outside plume - Green X

Due to the wind speed, the grass exhibits a small amount of random motion throughout the

video, while the highly reflective road exhibits some random shimmer.

All pixels show a similar pattern of low-frequency drift in apparent temperature, typically ±

2 °C over the 90 second video. Apparent temperature offsets between pixels are characteristic of

this type of imaging, with a dirt road showing as a warmer apparent temperature, grass as cooler,

and plume as cooler still. In this frame, the plume is absorptive. Pixels in the gas plume exhibit

a significant high-frequency signal superimposed on the low-frequency drift which is not visible

in areas outside the plume. The flag has continuous high frequency, high magnitude fluctuations

throughout recording.

The low-frequency thermal drift has two likely causes. First, varying atmospheric conditions

throughout a 90 s experiment may cause changes in solar irradiation, and therefore changes in
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Figure 3.7: Example of one still frame from preliminary experiments. Video frames show apparent temper-

ature shown in gray scale from coldest (black) to warmest (white). The apparent temperature range for this

scene is 13.9-48.0 °C. The release point is identified by a white circle, and the rough extent of the plume is

enclosed in the black curve. A flag near the building is marked with a green box. The plot to the left of the

video frame shows a time series of apparent temperature for the five points in the frame – pixels are marked

with a box (inside plume) and a ’X’ (outside of plume) and colors match lines on the plot. The vertical blue

band marks when the gas flow was stopped. See SupplementalData.zip for the video.

reflected irradiance and resulting apparent temperature. Second, the camera’s internal components

may vary in temperature due to drift in the sensor cooling system, creating slowly varying changes

in the camera’s estimated apparent temperature values [64–66].

Figure 3.7 shows that there is a marked difference in high frequency content for pixels inside

the plume relative to pixels outside the plume, provided the pixel is not imaging an object which

is moving quickly. To extract the high frequency signal, a high-pas filter was applied. Bandwidth

of the time-domain signal is 5 Hz for a 10 fps video rate [67]. A Kaiser window finite impulse

response (FIR) high pass filter was used with a cutoff frequency of 2.5 Hz, steepness of 0.85, and

stopband attenuation of 60 dB [68], using the MATLAB® Signal Processing Toolbox™. Results

are shown in Figure 3.8 and 3.9 for the grass and dirt pixels identified in Figure 3.7.

Comparison of the inside and outside plume pixels provides evidence that pixels inside the

plume exhibit substantial high-frequency signal that is not seen in pixels outside the plume. Using

the standard deviation of the filtered signal as a measure of the signal strength we compute a

normalized signal strength, σ̂, as:
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Figure 3.8: Highpass filter applied to time series from Figure 3.7. Vertical blue line identifies frame where

the gas emission is transitioning from on to off. Colors match those of lines in Figure 3.7. Center plot:

Time series of apparent temperature, after filtering, for pixles inside and outside the plume with a grass

background. Right plot: Histogram of apparent temperature with gas off. Left plot: Histogram of apparent

temperature with gas on.

σ̂ =
σg

σo

(3.1)

for each pixel, where σg is the standard deviation of the filtered signal when the gas is on, and

σo is the standard deviation when the gas is off. For the selected pixels, locations in the plume

exhibit substantially larger normalized signal– 25.8 and 8.8 for the road and grass, respectively –

versus similar locations outside the plume – 1.1 and 0.92. Extending this analysis to 6 other videos
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Figure 3.9: Highpass filter applied to time series from Figure 3.7. Vertical blue line identifies frame where

the gas emission is transitioning from on to off. Colors match those of lines in Figure 3.7. Center plot: Time

series of apparent temperature, after filtering, for pixles inside and outside the plume with a dirt background.

Right plot: Histogram of apparent temperature with gas off. Left plot: Histogram of apparent temperature

with gas on.

taken during preliminary testing, Table 3.2 sampled pixels exhibited similar ratios between inside-

and outside-plume pixels.

Preliminary experimentation with the aims of quantifying the effect GTD and camera imaging

background proved to be inconclusive, however, a crucial algorithm discovery led to the develop-

ment of the novel frequency-based plume extraction method. The filtering algorithm method is

further discussed in Chapter 4.
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Table 3.2: Normalized standard deviation study of preliminary recordings.

Camera 1 1 1 1 1 1

Recording Time 15:50 15:54 15:57 16:04 16:06 16:22

Video Set 1 2 3 4 5 6

Dirt - Plume 24.9 38.1 19.8 25.2 25.4 15.5

Dirt - No Plume 1.13 0.99 0.91 1.19 1.15 0.98

Grass - Plume 8.80 4.38 5.53 11.1 10.4 4.31

Grass - No Plume 0.92 1.32 0.92 0.92 1.4 0.92

Flag 0.48 0.97 0.94 1.06 0.74 1.19
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Chapter 4

Algorithm Methodology

This chapter explains the algorithm developed to distinguish plumes from backgrounds in video

streams. The following chapter, Chapter 5, describes the application of this algorithm to experi-

ments with lower flow rates than the preliminary GTD experiments. Finally, Chapter 6 explains

algorithm validation and experimental results. The algorithm was written in MATLAB® and uses

the MATLAB® Signal Processing Toolbox™.

4.1 Basic Framework

The underlying assumption behind this algorithm is that the OGI cameras capturing the leak

are completely stationary (i.e secured to a tripod). Using this assumption, the developed algorithm

should translate to other experimental environments. Additionally, it is assumed that recordings

are captured, saved, exported and then post-processed with the developed algorithm. It is not in

the scope of this work to create a process for real-time viewing of gas leaks.

With these caveats in mind, the basic function of this algorithm is to extract the unique gas

plume signal from the background and to quantitatively report the fraction of the FOV where the

plume is visible. While applied here to quantify the probability of detection of a leak, the algorithm

has a strong potential to improve OGI emission detection of automated or semi-automated systems.

The algorithm represents the core contribution of this work.

Preliminary experiments from Chapter 3 indicated that pixels imaging the gas plume exhibit

more high-frequency signal relative to pixels outside the gas plume. The purpose of the proposed

algorithm is to identify the gas plume signal while removing any signal from background areas of

the scene, and then to develop a quantitative metric that is strongly correlated with the visibility of

the plume, where visibility is defined as “identifiable by a trained user in similar conditions at a

probability-of-detection (POD) greater than X%.”
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Figure 4.1 below depicts the block diagram of the algorithm’s methodology. First, as described

in Subsection 2.2.2, the apparent temperature data is exported to a MATLAB® array format. A high

pass filter is then applied in the time direction to attenuate lower frequencies, removing the impact

of apparent temperature drift. The standard deviation is then calculated for each pixel data set to

compute signal strength. Final algorithm steps reduce false positives. Two-dimensional filtering

is used to reduce noise and attenuate data spikes. When viewing natural gas equipment with low

emissivity, edges of the equipment have a pronounced “shimmering”. These areas are attenuated

by removing pixels that show movement (shimmer) in both gas on and gas off phases. Finally, all

pixels with a residual value above a set threshold are used to calculate the output parameter, plume

coverage fraction.

Figure 4.1: Block diagram of plume signal extraction algorithm

The algorithm is applied to each recording separately. Each recording, R, consisted of a three

dimensional array of apparent temperature readings (in °C) consisting of 320 pixels in the i (hor-

izontal) direction, 240 pixels in the j (vertical) direction and N frames in the k (time) direction.

The array structure is shown schematically in Figure 4.2. For algorithmic steps that operate on one

pixel, such as filtering, the algorithm works in the k, i.e. time, direction. Development of summary

statistics iterate over all pixels, and use i, j, k indices to uniquely identify each pixel in each frame.

4.2 Algorithm Structure

This section explains the steps in the algorithm shown in Figure 4.1. Throughout this process,

the information extraction techniques perform calculation on each frame, starting with the raw

apparent temperature value array, R. To illustrate the effect of each algorithmic step, subsequent

figures show the first frame of the array from recordings of a well head that were completed at 13:10
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Figure 4.2: Visual representation of the pixel array. The i (horizontal) direction has 320 pixels, the j

(vertical) 240 pixels, and a typical video recording has 900 frames in the k direction. Four frames as shown

for illustration. Pixel is not true size.

of November 14th, 2019. Figure 4.3 shows the starting data, leak rates, environmental conditions

and camera viewpoint parameters. During the experiment, the sky had high elevation, light cloud

cover with an global horizontal irradiance of 465 W
m2 .

Figure 4.3: A frame from a recording viewing a leak rate was 96.1 g/h from a union on a well head with a

viewing angle of 325 N with an imaging distance of 2 m and camera height of 1.75 m. Apparent temperature

range: 9-64 °C
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4.2.1 Application of Highpass Filter

The high pass filter removes low-frequency signal from the apparent temperature video stream.

As previously discussed in Chapter 3, the frequency-based algorithm utilized a highpass filter,

operator defined here as Ξ, with a cutoff frequency of 2.5 Hz, steepness of 0.85, and stopband

attenuation of 60 dB [68]. The filter operates pixel-by-pixel in the k direction, as shown in Figure

4.2, and produces a filtered 3-dimensional array, F .

Fi,j,k = Ξ(Ri,j,k) (4.1)

The filter has a magnitude response shown in 4.4.

Figure 4.4: Plot of magnitude response curve of design high pass filter featuring a cutoff frequency of

2.5Hz (normalized frequency of 0.5), steepness of 0.85, stopband attenuation of 60dB
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Tuning Filter

In the MATLAB® Signal Processing Toolbox™, the default values were used for steepness

and stopband attenuation. The cutoff frequency was set by attempting to qualitatively optimize

the signal/noise ratio. Power spectra for two pixel locations are shown in Figure 4.5, referencing

pixels examined in more detail in Figure 3.7. Qualitative examination of videos from preliminary

experiments indicated that grass and road pixels are representative of the span of behaviors seen in

most of the videos. Examination of the power spectra indicates separation occurs between gas-on

and gas-off states in the range of 2-2.5 Hz.

Figure 4.5: Power spectra of the apparent temperature signal. Delta power spectra show difference between

gas on and gas apparent temperature signal. Upper plot: Power spectrum of the apparent temperature with

a background of the dirt road seperated into two gas on and gas off data sets (red box in Figure 3.7). Lower

plot: Similar data for a background of grass (blue box in Figure 3.7).
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For the dirt plot, the power spectra separate at approximately 0.25 Hz. As for the grass plot, the

power spectra diverge at frequencies >2 Hz. This is likely due to the motion of the grass as it moves

in the wind, which translates into a higher frequency signal for the grass than the dirt background.

The higher frequency signal caused by the plume fluctuations displays increased power above 2.5

Hz. To minimize overlap, a pass band frequency of 2.5 Hz is used.

4.2.2 Computing Signal Strength

Filtering the video amplified the high frequencies characteristic of the plume signal, while

attenuating the low frequency drift present in all pixels. To quantify remaining signal strength,

standard deviation was calculated for each pixel using the pixel values L frames forward in time.

Si,j,k = σ(Fi,j,{κ}) {κ} = k...k + L (4.2)

where standard deviation operator, σ, is applied over the indicated data. In this work L = 5. This

process creates a new frame where apparent temperature is replaced by the standard deviation of

each pixel over L frames, also in °C. At this point, the algorithm has a functional way to extract

the plume signal. Figure 4.6 shows the first frame after this processing step.

Figure 4.6: First frame of the sample video after applying the first processing step. Gray scale displays the

standard deviation array after filtering. Left panel displays the frame scaled to full range (2.8× 10−3 to 2.9

°C) while right panel is clipped to enhance the plume visibility (2.8× 10−3 to 0.5 °C).
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4.2.3 Data Spikes and Noise

After the previous step, the algorithm has enhanced any pixels which contain substantial frame-

to-frame variation, i.e. movement. The frequency-based algorithm identifies the plume by its

fluctuations due to the wind, and objects in the background which are moving similarly (e.g. a

flag or tag flapping in the wind) will exhibit similar high frequency signals. These locations may

be identified as part of a gas plume, exaggerating the fraction of the scene containing visible gas

plume movement. Similarly, areas with neither gas plume nor extraneous motion are still subjected

to random, high frequency, noise in the apparent temperature, due to apparent temperature noise

in the camera system or random atmospheric variations between the object and the camera. The

magnitude of this noise signal is shown in Figure 3.8 and 3.9, and is typically ≤5% of S for pixels

in the gas plume. This algorithmic step eliminates – zeros out – pixels with these characteristics.

Investigation indicated that gas plumes exhibit a unique, continuous Gaussian shape in the

i and j directions. To filter out items dissimilar to this typical shape, a 2D filtering method is

utilized [69]. This method considers each frame, Sk, of S, and applies Gaussian ‘blur’ filter, G,

with σf = 10 and a filter size of 15, which creates a "blurring effect" on each frame, smoothing

large data spikes [69]. Undesired signals can be identified by looking at the absolute difference

between the filtered and unfiltered signal strength arrays, defined in Equation 4.3:

∆ = |G(S)− S| (4.3)

where G(S) is S after applying the Gaussian filter.

We then apply two rules. First, if ∆i,j,k > δs, that pixel is identified as movement other than

a gas plume (i.e. a data spike) and is set to zero. Second, the apparent temperature noise signal is

eliminated by setting all pixels in S to zero if Si,j,k < δn. For this study δs = 0.1 and δn = 0.05.

A sensitivity study to select these values is discussed below.
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Ŝi,j,k =























0 : Si,j,k < δn

Si,j,k : δn ≤ ∆i,j,k ≤ δs

0 : ∆i,j,k > δs























(4.4)

Figure 4.7 visually shows the effect of Equation 4.4.

Figure 4.7: Standard deviation array showing the effect of eliminating data spikes and noise floor. Data

plotted on a full scale. Temp range: 0 – 0.34 °C

Data Spike Tuning

Stationary objects moving in the wind are typically constrained to a small number of pixels in

the field of view. This constrains motion to a small number of pixels and amplifies the values of S

for those pixels relative to other nearby pixels. These constrained, large, motions appear as bright

(i.e. high value) spots in S with sharp edges – the equivalent of a bright spot on a photograph

caused by a specular reflection. For the first frame of one preliminary recording, the calculated S

value is shown as a surface plot in Figure 4.8. The large data spike is from a tag flapping in the

background of the video image.
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Figure 4.8: Raw Sk plot showing data spike from a waving tag

A Gaussian "blur" filter is a commonly utilized image processing method that smooths high-

contrast regions of an image. For this study, edges were filtered using a Gaussian filter, G, with

σf = 10 and a filter size of 15. Filter parameters were developed by trial and error, and are

effectively set by the expected size of moving objects in the background. Similar filter parameters

should work in a wide range of conditions; if objects are much larger, their motion will interfere

with the plume visibility, and if much smaller, the motion will have minimal impact on the image.

The filter is applied to each frame, Sk, of S. This filter applied to Figure 4.8 is shown in Figure

4.9.

Undesired signals can be identified by looking at the absolute difference between the filtered

and unfiltered signal strength arrays, defined as ∆ = |G(S)− S|, where G(S) is S after applying

the Gaussian filter.
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Figure 4.9: Gaussian blur filter applied to Figure 4.8. ∆i,j,k, used in Equation 4.4, is defined as the differ-

ence is pixel value between Figure 4.8 and this surface plot.

If ∆i,j,k > δs, that pixel is identified as movement other than a gas plume (i.e. a data spike) and

is set to zero. The values of δs = 0.05, 0.1, 0.2 were tested, and are shown in the next three figures:

• Figure 4.10: δs = 0.05. The required change in pixel value from the gaussian blur results in

plume signal being interpreted as a spike and portions of the plume are is zeroed out.

• Figure 4.11: δs = 0.2, the required change in pixel value is too large. This leaves too much

of the data spike unfiltered.

• Figure 4.12: δs = 0.1 results in a the "just right" region where plume signal is not filtered,

but the data spike filtering is still maximized.
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Figure 4.10: δs = 0.05. When ∆i,j,k > δs is true, the pixel value is zeroed. Some plume signal is zeroed.

Noise Tuning

The cumulative probability function (CDF) plot in Figure 4.12 demonstrates the transition from

absence of plume information to the presence of a plume. By setting a threshold value so the top

15% of the array values are transmitting plume information, the resultant Sb value of δn = 0.05

presents itself.

4.2.4 Shimmer Effect

Up until this point, the algorithm functioned with no knowledge of whether the gas emission is

present or not. Natural gas equipment often contains piping and components that are cylindrical.

In bright sunlight, the cylindrical surface areas roughly tangential to the direction of view tend to

shimmer, due to random, high-frequency variations in reflected, direct normal irradiance, camera

vibration or other factors. The shimmering edges tend to outline piping and components as seen in

Figure 4.7. To eliminate these artifacts, the algorithm utilizes frames taken during the gas-off time

to eliminate shimmering pixels from detected plumes. Note that prior algorithm steps process the
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Figure 4.11: δs = 0.2. When ∆i,j,k > δs is true, the pixel value is zeroed. Data spike signal is still

prominent

entire video stream, while this step separates Ŝ into two sequences, before (Ŝb = Ŝi,j,k=1...kt) and

after (Ŝa = Ŝi,j,k=kt...N ) gas stopped flowing.

To remove shimmer, a pixel weight is developed by identifying all pixels that exceeds the noise

threshold,

Ii,j,k =











1 : Ŝi,j,k > δn

0 : Ŝi,j,k ≤ δn











for k = 1...N (4.5)

and then computing Ī , the mean of I in the k direction in the gas off state (k = kt..N ), on a

per-pixel basis, and constructing a weighting matrix, W where:

Wi,j,k = (1− Īi,j) · Ii,j,k for k = 1...N (4.6)
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Figure 4.12: δs = 0.1. When ∆i,j,k > δs is true, the pixel value is zeroed. "Just right" value between

δs = 0.05 and δs = 0.2

Pixels with the shimmer effect are identified as Di,j,k > δc and eliminated from the identified

gas plume. For this study δc = 0.95. A sensitivity study was completed to select these values.

Applying this test:

Di,j,k =











1 : Wi,j,k > δc

0 : Wi,j,k ≤ δc











for k = 1...N (4.7)

Shimmer Tuning

A range of δc values were qualitatively tested. Figure 4.14 shows a series of frames from a

typical recording, with δc = 0.1, 0.5, 0.7, 0.9, 0.95, 0.99 shown in the upper left, upper middle,

upper right, lower left, lower middle, and lower right positions, respectively. Focusing on the

piping above the emission, the shimmer effect is minimized as δc approaches a value of 1. However,

as this is happening, the value increases the likelihood of inadvertently eliminating plume signal.

To approximately maximize plume signal while minimizing the shimmer effect, δc = 0.95.
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Figure 4.13: Noise threshold tuning. The plot shows the cumulative probability function of all pixel values

in S after application of the Gaussian blur filter. Higher values of Si,j,k indicate higher signal strength

indicative of the presence of a plume. Lower signal values indicate background.

Figure 4.14: Shimmer elimination plot of various δc. δc = 0.1, 0.5, 0.7, 0.9, 0.95, 0.99 shown in the upper

left, upper middle, upper right, lower left, lower middle, and lower right positions, respectively. Temp range:

9 to 64 °C

43



4.2.5 Plume Coverage Fraction

D contains ones where a gas plume is detected. Plume size in each gas-on frame is computed

by calculating the number of plume pixels in each frame relative to the total number of pixels

(240x320). The result is a vector of plume coverage fractions, Ck, k = 1...kt, representing the

fraction of each frame area where the gas plume is visible in each frame. This is represented in

equation 4.8 with nnz as a function to count the number of 1 values in the frames, and τ as the

total pixel count (for a 240 x 320 matrix, τ = 76800).

Ck =
nnz(Di,j,k)

τ
∗ 100 for k = 1...N (4.8)

For the gas-on frames, we can now create a histogram and calculate the mean, median and

standard deviation of this data set. The mean of Ck is representative of the the average fraction of

the FOV where the plume is visible. This metric will hereafter be referred to as “PCF”.
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Chapter 5

Low Flow Experiment

5.1 Background Motivation

This chapter discusses the experiments conducted to demonstrate the potential applications of

the developed plume extraction algorithm. A previous study took an experimental approach to

analyze the effect of imaging distance (1.5, 3, 6 m) and emission rate (0, 3.5, 8.9, 17.7, 26.6,

35.4, 71, 177 g/h) had on the operator’s ability in emission detection to develop probability curves

on the likelihood of detection [36]. This operator was trained in methane emission detection and

has obtained his OGI certification from Infrared Training Center located in Dallas, Texas. It was

found that when using a FLIR™ GF320 handheld OGI camera the median detection limit, or 50%

likelihood of detection was approximately 20 g CH4/h at an imaging distance of 6 m [36] while

surveying in high sensitivity mode [37].

5.2 Imaging Distance and Viewing Angle vs Emission Rate

Results from the GTD preliminary experiments indicated that frequency analysis of video

frames provides a robust metric that identifies areas of the FOV which contain a gas plume. To

assess the impact of emission rate, viewing angle, and imaging distance on emission visibility,

two separate but similarly structured experiments were conducted. These tests utilized emissions

in pseudo-realistic conditions – a well head at the METEC site. Viewing angle experiment was

designed to emulate a camera operator imaging a single component from multiple viewing an-

gles. Imaging distance experiment was designed to emulate a camera operator imaging a single

component from multiple imaging distances.

The experimental plan is illustrated in Figure 5.1.
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Figure 5.1: Overall framework of DOE1 and DOE2 featuring (a) Camera imaging distances (b) Cardinal

angles each camera is looking to view the emission (c) Each empty box representing a recording with the

respective set of independent variables (d) Emission rates repeated in recording sets 8-21 to increase data

collection.

The experiment controls three variables:

• Viewing Angle: To emulate a camera operator viewing a single component from mul-

tiple viewing angles. Six cameras are positioned equidistant around the emission with

approximately evenly spaced viewing angles.

• Imaging Distance: To emulate a camera operator imaging a single component from

multiple imaging distances. Six cameras are positioned with similar viewing angles

with increasingly larger imaging distances.

• Emission rate: Emission rate is controlled by a combination of pressure regulators and

three solenoid valve orifices to allow for 8 varying emission rates. For each experi-

ment, gas is released at various emission rates (17-196 g/h) for a gas-on phase directly

followed by a gas-off phase.

Wind speeds and ambient temperatures were not controlled. Weather conditions throughout

viewing angle and imaging distance experiments are discussed in the following sections. Con-
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ditions for each viewing angle and imaging distance experiments are in DataMaster.xlsx, sheet

ViewingAngle vs LeakRate and ImagingDistance vs LeakRate, respectively.

Viewing angle and imaging distance experiments consist of 21 recording sets. Recordings 8-21

are repeated to increase data collection.

5.3 Experimental Setup

5.3.1 Viewing Angle Experiment

The six cameras were arranged around an emission location, spaced approximately 60 degrees

apart, as shown in Figure 5.2. The gas release point is a pipe union 87 cm from the ground.

Cameras were mounted on tripods such that the lens center of the camera body was approximately

1.75 m from the ground. In this configuration, the background of the well pad equipment was the

ground (gravel aggregate) for all cameras. All recordings were completed in the the early afternoon

of November 14th, 2019. The ambient temperature was 10.2 to 11.3 °C and wind speed 1.9 to 3.1

m/s. Wind bearing varied from 117°N (from camera 4 toward camera 1) to 166°N (from camera

5 toward camera 2). During the viewing angle experiment, the sky had high elevation, light cloud

cover with an irradiance of 420 to 477 W
m2 . All weather condition data throughout experiment is

found in DataMaster.xlsx sheet ViewingAngle vs LeakRate.

On/off valves in series with precision orifices were used to achieve the 7 emission rates of 17,

43, 71, 96, 119, 142, and 165 g/h. Flow rates were measured using thermal mass flow. Table 5.1

shows the released market gas composition.

The emission rates were repeated in recording sets 8-21 to increase data collection. All record-

ings sets were completed in the early afternoon with total experimentation time spanning 43 min-

utes, resulting in consistent wind speeds and directions.

One sample data set of processed recordings from all cameras for an emission rate of 96 g/h

can be found in SupplementalData.zip.
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Figure 5.2: Left Figure: Viewing angle experimental setup of six cameras surrounding a well head emission

point. Emission point is shown in inset photograph, taken at after the experiment. Right Figure: Birds eye

view of surrounding cameras. All camera viewing angles found in DataMaster.xlsx sheet AllExperiment-

MetaData

Table 5.1: Released market natural gas composition

Molecule Mole Fraction Mole Fraction σ
N2 0.00550 3.28E-05

CO2 0.01877 7.04E-05

C1 0.85750 0.000517

C2 0.10295 0.000390

C3 0.01276 4.79E-05

iC4 0.00080 6.15E-06

nC4 0.00156 5.24E-06

iC5 0 0.00E+00

nC5 0 0.00E+00

C6 0.00013 1.02E-05

5.3.2 Imaging Distance Experiment

The imaging distance experiment holds the viewing angle roughly constant and varies the dis-

tance from the camera to the emission. This simulates a camera operator viewing the same com-

ponent from multiple distances, at a range of emission rates. The six cameras were positioned as

shown in Figure 5.3. All cameras viewed the emission from approximately the same viewing angle

as camera 0 in the viewing angle experiment (35° N). The viewing angle was offset slightly to pro-

vide an imaging distance for cameras 0-5 of 1, 2, 3, 4, 5, and 6 m, respectively. Similar gas release

rates were utilized for this imaging distance experiment as for the viewing angle experiment, and
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each release rate was repeated three times. All recordings were completed the late-afternoon of

January 28th, 2020. The ambient temperature was 5.1 to 7.3 °C, and wind speed 1.8 to 3.0 m/s.

Wind bearing varied from 138° N to 187° N (approximately from behind and towards the left for

all cameras’ FOV). During the imaging distance experiment, the sky had high elevation, light cloud

cover (see Figure 5.3) with an irradiance of 12.9 to 151.8 W
m2 . All experiment data and weather

conditions can be found in DataMaster.xlsx sheet ImagingDistance vs LeakRate.

Figure 5.3: Left figure: Imaging distance experimental setup of six cameras surrounding a well head emis-

sion point with well head emission point inset. Right figure: Birds eye view of surrounding cameras. All

camera viewing angles found in DataMaster.xlsx sheet AllExperimentMetaData

The manifold pressure setting of the source gas supply was slightly higher than the viewing

angle experiment, resulting in the emissions rates of 21, 53, 86, 113, 142, 169, and 196 g/h. All

emission rates were repeated two additional times. All experiments were completed in 44 minutes,

resulting in consistent wind speeds and directions. Table 5.1 shows the released gas composition.

One sample data set of processed recordings from all cameras for an emission rate of 113 g/h

can be found in SupplementalData.zip.
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5.4 Testing Environment Background

All experiments for this work were conducted at METEC in Fort Collins, Colorado. As pre-

viously discussed in Chapter 2, METEC simulates natural gas emissions as they may occur in the

field to test/train/qualify operators in various emission detection methods. To control emission

rates from equipment, METEC uses on/off solenoid valves in series with choked flow orifices to

control flow rates. Actual flow is then measured near the gas supply. This section will discuss the

background of the mass flow controller, valve configurations, and the user interface used to control

the site.

5.4.1 Emission Rate Measurement

Natural gas at METEC is supplied using compressed gas stored at approximately 2500 psi,

which is regulated down to a low manifold pressure of 10-100 psi before being routed to the

release point. Gas is released through choked flow orifices using on/off control valves to control

which orifices are active. The combination of manifold pressure and valve state sets the flow rate

of the emission point.

Emissions are measured using a thermal mass flow meter, an Aalborg (Model Number: GFC17A-

VAL6-A0) calibrated on pure methane composition. The meter has an upper flow limit of 15

standard cubic feet per hour and has an accuracy of 1% of the full scale, or 0.015 SCFH (3.26

g/hr). Additional error is expected as the MFC was calibrated with pure methane. For a flow rate

conversion calculator see DataMaster.xlsx sheet FlowrateConverter.

All weather conditions 5 minute average data including temperature, wind speed, wind bearing,

and irradiance were obtained from the Christman weather station located about 100 m from the ex-

periment site. Weather data was matched with time stamps ± 2.5 minutes with respect to obtained

data. All timestamps and weather condition data is paired with PCF value in DataMaster.xlsx,

sheets ViewingAngle vs LeakRate and ImagingDistance vs LeakRate.

50



Chapter 6

Algorithm Validation and Experimental Results

Chapter 4, Algorithm Methodology, discussed the algorithm that processes OGI recordings to

develop the PCF metric. To demonstrate application of the algorithm, the viewing angle and imag-

ing distance experiments were conducted and was the topic of Chapter 5, Low Flow Experiment.

This chapter discusses how the algorithm was validated, the processed results from the viewing

angle and imaging distance experiments, and the relationship between the PCF metric and human

probability of detection.

6.1 Validation of Algorithm to Replicate Expert Abilities

For the PCF metric to be a useful indicator of the probability of detection for human operators,

the method must be compared to human review of similar OGI videos. To accomplish this, the

study had 5 OGI experts evaluate some recordings captured during the viewing angle experiment

and indicate whether a plume was or was not visible.

A 28-question evaluation was created consisting of a 10 s snippet of each flow rate recording

from three of the six camera view points with an imaging distance of 2 m. Seven recordings with

the gas off were added to act as a control. Table 6.1 summarizes the evaluation. In practice, 10

seconds is on the upper end of the length of time an operator views each component during and

OGI screen, and thus provides a higher probability-of-detection than would likely occur in routine

field conditions.

Table 6.1: Summary of expert evaluation to compare algorithm results to Y/N emission identification

Camera Emission Rates [g/h] # of Questions

0 16, 41, 68, 92, 115, 137, and 158 7

2 16, 41, 68, 92, 115, 137, and 158 7

4 16, 41, 68, 92, 115, 137, and 158 7

Control 0 7
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In this data set, recordings were completed in the the early afternoon of November 14th, 2019.

The ambient temperature was 10.1 to 10.8°C and wind speed 1.9 to 2.8 m/s. Wind bearing varied

from 121° N (from camera 4 toward camera 1 ) to 166° N (from camera 5 toward camera 2). During

the viewing angle experiment, the sky had high elevation, light cloud cover with an irradiance of

459 to 477 W
m2 . Evaluation data set experimentation time lasted 13 minutes.

Evaluation questions were in a randomized order. The five OGI experts were allowed to watch

the 10 s snippet recordings one time then immediately report on a yes/no (Y/N) basis if the they

could see an emission. Evaluation data can be accessed in DataMaster.xlsx sheet ExpertEvalLo-

gReg.

6.2 Probability of Emission Detection

To pair the results of this evaluation to the mean value of the Ck vector, PCF, a logistic regres-

sion was created. The regression shown in Figure 6.1 reports the likelihood an expert will identify

an emission with respect to the developed PCF metric.

The median and 90% probability of detection correlates to the plume covering 6.8% and 13.8%

of the cameras field of view, respectively. Due to potential false positives, there is 11% chance of

detection when the gas is off.

Table 6.2: Summary of logistic regression results showing the probability of detection for various plume

coverage fraction values.

Plume Coverage Fraction Probability of Detection [%]

0.00 10.59

3.3 25

6.8 50

13.8 90

16.2 95

21.5 99

Inf 100
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Figure 6.1: A logistic regression showing the probability of detection with respect to the PCF metric.

Logistic regression parameters are β1 = -2.13, β2 = 0.313. Table 6.2 provides results of the regression for a

range of PCF values.

Results of the logistic regression indicate a relationship between the probability of detection

and PCF, indicating that the PCF metric could be used to understand the detectability of plumes

without human evaluation.
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6.3 Experimental Results

To demonstrate the potential application of the algorithm, the viewing angle and imaging dis-

tance experiments were conducted, recordings were processed, and experimental data was ana-

lyzed.

6.3.1 Viewing Angle Experiment

The viewing angle experiment discussed in Section 5.2 consisted of 21 recording sets, with six

cameras creating 126 PCF data points with respect to emission rate and viewing angle. A camera

recording error for camera 0 at an emission rate of 71.5 g/h caused the camera feed to briefly

disconnect mid-recording. Therefore the third data point was removed from the data set.

Examination of the data indicated a linear relationship between emission rate and PCF. An

example is shown in Figure 6.2 for a viewing angle of 32° N (camera 0). The figure overlays the

PCF data and a linear regression. For this viewing angle and with an imaging distance of 2 m, a

linear trend line is shown with a y-intercept value of y0 = 0, a slope m = 9.4E-2, and a R-squared

value R2 = 0.789. Similar analysis of all other cameras show similar data trends.

For all viewing angles (cameras 0-5), the mean and range of the three emission rate data points

was calculated and shown in Figure 6.3. Emission rate error was calculated as 1% of the MFM’s

full range, or ±3.26 g/h.

There is a relatively strong linear relationship between the PCF and the emission rate regard-

less of viewing angle, suggesting that the point of view of which camera operator is viewing an

emission relative to the wind bearing is less significant than emission rate.

6.3.2 Imaging Distance Experiment

The imaging distance experiment discussed in Section 5.2 consisted of 21 recording sets, with

six cameras recording creating 126 PCF data points with respect to emission rate and imaging

distance. For all imaging distances, the range and mean PCF values were calculated for each
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Figure 6.2: Linear relationship between PCF and Emission Rate for camera 0 at 2 m with R2 = 0.789 and

slope, m = 9.4E-2

emission rate, as with the previous experiment, the emission rate error was set to 1% of the MFM’s

full range, or ±3.26 g/h. The mean, range, and emission rate error are shown in Figure 6.4

Similarly to varying viewing angle and emission rate at a 2 m viewing distance, imaging dis-

tances of 1 and 2 m also show a linear relationship between PCF and emission rate. However, at

distances greater than 2 m, PCF does not increase with emission rates, indicating that emission

identification is unlikely. Since the image of an object decreases in size with the square of the

distance, the drop off in PCF – a measure of plume size – is unsurprising. This analysis indicates
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Figure 6.3: Similar relationship between PCF and emission rate for all viewing angles/cameras. Emission

rate error for all points is ± the full range of the MFM (±3.26 g/h). PCF bars show the minimum and

maximum values with points at the average PCF of the three trials.

that, for these leak rates, distances, and weather conditions, the noise floor for PCF is between 1%

and 2% of the FOV.
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Figure 6.4: Impact of imaging distance on the plume coverage fraction. Emission rate error for all points

is ± the full range of the MFM (±3.26 g/h). Plume coverage fraction bars show the minimum and maxi-

mum values with respect to the average of the three recordings. Decrease in PCF relative to viewing angle

experiment is likely due gas passing behind a pipe.
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Chapter 7

Conclusions and Future Work

This novel frequency-based algorithm provides a method to experimentally analyze the effect

independent variables have on the plume coverage fraction and visibility of a natural gas emission

plume. This method requires time-series of apparent temperature data for each pixel in an OGI

camera recording, recorded by a stationary camera in both gas-on and gas-off states.

The development of a quantitative post-processing algorithm provides an automated means to

assess the detectability of emission plumes without relying on human interpretation of OGI videos.

Preliminary experimentation revealed that natural gas emissions contain high-frequency signal.

Analysis showed these signal can be isolated from background through a series of processing steps.

The developed frequency-based algorithm proposed here allows for pixel independent analysis of

transmitted plume signal through apparent temperature data to output a metric representing the

new measure of detectability (PCF). Through OGI expert validation and evaluation, a logistic

regression reported how the probability of detection increases with respect to the PCF. An analysis

was completed on how this plume signal varies with viewing angle, imaging distance, and emission

rate. A linear relationship was found between emission rate and the PCF at a tested imaging

distance of 2 m. The viewing angle effect on PCF for all cameras at an imaging distance of 2 m

resulted in almost no noticeable effect. Imaging distance has a power-low relationship the PCF

and therefore the likelihood of positive emission detection.

7.1 Future Work

This study revealed a promising novel frequency-based algorithm for separating natural gas

emission movements from the stationary background and laid the ground work for subsequent

OGI research based studies. Although effective, there is room for growth and improvement of

the algorithms techniques and applications. Foremost, additional tuning of threshold values could

increase the effectiveness of the algorithm in specific background scenarios. Partnering with sim-
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ilar researchers to determine effectiveness should be pursued. Validation to other machine vision

or deep learning computational methods to quantitatively compare the error associated between

similar methods should be conducted.

This method has the potential to ground previous work that utilized the opinion of camera

operators to determine OGI camera effectiveness. Reassessing the previous studies’ accuracy with

this algorithm should be pursued. Secondly, the applied experimental data set acted as a proof of

concept, therefore further experimentation should be completed with the a larger dataset to increase

confidence in results.

As this method has the current application of analyzing experimentation in a controlled envi-

ronment, further streamlining the export process has the potential to provide researchers with in-

stantaneous feedback of the plume coverage fraction and further the likelihood of human detection.

In closing, an accurate computational method to remove error associated with camera operator’s

judgment to apply to controlled research experimentation is a crucial objective that motivated this

work and should be seen to fruition.
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Appendix A

Developed Software Packages

The following developed software packages are uploaded and available in a GitHub repository:

HexImager Software Package

These are located at https://github.com/marcus858/OGI-Frequency-Based-Algorithm
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