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ABSTRACT

DESIGN-TIME AND RUN-TIME FRAMEWORKS FOR MULTI-OBJECTIVE OPTIMIZATION OF

2D AND 3D NOC-BASED MULTICORE COMPUTING SYSTEMS

As a result of semiconductor technology scaling persisting over the last five ded@dedgsigners are

today faced with the task of managing over a billion on-chip transistors. @étaré sizes of no more

than a few tens of nanometers in contemporary technologies, several undesirable phenoména at suc
nanoscale geometries have significantly complicated System-on-Chip (SoC) désga. phenomena
include: (i) an increased influence of process variations that has introclutgiderable unpredictability

in circuit-behavior; (ii) a lowering of the critical charge of logésxd memory-cells that has given rise to
elevated levels of soft-errors; (iii) a steep rise in power-densitiesodbigher transistor-densities, that

has introduced the problem of dark-silicon, where a significant portion of thescréguired to be shut

down at any given time; (iv) circuit aging that has increased signiliy because of higher severity of

aging factors such as electromigration and bias temperature instability i(BTicuits fabricated in
advanced technology nodes; and (v) high voltage drops in the power delivery netwhibkti@Dhave
worsened due to the shrinking widths of on-chip interconnects. Additionally, everhthioeiglesign
complexity has risen exponentially, the timeemarket window for design companies has not changed
markedly. Despite the numerous daunting challenges faced by the semiconductor design community, each
new generation of SoCs are expected to meet higher and higher performance demandee, therefis

an urgent need for holistic automated system-level design tools that produce faadilbetimized

design solutions efficiently while satisfying application and platform constraints.



As a lot more transistors become available to designers with every new teghnotiey we are
witnessing a trend of increasing number of processing cores on the semiconductortiditeng/ito
hundreds of cores being integrated on emerging multicore SoCs, network-on-chip (Ned) bas
communication architectures have been found to be more suitable compared to the trad#tibaakdu
communication architectures. Also, the recently evolved paradigm of 3D stacking b&a$pened up
new avenues for extracting higher performance from future systems by stackindenajters of cores
and memory. In this thesis, we propose design-time optimization frameworks foesgnif 2D and 3D
NoC-based multicore SoCs. We present novel algorithms and heuristics for appiicapping, voltage-
island partitioning, and NoC routing path allocation to optimize metrics sudoramunication and
computation power and energy, chip-cooling power, voltage-drops in the PDN, design-ylettieagy-
delay-squared product (EB), while satisfying temperature, PDN, and performance constraints. In
addition, to address the critical need for system-level solutions that carasieaulsly and adaptively
manage the constraints imposed by dark silicon, process variations, soft-errolityeleatd lifetime
reliability, we propose run-time frameworks for OS-level adaptations based on rtuit-level
characteristics of multicore SoCs. Experimental results show that the techpigpesed in this thesis
produce design solutions that provide much better overall optimality while consideuiftiple

optimization metrics pertinent to modern semiconductor design.
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1 Introduction

This section outlines recent trends and challenges of semiconductor chip design/)aind tpneed for
consideration of a holistic view of the various aspects of the modern design flosa giads a general

overview of the contributions made in this thesis.

1.1 Design Automation in Modern Semiconductor Chip-Design

Over the past few decades, improvements in semiconductor fabrication technology haee enabl
integrating billions of transistors on a chip. Management of on-chip resourceshimshdcome
enormously complex. Additionally, with shrinking transistor feature sizeserus second-order effects
have been introduced in circuit operation that make the design effort even more cdiuyalexa

herculean design task cannot be undertaken without the use of intelligent software tools.
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Figure 1: Number of transistors on a chip has been steadily increasing according to Moore’s law [1]



As the semiconductor technology generation advances (e.g. from 28 nm to 22 rimh) evegy two
years (Moore’s law), the chip-design companies are required to meet strict tinmearket demands to
remain commercially viable. Therefore, simulation software tools withiefii algorithms that produce
optimized design solutions quickly remain critically important. Moreover, thereinsman ever
increasing demand for low-power and high-performance designs. Portable devices suelt gghones
are expected to execute more performance-intensive applications with even higher divgeggyef
desktop and server-systems are expected to run more and more complex workloads. Thus, cgntemporar

designs require efficient utilization of the system-power-budgets while optimizing parfoem

Due to the above mentioned reasons, efficient automation tools that produce optimized desig
solutions at various levels of abstraction (such as system-level, logic-level,iraod-level) are

indispensable in contemporary semiconductor design-flows.

1.2 Multi-core Systems with Networks on Chip

As many more transistors are available to computer architects for every new dgghmotle, we are
witnessing a trend of increasing number of cores on the semiconductor die. Thenseictior design
community seems to have reached a consensus that the additional real-estate onmbg bhifpetter
utilized by employing numerous simpler cores instead of building more complex uniprec&ssue of

the main reasons for such a paradigm shift are as follows:

1) Clock speeds have essentially stopped increasing due to much higher power densities.

2) Attempting to extract higher instruction-level parallelism (ILP) from unipssors has been
found to result in lesser performance per watt.

3) Due to scaling in wire widths along with transistor gate-lengths in dcedehnologies,
interconnect delays have a significantly higher impact on system-performance. Theeday®, d

introduced by long metal interconnects running across the chip can no longer be tolerated.



4) Multi-core architectures are better suited to exploit the inherent pamlléh taday’s multi-
threaded workloads.

5) Multiple applications are required to be executed simultaneously on modern day microprocessors.
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Figure 2: For power-limited design regimes, increasing processor-cores on a chip could potentially
boost performance significantly with similar power dissipation [2]

In such a scenario, the traditional bus-based fabric for inter-core communication asiljydbe
rendered untenable (due to long communication latencies) with tens to huofleedship cores. The
networks-on-chip (NoC) based communication architecture has been extensivelghexbeboth in the
academia and the industry, and has been found to be more suitable for multi-core envirdviesnts.

based NoC fabrics have even been employed in commercial processor chips (&) [4],



RPC SCC die

Figure 3: Intel’s SCC block diagram [3] with mesh topology of the NoC fabric

1.3 Advantages of 3D Integrated Circuits

3D integration of ICs is enabled by stacking multiple silicon dies and intercorgqelstm vertically
using through-silicon-vias (TSVs) forming a single package with a mucHesrf@bt-print compared to

the conventional 2D ICs. By enabling interconnections in the third dimension, 3ZalCdoost
performance and reduce power dissipation with much shorter interconnect lengths or.afsrag
keeping designs at newer technology nodes commercially viable is becoming more andfioolteddi

to the exploding design-complexity and reducing yield, 3D ICs hold great pronéséeotling (or even
excelling) the Moore’s law for a much longer time in the future. Although designing 3D ICs could be

quite complex because of challenges suclfipexcessive runtime chip-temperatures due to smaller heat
dissipation area an@) higher voltage drops (IR drops) in the power delivery network (PDN) afttipe

due to higher current densities.



1.4 Dominant Physical Phenomena in Scaled Technologies

1.4.1 Process Variations

With feature sizes far below the wavelength of light, variations lnidation processes are becoming

more common and can lead to unpredictable behavior in modern semiconductor designs. One of the
primary effects of such process variations is the deviation of the cinceghold voltage\(;) from its

nominal value. A rise in the value & increases circuit delay (which decreases maximum operating
frequency) and decreases the leakage power; on the other hand, a reduétidadreases circuit delay

and increases leakage power. Thus, process variations introduce unpredictability in goaver
performance profiles of manufactured chips. The design costs associatedangihimg required to

overcome this unpredictability can be prohibitively high.

1.4.2 Operating Temperature

With the scaling down of the dimensions of the on-chip transistors, power deftie risen quite
significantly. Higher power densities have in turn given rise to excessive ogetaiperatures. Higher
temperatures have several negative effects on circuit operation. First, dalayitincreases (performance
worsens) with temperature. Second, it is also commonly known that leakage power hasliaesarper
relationship with temperature and that temperature in turn depends on the power prbfietupt In
contemporary electronic systems, this cyclic inter-dependence could severely affgchgreee. Third,

if operating temperatures are left unchecked the power-temperature dependence coaldhksawat-
runaway potentially causing burn-out and rendering the chip unusable. Fourth, higher tepwperatur
expedite aging in transistors due to circuit-aging phenomena such as bias-tempestatiteyir{BT]),
hot-carrier injection (HCI), and time-dependent dielectric breakdown (TDDB)addition, higher
operating temperatures induce higher rate of electro-migratioméhip metal wires (logic-interconnects

and power-grid wires). Such aging phenomena progressively slow down circuit-operation over the



lifetime of the chip. High rates of degradation could significantiyitl the service life of the

semiconductor chip.

The already severe thermal problems in 2D ICs are exacerbated in 3D ICs due to evepolwgher
densities and higher thermal-resistivity to the heat-sink. In fact, inaglitair-cooled heat-sinks have

been shown to be inadequate in removing the heat produced from 3D ICs.

1.4.3 Voltage Drops in the Power Delivery Network

Designing a robust power delivery network (PDN) is critical to the overall performance of today’s
computer systems. The PDN is required to deliver a stable power supply across thatdsipvithin a
desired voltage range and tolerate large variations in load currents [100]. Unfdytuntkeincreasing
on-chip device density and decreasing voltage levels, the supply currents have rigmer hitve scaling
of PDN impedance has not kept up with this trend. The resulting worseniRgdobps in the PDN has
led to a reduction in the quality of voltage supply and negatively impacted perforrhanaase circuit
delay in modern technologies has been shown to have a strong nonlinear relationshiguggpiye
voltage drop [6]. This problem is even more severe in 3D ICs as the curtéet PDN can be as many
times more as the number of device layers compared with a 2D IC. Moreover, the nunbesing bn
ann-layered 3D design is abontimes smaller than its 2D counterpart, thus exacerbating the problem of

a degraded voltage supply in 3D designs [7].

1.4.4 Soft Errors

With increasing transistor miniaturization, circuit densities have drasticallgased, and the critical
charge, which is the minimum charge capable of a bit-flip in a memomy{agic-cell, has significantly
decreased [8]-[10]. This phenomenon has caused newer process technologies to be maft#estescept

transient-faults due to the effects of radiation, e.g., alpha-particle and neutken. sttie rate of such



transient-faults at run-time has thus been increasing with technology scaling [14,]d&kign challenges
due to such soft-errors in integrated circuits are projected to become even moreAsetieesoft-error
rate (SER) increases with decreasing voltage and frequency values [11],ndmeiaywoltage and
frequency scaling (DVFS) scheme in modern systems needs to be cognizant of tHigyrebalsiraints

as well.

1.4.5 Aging

Aging in circuits due to phenomena such as BTI, HCI, and TDBB causes gate-delagatiegr that
could potentially lead to untimely failure of the chip. The principal é&ffgficsuch a circuit-aging
mechanism is to increase circuit-threshold voltadg®), ( which results in higher circuit-delay.
Additionally, electromigration (EM) in metal wires on the chip leads to increase in intercoesistance
over time. This phenomenon is most dominant in power delivery network (PD&§ thiat carry larger
unidirectional currents compared to signal wires [12], [13]. The increassthne® of the power-grid
results in higher IR-drops in the PDN, which causes further circuit slowdmento degradation of
supply voltage [6]. These adverse effects of EM are expected to be particwearly se 3D ICs that
possess limited number of power-pins and higher current densities. Also, with process technology scaling,
this problem is exacerbated due to the reduction in cross-sections of metal wickscatses further

increase in PDN current-densities [12].

1.4.6 Dark-silicon
The slowdown of power scaling with technology scaling, due to leakage and rgliabiiterns [14],
[15], has led to a rise in chip power-densities, giving rise to the dark-spiv@momenonr- a significant

fraction of the chip needs to be shut-down at any given time to satisfy the chip poget: With the



extent of dark-silicon increasing every technology-generation (30%-50% for 22nm) [16¢&i{ns are

becoming increasingly power-limited rather than area-limited.

1.5 Challenges for Sytem-level Design-time Frameworks

Multiprocessor-system-on-chips (MPSoCs) are a class of multi-processors thatsigmeedido run
embedded applications. The computation and communication profiles of such applications ally gener
known at design-time. Therefore, MPS0Cs are best suited for design-time synth#ss section, we
would discuss various modern-day design-challenges that need to be addressedydteimgevel

MPSoC synthesis.

As the number of cores integrated on multi-core systems continues to inatease ihundreds [4
[5], the complexity of network-on-chip (NoC) fabrics required to interconc@timunicating cores on a
chip has also increased. NoCs have been shown to dissipate significant power (e.g., elfip%pafe
in Intel’s 80-core teraflop [4] and ~40% of chip power in MIT RAW [5] chips). As a resdiicing both
computation and communication power has become a high priority for chip designers. Tadgemitig
problems of high power dissipation, voltage islands)(are commonly used. In the presenc&/ts not
only can cores run on optimal voltages with minimal overhead to reduce chip gisgipation, but the
on-chip interconnection network can also expMis to reduce communication power. Howeveis
complicate the problem of NoC synthesis, requiring designers to revisit themeobfVI-partitioning,
coreto-die mapping, and routing path allocation so that both computation and communication grower ¢

be minimized.

Moreover, for each new configuration of computation core and communication mapping on an
MPSoC, the corresponding inter-core communication patterns, 3D on-chip thermal profitd], @s IR-
drop distribution in the PDN can vary significantly. Therefore, due to the egendience between these

design objectives, performing cotetile mapping for optimization of communication-profiles



exclusively could possibly make it extremely difficult to meet PDN cairgs (such as mabk-drop) as
well as thermal constraints. Consequently, it is our contention that a halegign approach that
simultaneously considers optimization of NoC, PDN, and thermal objectives isiastaneffective

MPSoC-synthesis.

Additionally, due to significant within die (WID) variations and tieedie (D2D) variations in
semiconductor processes of advanced technology nodes, the design costs associatealgimitig
required to overcome the unpredictability can be prohibitively high. Therefore, shstelhdesign

approaches that are aware of process variations can be crucial for designing energyssfieieTst.

1.6 Challenges for System-level Run-time Frameworks

Chip Multiprocessors (CMPs) are a class of multi-processors built forajgnepose computing. As the
applications to be executed on CMP-platforms are not known a priori, run-timezgtibn frameworks
that adapt to the time-varying characteristics of workloads are katted for CMPs. In this section, we
would discuss the key considerations in the design of run-time optimiZatioreworks for CMPs

fabricated at advanced technology nodes.

With significant impact of process variations (WID + D2D) in modern techiedpépbricated chips
have widely varying power-performance-profiles. Therefore, awareness of tagovaprofile of each
chip in a run-time optimization framework could potentially yield immense benefiesrimstof power-
performance trade-offs in comparison to a traditional variation-unaware approach. Af,ausdime
optimization frameworks are essentially required to perform dynamic voltagmgsq@lvVS) and
application mapping with the knowledge of the variation-profile of the iddali CMP chip to optimally

save power and maximize performance.



The traditional objective of DVS schemes has been to save power while npefiorgnance and/or
thermal constraints. With soft-error reliability a real concern in cumedtfuture systems, DVS would

need to be cognizant of the soft error reliability requirements as well.

Besides, for run-time mapping of a queue of incoming applications on a CMP, appdicat
traditionally have a fixed degree of parallelism (DoP). Given that higb€rvalues could possibly yield
better performance, by using fixed application-DoPs the CMP cannot exploit the changingtiappli
arrival rates at runtime, and thus suffer from poor system utilization. foheréntelligent runtime
adaptations of application-DoPs are essential in contemporary CMPs to maximizatiaril and

performance of the system.

Finally, the rate of aging in transistors and metaks increases with the active times of individual
circuit components and the supply voltages used. As chip-lifetime is now one efytherisiderations at
advanced technology nodes, run-time application-mapping and DVS scheme are also rehalstt¢o
the lifetime requirements with performance and power requirements of the sydterover, under
certain scenarios when the CMP is executing predominantly communication-intensivint@tegive)
applications aging in the NoC could potentially be lifetime-limiting. Here, ppdication mapping and

routing framework would be expected to extend the service life of even the NoC fabric on the CMP.

1.7 Our Contributions in Design-time Synthesis of MPSoCs

In this thesis, we propose several design-time optimization frameworks for syrthdsSoCs. We
present novel algorithms and heuristics for application-mapping, voltage-islaitobuag, and routing
path allocation to optimize metrics such as communication and computation power and elmigr-
cooling power, IR-drops in the PDN, design-yield, and energy-delay-squared proddgY),(Ebile

satisfying temperature, PDN, and performance constraints.
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As our first contribution, we propose a framework¥raware synthesis of interconnection networks
on chip (VISION) that combines novel algorithms and heuristics to pefNtrpartitioning, core to die
mapping, and routing path allocation to minimize power dissipation while satishppijcation
bandwidth requirements. We propose three variants of our framework based on differanttitere-
mapping heuristics: (i) incremental swapping (VISION), (i) Probabilisicrdmental Swapping
(VISION-P), and (iii) Incremental Swapping using Branch & Bound (VISION-B).@artitioning
techniques consider not only the optimization of computation power, but commumipatver as well.
Our mapping approach uses a distributed decision making over the whole meghadhstezntralized
approach used in previous works. Our routing path allocation algorithm integratésskntion and
routing in contrast to previous work. Our best performing framework VISIONd8uces up to 32%
savings in communication power and up to 13% savings in total power compared to kreeasprior

work onVI-aware NoC synthesis.

In our second contribution on design-time synthesis, we bring to light the imeince of
optimizing communication and thermal profiles, as well as PDN IR-drop distiboth the chip. We
propose a novel design-time system-level application-specific co-synthes@mafoak that intelligently
maps computation and communication resources on a die, for a given workload. The goahiisitoe
the NoC power as well as chip-cooling power and optimize the 3D PDN arahdteathile meeting
performance goals and satisfying thermal constraints, for a microfluidic coolied-tEsplication-
specific 3D MPSoC. Our experimental results indicate that the proposed 3D NoG&dyRthesis
framework provides better overall optimality with the solution quality improvement of up téo3%vdr a

probabilistic metaheuristic-based co-optimization approach proposed in prior work.

Our third contribution, PRATHAM, extends our co-synthesis (second) contribution withistic
solution evaluation methodology that accurately captures the different rivggidependences. We
integrate the effects of temperature and supply voltage drops in the performance aypdnedeling of

the compute cores as well as the communication resources; and show that considering suctsawarene
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the solution evaluation framework results in significantly improved design @mutDur experimental

results indicate that PRATHAM improves syst&m2P by up to 43.6% over prior work.
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Figure 4: MPSoC-synthesis framework envisioned as a combination of our design-time synthesis
contributions. Small circles (in black) contain chapter-numbers that corresponding blocks are
discussed in.

In traditional design flows that exhibit variation-awareness, voltage assignmeoksnar without the
core-mapping information and require resorting to pessimistic voltage assignrasetsdn worst case
Vr values. This leads to higher voltage assignments and correspondingly higher avezaldiissipation.

As our fourth contribution, we propose a novel process variation-aware MPSoC synthesis fratinatvork
performs simultaneous mapping and voltage assignment of cores to mitigate the adverse eféamesof p

variations while maximizing yield. Note that as the variation-profiles nofividual chips are not
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accurately known at design-time, we consideest chips N variation-profiles) that capture the effects of
process variations on performance and power, to represent the variation-profileegratithe target
process technology node. Our framework incorporates ndvalvare and variation-aware optimization
techniques, and produces on average 2x to 3.8x improvements in power-performance YieluvéPP

other variation-aware MPSoC synthesis framewaorks.

1.8 Our Contributions in Design of Run-time Adaptations for CMPs

To address the critical need for system-level solutions that can simultanaodsigaptively manage the
constraints imposed by dark silicon, process variations, soft-error reliabitity lifetime reliability, in
this thesis we propose two runtime frameworks for OS-level adaptations tastw: circuit-level

characteristics of the CMP-chip.

Our first such contribution, VARSHA, is a novel run-time application scheglfliamework that
employs dynamically adaptable application degrees of parallelism (DoPs) to miniewerage
application service times and energy, while meeting a chip-wide dark-silicon pmmetraint and
application performance and soft-error reliability constraints, in the presenpeocdss variations.
VARSHA utilizes a novel heuristic to integrate within the applicatitapping process a DVS
mechanism that is constrained not just by performance but also by applicatiiiligeliequirements.
Our VARSHA framework is well-suited to the emerging dark-silicon-constrainedrdesigme,
improving over traditional mapping approaches optimized for the area-constiaisigd-regime, where
it simultaneously manages all dynamically arriving applications while adapfiptcation-DoPs to
optimally utilize the system-power-slack. Our experimental results show tHREHMA produces savings
of 35%-80%in application service-times, 13%-15/ energy, and avoids reliability violations unlike
state of the art prior works that suffer from reliability violaidn up to 11%of application instares

arriving at run-time.
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In our final contribution we recognize the key insight that the mechanism toa@nhigetime
reliability in 3D CMPs must consider circuit-aging together with PDN-agieghe impacts of PDN- and
circuit-aging on system-performance are correlated. We propose a novel runtime fraiffeioeIS
for intelligent dynamic application-mapping and voltage-scaling to simultaneooshage aging in
circuits and the PDN, and enhance the performance and lifetime of 3D NoC-based ABMESIS
adapts to different aging scenarios to extend the lifetime of a 3D NoC-based ICencapsulates a
symmetric aging enabled routing algorithm that balances the degree of aging bdtv@eouters and
cores, thereby increasing the combined lifetime of both. Compared to a framework basedest the
known prior works on aging-aware mapping techniquUeRTEMISis able to service 25%nore

applications (on average) over the chip lifetime, which highlights its promise for em8iGyIPs.
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Figure 5: Overview of the application-mapping and DVS framewaork envisioned as a combination of
our contributions in runtime CMP management
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1.9 Outline

This thesis contributes in the advancement of state of the art in system-leveladgeimgation for multi-
core SoCs in three main way(§: it presents several new optimization techniques for previously known
system-level design problem§i) it brings to light some previously unexplored optimization search-
spaces thereby discovering new opportunities for further optimization it proposes efficient
algorithmic techniques to produce design-solutions with better overall opginiaditthese expanded
multi-dimensional search-spaces. The research presented in this thesis iedrgaridlows. Chapter 2
discusses our communication avidaware MPSoC synthesis frameworks (VISION and its extensions)
that optimize communication and computation power while meeting application performastraints
Chapter 3 presents our design-time co-synthesis framework that minimizds M@&C3power as well as
chip-cooling power and optimizes the 3D PDN architecture, while meeting perforrgaate and
satisfying thermal constraints, for a microfluidic cooling-based applicapecific 3D MPSoC. Our
enhanced ceynthesis framework, PRATHAM, which utilizes a holistic solution evaluation
methodology, is discussed in chapter 4. Chapter 5 presents our variation-aware MRB@Sissy
framework, which mitigates the adverse effects of process variations thereby ilgptbe power-
performance yield. Chapter 6 discusses our variation and reliability-aware ewapptication scheduling
framework (VARSHA) that employs adaptive parallelism and suited to the emelgikgilicon regime.
Chapter 7 improves over the VARSHA framework by additionally considering menmeffic tand
detailed NoC simulation, and proposes novel mapping techniques suited for the new set assumptions
Chapter 8 discusseSRTEMIS our aging-aware runtime application mapping framework for 3D NoC-
based CMPs that extends the service life of the 3D chip by balancing the RigiNaad circuit-aging as
well as the aging in compute cores and associated NoC routers. Finally we preseasitasummary

and future work in chapter 9.
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2 A Framework for Low Power Synthesis of Interconnection Networks-on-chip with Multiple Voltage
Islands

The problem of VI-aware Network-on-Chip (NoC) design is extremely challengspegcially with the

increasing core counts in today’s power-hungry Chip Multiprocessors (MPSoCs). Instlihapter, we

propose a novel framework for automating the synthesis of regular NoCs witto \éktjsfy application

performance constraints while minimizing chip power dissipation.

2.1 Introduction

Emerging multiprocessor systems on chips (MPSoCs) today are severely nedsh@tause of their
high power dissipation in compute cores due to high levels of core integaatibmanoscale CMOS
process technology characteristics. High power dissipation on a chip not only reoiered
performance, but also negatively impacts reliability and cooling costs. As the nuntdmee®fntegrated

in MPSoCs continues to increase into the hundreds [4], [5], the complexitgtwbrk-on-chip (NoC)
fabrics [18] required to interconnect communicating cores on a chip has also inchesGsdhave been
shown to dissipate significant power (e:g30% of chip powein Intel’s 80-core teraflop [4] and-40%

of chip power in MIT RAW [5] chips). As a result, reducing both computation and communication power

has become a high priority for chip designers.

Among the several circuit and (micro)-architectural techniques proposed by desigrement years
to reduce power dissipation, dynamic voltage and frequency scaling (DVFS) is wabslyto reduce
dynamic power [19], whileclock/power gating techniques [20] are commonly used to reduce leakage
power in cores. However, implementing these techniques at a per-core grametartgs separaté,p
and ground lines, as well as a prohibitively large number of VLCs (voltage leveertens) and
MCFIFO (multiple clock firstn-first-out) queue based frequency level converters [21], [22], especially

as the number of cores on a die increase. The use of voltage isldsddinjits the overhead of
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implementing these power management schemes by combining cores into islands theatsasee/pp

and ground lines, and thus also minimizing the number of VLCs and MCFIFOs re@8te®ifferent
islands can then operate at different voltage levels and perform runtime optimizations indepesaignt of
other to more aggressively reduce chip power. In the presence of Vs, not only camcaeptimal
voltages with minimal overhead to reduce chip power dissipation, but the on-chipormiection
network can also explo¥Is to reduce communication power. However, VIs complicate the problem of
NoC synthesis, requiring designers to revisit the problemél gfartitioning, core to die mapping, and

routing path allocation so that both computation and communication power can be minimized.

In this work we address the problem of synthesizing NoCs for regular MPSoC¥ witi reduce
overall power dissipation. We focus on MPSoCs with homogenous and regular sized causs béthe
prevalence of regular topologies in almost all recently released commiteabCs [4], [5]. Our
proposed framework fovl-aware_Synthesis of IntercOnnection Networks on chip (VISION) combines
novel algorithms and heuristics to perfonh partitioning, core to die mapping, and routing path
allocation to minimize power dissipation while satisfying application bandwidtiuirements. We
propose three variants of our framework based on different tedile- mapping heuristics:(i)
incremental swapping V{SION), (i) Probabilistic Incremental SwappingVISION-B, and (iii)
Incremental Swapping using Branch & BouMISION-B. Experimental studies presented in Section 2.5
indicate that the proposed VISION framework outperforms the best known prior 24jrkhpt focuses
on the same problem M-aware regular NoC synthesis. In particular, our framework generates solutions
that have lower network traffic by up to 62%, lower communication power by 8p%, and lower total

power dissipation by up to 13% compared to solutions generated by the appr@h in [
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2.2 Related Work

Many researchers [25]-[29] have proposed custom topologies for NoC architectiresprove overall
performance at the cost of sacrificing the regularity of mesh-based topolstgicalres. Although these
custom architectures are expected to achieve better latency and area utilizatfotegign process is
significantly more complex and faces several challenges, such as greaterkcamsktaicertainty in link
delays due to irregular interconnect structures. Thus, a conservative enough custom agsigtuatly
offset the advantages of better performance [30]; especially for medilarge sized NoC architectures
(in terms of total number of cores).

Lackey et al. [23] give an overview of the preliminary considerations for powgreafmmance for
NoC designs with/Is. The problem of NoC synthesis on regular structures with multiple supply VIs has
since been addressed in several works [24], [31]-[36]. Ghosh et al. [32] sdlvearn grogramming
formulation of the same problem, but without considering the effects of meuftduencies and the
required MCFIFO-based converters. Leung et al. [31] propose a genetic algorithmbmeahe
different steps in &I-aware NoC synthesis flow. Ogras et al. [33] perform\thpartitioning and static
voltage-frequency assignment on a pre-mapped NoC to optimize communication and energy mnsumpt
while meeting task deadline constraints. By performing voltage-partigoméfore core mapping, [R4
demonstrated improvements over prior work (e.g., [33]) to achieve less poweraavbyhieeducing total
number of MCFIFOs and VLCs needed for inter-island communication.

The problem of mapping cores on to regular NoCs has been handled differently bykbabowe.
Heuristics implementing incremental mapping on NoCs withthat have been proposed to date [24],
[35] map the cores in order of their communication bandwidths. As the ordexpglimg is fixed, every
new mapping decision is based on optimizing some communication metric with juss\ttoaiply placed
cores, thereby restricting the search space to a possible local minimum engdtéadapture a holistic
view for optimizing the communication over the entire network. In this work, iniaddio proposing

novel techniques for voltage partitioning and routing path allocation, we préseatiew mapping
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techniques that use the foundational concept of incremental swaps with a distdécigtdn making

process, as opposed to a central one used in prior work.

2.3 Problem Formulation

We are given the following inputs to our problem:

A core graphG (V, E) with the set oN vertices {1, V>, Vs, ..., V\} representing the homogeneous cores
on which tasks have already been mapped and the skt efiges é,e.,6;...,eq} that represent

communication dependencies between cores;

(i) A regular mesh-based NoC withtiles such thaf > N, andT = (d?), whered is the dimension of the
mesh, and each tile consists of a compute core, a NoC router, and a network in#)faeenreen
them;

(i) A set of minimum operating voltage levels required for meeting taskrpefce requirements on
each of theN cores fmin_v(M), min_v(\), ...., min_v(Vy)}

(iii) A set ofn candidate voltage levels/f v, ..., v} and the corresponding candidate frequency values
{f.f,....fn} that the cores can take; and

(iv) The maximum allowable number of voltage islands on the@jieshereQ <n.

Objective: Given the above inputs, the goal of our synthesis framework is to obtain a carertapgiing
and synthesize a regular 2D mesh NoC architecture for a specific applicationhatual application
performance requirements are satisfied, while minimizing the total power dissipation in theecoanpst
and the communication resources (routers, links, VLCs, MCFIFOSs).

Definition 1: Voltage Island Integrity of any island is said to be respected when every idureihas
at least one neighbor (out of the maximum of four neighbors possible in ashéshkame voltage level

as itself. Mathematically:

V V(ty) = Vit AV(tx1y)= Vi [V(ty-1) = Vi [V(teay) = Vi [V(ty+) = Vi
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wheret,, represents the tile at the respectesordinates of the mesh, with integral values in the range
tod.

Definition 2; Pre-Routing Traffic is an early estimation of the total traffic amsg that all routing paths
are minimal. It is equal to the sum of products of Manhattan distances and bandwidthedifidual
communication flows. Mathematically, this can be expresse};®;*BW,; wherej is a uni-directional
communication flow between any two cores on the die.

Definition 3: Link Tension is defined as the product of the communication bandwidth and post-mapping
Manhattan distance for any edge on the core g@, E) Thus, for two cores adjacent to each other
(i.e., Manhattan distance = 1), the tension on the link connecting them is equalb@ntiveidth of
communication between them.

Definition 4: Total Traffic is the overall bandwidth a routed-network is required to supdstthe sum
total of bandwidths of all communication flows over their respective actualn@@iror non-minimal)
path-lengths, expressed ggPath-lengtitBW;; wherej is a uni-directional data communication flow
between any two cores.

Not unlike previous works [24], [33], [34], our proposed NoC synthesis framework is subdivided int
three major steps: voltage partitioning, ctwdde mapping, and routing path allocation. Where our
framework differs from previous works is in the algorithms used and more rigorous iempétion
assumptions that we consider. As the computation power (dissipated in compute cores) aaliedoting
communication power (dissipated in routers, links, MCFIFOs, VLCs) for MPSoCs withagveral tens
of cores, optimizing the former should take precedence over the latter forahiated power. Therefore,
in this work (unlike in [33]), we perform the voltage partitioning steigetoreto-tile mapping. The

problems addressed in the three major steps of our framework are summarized below:

A. Communication-power aware voltage partitioning
The objective in this first step is to assign voltages to cores in the cqre graminimize the

computation power and the communication power at the same time, such that thentermtrahe
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minimum operating voltage levels of dl cores{min_v(\), min_v(M), ..., min_v(Vy)} and the
maximum number o¥lIs allowed ), are satisfied.
B. Core to tile mapping

The objective in this second step is to perform a one to one mapping of voltage assignedtoores
NoC tiles such that the integrity of ea@his respectedefinition 1), hikes in compute power of cores
are avoided, and total estimated traffic (pre-routing traffi©éfinition 2 is minimized, to optimize
overall communication power dissipation.
C. Routing Path Allocation:

The objective in this third and final step is to allocate routing paths lif@pglication-specific
communication flows in the NoC, such that the communication power overhead assedihted

MCFIFOs and VLCs needed for inter-island communication is minimized.

Constraints:
min_v(Vj) ;|

Core Graph

Communication-power
aware voltage partitioning

!

Core-to-tile mapping

'

Routing path allocation

NoC power
models

Synthesized NoC

Figure 6: NoC synthesis design flow
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2.4 NOC Synthesis Flow
In this section, we present details of our framework for the synthesis of NOIC¥ i Figure 6 shows
the high level flow of our synthesis framework that improves upon the state aftthiéaware NoC
synthesis frameworks, such as that proposed in [24]p@hitioning stage supports trade-offs between
computation power and the estimated communication power, while assigning voltages tancbres
partitioning them into islands. Thmappingstage attempts to meet physical proximity constraints for
cores in islands and performs swapping heuristics to reduce pre-routing traffic., Rmaltguting path
allocation stage integrates link insertion and routing path selection for comationiflows, to minimize
traffic and reduce communication latency.

In the following subsections (Sections 2.4.12.4.3), we present a detailed explanation of the

algorithms used in the three major stages of our synthesis framework.

2.4.1 Communication Power-aware Voltage Partitioning
Voltage partitioning attempts to assign core voltages, in order to meet ausstrggosed by application
performance and th@ levels of allowable voltages. The voltage partitioning approach in [24] performs
an exhaustive search on alloltage level candidates using a maximun@2dévels of allowable voltages
(for 2 VIs). Thus,"C, combinations of different voltages are generated. Then, each core is assigned the
least voltage level out of the available voltages for each of'@ecombinations, to ensure that
application performance constraints are satisfied. Out df@heombinations of voltage assignments, the
least expensive assignment in terms of power is then finally chosen. The shortobthisgapproach is
that the voltage partitioning only optimizes the computation power, ignoringefiieets of the
communication power on the resultant total power. We propose aemastitioning stage that can be
appended to the previous approach to overcome the above mentioned drawback.

After the voltage partitioning of [24] is completed based on optimal computation ,poweutr
repartitioning stage we allow certain cores to be moved to a neighboring vislag® with the next
higher allowable voltage level, in order to reduce the communication power assodiitéde core.
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Such a move is meant to reduce communication traffic overhead by mergingéhgitboan island it
communicates heavily with; and is referred to as an ‘allowable move’ as long as the increase in resultant
power is within a certain threshold Note that the allowable move is restricted to only the voltage island
with an immediately higher voltage level because in low to medium sized NoCee (thieemaximum
distance between any two cores is restricted by the dimension of the, theslgpmputation power
dominates the communication power. Therefore, the reduction in communication poweiohbyipgra
move that would increase the voltage of any core to a much higher level would gedtnthe penalty
incurred on the computation power.

With repartitioning, cores that heavily communicate with each other enésiging in the same
island and thus are likelier to be mapped in each other’s vicinity. The probable reduction in the
communication power as well as the total traffic is primarily due to lesser inter-island comiourticait
leads to(i) shorter average communication path lengths,(&nd reduction in the number of MCFIFOs
and VLCs, with lesser inter-island communication. The cost function for any canditat move from
islandi to islandj can be expressed as:

C(i.j) = (Pri— Pr) + (O;-O) + A
wherePg; andPg; are the router powers if the core were in islpod islandi respectively O, andO, are

the power overhead of MCFIFOs and VLCs associated with the respective island¥isitiie compute

power hike for the core because of the move. The mapping thraglealt be expressed as:

w = (comny(comm))x(1/(v; — w) *w
wherecomm andcomm represent the total communication bandwidths of the core when it is mapped to
islandj and islandi, respectively,y, and v; are the corresponding island voltages, ands designer
specified parameter that regulates the aggressiveness of the moves. We usevatigvensgue ofw =
0.0001 to balance computation and communication power, and avoid dramatically increasipgviet

during a move. Ultimately, the mapping threshetdjuantifies the projected reduction in post-mapping
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traffic (and thus the communication power) resulting from the move under considersdtjorithm 2.1

below summarizes the repartitioning approach.

Algorithm 2.1. Repartitioning
input: voltage-partitioned core graph G(V, E)

1: Compute the co€ and thresholds for all allowable moves

2: Make the move with the lowest cost (below the corresponding mov
thresholdy) and lock this core in the new island.

3: Re-compute a new set of allowable moves for all the unlocked core
and the associated costs and thresholds.

4: Repeat steps (2) and (3) until all costs of the remaining unlocked ¢
are above their respective thresholds

output : voltage-repartitioned core graph G’(V, E)

2.4.2 Core to Tile Mapping
In the next stage, we map cores to tiles on the die. Our proposed approacls obrtgistmajor steps:
initial mapping generation, and incremental swapping. The following subsections debkerilmitial

mapping generation, and three variants of incremental swapping.

start

A ;s W N R

Figure 7: Sequence of tile co-ordinates for the initial mapping on a 36 core (6x6) regular mesh NoC
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2.4.2.1 Initial Mapping Generation
In this step, we generate an initial core to tile mapping by traversing an diaied-ICommunication
GraphlICG(Vis, Eg), Where the vertices constitute the entire islands and edges constitute aggregate
communication bandwidth between the respective islands. A breadth-first search (Big)\sitr each
of the Q islands as the root node, would prod@élistinct sequences of islands, each of lemgtiThe
order of islands in each sequence is based on decreasing communication bandwidths isi#nd
sekcted as the root node. Subsequently, the cores are mapped onto the tiles of iheotde€of the
islandsequengego generate enapping

We follow a pre-defined sequence of tile co-ordinates for the mapping process asrsikagumd 7
Such an ordering of the core to tile mapping grows in bothxthedy directions of the mesh in a
symmetrical way, thereby keeping the Manhattan distances between the currently colacexhd
recently placed cores shorter; as compared to, say, growing the mapping in yust thdirections (i.e.,
row-wise or column-wise mapping). Furthermore, our ordering ensures that the plactthenturrent
core is adjacent to the previously placed core in order to guarghtegegrity. For allQ mapping
configurations generated, we perform Incremental Swapping (sections 2.4.2.2 - 2.4.2.4 dbsegib
variants of the swapping step), Routing Path Allocation (section 2.4.3) and then coneprasultant
total power of the network. Algorithm 2.2 below summarizes the key steps imitia¢ mapping

generation procedure. It generagemitial mappings to constituteraapping-set

Algorithm 2.2. Initial Mapping Generation
input: core graph G’(V, E)

1: Create an inter-island communication gr@lG(Vis, Es)

2:forj=1toQdo

3: With 'V as the root node; perform BFS on [ICG to gsequencgeof islands

4: Map the cores within each island in the order obtwienggo obtain mapping
5:end for

output : mapping-set

25



2.4.2.2 Incremental Swapping

The incremental swapping step is intended to reduce link tenBigimition 3 in the NoC. Cores
connected by communication links with greater tension have a higher force of @ittzattiveen them.
The tensions in the mesh network force cores with high communication bandwidths to come closer during
the incremental swapping step. After the initial mapping, all communicating lsavessome tensions
associated with them, in one or more directions. The incremental swap algattiéhmpts to decrease the
Manhattan distance of the core with the highest tension in the entirebyestapping it with another
core to reduce the tension. The swaps are allowed to occur between neighbors eithedirettien, y-
direction or diagonally on the mesh structure. A swap is considered valid if it can pass three checks:

1. Total tension decrease chedke swap is valid only if it will result in a decreased total tensio
(total pre-routing traffic).

2. VI integrity checkthe swap is valid only if it will not disintegrate any islands.

3. Tabu-direction checkthe swap is valid only if the direction of the move is not in the Tabu list.

If a swap does not pass the checks, the swap is aborted, and the core is marked-aft ibfrestr
swapping for the nexd (dimension of the mesh) number of swap attempts (iterations). If a swaljdis v
then the x, y tensions and x, y co-ordinates of the cores are updated after the swap, and the
complementary move direction for the core is added to a Tabu list (e.gtheydbre moved in the +y
direction) so that the core will never move back in the direction it deone If a diagonal swap takes
place, both the x and y directions are added to the Tabu list. Also, the total pre-t@ifiogs updated
after every swap. The incremental swapping continues dinbhsecutive aborts have been encountered.
This state of the NoC, where valid swaps which reduce total NoC tension kmeger readily available,
is defined as equilibrium.

Algorithm 2.3 below describes the key steps in the incremental swap algorithm, whichadlyent
decreases the Manhattan distances of high bandwidth communication flows in the me3inéNput
is the mapping set for which each of f@@econstituent mappings is processed, to create a final mapping-
set. Note that cores are never swapped back in the direction of their previous lotlaisogisies us a
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theoretical upper bound on the total number of swaps thafNtlweres in the mesh can undergo:

O(N*2*(NV2-1)).

Algorithm 2.3. Incremental Swapping
input: core graph G’(V, E) and mapping-set

1: for eachmapping-solutiore mapping-setio

2: do until d consecutive aborts are encountered

3 Choose the core with the maximum total tension

4. Choose the direction with the most tension

5.  Perform the three pre-swap checks

6: If the swap is invalid, consider other directions

7 If no directions valid, abort; mark-off the core for rabiterations
8:  If some direction is found to be valid, perform the swap

9: end for

output : final-mapping-set

2.4.2.3 Probabilistic | ncremental Swapping

On an initial mapping solution, instead of just considering the core under most temdios fiext swap

(as discussed in section 2.4.2.2); probabilistic incremental swapping selects a tiogentext swap out

of up top cores which are under most tensions. pleeres under highest cumulative tensions in the NoC
having at least one ‘valid swap’ (i.e., satisfying the 3 pre-swap checks) in the direction of their net x-y
tension are considered for the next swap. Herea parameterizable value defined as an upper bound on
the number of cores in the mesh that become candidates for the next swap. The pseudoaritien(Alg

2.4) is given below, which is run on each Initial Mapping (IM).

Algorithm 2.4. Probabilistic Incremental Swapping
input: core graph G’(V, E) and mapping-set

1: for eachmapping-solutior(IM) € mapping-setio
2: doK times

3. do until d consecutive aborts are encountered

4: Findp cores under most cumulative tensions

5: For the cores, findy cores which have at least one valid swap

6: If no valid swaps found£0), abort; mark-off all the cores for
nextd iterations and goto next iteration

7 Probabilistically, choose one of theores for the next swap

8: Perform a valid swap in the direction of most tension

9: end for

output : K final mapping candidate solutions for each |IM
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Each of the candidate cores are assigned swap probabilities for the next swap,opaiportihe
value of cumulative tensions they are under. The swap probabilities are computed as follovie thet
number of candidate cores for the next swap, whetep. Let T;, T, ..., Ty be the cumulative or net
tensions associated with theswapping candidates affd= T, + T, +...+ T4 be the sum off tensions.
Then, the swap probabilities for theandidate coreB,, P, ..., R, become:

P=TJ/T,

P=T./T,

P=T4T.
For every swap, thg probabilities are computed and one of the candidates is selected based on the
respective probabilities for the next swap; a valid swap is performed inrdotiah (X, y or diagonal) of
most tension. The procedure of probabilistic incremental swapping continues until equilgraanhed.
This procedure is performed€itimes (as shown in Figure KB is a designer specified parameter) for each
initial mapping solution to produdé* 2 final mapping solutions, out of which the one corresponding to
least communication power (obtained after performing routing path allocation obn oéathe final

mapping solutions) is selected as the final NoC synthesis solution for the particular yalue of
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Figure 8: Probabilistic incremental swapping technique for a single Initial mapping (IM). 1S are
the intermediate mapping solutions ands;-S¢ are theK final mapping solutions
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2.4.2.4 Incremental Swapping with Branch & Bound (BB)
The probabilistic swapping approach (section 2.4.2.3) selects a single coregqubbéble candidates)
for every swap and performs this procedure iteratively until equilibriunedshed. Therefore, it is a
sequential process where just one mapping solution (intermediate or final sodxists)at any given
time during execution. We also propose a branch and bound based incremental swapping apereach wh
multiple mapping solutions co-exist during execution. In the BB approach,rumépping solutions are
branched out from an initial or an intermediate mapping solution in the search tree (as shown B).Figure
The BB technique combines random search (constituting of random swaps) with directed search
(constituting of directed swaps) to generate multiple final mapping candidate solutions. In the ‘directed
search’, the set of next swaps are determined by the current link-tension map of the NoC, while a set of
random swaps is selected in the ‘random search’. The directed swaps are geared to reduce the highest
tensions in the NoC in order to reduce communication power; where a ‘best swap’ swaps the core under
most tension (on the NoC link-tension map) in a direction of most tension. We coinbidiéected
swaps with random swaps for effective exploration of the solution search spacthdtiotaxdom swaps
are performed within the same island (to satigfyintegrity requirements). Also, total tension/Tabu-
direction checks are not considered and Tabus for the cores participatingsinaihere reset during
random swaps.
Let n be the maximum branching degree &ndn upper bound on the total number of final candidate
solutions which is a multiple af-1; « be a positive fraction which governs the weight of the random
component in BB, an® be the number of current mapping solutions. The pseudo code for the BB

procedure is given in Algorithm 2.5 below, which is run on each Initial Mapping (IM
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Algorithm 2.5. Incremental Swapping using BB
input: core graph G’(V, E) and mapping-set

1: for eachmapping-solutior{IM) € mapping-setio
while ((C<K) && (at least one non-leaf node exists in @);v non-leaf hodes on the current
BB level {
Computd3, R and D
Find out th® best swaps (directed search) and check their validity
If one or more valid swaps found, proceed to step 8
Find the best valid swap while considering all cores
If no swap is valid, mark this candidate (nhode) as a leaf; else execute swap (branch ot
and delete current node; then goto next iteration
Compute th& random valid swaps
Execute computed random and directed swaps, branching out a new
child for each swap and delete current node; then, goto next iteration }
10: v non-leaf nodes, run Algorithm 3
11:end for

N

NoaR®

output : up to K final mapping candidate solutionsfor each | M

At any level of aB-way search treeB(is variable representing current degree of branching) of
intermediate mapping solutiond, best swaps anB random swaps are considered for each node. The
branching degree for any swapis computed according to the following equation:

B=n+1)-[n—1)*(C+1)/K]
With K as an upper bound on the total number of final candidate solutions, the branchieg deg
proportionally decreases with increasing number of intermediate solutions. The mirdibected swaps
and random swaps that could be branched out are computed from the \Bahefoflows:
R = |laxB/2]|
D =B-R

At each BB node, onl{p cores (withD highest tensions) are considered for swapping. If no valid
directed swaps are available for tbecores under consideration, no random swaps are branched out
either and a ‘Best Valid Swap’ (BVS) is attempted on the current solution (1S;; & 1S;3 in Figure 9). The
BVS swaps the core under most tension (on the NoC link-tension map) for which swagi@xists, in a
valid direction of most tension. The intermediate mapping solut®ni( Figure 9) obtained from the

BVS could potentially participate in the BB search once again, as one Dftiast swaps might now be
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valid on the updated solution. On the other hand, when no more directed swaps are possiblBMS., no
is available; the intermediate solution noti& ) becomes a leaf nodé-(), signifying a final candidate
solution, and is never again considered for further swaps.

When the existing number of solutions in the BB search reach the upper bokindrd§ the best
swaps are made on all the non-leaf solutidhss(reduced to 1) until they converge to equilibrium, i.e.
Algorithm 3 (Incremental Swapping) is run on each of the non-leaf solutiSss IG;1.3¢. Note that,
running Algorithm 3 on a solution which has no BVS available is redundant and therefoeersadi is
marked as a leat_{1). Alternatively, if no non-leaf solutions remain, BB terminates as mdora swaps
are allowed on leaf-nodes. Finally, a set of uiKttinal mapping candidates are obtained from a single
initial mapping. Out of theK*©Q mapping candidate solutions, the one corresponding to least
communication power (obtained after performing the routing path allocation on ghgs®®olutions) is

selected as the final NoC synthesis solution for the particular vahue of

Given:K=8; n=3; a=1. ‘ A .o s
= [ M ) EEEEELEES
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/ o} \
f N \ 8
\ 1S41 ‘ \ 1S12 _‘.‘ l (L'l) ’.‘ Level 1: C=3, B=3.
BVS o/ o
- - v Level 2: C=5, B=2.
/- B b .’//- - \\ 7~ G \ o i N

Level 3: C=K, B=1.

[ 154 1 155 " |533 l |534 ' |535 " 1S36
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Figure 9: BB search tree for incremental swapping from a single IMLS; are intermediate mapping
solutions at leveli, L-x are leaf nodes; R (or D) represents a random (or directed) swap branching-
out a new mapping solution
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2.4.3 Routing Path Allocation

The mapped NoC obtained after the previous stage consists of mulspteat not only run on different
voltage levels, but also different frequencies. Therefore, whenever an interliskaisdnserted, voltage

level converters (VLCs) and frequency level converter resources (MCFIFOs) are requitieel in
corresponding routers. Whenever a low voltage core transmits to a higher voltage coreisangeded

on the outgoing port of the source router. Also, for any inter-isliakd an MCFIFO is needed for the
higher frequency/voltage core as the connecting link works at the lower frequenay fiHyency and
voltage conversion components incur an overhead in terms of power dissipation and delay. Thus, the
main objective of routing is to find a path for each communication flow such thahwoication path

lengths and the number of inter-island links are reduced.

The routing algorithm in [24] minimizes the number of inter-island linkscélgulating the inter-
island bandwidths between different neighbor-islands and inserting a proportional noiml@ts
between them. Then, the inter-island routing is carried out by using just the inggseddhe of the
drawbacks of this approach is increased traffic because of less flexibledekion that is performed
once and never changed again during the disjoint routing step, leading to long cortiorumpiath-
lengths. Because the link-insertion and routing steps are disjoint, commumisatieeen non-neighbor
islands is also not considered during the link-insertion step, giving rise to a jyssflileating isolated
islands that do not communicate with any of their neighbor-islands and thereforenaile to
communicate with non-neighboring islands.

Our proposed routing algorithm integrates the link-insertion and the routipg tstereby alleviating
the above mentioned drawbacks from [24]. We employ minimal routing in ordenitmiz®e total traffic.
The inter-island links are inserted only when minimal paths cannot be found whghimesidual
bandwidth capacities of the existing inter-island links. Figure 10 shows how the disjoint linlemsed
routing approach from [24] has longer path lengths because the routing is constdimedvailable

inter-island links (shown with the thick black arrows); whereas, with an integappedach, path lengths
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would be optimal. As the inter-island link does not lie in the direct patheketithe source (2, 2) and the

destination (4, 2) in (a); path lengths are longer when compared to (b).

—

e 1
(2,4) (44) 24) 44

@) (b)

Figure 10: Cores of the same color belong to the sarié. Shown are two communication flows (a)
with the algorithm in [24], (b) by integrating link insertion and minimal-path routing

For each communication flow, we consider all candidate minimal paths. Out of diwedigate

minimal paths, we choose a routing path based on the following optimization objectives (in that order):

1) Minimize total number of inter-island link insertions needed on the path

2) Minimize total number of intra-island link insertions needed on the path
The communication flows with longer minimal paths have more choices for routing and thus have a larger
scope for optimization. Also, flows with smaller bandwidths, require lessedual capacities to be
accommodated within existing links. Therefore, communication flows are sartbé increasing order
of their path lengths, in decreasing order of their communication bandwidttisefeame path length;
and routed in that order. While routing any communication flow over a given pdib,iisertions are
performed whenever the existing link(s) cannot support the bandwidth of the dlowewot if no links
are available. In summary, this routing scheme optimizes both the numinéeretiand links and total
traffic in the NoC, thereby resulting in significant savings in communicgoer. Finally, a voltage-
assigned, mapped and routed NoC is obtained. Algorithm 2.6 below summarizes the routing path

allocation approach.
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Algorithm 2.6. Routing Path Allocation
input: core graph G’(V, E), final-mapping-set

1: Sort all communication flowsn the increasing order of path lengths
and in decreasing order of bandwidths for the same path length

2: for each communication flow in sorted kb

3:  Out of all the candidate minimal paths, choose the set of paths that
would require the least number of inter-island link insertions

4:  Out of the chosen paths, choose the one path that would result in the
minimum number of intra-island link insertions

5: Insert the necessary links and allocate the current flow bandwidth
over the chosen routing path.

6: end for

output : synthesized NoC with all communications routed

2.5 Experiments

2.5.1 Experimental Setup

We performed several experimental studies and generated NoCs for déijgpéoations to evaluate the
guality of solutions generated by our VI-aware NoC synthesis frameworks: VISION (usbasihe
incremental swapping approach for titeeore mapping) and its variants VISION-P (uses probabilistic
incremental swapping) and VISION-B (uses branch and bound based incremental swappinge Afl thr
the proposed frameworks use the same VI-partitioning and routing path allesetiemes, which are
discussed in this work.

We used the ARM11 MPCore multi-core processors [37] as the base compute cores in ouestgerim
which support six operating voltage levels as shown in Table 1. Correspondingtynateained the
maximum number o¥Is to be synthesized by our framework to six. Our experiments were conducted on
three applications based on pseudo-random core graphs derived using TGFF [38], aridgcohdiét
(4x4), 36 (6x6), 64 (8x8) and 100 (10x10) cores, with edge weights annotatedbamtiwidths
representing the inter-core communication requirements. The diverse core counts allow utato #dseer
scalability and applicability of our approach to low and high complexity systemscongervatively
assume that the square of the voltage scales linearly with the frequency, egaanspworks [39]. The
compute core power values account for both dynamic and leakage power, and vary onsavehagen
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in Table 1. The router and link powers for different voltages, frequencies and coatplexities; and
with varying communication loads are obtained from a modified version of ORION40]. The
voltage/frequency assignment for a router is the same as the voltage/frequnecgart it is connected

to in its corresponding tile. The voltage/frequency pair value for a link connecting two router®igehe |
voltage/frequency pair value of the two routers connected by the link. As the VLCBI@RHFOs
required to interact betweafis incur a power overhead that is proportional to their voltage supply, we
assume that every MCFIFO or VLC introduced in the router consumes 10% of ¢heobes power,
based on reported overheads from existing literature [41]. For deadlock avoidancss weo virtual

escapehannels per router [42], with appropriate power overhead in our experiments.

Table 1: Core voltages and the corresponding frequencies and average power values used in the
experiments

Voltage (volts) | 1.26 |1.2 |1.15 |11 |1.0 |]O0.9
Freg. (MHz) 483 | 437 | 401 | 368 | 304 | 246
Power (mW) 126 | 101 | 85 72 49 32

For probabilistic incremental swapping in VISION-P and the branch and bound in VISION-B, a value
of K=400 is used. Therefore, for same number of islands, the upper bounds on the total number of
candidate mapping solutions are the same for both the procedures.

In VISION-B, our goal with the BB search tree is to decrease brandkirgeB in proportion to the
increasing number of existing mapping soluti@hg herefore, in order fd8 (range:n down to 1) to span
approximately uniformly over the range Gf(1 toK), in our experiments takes values wher@<1) is a
factor ofK. (n-1) thus takes values of 2, 4, 8, 10, 16, 20, 25, 40 and 50 (all of which are factors of 400).
Also, a value of 0=1 is used in the BB procedure.

In VISION-P, with increasing values pfduring probabilistic incremental swapping, more cores are
considered as potential candidates for the next swap; therefore, cores underyr@atitehsions can be
selected for the next swap with higher likelihood (even though with propdslgrew probabilities). At

the same time, with higher valuesmfthe search space is not restricted to the swaps constituting of just
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the cores with highest tensions. In our experiments, we have found that relatively lowofgiugesss
than 20% o) yield the best results in terms of communication power in the NoC. Tilesrssown for
VISION-P later in this section utilize the following empirically ided optimal values op: 3, 7, 12 and

20 for NoC sizes of 16, 36, 64 and 100 respectively.
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Figure 11: Total traffic in (a) 16 core mesh, (b) 36 core mesh, (c) 64 core mesh, (d) 100 core mesh

2.5.2 Results

We compare the results of our synthesis frameworks with the results obtainsthgpy/l-aware NoC
synthesis approaches presented in two prior works: a heuristic basedwedermon VI-aware regular
NoC synthesis [24] that claims to improve upon other previous works such asaf83f synthesis
approach based on a genetic algorithm (GA) in [31]. We implemented the frameneskated in [24]
and [31] to the best of our understanding and used the same performance and powefomadels

implemented approaches to ensure a fair comparison of the algorithms.
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Table 2: Total number of inter-island links for the configurations with least communicaibn power

n/w sizeg Core_16 Core_36
# of Vis [[31] |[24] [VISION | VISION-P VISION-B [31] [[24] | VISION| VISION-P VISION-B
1 0|0 0 0 0 0] 0 0 0 0
2 16 | 12 9 6 6 22 | 18 19 10 11
3 20 | 20 12 12 12 37 | 33 25 22 30
4 23 | 35 16 14 12 40 | 33 24 28 21
5 32| 33 18 17 16 42 | 50| 41 45 30
6 25138 | 22 22 22 76 | 64| 33 34 34
n/w sizeg Core 64 Core 100
# of VIs [[31] |[24] [VISION | VISION-P VISION-B [31] [[24] | VISION| VISION-P VISION-B
1 0|0 0 0 0 0] 0 0 0 0
2 25|43 | 36 28 34 35| 46 34 52 37
3 34|48 | 45 32 40 68 | 69 93 82 80
4 33|50| 44 48 40 74190 | 94 77 85
5 56 | 67 54 52 51 90 [ 99 | 118 111 103
6 58 | 69 61 63 54 92 |112| 120 110 105

Figure 11 (a)-(d) shows the total traffic that exists in the results genéfatete four applications
considered) by the five approaches: GA-based [31], heuristic based [24], and 3 ofoposedr
frameworks: VISION, VISION-P and VISION-B. Results are generated for a rHrigput Q2 values that
vary the number of Vs to be generated in the solution. The x-axis shows the solutithes ddferent
input values ofQ. It can be seen that our frameworks have significantly lower traffic compared to
approaches proposed in prior work. In particular, VISION-B generatescsmutiith the lowest traffic
compared to [24] (by up to 62%), as well as][@ly up to 78%). This is because the ctir¢ile mapping
approach in VISION-B not only utilizes the link-tension methodology for ditksearch, but unlike
VISION-P it also permits random swaps, which are not necessarily between ngighberefore,
VISION-B provides for a more systematic and efficient exploration of isoligearch space resulting in
lower traffic. The repartitioning approach used in all three of our appesachusters the heavily
communicating cores into the saik with a constraint on the hike in the communication power. This
not only results in a reduction in the number of inter-island links, but also reducegthgeaManhattan
distance over all communication paths; as any two cores in separate islandsealikatyoto be farther

apart than if they are within the same island. Our incremental swap mappag attempts to reduce
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the communication Manhattan distances for the heaviest communication flows; leadmgh lower
traffic. Lastly, our routing path allocation algorithm also produces signifieahiction in total traffic by
prioritizing reduced path lengths. In comparison, the mapping approaches in [24] and [31] do not consider
reducing the Manhattan distances over the entire network in a holistic malswemmike our approach

[31] does not employ minimal routing to reduce the total number of inter-island links.
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Figure 12: Total power {compute+communication} (a) 16 core mesh, (b) 36 core mesh, (c) 64 core
mesh, (d) 100 core mesh

Table 2 shows the total number of inter-island links (accompanied by correspondirsy aWidC
MCFIFOs) generated by the five approaches. For most cases, the GA based apprdehtf&l]owest
number of inter-island links compared to [24] and our approaches. Howevercgth@ishes this by
having many more cores being assigned higher voltages thereby reducing theityaofathie voltage
distribution of the cores. Thus the number of inter-island links is much loweritbuhighest penalties
on computation power. On average, our synthesis frameworks have fewer inter-island lipsedotn
[24], particularly because our routing path allocation considers all candidate mpaithgland prioritizes

the paths with the least number of inter-island links. Also, as thet@tite-mapping in VISION-P and
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VISION-B further optimize for communication power (over VISION), they prodeen fewer inter-
island links.

Figure 12 summarizes the total power dissipation of the solutions generated by Hygpfivaches,
for the four applications considered. A decomposition of the total power into coroputatd
communication power is also presented. As the number of islands in the NoC increases, it can be seen that
the total power decreases. This decrease in total power is due to the dgcceagputation power,
because with more voltage levels available, the cores in general can run atvédtages. With
reductions in total traffic as well as inter-island communication, the comntiomicaower for our
proposed frameworks show quite significant improvements; for instance, our best perfgt8ION-B
framework improves by up to 32% over [24] and by up to 54% over [31]. Even tmoogthof these
gains are obtained due to our more communication-centric partitioning and mapping techniquesy for larg
applications (where the total communication power is a more significant portiontofahpower, due to
longer communication paths), the routing technique used provides for signifigaoivements as well.
In terms of total power dissipation, the VISION-B framework outperforms both(f84jip to 13%) and
[31] (by up to 41%). These results clearly indicate that our proposed approach cale muperior
solutions when compared to the best known prior works, and is thus a promising eetsofot
automated exploration and synthesis of emeryingnabled homogenous multi-core NoC systems.

Finally, we present a sensitivity analysis for the value of maximum branching aeigr&8SION-B
in Figure 13 (a)-(d). The impact on total communication power dissipation efefitfvalues oh across
different number oWIs is presented. Note that compute power does not change when the valise of
varied; therefore, we only show changes in communication power. For the branch andyomoadh,
the total number of final candidate solutions K Q); therefore the solution search space increases
linearly with the maximum allowable number gfs. With increasing number &fls, routers and links
can in general run at lower voltage/frequency levels, thus lowering the communjzatien at the same
time, additional MCFIFOs and VLCs needed for inter-island communication will add-tipe total
communication power in the NoC. The additional components needed for inter-island comomiscati
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the reason why communication power does not monotonically decrease with increasivgy of Vis,
but rather shows an uneven trend. As the maximum degree of bramcimegeases, the BB search
spawns more children out early in the search, but ends sooner with relatively Ibss otitotal swaps.

Note that irrespective of the value mfthe incremental swapping is performed at each non-leaf node at

the end of the BB procedure.
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Figure 13: Sensitivity analysis of total communication power with VISION-B over a range of values
of maximum branching degreen, across different number of Vls for (a) 16 core mesh, (b) 36 core
mesh, (c) 64 core mesh, (d) 100 core mesh

Even though from Figure 13 (a)-(d), no obvious pattern of communication power iomnrdiat
varyingn may seem to emerge; it can be observed that one of the best (if not the best) catronuni
power values are almost certainly obtained by using values of 2, 4 or 18 fprgven for the 100-core
scenario. Therefore, if simulation time is constrained (which is the cas®girreal world design flows
rushing to meet timée-market deadlines), the authors recommend simulating for a few relatively smal

values ofn to achieve an optimized solution.
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2.6 Conclusion

In this chapter, we have proposed a set of novel synthesis frameworks (VISISION/P & VISION-

B) for Vl-aware synthesis of mesh-based NoCs. Our partitioning techniques consider noteonly th
optimization of computation power, but communication power as well. Our mapping appISELCia
distributed decision making over the whole mesh; instead of a centralized appredcim psevious
works. Our routing path allocation algorithm integrates link-insertion artthgoiin contrast to previous
work. Our best performing framework VISION-B produces up to 32% savings in cogatiani power

and up to 13% savings in total power; compared to the best known prior work on VIddo@re

synthesis.
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3 A System-Level Co-Synthesis Framework for Power Delivery and On-chip Data Networks in
Application-specific 3D ICs

With increasing core counts ushering in power-constrained 3D multiprocessor systlipson
(MPSo0Cs), optimizing communication power dissipated by the 3D network-onddoi) (fabric is
critical. At the same time, with increased power densities in 3D ICs, probleiRsdrops in the Power
Delivery Network (PDN) as well as thermal hot spots on the 3D didereming very severe. Even
though the PDN and NoC design goals are non-overlapping, both the optimizations are imtemtepe
Unfortunately, designers today seldom consider design of the PDN while designinguMw€asver, for
each new configuration of computation core and communication mapping on an MPSoC, the
corresponding inter-core communication patterns, 3D on-chip thermal profile, asasvéR-drop
distribution in the PDN can vary significantly. Based on this observation, we proposelalesign-time
system-level application-specific co-synthesis framework that intelligently neapgputation and
communication resources on a die, for a given workload. The goal is to minimizedwst as well as
chip-cooling power and optimize the 3D PDN architecture; while meeting perforngade and

satisfying thermal constraints, for a micro-fluidic cooling based application-sp8BifMPSoC.

3.1 Introduction

Designing a robust Power Delivery Network (PDN) is critical to the overall performance of today’s multi-
processor system-on-chips (MPSoCs). The PDN is required to deliver a stable powerastggsythe

chip that is within a desired voltage range and tolerate large variations in loadsc[iro&t For the case

of multiple voltage islands\Vs) that are used in modern MPSoC designs to minimize power dissipation,
the PDN is required to supply power at different voltage levels correspotadihg VIs while keeping
power loss to a minimum. Unfortunately, with increasing on-chip device dexrgitylecreasing voltage
levels, the supply currents have risen, however the scaling of PDN impedance has notvk#pthip

trend [135]. The resulting worsening of IR-drops in the PDN has led to a @duictihe quality of
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voltage supply and negatively impacted MPSoC performance, because circuit delay in modern
technologies has been shown to have a strong non-linear relationship to the slipglydrog6]. This
problem is even more severe in 3D MPSoCs as the current in the PDN can be ampmmpote as the
number of device layers compared to a 2D MPSoC. Moreover, the number of I/O pins-ayered 3D

design is aboun times smaller than its 2D counter-part, thus exacerbating the problem ofaaleatkg

voltage supply in 3D designs [7].

The design of 3D MPSoCs faces another well documented challenge: that of achieadegpiable
thermal profile across the 3D die. Due to increased power densities and thesistality in 3D chips,
conventional air-cooled heat-sinks may be insufficient to remove heat dissipated-petigrmance 3D
chips [72]. Micro-fluidic cooling has recently been proposed as an attractemmadive due to the
superior heat removal capability of liquids in comparison to air [43], Bf].co-optimizing cooling and

PDN costs remains a challenging and unaddressed problem for 3D MPSoCs.

Another critical component at the heart of emerging 3D MPSoCs is the network-orNa@) (
architecture that enables intra- and inter-layer communication betweemplencitres. As the power
dissipated in the NoC has become a significant portion of the total on-chip poptanizing
communication power has become a critical step in today’s chip design methodologiesPrior works on
NoC synthesiglo not consider the design of the PDN while mapping cores and designing the NoC fabr
and typically generate a single power and performance optimized NoC configuration that may ot may no
meet thermal constraint®erforming synthesis of the PDN for the generated NoC configuratibese t
cases can put stringent demands on the already strained PDN, making it extiffivelyto meet PDN
constraints such as maximum IR-drop or leading to over-margining for the €DN requiring large

grid-wire width) that can be wasteful and prohibitively increase overall system cost

We recognize the key insight that different instances of voltage paridiamd corege-tile mapping

cansignificantlyalter the IR-drop distribution map seen by the PDN as well as the therm#d pfdfie
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3D chip. Therefore our framework integrates efficient mechanismglfaware core mapping on the 3D
die andexploits the interdependence between the synthesized 3D NoC configuration, ttiegresul
thermal profile of the 3D chip, and its corresponding IR-drop distribution across the 3D P2 novel

contributions of our co-synthesis framework are summarized as follows:

e We integrate models of the PDN, micro-fluidic coolings, and 3D NoCs into a system-level

optimization framework;

e We propose a design time force-directed algorithm to map cores ontaetheftd 3D die while co-
optimizing communication, thermal, and PDN design objectives to generate arzeptapplication-

specific 3D MPSoC,;

o We also propose a simulated-annealing based co-synthesis approach to optimizanicatiom,

thermal, and PDN goals;

¢ We design an algorithm for 3D routing path allocation which consideralblynigies power in the 3D

NoC;

e Our framework ultimately generates a set of design points (Pareto mappingdlotuead designer to
trade-off the quality of the PDN against NoC power costs and cooling pmvets, and select a

suitable solution that meets power, performance, and PDN cost based design goals.

The rest of the article is organized as follows. Section 3.2 presents areavefvelated work in the
area of PDN design, and NoC synthesis for 2D and 3D ICs. Section 3.3 discusgsssi&eyelated to
PDN design with multiple voltages. Section 3.4 gives a brief background onténdiér liquid cooling
setup in 3D ICs. Section 3.5 presents the problem formulation. Section 3.6 describesynthesis
framework (FDS-CoSyn). Section 3.7 elaborates on another framework that is based on gisgimbabi
metaheuristic and solves the same problem. Section 3.8 presents experimental results and $ection 3.

summarizes our conclusions.
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3.2 Related Work

The problem of 2D NoC synthesis on regular structures with multiple s¥fyplyas been addressed in
several prior works, such as [55], [24]. Authors in [24] limit power overhead by reducing the total number
of voltage level converters (VLC) and multiple-clock first-in first-obGFIFO) frequency level
converters needed for inter-island transfers. Our prior workifbproves upon [24] with heuristics that
generate a better cote-ile mapping, and a routing scheme that more aggressively optimizessiatet-

communication.

Given the promise of 3D technologies, 3D NoC synthesis in recent years hagattecattignificant
research efforts [45]6p], [66]. The authors in [62] perform min-cut partitioning of coregs$tablish
coreto-router connectivity in 3D ICs, find paths for the communication flows plagde network
components on the 3D layers; while reporting savings in NoC power consumption and dgéy, In
improvements are shown over [62] by additionally considering the impact of TSMizeion and
network interface (NI) placement in irregular 3D NoCs. Recently, 5] proposed a novel 3D NoC
topology employing randomized long-links at one or more dies of the 3D stackbyh&gnificantly
reducing the average hop-count, communication-latency, and communication-energy compared to a
regular 3D mesh topologiowever, none of these existing approaches have considered the impact of 3D
NoC synthesis on the efficiency and overheads associated with 3D PDN desidreriwards, these
approaches are not PDN-aware. These prior efforts also do not consider optimization for oridico-fl

cooling based 3D ICs.

On the other hand, techniques for optimizing PDNs in 3D ICs have been studie@rna segent
works [7], [49], [50]. In [7] the impact of TSV size/spacing ondi®ps and voltage droops in several 3D
PDN configurations is analyzed; for SPEC benchmaunksiing on a quad-core SoC. In [49] simulated
annealing is used to co-synthesize the floorplan and P/G network, optimiziedewgth, area, P/G
routing area, and IR-drops. In [50] an integrated 3D TSV, thermal, and power distribetwork

(STDN) is proposed; and a simulated annealing floorplanner is used to minimiagevalitop and
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temperature in STDNNone of these PDN optimization technigques considers the impact of the 3D NoC
fabric and core mapping across layers, or considers 3D chips with micro-fleioiiding as an

optimization platform.

Our recent work [67] motivates the need for a PDN-NoC co-synthesis maiggdahd proposes a
simulated-annealing based co-synthesis framework for 3D MPSoCs, which is shown to geaerate m
efficient overall solutions compared to a PDN-unaware synthesis approach. But the proposed approach

fails to consider the thermal costs and cooling costs associated with the generated solutions.
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Figure 14: Example of contiguous 3D voltage island¥/(s) in a 27 core (3x3x3) 3D MPSoC. Cores
within a single 3D¥VI are vertically aligned (VIs are color-coded). Only the 3D power grid for the
blue VI is shown for clarity. EachVI has a separate power grid, with 16 grid-nodes per core.

Unlike any prior work, in this article we present a novel thermal-aware co-systhamework for
core mapping, PDN design, and mesh-based NoC design in 3D MPSo@s authors’ knowledge, this
is the first work that proposes a system-level co-synthesis framework to cozepai®D NoC fabric, 3D
chip thermal profile, and 3D PDN fabric to produce a more efficient overall MRIBsign. This work

significantly extends our recent conference publication [67] with new hesrend the integration of
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thermal and cooling awareness during the optimization flow. Our experimental studiergt pletsiled

comparisons between our new framework in this article and the approach from [67].

3.3 PDN Design for 3D MPSOC

High circuit density in small footprint 3D ICs presents a unique challengaefigners of PDNSs, as it
requires the network to deliver significantly more current than in 2D IGsfester power-ground (P/G)
bumps, while overcoming increasingly daunting IR-drop issues. As circuit delagriglgtco-related to

the supply voltage drop in modern technologies, the PDN should at least be @g#itd IR drops at
each core-input within the set tolerance limit, usually 5-10% of the ratedvotiage [6]. In this work,

we consider an MPSoC platform with a 3D mesh of tiles, with multiple vollageains (i.e., voltage
islands orVIs), where there is a orie-one mapping of processing cores onto these tiles. The voltage-
assignments of cores running a multi-programmed workload represent the opdratjogncy
requirements of the tasks mapped on them, and the supply-current assignments of coess theres
power requirements for running the mapped tasks. In order for the PDN to hantenuditage
domains, we assume that the MPSoC design is partitioned intds38uch that cores of the same voltage
are vertically aligned in the 3D stack (as shown in figurg diilar to the ‘voltage volume’ concept
introduced in [50] (although, we consider multiMeconfigurations using all possible 2D-shaped/isf

in our synthesis approach). This enables independent and physically disjoint 3D powgrgsidgsplo
connect all cores operating at the same voltage. The points of interseciiag BD power grid are
termed agrid-nodeswhich supply power to the cores (16 grid-nodes are assumed per core as shown in
figure 14). The inter-layer connections in the grid are made using power ES&fs.though alVis are
contiguous, we do not restrict thé shapes to rectangles (as assumed in prior works, such as [68]). It is
shown in [69] that sizing of pitches and widths of the power grid does not change-thé voltage
distribution, therefore, in our work, we assume fixed uniform power grids, asomvporks [69], [70],

i.e. grid-nodesand the corresponding power-TSVs/power-pins are located uniformly over each core (as
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shown in figure 14). Note, this work considers the steady-state charactariahtioe thermal, PDN,
communication, and computation profiles of MPSoCs. Therefore, we investigate the steadjfestts
of the global power grid in terms of static IR-drop, while time-varying agtveharacteristics such as

transient noise are not considered.

Fluid Inlz‘:tl| :Imd Outlet
TSV

e f08060 & (X ]
—— ¥ —Microchannel :Vofﬂino:p" (XA XX)
Dies— < —- TSV
T

to Package

(a) (b)

Figure 15: Inter-layer liquid cooling [43]. (a) Cross-section of a 3D chip (b) Top-view of mior
channels (in blue) with fluid flowing from left to right

3.4 Inter-tier Liquid Cooling in 3D ICs

The structure of the micro-fluidic layers with micro-channels for fldédivery and with the possible
locations of inter-tier through silicon vias (TSVs) is shown in figlh). Given the effectiveness of
micro-fluidic cooling, we do not need thermal-TSVs in 3D ICs, as also assumed ithénevorks on
micro-fluidic cooling [43], [44], [74]. In this work, we use a micitaiflic layer under each device layer
as suggested in [43]. Note that as the micro-fluid within micro-channels megrigem the fluid inlet
towards the fluid outlet (figure 15(a)), its capacity to absorb heat flom fdevice layers steadily
decreases [74] from the inlet to the outlet. By increasing fluid flovsrates possible for the fluid to

absorb more heat flux from the cores closer to the outlet, helping to reduce their temperatures.
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In this work, we assume that the hot water exiting the 3D chip is cooled (ted dimbient
temperature) by a heat-sink with a radiator-fan assembly and fed bacdhkdritad-inlets of the chip (as
in [63]-[65]). Higher fluid flow-rates require the fan-based heat-sink to accommodate héegtig¢ransfer-
rates (as discussed in section 3.6.5), with higher number of rotations per minute {gbva).rpin values
in turn increase the fan-powe®;{;), in fact, P.oc(rpm)® [63]. Also, the electrical power required to pump
the fluid into the 3D-chip is directly proportional to the square of the fhiw—PpumecFlz) [43].
Therefore, even though serious thermal problems can generally be alleviatedelgingifluid flow-
rates, indiscriminately ramping up flow rates in practice can potengalti/to prohibitively high cooling
power CritPoump, and thus violate chip power budge@onsequently, the design of a micro-fluidic
cooled 3D MPSoC requires careful planning during the allocation of computational and network

resources on the die.

Figure 16 shows a motivational example with power profiles for two differenttodile-mappings
onto a 2D 4x4 mesh, where a micro-channel layer below the die (device-layer) igdgasmnshown in
figure 15). For the same application core-graph, cores with higher powerltssipalues are mapped
closer to the fluid-inlet in Mapping-I, whereas the higher power cores are mapfeetiles closer to the
fluid-outlet in Mapping-Il. The steady-state thermal profiles are evalifasiag [71]) for Mapping-I and
Mapping-Il, for a fixed liquid flow-rate of 48ml/min, which corresponds total tcooling-power Rq)
of 1.1W [46], [65] Pr=0.8W andP,,m=0.3W). It is observed that the hottest tile corresponding to
Mapping-l is 94C, whereas that for Mapping-Il is 129 In fact, to bring down the maximum
temperature for Mapping-Il below an assumed threshold 8€,9the flow-rate would need to be
increased to 330ml/min, which correspond${g=65.9W P:=51.7W andP,ym=14.2W). Such a high
power overhead for cooling in 2D MPSoCs is unacceptable. In 3D ICs the required coolingamwer
much greater, depending on the number of device-layers. Our proposed 3D co-synthesis framework
therefore integrates thermal-awareness, optimizing for cooling power given enumaxiemperature

constraint.
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Figure 16: Motivational example for considering thermal-awareness in a liquid-cooled 2D R50C.
Power profiles (in Watts) shown for the two mappings. For a flow-rate of 48 ml/minhermal-aware
Mapping-I produces a max. temperature of 92C and Mapping-Il produces a max. temperature of
129°C.

3.5 Problem Formulation

In this section we present our problem formulation. We assume the following inputs to our problem:

dimxdim,xdim,with each tile containing a core and a NoC router;

A 3D IC with a regular 3D mesh NoC, with dimensiodsr{, dim, dim) and number of tile3 =

o A core graphG(V,E)with a set ofT vertices §/1,V,, ..., 77} representing homogenous compute cores

on which application tasks have already been mapped, and the [geedfes €, &,...,ev} that

represent communication flow dependencies and requirements between cores;

e A minimum communication bandwidth constraint for each communication flow; and latency

constraints represented as an upper bound on number of thos {.,4y} for each communication

flow;

e A set of pre-assigned triplets constituting operating voltages, operatiggehcies, and maximum

supply currents for th@ cores {{1,f1,i1), (Va.f2i2), Va,fziz),...,(vr.fr,iv)} in the core graph, to meet

compute performance and power requirements of tasks mapped to the cores;

e A set ofQ supply voltageVyq) levels, which also represents the total numbeéfisf
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o  separate regular 3D power grids (each correspondingvid, avith multiple power input pins for

every grid;

e A maximum temperature constraint ¥ for the entire chip, and a max-IR-drop constraint I" for the PDN.

Based on the minimum voltage/frequency requirements of dwres (which in turn depends on the
performance demands of tasks assigned on each core), we assume that voltage partitigmimg (asdi
available {voltage, frequency} pairs to tAecores) has already been performed using techniques from
prior works e.g., [55], [24]. Note that as theg,f(,i) triplets for each core are fixed, total computation
power in our co-synthesis framework is pre-determined. However, the manner in whighteand
communication resources are mapped on the die can alter communication power, cooling pd8&r, and

PDN design costs.

Objective: Given the above inputs, the goal of our proposed framework is to obtainte-dierenapping

and synthesize a regular 3D mesh NoC for a specific application, such that the mpppeatormance
constraints (bandwidth and latency constraints) \V3R@entiguity constraints (all cores are contiguously
placed within individual 3DVIs), and the maximum chip temperature constraint are satisfied; while
minimizing total communication power and cooling power, as well as PDN agmteg$ented by the
maximum IR-drop). Note that our proposed framework is also applicable to 2D MPSoCshgvith

vertical NoC dimensiond{m,) set to 1).

3.6 Co-Synthesis Framework Overview

We first present a brief overview of the design flow (shown in figureoL @ur co-synthesis framework
(FDS-CoSyn). Based on the sizes (in terms of number of cores) of iie and the dimensions of the
mesh, a 2D{1-shape library is initially generated. Given the core-assignmegtsi,j, this library is

used to generate N cotedile initial mapping solutionslils). Given the core-grap&(V,E) our force-
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directed swapping algorithm is applied on each of these to produce up to N feasible mapping
solutions that are co-optimized for communication power, maximum temperatuneaadi-drop, while
satisfying hop-constraints for all communication flows. These solutions undergooBihgr path

allocation (3D_Routing()), thermal simulation (Thermal_Eval()), and 3D PDithegis (PDN_Solver())

to produce a 3-tuple set of costs in terms of communication power, cooling power, aiijl-drap-
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dimensions of Vis - Q
Generate 2D-VI-shape

library and N initial
mapping solutions
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(Vfol,)
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constraint
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.

3.6.2

Comm., PDN and thermal-aware
core-to-tile mapping using force-
directed swapping algorithm

v
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3.6.5

Thermal_eval(): Thermal
simulation and evaluation

3D_Routing(): routing path
allocation and evaluation
of communication power

PDN_solver(): 3D PDN
synthesis and evaluation
of max-IR-drop

of cooling power (P..,,;)

A

All possible (up to N) design points:
{P,,,; + comm. power, max-IR-drop}

Prune dominated solutiuns
Pareto optimal
solution set

Figure 17: Design flow of our co-synthesis framework (FDS-CoSyn): block arrows indicate traresf
of multiple (up to N) design solutions, small circles contain section-numbers that correspdnd
blocks are discussed in.

For any given cor¢s-tile mapping solution, our 3D_Routing() step satisfies communication
constraints while optimizing NoC power; Thermal_Eval() determines the corresgongdnimum
cooling power required to satisfy the thermal constraint (¥); and PDN_Solver() synthesizes a 3D PDN
and evaluates the corresponding nifaxdrop. Finally, up to N candidate co-synthesis solutions are

obtained. Out of these candidate solutions, the ones that have botR-miedop and (communication +
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cooling) power greater than some other solution are pruned to produce a set of Pareib aoptim

synthesis solutions, each optimized for the PDN, NoC, and thermal design objectives by varges. degr

Thus, FDS-CoSyn essentially has two major stages: firstly, N initial mggolutions are generated
(as discussed in section 3.6.1); secondly, candidate final solutions (for thesiyed MPSoC) are
produced from the N initial mapping solutions (discussed in sections -3.8.8.6). In the following

subsections, we describe the algorithms used in each stage of our co-synthesis framewolk in detai

3.6.1 Generation of Initial Mapping Solutions

Given that the MPSoC is partitioned into contigu8sVIs (as shown in figure 14), the number of cores
within each voltage island is required to be a multipldiof, (number of device layers) in the 3D IC. As

the number of tiles in a tier occupied by e&fihis known a priori, in addition to mesh dimensions, a set

of all possible 2D shapes ¥is can easily be enumerated. For example, figure 18 shows all shapes for a

2D-VI of 2, 3 and 4 tiles.
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Figure 18: Library of all possible 2DVI-shapes: - (a) 2 2D/I-shapes of size 2 tiles (b) 6 2B}-
shapes of size 3 tiles (c) 19 2-shapes of size 4 tiles

(c)

With the knowledge of all possible 2D shapes foNdd, we create a 2Mi-shape library for alt2

VIs. Using such a library, we invoke arbitrary shapes for the arbitrarily cMiseamd place them on the
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2D mesh to generate a set of valid (non-overlappiftgionfigurations containing af? VIs. The pseudo-

code for generating a set of N dististconfigurations is given below:

Algorithm 3.1: Generation of N distinct VI-configurations
inputs: 2D-VI-shapelibrary for all £ VIsand mesh dimensions

1:i=0

2:while i<N){j=0

3: while (j < Q) {

4: Randomly choose ¥l

5: choose 2DV¥I-shapes from library fof"jVI in an arbitrary order until one
can be fitted onto the unused tiles of the currEhMi- configuration

6: if noVI-shape can be fitted, drop thit-configuration, go tstep2

7: else place the VI-shape, incremeht |

8: compare the new") VI-configuration with all previous (O to (i-'1)

configurations to check if it is duplicated
9: if duplicated, drop thi¥l-configurationelsesave it and increment i

output : N distinct 2D-VI-configurations

For each {f) VI-configuration étep 2, all possible 2D¥I-shapes corresponding to the select&d (j
VI are chosen in an arbitrary order until one is found which can be fitted on to the unused tiles of the
currentVI-configuration étep 5. Note that th&2 VIs are also selected in a random ordesg 4. If no
2D-VI-shape (corresponding to the size"dfl) can be fitted on to the unused tiles, the curvént
configuration is dropped and tHeiteration is re-startedstep 6. This procedure continues until a valid
VI-configuration is obtained. The new fountl) (VI-configuration is saved only if it is different from all
previously found (i-1)VI-configurations gteps 8, 9. Finally a set of N distinc¥l-configurations are

obtained.

Corresponding to the N 2Mt-configurations, N 3D cores-tile mapping solutions are arbitrarily

constructed with all 3D4s contiguously placed (as shown in figure.14

3.6.2 Coreto-tile Mapping with Force-directed Swapping
Each initial mapping solution generated in the previous stage corresponds to & dlstiat VI-

configuration. In this step, for each of the N globdlconfigurations, we perform swaps between
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adjacent cores within the saié(i.e. intraVIl swaps), without altering thél mapping of each generated
configuration from the previous stage (Section 3.6.1). We associate any given mappiag golua VI
configuration) with a force-directed map, where every core in the 3D meastted upon by various

pulling forces in one or more directions.

For a given mapping, these forces are dependent) @st{mated inter-core communication in the
NoC, (i) estimated thermal profile, ar(di) estimated IR-drop distribution in the corresponding PDN.
The main goal of this stage is to minimize the sum total of these forbeés) worresponds to reducing
costs associated with communication power, cooling power, and the PDN fabric. To cdptureltih
objective optimization in the force-directed map, we define the following iveefcomponents=C;-
FCs) for a core €(core under cornideration), with a, v, B1, and B, being weighting factors for 4 of these

optimizations corresponding EC;-FCy:

1) Communication traffic optimizing force componeRts{): The basic premise of usiriC; is that by

mapping cores such that communication flows with higher bandwidth requirements havershtrigr
paths (Manhattan-distances for minimal routing), the total network traffictfarsdthe NoC power) is
optimized.FC, is derived from the communication dependencies (ingress as well as outgres® Gf

with other cores on the 3D mes¥C, is subdivided into its, y andz directional componentsC,,, FC,,

andFC,,
FCi{Ci}x = a=*X;MDj, * BW; ...(3.2)
FCi{Ci}y = a*X;MDj, x BW; ....(32)
FCi{Ci}; = a =X MD;, x BW; ....(3.3)

where,FC, is computed over all communication flows associated with the Gou@der consideration.
For a given mappingMD; is the Manhattan distance (in the respective direction) between the two

communicating cores for th& flow; and BW is the communication bandwidth of tHeflow. Note that
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Manhattan distances in negatxey andz directions are treated as negative humbers; thus, the directional

subcomponents ¢FfC; can take positive or negative values.

2) Max4R-drop optimizing force componenEC,): The basic premise of usiriC; is that by mapping

cores with higher supply current requirements to tiles on the 3D mesh cloleraxtérnal input power

pins, the maxXR-drop can be reduced. Assuming that the power pins are at the bottom of the 3D stack
(figure 15(a)), the bottom tier is indexddn, and top tier has an index of 1. Therefd¥€, for each core

is always directed in the positizadirection (downwards, towards 1/O pins), with a magnitude depending
on its tier index (tier#) as well as its maximum current requiremeghir{ relation to the lowest current

requirement of any core on the 3D meigh,)
FC,{C;} =y * (dim, — tier#c,) * (ic, — imin) ....(3%)

3) Temperature optimizing force componem€{andFC,): The central idea behind incorporating these

force components is that by mapping the cores with higher power vadpag) closer to the fluid inlet
of the microfluidic-cooling system, the chip cooling power can be optimizek \weeting the thermal
constraints. We assume that the miftaddic channels are laid out along tkelirection, i.e., inlet ak=1
and outlet ak=dim,. FC; represents the horizontal force directed in the negative-x directionrd®wee

micro-fluid inlet):

where,dist, is the distance of; (in the negativec direction) from the leftmost (with leastcoordinate
value) core within its owNI. As discussed earlier, no swaps are performed across thi [3@mdaries;
therefore, the horizontal force compon€&id; is based on the location Gf within its ownVI. Also, for a
well-distributed temperature profile (which facilitates efficient cooling), ttial power dissipation on

eachtier should be generally balanced. Thereféi€, is a force component in the vertical (ug{or
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down{+z}) direction for relatively higher current cores, which attempts to balanceder between

adjacent tiers:

if ((iCi > iavg)AND(Powertier# > Powertier#+1))

FC4{Ci}+z = .82 * (Powertier# - Powertier#+1) * (iCi - iavg) (3-6)
else FC,{C;},, =0
Similarly,

if ((iCi > iavg)AND (Powertier# > Powertier#—l))

FC4{Ci}—z = .82 * (Powertier# - Powertier#—l) * (iCl- - iavg) (3-7)
else FC,{C;}_, =0

where, tier# is the tier th&; belongs to, (tier#-1) and (tier#+1) are the tiers directly above and directly
below tier#, respectively; arigly is the average value of maximum rated current out of all cores on the

3D mesh.

Note that our force-directed mapping approachamapt to the type of cooling mechanism employed
For instance, if a conventional air-cooled heat-sink is udist|,can be replaced hjist, in FC;, to map
potentially hot cores closer to the heat sink, and the power gradient betweeanidrs formulated in

FC,.

4) Force componenE(Cs) to satisfy hop-constraints: Force compore@#{C;} goes into effect (becomes

non-zero) only when at least one of the following conditions hold:

i.  one or more hop-constraint violations exist on ingress or outgress fl@ys of
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ii.  one or more hop-constraint(s) associated @Wjtare barely met, i.e., one wrong swap can introduce

hop-constraint violation(s)

If condition-i holds, the value d¥C; (for the corresponding direction) becomes infinite, so thatilCbe
swapped in this direction for the violation to be corrected. If condititvelds, FCs acts as an infinite
inertia force (instead of a pulling force) prohibiting f@m being swapped in the opposite direction,
thereby avoiding the introduction of a hop-constraint violation. TR@s, will only contribute to the
overall force-directed mapping if a violation exists; otherwise it will Gontt act as a deterrent for new

violations.

Having summarized the five main force components, we now present details of ativatésrce-
directed swapping algorithm which optimizes the given initial mapping solutioallftiiree objectives
(communication power, cooling power, PDN cost). For any given mapping, a force-dirempefas
shown in figure 19(a)) is first created which represents the net forcesyirand z directions. Each
directed edge in figure 19(a) represents a force between the two cores it conneasdirébtsl forces
are computed by summing all individual directed force components (in the same wljrecfidhe

corresponding core.

F{C;} = FCi{C;} + FC,{C;} + FC3{C;} + FC,{C;} + FCs{C;} ....(38)

Note that a positive net force irx-dlirection is equivalent to a negative net forcestrdirection. As
the inertia force oFCs only precludes any violation causing swaps and does not contribute to the force-
directed map, theé=Cs term in the above equation represents just the pulling force component.
Corresponding to the resulting force-directed map, reciprocal forcesadtiath (RFAs) between each

pair of adjacent cores on the 3D mesh are computed as shown in figure 19(b).

The pseudo-code for our force-directed swapping algorithm is shown below. Theghalgs
intended to reduce the sum total force in the entire 3D mesh. It is applied Noirgtial mapping
solutions (Ms) (step 1. After every swap on the current mapping solution, the force-directed mayp is
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built (step 3. The algorithm searches for a pair of adjacent cores with the highest RRA current 3D
force-directed map to choose the next sv&pp(4. Any swap under consideration is executed only if the

following pre-conditions are met:

1) Both cores belong to the savie

2) Swap will reduce the sum of all net forces in the 3D mesh

3) Inertia force (ofFCs) does not prohibit this swap

If all three pre-conditions of the swap under consideration are nostaept, this swap is invalidated to

restrict it from being considered again until a valid swap is found. On thehathdr if all pre-conditions

are met ¢tep 9, then the swap is executed and all previously invalidated swaps on the 3D mesh are re
validated to be considered for swapping in the next iteration. With every successivéhssviprative
swapping process continues to reduce the sum of all net forces in the 3D mesh. Finallgi] sivaps

are invalidated on the 3D mesh (i.e., no swap meets the 3 pre-conditions), a state of equilibrium is reached
on the force-directed 3D map and the swapping algorithm terminates (for the cuaping solution).

As our force-directed algorithm is applied to all N initial mappinigitsans, up to N feasible candidate

mapping solutions are output at the end of this stage.

Algorithm 3.2: Core mapping with force-directed swapping
inputs: core-graph G(V, E) and N initial mapping solutions

: for each mapping-solutiodo {

cdo{

: build the force-directed map for the current mapping solution

: choose the pair of adjacent cores (which are not invalidated) with the
maximum reciprocal forces of attraction (RFA)

. if all swaps on 3D mesh are invalidated (equilibrium achieved),
save the mapping solution and gosiep 1)

6: if the 3 pre-conditions for this swap are met, execute it and re-validate ¢

swaps on the 3D medp to next iterationgtep 2
7: elseinvalidate this swap for the current iteratigo;to step 4}}

A WN P
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output: up to N feasible mapping solutions optimized for all 3objectives
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Figure 19: Forces in the force-directed swapping algorithm: (a) A force-directed map generated for
any mapping solution g-dimension is omitted for clarity); (b) Reciprocal force of attraction
between pair of adjacent cores.

3.6.3 LP-formulation for 3D PDN Synthesis(PDN_solver())

As discussed earlier, there ateregular 3D power grids in our PDN, one for each\8Dand the
individual Vis (on the 2D plane) are not necessarily rectangular in shape. We assume equabhumber
grid-nodes (in an nxn 2D grid) supplying to each core on the MPSoC, where n=4 inlfiguraus,
givenT cores on the 3D mesh, the total number of grid-nodes in the PD@teWe also assume that
the power pins are located below the bottom tier, i.e., grid-nodes of just thm bieft@re connected to
the power pins, therefore, the total number of external power input$ard/dim, and all vertical PDN
branch currents flow in the upward direction. Note that grid-nodes @ fimver grids are not connected
to each other. For any given candidate mapping solution, we use a linear proygaid®)iformulation
to solve for the grid-node voltages and currents flowing in the branch resistancee BDN with
multiple 3D grids.Our final metric of interest is the percentage rfiRwdrop in the entire PDN, which we
obtain from all the grid-node voltages. The reader is referred to APPENEIX details of our LP-
formulation. Note that we employ an LP-solver [75] as it seamlessly atésginto our system level

framework; nevertheless we validated our LP-based PDN synthesis approach using spice simulations.

63



Algorithm 3.3. Routing Path Allocation
input: core graph G(V, E), candidate-mapping-solution

1: Sort all communication flows in the increasing order of path length
and in decreasing order of bandwidths for the same path length

2: for each communication flow in sorted ld {

3: Out of all the candidate minimal paths, choose the set of paths
that would require the least number of inter-island link insertions

4: Out of the chosen paths, choose the subset of paths that would re
the minimum number of intra-island link insertions

5: Out of the chosen paths, choose the one path that uses the least r

of interisland links

6: Insert the necessary links and allocate the current flow bandwidth
over the chosen routing pgth

output : Synthesized NoC with all communication flows routed

3.6.4 Routing Path Allocation(3D_Routing())

For inter-island communication, voltage level converters (VLCs) and frequency level eomgsdurces
(MCFIFOs) are required in thél boundary routersThese frequency and voltage conversion components
incur power dissipation and delay overheatlbus, the main objective of our 3D routing path allocation
step is to find a minimal path for each communication flow such that the number of additional inter-island
link insertions is minimized. Additional inter-island links are inserteg wilen minimal paths cannot be

found within the residual bandwidth capacities of the existing inter-island links.

Algorithm 3.3 summarizes our routing path allocation algorithm. The orderighvwebmmunication
flows are routed is determined in the following manner. The flows with longer mipatfad (MDs) have
more choices for routing and thus have a larger scope for optimization. Also, fldwsswaller
bandwidths, require less residual capacities to be accommodated within existing Hiedefore, flows
are sorted in the increasing order of their path lengths, in decreasingobtteir bandwidths for the

same path length; and considered for routing in that ostiep ().

For each communication flonstep 2, we consider all candidate minimal paths. Note that, the

number of all possible minimal paths between two cores on a 3D mesh, whitheps apartN =x +y
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+ z wherex, y andz are the number ofhops,y-hops and-hops on the 3D path) is given bygx{ ™
YC,}. Here, {CJ} represents the number of possible ways sthmath can be constructed; ani3C,}
represents the number of possible wayszthbath can be constructed, for a givepath. Out of these

candidate minimal paths, we choose a path based on the following optimization objectives (dethat or
(1) Minimize the total number of inter-island link-insertions needed on the path;

(2) Minimize the total number of intra-island link-insertions needed on the path; and

(3) Minimize the number of inter-island links used by the path

Note that as power optimization is the principle goal of our routindiakdnsertion algorithm, the
primary objectives (1) and (2) above reduce NoC power dissipation, whereas elj@rtieduces path-
latencies by incurring minimal delay-overheads. To meet these objectivesstvedfiose paths that need
the minimum total number of inter-island link insertioegep 3. Out of the chosen paths (with the same
number of inter-island link insertions), we choose the ones that need the mitotalimumber of intra-
island link insertionsgtep 4. Then, out of the chosen paths (with the same number of inter-island and
intra-island link insertions), we choose the path which crosses the minimubenofrinter-island links
(step 5. When a path is chosen, the current communication flow (bandwidth) is allocatésl to i
constituent links ¢tep 6. Note that while routing any flow over a given path, links insertioms ar
performed whenever the existing link(s) cannot support the bandwidth of the dlowewot if no links
are available. We also perform a post-processing design time cyclic dependensys amsihyg the
algorithm in [73], to ensure freedom from cyclic dependencies that can causekeadlantime. After

this step, a mapped and routed 3D NoC-based MPSoC is obtained for the given application.

After routing is completed for all communication flows, the aggregate concation power
dissipation and path-latencies in the NoC are computed taking into consideration the ofufirter
inserted, link loads, router sizes, number of VLCs and MCFIFOs used, and corresponding

voltage/frequency values.
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3.6.5 Thermal Evaluation(Thermal_eval())

To perform thermal evaluation of any given mapping solution in our framework, vize utie open-
source thermal emulator 3D-ICE 2.2.5 [71], which supports steady-state thermalsao&83ilCs with
inter-layer liquid cooling. As discussed in section 3.4, by increasing fluid flo¥g;rdbe maximum
temperature on the 3D die can be reduced. Thus, to evaluate the minimum flow-rate required toesatisfy t
maximum temperature design canmt ¥, we invoke the 3D-ICE tool multiple times (on each mapping
solution) while increasing the flow-rate in fixed increments until the theconstraint is satisfied. Once

the required flow-rateR]) is determined, the cooling power (power consumed by the pump and the

cooling fan Pcoo=PrantPpumg) corresponding to this flow-rate is calculated as follows:

(i) Evaluation ofPp,my The pump-power is generally defined as.p< APxFI, where AP is the pressure
difference between the inlet and outlet, &hds the fluid flow-rate. Given the number and dimensions of

micro-channels, and the fluid flow rafiel), we evaluate the pump-power using the power model in [46

(i) Evaluation of P, The thermal resistance R of the heat-sink (in Kelvin/Watt) is generally

expressed as:

Re=AT/(dg/dt) ........ (3.9)

where AT is the difference between the temperature of hot fluid entering the fan-based heat-sink (or
exiting the 3D-chip) and the target ambient temperature that the heat-sink isdeaquiool the fluid to
(to feed back into the chip), amtd)/dtis the required heat-transfer rate (or thermal power in Watts) for

this purpose.

Based on the definition of a calorie and assuming 1ml=1gm for water, theeceeat transfer rate

to achieve fixed target fid-temperaturegg/dt for the giverl and AT can be expressed as:

dq/dt = 4.18xATXFI ....... (3.10)
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Once R, is calculated from equation8.9) and (3.10), the corresponding fan-speed (rpm) is found
using the relationship betweer, Bnd rpm from [65] for a 120mm diameter fan. We assume 6W of fan-
power for a nominal fan-speed of 2000 rpm for a typical commercially available 120mm fan-based heat-

sink. ThusP,, is scaled based on different rpm valugg.&(rpm)’).

Finally, the cooling-powerR;.,=PpumgtPran) is recorded for the mapping solution under

consideration.

3.6.6 Solution Pruning

The set of up to N solution points produced by our co-synthesis floveadgh represent a 3-tuple set of
costs {communication power, cooling power, PDN nii@xdrop}. As our goal is to minimize the sum of
communication power and cooling power, as well as the IRekop in the PDN, we construct an
optimized 2D Pareto front of solution points, each representing {communicatiar pogsooling power,
max4R-drop}. To this end, solution pruning is performed to remove clearly dominatedossluThe
designer is ultimately presented with a set of non-dominated Pareto solution paitredinaff PDN vs.

(NoC + cooling power) design objectives by varying degrees, while satisfyinigatfupl performance

anin” ann

llH:’=Il

Figure 20: Example of a tile-exchange perturbation (a) an invalid perturbation where the contiguity
of VIs is not retained (b) a valid perturbation

and thermal constraints.
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3.7 Co-Synthesis with Probabilistic Metaheuristic

Simulated annealing (SA) is a probabilistic metaheuristic that has found wideapptiadtion in several
physical design problems [61] and is a widely accepted technique for multiredjeptimization. For
the same problem formulation (as in Section 3.5) as well as for the sani@s&trmptions pertaining to
3D-Vls, 3D-PDN, and micro-fluid cooling, we also create an SA based co-synthesis framewank for

optimization of the same objectives {cooling+communication power, liRak-0p}.

In this SA-based co-synthesis framework (SA-CoSyn), we utilize the same functions&a(),
3D_Routing() and Thermal_eval() discussed in sections 3.6.3, 3.6.4, and 3.6.5 respectively. This
framework is loosely based on the SA based approach for PDN-NoC co-synthesiprioronork [67;
however that work did not consider thermal awareness and micro-fluidic coolingseshém SA based
coreto-tile mapping approach that is different from the force-directed swapping basetb-ttge

mapping proposed in this article.

We designed a dual-objective SA based algorithm. Instead of saving just thsolbéen at each
iteration, we maintain a Pareto front of two dimensional (PDN and (NoC lingjocosts that are not
dominated by any solution found so far. The three possible solution perturbatioria theedlgorithm

are:

Perturbation 1 core-swap- Two cores randomly selected from the sameV3@re swapped. As the

swap takes place within the same 8DVI-contiguity is not a concern.

Perturbation 2 3D-VI-swap— Two 3DYVIs (of equal sizes), are randomly selected to be swapped.

Perturbation 3tile-exchangéetween two separate 30s— TheVI configuration in the 3D mesh is
changed by reciprocal occupation of a tile (tile-exchange) between two adjésénith at least 2 tiles
in eachVI being adjacent to the oth€l) on every tier of the 3D MPSoC. A tile-exchange is valid only if

both participating/Is retain their contiguity (figure 20
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Note that entire columns of cores (across all tiers) need to be exchanged betweeN theaBDif
this perturbation is valid on one tier it is valid on all tiers because allI3[are vertically aligned across

tiers. The pseudo-code for our SA-based co-synthesis framework is described below.

Algorithm 3.4: SA-based co-synthesis framework
inputs: as described in section 3.5

: Generate a valid initial mapping and evaluate cost (current solution)
: Set T to T,; and counter to O
: while (terminating-conditiomot reachedj K=0
: while (K < Kpay {
: Perturb current mapping solution in one of 3 ways to get new solution:
: (i) Run PDN_solver() to evaluate new mapping solution for iRagrop
: (if) Perform 3D_Routing() and evaluate communication power
8: (iii) Perform Thermal_eval() and evaluate cooling poviRas.()
9: Compute: cost(new solutiom)mx(communication power + Pgoq)
+ Ax(max-IR-drop) +¢x(# of hop-constraint violations) +
{if (max-IR-drop >I') then ¢’*(max-IR-drop—T') else 0}
1G: If no hop-constraint violations exist and PDN constraint satisfied,
update the Pareto front and the counter
11: Set value of ACCEPT according to the SA-acceptance criterion
12: If (ACCEPT=1), then cost(current solution) = cost(new solution)
13: K= K+1}
14: T=03xT}

NOoO o~ WNPE

output : final set of feasible solutions on the 2D Pareto front with the
associated (NoC+cooling) costs and PDN costs

An initial mapping solution is arbitrarily generated, which satisfies basieVi3@ontiguity
constraints. The cost of this initial solution is computed by calling the PDN_soI8Br(Routing() and
Thermal_eval() functions. The initial solution now becomes the current solutidmeirsA process
(stepl) To initiate the SA process, the SA-temperature parameter (T) is sgf (stdp2) At each
iteration, one of the three perturbations is randomly chosen to perturb the coiltginin. To generate
enough mapping solutions for every 3MD-configuration, we choose perturbations 1, 2 and 3 with
probabilities 10/13, 1/13 and 2/13 respectivédyep5) To evaluate the new (perturbed) mapping for
communication power, cooling powelP,) as well as PDN makR-drop, our PDN_solver(),
3D_Routing() and Thermal_eval() are invokégsdeps 6, 7, 8 Then, the cost of this new solution is

computed(step9) Here, the coefficients of the terms with total number of hop-constraint vitdagi)
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and PDN constraint violatior${) are set to high values, in order to penalize infeasible mapping solutions.
If the new solution corresponds to no violations and does not have both powerdcB&M cost greater
than any solution on the current Pareto front (non-dominated solutioninseited into the Pareto front.
Any Pareto solutions that get dominated as a result are discarded from th&Husnthe Pareto front of
solutions (with non-dominated costs), is checked for an update at every iterat®A (stepl0)
Solutions with better (smaller) cost than the current solution are accepted, arahsolitih worse costs

are either accepted or rejected according to the following acceptance (sttguikl)

if (r <exp ([cost(current solution) - cost(new solution)]/T) ....(3.11)

ACCEPT =1

where,r is a random number between 0 and 1

After every Knaiterations, the SA-temperature isakd by the parameter 6. Finally, when no new
solution is added to the Pareto front for L number of consecutive SA-iterations, thece8spierminates

(terminating-conditioly, and a set of 2D Pareto design points are produced.

3.8 Experimental Studies

3.8.1 Experimental Setup

We use the ARM Cortex-A9 multi-core processors [37] as the baseline MPSqititeooores in our
experiments. These processors support three operating voltage {&v8)s .9V, 1.0V, and 1.1V; and
corresponding operating frequencies of 1310MHz, 1550MHz, and 1775Mz; at the 45nm process
technology node. The maximum current requirements for the processing cores range frordALA
based on the level of compute intensity of the tasks assigned to the respective coresougrenve
consider ARM processors in the platform used to evaluate our framework, it shootuteaethat our

framework is applicable to multi-core platforms with any processor architectvesn the operating

70



ranges of supply voltages, frequencies, and maximum-powers for the processgsuie that the rated
maximum supply current (and the corresponding maximum power) of each core is sufticidms
associated router as well. In our studies, we use a 60-core 3D-mesh for the MBSdEnensions

5x3x4 @dimxdimxdim,). In addition, we also use a 100-core 3D-mesh of similar homogeneous cores,
with dimensions 5x4x5 assuming a 32nm process technology node. The values of core-voltages,
frequencies, powers, and area are scaled by factors of 0.925x, 1.1x, 0.626x, and 0.57x regpectively

capture the effects of technology-scaling (from 45nm to 32nm), as suggestefd in [52

Our experiments were conducted using six parallel application benchmarks fréfUtASH-2 [58
and PARSEC benchmark suites [56fteamcluster, ocearand choleskyfor 60-cores fluidanimate, Iu,
and vips for 100-cores) of low, medium, and high communication-intensities respectivelycaexr
graphs are modeled based on inter-core communication characterizations givenka¢Ajertex in a
core-graph corresponds to a core and the edge weights represent inter-core communicatjoanidten
bandwidth requirements (based on our observations of traces and communication patterns besyeen core
Our synthesis framework ensures that the minimum communication bandwidth constragatéséies,

with hop-constraints representing the actual communication latency constraints.

The power values of routers and links (32-bit wide) for different voltaigegyuencies, and router
complexities at varying communication loads, for 32nm and 45nm process nodes are ohbbamned fr
ORION 2.0 [40]. As the VLCs and MCFIFOs required to enable error-free interabsBbmeenvIs incur
a power overhead that is proportional to their voltage supply, we consider tke @aavhead of these
components, with the actual power values based on reported overheads from existimg |[&E3ht[59],

[60]. In Thermal_eval()we conservatively set the maximum thermal constraint (‘¥) to 75°C and for the
given mapping solutioffrl values are increased in until ¥ is satistied. The corresponding Ppymp @andPran

values are calculated as discussed in section 3.6.5. Single-phase cooling with de-iorized a@alant
material is assumed (similar to [74]). 3D-ICE assumes identical micro-channélsmly placed, in all

micro-fluidic layers. We set the height and the cross-sectional width ob-tiennels to 100um and
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200um respectively. Micro-channels are assumed to be horizontally separated by silicon walls, each of
width 400um (to accommodate the inter-tier signal and power TSVSs). The temperature of the coolant fed
back into the 3D-chip is assumed to be fixed &C3@mbient, which would satisfy most environments.
Our regular 3D-PDN power grids are modeled based on the guidelines providé¢dHar[the 60-core
mesh, with 15 cores on each tier (20 cores for the 100-core mesh), a tota®2@46r 100-core mesh)
input power pins are used witi=16 grid-nodes for each core. Thus, the total number of grid-nodes in
the entire PDN is equal to 960 (1600 for 100-core mesh). For the PDN corresponding@ectire

mesh, values oR=40mQ and R=80mQ are assumed (based on [7]) for the horizontal and vertical
branch resistances. For the 100-core m&sh28mQ is assumed in accordance to the reduced area,

whereas the TSV height is kept unchanged across technologies (as assunigd in [51

For the implementation of our FDS-CoSyn framework, we gen&ratéial mapping solutions from
an equal number of distinct 2D-configurations, wher@&=66 for the 60-core caséNE68 for the 100-
core case), is the number of 2D-configurations that can be readily found using algorithm 3.1. Values of
0.3, 0.1, 0.1, and 0.5 are used for a, >, f1, andy respectively. For the SA-based co-synthesis algorithm,

we setT;=100, K,,,=100, the scaling factof=0.9, andL=250.

3.8.2 Experimental Results

In this section, we present the experimental results to highlight semeeadsting insights of our
proposed framework. Sections 3.8.2.1 and 3.8.2.2 show the importance of employing PDN-awareness and
thermal-awareness during synthesis of MPSoCs, respectively. Section 3.8.2.3 shows theoéffleacy
proposed FDS core-mapping approach, in comparison to simulated annealing approaches. Segtion 3.8.2
shows the advantages of using bisaware routing algorithm in comparison to the traditional dimension-
order routing schemes. Finally, sections 3.8.2.5 and 3.8.2.6 show the results of sensitixsty ahtie

different parameters utilized in the FDS-CoSyn framework, and that of using veggingr-grid

granularities, respectively.
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3.8.2.1 Importance of PDN-awareness

The SA-based PDN-NoC co-synthesis framew&@AK-Basig, introduced in [67] performs PDN-NoC co-
synthesis for MPSoCs. To illustrate the importance of PDN-awareness during MPSoC sywthesis,
compare the approach from [678A-Basi¢ which is PDN-aware with an SA-based PDN-unaware
framework SA-PDN-unawarg where the optimization objective is primarily to minimize NoC power.
The 2D solution space generated by the two framewaorks for six SPLASH-2 and PARSEC benshmarks
shown in figure 21, with each candidate solution characterized by its comtmmipawer and the
percentage makR-drop in the PDN. The 2D Pareto front enables the designer to choose a design point
for an appropriate trade-off between NoC costs and PDN costs. 8AHRDN-unawardramework, we

run the SA algorithm exactly 10 times (starting with different inii@ppings) to generate 10 distinct
solution points (shown by black stars in figure 21). The PDN unaware approach, whiatesemegtive

of system-level 3D NoC synthesis approaches proposed in literature to datgzegpfor NoC power,

but the solutions generated generally have much higher values dRathgp. Observe that all of the
solution points fronSA-PDN-unawareorresponding to the three 100-core benchmarks (shown as black
stars in figures 10(a)-(c))isate the PDN constraint I' (max-IR-drop of 10%), rendering infeasible final

solutions.

Each design point on the Pareto front in figure 21 represents two differenitiggacommunication
power and percentage méX-drop. For a quantitative comparison of the results obtained, we select the
best point (knee-point) on each Pareto front. The knee-point of a 2D Pardtis folaracterized by a
small improvement in one objective causing a large deterioration inthibe abjective, thus making it
unattractive to move in either direction on the front [48]. In our analysisiefiee the knee-point as the
point on the Pareto front with the smallest ratio of (improvement in one ojefiieterioration in other
objective), when moving in either directions. The en-circled points in figure@&sent the knee-points
associated with their respective Pareto fronts. As the goal of our co-syntlaesesvbrk is overall

optimization, evaluating solutions on the basis of only power or IR-drop will be inapye Therefore,
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while comparing knee-points of two different Pareto fronts, we consider the percearzsge

improvement: (% improvement in power) + (% improvement in tRagrop).
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Figure 21: Results forSA-PDN-unaware and SA-Basic (PDN-aware) synthesis frameworks
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The solution-costs associated with the knee-point of each Pareto front in figime4-Basicand
SAPDN-unawareare tabulated in Table 3. Each cell in the first two rows shows two numbers tha
represent communication cost (power) and PDN cost (Radop), respectively. The last row for each
benchmark suite shows the percentage gross-improvement per benchmark obtaird Baicover
SA-PDN-unawareThis improvement ranges from 5.4% to 13.9Bkus, it can be observed from figure
21 and Table 3 that considering PDN-awareness not only results in feasible PDN solutionispbut a

solutions with better overall optimality.

Table 3: Importance of PDN-awareness: % gross-improvements in terms of communication power
and PDN cost forSA-Basic vs. SA-PDN-unaware

streamcluster-10| cholesky-10{ ocean-10( fluidanimate-64 [u-60 | vips-60
SA-PDN-unaware 17.9,10.2 36.6,10.2 | 31.2,10.4 17.3,8.8 |20.5,8.528.1,8.6
SA-Basic 18.5,9.3 36.6,9.1 | 32.1,9.5 15.6,8.9 [21.3,7.728.6,7.4

% Gross Imp. 5.4 10.8 5.7 8.0 54 13.9

3.8.2.2 Importance of thermal-awareness

To show the significance of considering thalkawareness in our co-synthesis framework, we use a
thermal-unaware subset of our FDS-CoSyn framew&iRS Basi¢. FDS-Basichas no temperature
optimizing force-component$Cs; andFC,), where we use the following coefficient values.5, ,=0,
£1=0, and y=0.5. Therefore, with FDS-Basi¢ communication power is somewhat better optimized
compared toFDS-CoSyn while on the other hanBDS-CoSyntrades-off communication power with
cooling power for better overall (communication + cooling) power. The 2Disnlapace produced with
FDS-Basicand FDS-CoSynfor six benchmarks is shown in Figure 22, with each candidate solution
characterized by its (communication + cooling) power and the percentagdkrdasp in the PDN. By
optimizing cooling-power with a slight degradation in communication power, it caedrefrom figure

22 thatFDS-CoSyrproduces solutions with better overall optimality compared to the themmaslare

FDS-Basicframework.
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Figure 22: Results forFDS-Basic (thermal-unaware) andFDS-CoSyn (thermal-aware) co-synthesis
frameworks

The solution-costs associated with the knee-point of each Pareto frontire E&jforFDS-Basicand
FDS-CoSyrare tabulated in Table 4. The power term in the solution-cost (definedtiors3.8.2.1) of
each design point now includes the cooling power in addition to communication powesr (pow

communication power + cooling power). Each entry in the second and third columns ablde t
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corresponds to {communication + cooling} power and PDN cost. Compared to FDS-Basherthel-
awareness in FDS-CoSyn produces improvements in cooling power, by up to 57.8% (as shown in the
fourth column of Table 4). As the communication power with FDS-CoSyn is geneiighylyshorse
compared to FDS-Basic, lower improvements of up to 13.9% in (communication + cooling) grewer
obtained for FDS-CoSyn, as shown in the fifth column. Observe that benchmviltk the lowest
communication-intensities s{reamcluster-100 and fluidanimate)6@vith a much weaker force-
component for communication and a relatively strong thermal component in the FDSwalgmoduce

higher power-improvements with the thermal-aware FDS-CoSyn framework. Also, due tootigers
thermal-component for these benchmarks, tiaxkop values obtained using FDS-CoSyn are slightly
higher than that obtained using FDS-Basic (even with the same valyed.6). Percentage gross-
improvements of up to 13.7% (from the last column of Table 4) are obtainE®&#CoSyrover FDS-

Basic Thus, it can be observed from Figure 22 and Table 4 that considering thermal-awareness allows

for a reduction in cooling power that translates into solutions with better overall optymali

Table 4: Importance of thermal-awareness: % gross-improvements in (communication+cooling)
power and PDN cost forFDS-Basic vs.FDS-CoSyn

FDS-Basio FDS-CoSyn |%Imp.Cooling-powe|%Imp. powel %Gross Imp
streamcluster-10 {gg;g%: {1132;593;: 32.1 12.9 7.1
cholesky-100 {%ﬂ;%.ll: {32.3+4.6=36.9},8.4 24.6 0.4 1.9
ocean-100 %‘é‘lg}”g’%:{25.2+4.6= 29.8},9. 33.3 3.2 0.9
fluidanimate-60 {11%?;3;‘? {12.5+2.2=14.8},7 4 37.1 8.0 2.0
1u-60 {23'.}14}”86'%: {20.1+3.5=23.6},6.4 57.8 13.9 13.7
Vips-60 %%%’%‘é: {27.8+3.9=31.7},7.( 27.7 5.0 4.1
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Figure 23: Results forSA-Basic (thermal-unaware), SA-CoSyn, and FDS-CoSyn co-synthesis
frameworks

3.8.2.3 Algorithm comparison
To the authors’ knowledge, this is the only work besides [67] that proposes a co-synthesis framework to

co-optimize the 3D NoC fabric with the PDN fabric to produce a more efficientatbhv&ld MPSoC
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design Therefore, in order to evaluate the efficacy of our proposed force-direetgistit based
framework EDS-CoSyhin comparison to the SA-based co-synthesis approach in $év¥Béasig, we
perform a comparison study between these frameworks. We also compare these frameworksegainst t
SA-based thermal-aware framewor8A-CoSyhthat is also proposed in this work and described in
Section 3.7. The results of this study are summarized in Figure 23 and Table ,5ed¢breandidate
solution is characterized by its (communication + cooling) power and the percergadie-drop in the

PDN. Note that the solution points 8A-Basicare transferred from figure 21 to the plots of the same
benchmark in Figure 23, with the added cooling power corresponding to indigmugéibn points, and

the new Pareto fronts thus formed are plotted in Figure 23. Note theDdursolver(Jand3D_Routing()

in addition to Thermal_eval()are utilized to evaluate the méR-drop, communication power, and

cooling power in all three framework implementations.

Table 5: Algorithm comparison: % grossimprovements in (communication + cooling) power and
PDN cost forFDS-CoSyn over SA-Basic and SA-CoSyn

Cligti?_r%c cholesky-10(ocean-10( fluidanimate-6( [u-60 | vips-60

SA-Basic 23.9,9.3| 40.9,9.6 | 37495 22.5,8.0 |25.2,7.§33.7,7.7

SA-CoSyn 22.6,9.7 | 40.09.6 | 374)9.2 23.3,7.7 125.2,7.§33.2,7.7

FDS-CoSyn 19.6,9.1 | 36.9,8.9 | 29.9,9.2 14.8,7.9 [23.6,6.§31.7,7.C
%Gross Imp. vs. SA-Bas 19.9 16.5 22.6 354 19.1 15.3
%Gross Imp. vs.SA-CoSy 19.6 14.6 20.3 32.9 19.1 13.7

It can be observed from Figure 23 and Table 5 that our force-directed swappinthraldmsed
FDS-CoSynframework finds excellent mapping solutions corresponding to the givenl miéipping
solutions. Therefore our approach of applying the swapping algorithm to numerous (is#éds
mappings) generates better overall solutions compared to an SA-based approach. Alsovee iblager
the SA algorithm spends considerable time searching for feasible mapping solutidimg rakdop-
constraints and the PDN constraint, while FDS-CoSyn has an inherent mechanismdommgihop-

constraint violations and the m#R-drop optimizing force componentEC,) ensures that the PDN
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constraint is always satisfied. Thus the force-directed swapping technique carzeptimidesign

objectives more efficiently.

Our FDS-CoSyn framework produces solutions with much better overall optimaligrirs tof
cooling costs, communication costs, as well as PDN costs, as shown in Figure 23. b Trablast two
rows show the percentage gross-improvements (per benchmark) obtainE®®itboSyrover SA-Basic
andSA-CoSynFDS-CoSyn produces percentage gross-improvements ranging from 13.7% to 32.9% over

SA-CoSyn, and 15.3% to 35.4% over the thermal-unaware SA-Basic framework.

As discussed earlier, the SA frameworB#\{Basicand SA-CoSyhexecute until the solution quality
fails to improve for 250 consecutive iterations. On the other hand, we obseavexit FDS framework
FDS-CoSyrruns for a maximum of 68 iterations. At each of these iterations, the thenaakre (Basic)
frameworks execut®DN_solver()and 3D_Routing(),whereas the thermal-aware (CoSyn) framework
executedThermal_eval(as well (although i8A-CoSyn3D_Routing(JandThermal_eval(are performed

only for mapping solutions that satisfy all hop-constraints as well as the PDN-constraint).

Table 6: Execution times (in seconds) of SA-CoSyn and FDS-CoSyn, and % average reduction in
execution time with FDS-CoSyn over SA-CoSyn

streamcluster-10| ocean-10( cholesky-10{ fluidanimate-6( lu-60 | vips-60
SA-Basic 19989 9392 12310 3195 3890| 9100
SA-CoSyn 37210 26055 62835 20064 20834 8156
FDS-CoSyn 2934 2788 2704 1731 1761| 1718

All the synthesis frameworks were simulated on a machine with Intel Core2Duo CPbigriumix
OS. Table 6 shows a comparison of our FDS-CoSyn and SA-CoSyn frameworks, in texasution
time in seconds. On average, #aS-CoSynproduces 12.9x and 4.2x reductions in execution time over
SA-CoSyrandSA-CoSynThis can be attributed to the following two factors (in addition to thaecest

number of iterations for the FDS frameworks):
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1) Unlike in SA-CoSynevery mapping solution iFRDS-CoSynis optimized for the thermal profile;
therefore, the intermediate mapping solutions generat&AuCoSyrcorrespond to worse thermal
profiles compared to the final candidate solutions produced-d8-CoSyn Therefore at each
execution ofThermal_eval()compared td-DS-CoSynSA-CoSymequires on average more 3D-ICE

runs of incrementing flow-rates, to satisfy the thermal constraint.

2) The FDS technique generally produces mapping solutions with shorter comnwmnuatins, thus

requiring3D_Routing()to evaluate lesser number of candidate minimal paths on average.

3.8.2.4 Efficacy of routing path allocation

To show the effectiveness of oui-aware NoC routing path allocation (discussed in section 3.6.4) in
reducing power and latency overheads, we compare the results of our allocation appitoachtiwg

paths obtained by integrating traditional dimension-order routing schem#saxXy YXZ within the
FDS-CoSyn framework. For NoC-latency calculations, we assume a 5 clock cycle latemoytéo-
traversal, 1 cycle for link-traversal, 1 cycle for VLC-traversal [60], amyc2es for MCFIFO-traversa

[53], [59]. As discussed earlier, we assume minimum BW constraints forrsngt@iommunication-
flows, and congestion is assumed to be negated by additional link-insertions. The |lat@martafular
communication-flow is defined as the time taken by a flit to traverse thdrpatrsource to destination.

Due to the presence Wis, different frequencies would be encountered on a single path. We sum-up the

cycle-times along the path for all the flows and then calculate the average latency (bftovss) a

Table 7 shows the NoC-power and average NoC latency results for the knee-pointsffeaneto-
front generated for the FDS-CoSyn framework with the corresponding routing schenteoThenbers
in every table cell indicate the NoC-power (in Watts) and average NoC-latency (in ns). Table 7 shows that
power-savings of 6.2% and 6.3%, and latency savings of 2.4% and 2.5% are obtained on athrage, wi
our Vl-aware routing over XYZ and YXZ routing schemes respectively, for the Ga&Sm framework.

Although the savings in average latency may seem modest, savings of up to 35&blabed) in the
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number of overhead clock-cycles (cycles spent for MCFIFOs/VLCs) are obtained, wdtitighis the
effectiveness of oulNIl-aware-routing scheme in minimizing the latency-overheads of inter-island
communication. These savings could potentially be much more pronounced in greeresadditional

VlIs (we assume thrdds in our experiments).

Table 7: Results for NoC power (Watts) and average-latency (ns) for FDS-CoSyn witifférent
routing schemes: XYZ, YXZ, and ourVI-aware routing

Streamcl ocean | cholesky fluidani | [u-60 | vips-60
uster-10¢ -100 -100 | mate60
XYZ 16.8,20.326.3,19.§33.0,17.§13.9,20.( 21.8,17.0 29.5,19.§
YXZ 16.9,20.426.5,19.933.0,17.§13.9,20.¢ 21.7,17.0 29.5,19.§
Vl-aware|15.2,19.924.2,19.431.5,17.112.6,19.1 20.3,16.8 28.8,19.1

3.8.2.5 Parameter sensitivity analysis

In our experiments, we also perform a sensitivity analysis for the values of coefficients (a, £, f1, andy) of

the four force-components in o&DS-CoSynframework. For this purpose, we use three benchmarks:
streamcluster-100, lu-60, and cholesky-1@@h low, medium, and high communication intensities

respectively. The impact on solution-costs of different combinations of coefficients is shiigure 24.

In our analysis, we sweep a and y from O to 1.0, shown in the left-most and center vertical partitions
respectively of figures 13(a) and 13(b). To capture the combined effect of thentwerature optimizing
coefficientsp, andp,;, we sweep them in tandem (shown in the right-most vertical partitions).tiNdte
the coefficients that are not being swept, g8:g41, andy in the left-most vertical partition of figure 24,
are all set to equal values such that (at+f,+f;+y)=1. Also note that PDN-constraint is ignored in these

analyses in order to investigate the full range of effects of changing coefficients.

As N (66 or 68)solution points are generated for each combination of coefficients, eatiorsol
point in figure 24 represents the solution (one out of 66 or 68) with the pondiag minimum cost.

Notice in figure 24(a) that relatively low valuesff f,, and o (around 0.2) are sufficient to produce well
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optimized values of (communication + cooling) power. Also, from figure 24(loaritbe observed that
high values ofs (y>0.7) result in the biggest optimization in miédrop. Interestingly, for values ¢fin
excess of 0.5 the power generally increases sharply (as shown in figure 24(a)). Morneoud&-drop
increases rapidly with increasing valuesffand .. We use this knowledge while deciding on the
coefficient values in our implementation of thBS-CoSyriramework. Driven by the sensitivity analysis,
we chose values of 0.3, 0.1, 0.1, and 0.5 for a, 81, f., andy respectively, so as to efficiently trade-off

power costs with PDN costs for better overall optimizatioRX$-CoSyn
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Figure 24: Results of sensitivity analysis (w.r.t. a, £, f1, andy) using FDS-CoSyn: (a) in terms
(communication + cooling) power; (b) in terms of maxXR -drop. Coefficients a and y are swept from
0 to 1.0, whereag, and f; are varied simultaneously from 0 to 0.5; in all cases, equal values of
other coefficients are used such that the sum of a, f,, f;, and y always equals unity.
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3.8.2.6 Senditivity analysis of power-grid granularity and resistance

In our final set of experiments, we present an analysis of the sensitivity of results foroSy8@th: (i)
varying density of power-TSVs/power pins (grid-node granularity) of theegDlar power-grid for fixed
TSV-resistance of 80mQ (as shown in figure 25(a)), (ii) varying TSV-resistance values (representing
varying TSV widths) for fixed granularity of 4x4 grid-nodes per core (as shown in figure 12(g).wée

use the same set of benchmarks that are employed in section 3.8.2.5.
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Figure 25: Results of sensitivity analysis of the power-grid (w.r.t spacing and width of TSVSs) ag

FDS-CoSyn. For each benchmark, the makR -drop decreases when: (a) number of 3D PDN grid-

nodes per core increase from 16 (4x4) to 36 (6x6) and 64 (8x8); (b) TSV-resistance values decrease
from 80m£2 to 60m< and 40mq2.
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Figure 25 shows that increasing power-pin/power-TSVs as well as decreasingdiS§®nces, result
in decreasing makR-drop values. Also, observe that increasing the width of TSV-wires hasilarsim
effect on IR-drops as reducing the PDN-pitch. However, increasing the number of phoipemwer-
TSVs is only possible if chip-design constraints on the number of extevmadr pins are satisfied.
Moreover, increasing power-pin/power-TSVs or TSV-widths result in the follpwdhallengesi(i)
reduction in process yield with increased TSV-density; (@hdlie area overheads. Therefore, denser (in
terms of TSV-granularity or width) power grids could be employed if ld&seirops are desired, at the

cost of the above mentioned challenges.

3.9 Conclusion

This chapter proposes an automated system-level framework for thermal-aware co-syhtREs$
design and NoC design in 3D MPSoCs. Our co-synthesis framework (FDS-CoSyn)nases force-
directed swapping algorithm for generating better overall totide mapping solutions while efficiently
trading-off among communication, thermal, and PDN design goals. Addition&lprepose an efficient
routing algorithm that minimizes total NoC power. Our experimental reslitie/ that the proposed co-
synthesis framework not only generates solutions with viable PDN designs vadikmmal approaches,
but also generates better design solutions (by up to 32.9% and 35.4%) muctbfasfetq 12.9x and
4.2x) when compared to simulated-annealing based thermal-aware and thermal-unaware zatioptimi
approaches, respectively. Therefore, our co-synthesis approach can potentially epseftesiand

improve timeto-market of emerging 3D MPSoC designs.

We note that a routing methodology where long-range links are selectigelyed between cores to
improve overall network latency (as suggested in [30], [57]), could also be u#ed wur FDS

frameworks. Such an approach would possibly require careful considerations of the irorease
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complexity of design and physical implementation due to issues such as repegteads, asymmetric

interconnect lengths, and more complex wire-routing.
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4 PRATHAM: A Power Delivery-Aware and Thermal-Aware Mapping Framework for Parallel
Embedded Applications on 3D MPSoCs

In emerging 3D-ICs, thermal hotspots and high IR-drops in the power delivery nefRDN) can
significantly limit overall system performance. The high core counts requiresupport parallel
embedded applications in these 3D-ICs also notably increases communication emeigierAore
communication patterns, IR-drop distributions, and 3D thermal profiles all influest=rsperformance
and power, it is critical that a system-level application mapping framework considecanadined
effect. In this chapter, for the first time, we propose a system-level embedded epplnapping
framework (PRATHAM) which integrates a holistic solution evaluation methoddluatyconsiders the
impact of network-on-chip (NoC) communication, drops in supply voltage, and the omthehnipal
profile on overall system performance, and co-optimizes on-chip IR-drop, thermal, and cortiotunica

profiles, for improved overall system performance and lower energy consumption.

4.1 Introduction

In emerging 3D multiprocessor system-on-chip (MPSoC) architectures, netwohipNoC) fabrics
enable tens to hundreds of cores to communicate with each other and memorytet-thednnter-layer
levels. NoCs with mesh-based (regular) topologies have been employed in manyifeEe designs,
e.g. Tilera’s TILE64 [5] and Intel’s Single Chip Cloud Computer (SCC) [3]. But as the power dissipated
in the NoC is a significant portion of the total on-chip power in these designsjzipgimommunication
power, in addition to computation power, has become a critical step in design neglesdéor 3D

MPSoCs.

Yet another critical component in 3D MPSoCs is the power delivery network (PDNJh wghi
required to deliver a stable power supply across the chip that is witlésir@d voltage range and can

tolerate large variations in load currents [100]. However, with increasirghipndevice densities and
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decreasing voltage levels, supply currents have risen but the scaling of PDNriogphea not kept up
with this trend [135]. This has led to worsening IR-drops in the PDN. r8aitdelay in modern CMOS
technologies has a super-linear relationship to the supply voltage drop [6Rkdgbps in the PDN have
increased circuit delay, limiting operating frequencies of cores and thus gddeisoC performance.
This problem is even more severe in 3D MPSoCs, as the number of /O pinsndayaned 3D-IC is

aboutn times smaller than its 2D counter-part, thus exacerbating the problendegraded voltage

supply in 3D MPSo€][7].

With much higher power densities in high-performance 3D MPSoCs, another challenge isvie rem
the heat generated in the 3D stacked dies [72]. This problem is exacerbated duecredled thermal
coupling between adjacent cores in advanced technologies [76]. In addition, the dgtayiis also
strongly related to temperature. Increasing temperatures can limit theirgpdéraquency on the chip,
thereby degrading system performance [77], [78]. It is also commonly known thagidepkwer has a
super-linear relationship with temperature and that temperature in turn depends owehmofile of

the chip.

As a result of these close interactions between the PDN, die temperature, cifonmhaece, and
power dissipation, performing thermal analysis (or PDN analysis) in @ojatiithout considering the
influence of temperature (or supply voltage) on power and performance could leaddslg igaccurate
estimation of system metrics. Prior works [79]-[81] have motivated & tlogmmal-power-performance-
PDN analysis to capture the inter-dependencies between the various design Hetweger, to the
authors’ knowledge, none of these prior works have considered such co-analysis for accurately evaluating
the merit of any given design solution as part of an MPSoC design-time synthassvbrk for 2D or

3D ICs.

This work is motivated by the interesting insight that inter-core conuation patterns, IR-drop

distribution in the PDN, as well as the on-chip thermal profile can vary signify with different
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mapping configurations of computation and communication resources on an MPSoC. We propose an

automated system-level design-time parallel embedded application mapping framework (PRAGHAM)

3D MPSoCs that considers the impact of NoC communication, drops in supply voltage, aheromgb

profile on overall system performanc®RATHAM co-optimizes on-chip IR-drop, thermal, and

communication profiles for improved system performance and lower energy consunijp@movel

contributions of our framework are summarized as follows:-

e We propose a design-time CAD/synthesis approach to map cores running parallel embedde
applications to the tiles on a 3D die while co-optimizing communication, PDNrdesind thermal
objectives to generate an optimized 3D MPSoC design;

o We integrate the effects of temperature and supply voltage drops in tleen@erte and energy
modeling of the compute cores as well as the communication resources; and show thatrapssicteri
awareness in the solution evaluation framework results in significantly improved design solutions;

¢ We design an algorithm for 3D routing path allocation that minimizdslptgncies and energy in the

3D NoC fabric.

4.2 Related Work

Given the promise of 3D IC technology and MPSoCs, the problem of design-tipng of tasks and
communication resources onto 3D die stacks has attracted significant researcheefforfgy], [62],

[66], [67], [84]. The authors in [62] propose a tool for designing irregulaN80s that finds paths for
communication flows and places network components on the 3D layers; while reportirgs saMNoC

power and delay. In [66], improvements are shown over [62] by additionally cangidiee impact of
TSV serialization and network interface placement in application specifid@®I%. The authors in [84]
perform thermal-aware assignment of tasks onto a 3D regular mesh followed bye¥@tagency

planning to minimize power dissipation and meet application performance constraints. In [27] a floorplan
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aware synthesis algorithm is presented for application-specific 3D NoC synthesid on simulated

allocation; generating topologies to optimize chip power, network latency, and temperature.

The authors in [67] motivate the need for considering PDN awareness in the tdesigipplication
mapping stage, and propose a co-synthesis framework for 3D MPSoCs, which is shown to produce more
efficient solutions compared to a PDN-unaware synthesis approach. But the proposedhafals to
consider the adverse effects of IR-drops on the system performance and energy dissigatitime\Atio
not consider the thermal costs associated with the generated solutions. In quvevprkpose anovel
MPSoC synthesis framework to significantly improve overall system performance and enepgyiahssi
during embedded application computation and communication mapping, while for thienirstpturing

the effects of IR-drops and temperature on the system profile with a holistic solution evaluation approach.
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Figure 26. Example of a 3D package for 8-core MPSoC (2x2x2 3D-mesh) wiii} a regular 3D
power-grid with 64 external power-pins and 64 grid-points per tier (16 grid-points supplying to
each core);(ii) a micro-fluidic cooling layer under each device layer

4.3 Background: PDN and Liquid-cooling
In this work, we consider a 3D MPSoC platform with a 3D mesh of tiles, whame itha onde-one
mapping of processing cores to these tiles. We assume a 3D package with computeDidresnd

micro-fluidic cooling, as shown in figure 26.
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It is shown in [69] that sizing of pitches and widths of the power grid does not ctienga-chip
voltage distribution. Therefore in our work we assume fixed uniform povids gs in prior works [67],
[69], [70]. As we primarily investigate steady state effects of the globadipgrid, time-varying network

characteristics such as transient noise are not considered.

Our use of micro-fluidic cooling is driven by the observation that convemtainaooled heat sinks
are widely believed to be insufficient to remove the heat generated in mshigole=d tiers of high-
performance 3D MPSoCs [72]. In [83], it was demonstrated that liquid coolingrogile much more
efficient heat removal than conventional heat-sink based cooling solutions. Wenime-fuidic layer
under each device layer (as shown in figurpd6suggested in [#3The authors in [74] have shown that
as the micro-fluid within micro-channels progresses from the fluid inlet tsatae fluid outlet (from left

to right in figure 26), its capacity to absorb heat flux from device layers steadily decreases.

Among its many contributions, the proposed PRATHAM synthesis framework bringghtothie
importance of employing an accurate solution-evaluation methodology that captures thencieepe
between various design metrics: power dissipation, performance, supply voltage, andttempEo this
end, we now present a simple motivational example. Figure 27(a) shows the rated poveeofpac®i7-
core 3D MPSoC for a given core-mapping, corresponding to nominal values of temperatuse, supp
voltage, and operating frequency. Traditional design-time MPSoC CAD/synthesisvoaks commonly
assume such a system-profile, where the adverse effects of IR-drops in the PDN andtiesnpes
ignored. In reality, the operating frequency at which a core can be reliably clatcdedends upon both
the operating temperature and voltage supply level. Also, power dissipatintridately related to
voltage, frequency, and temperatuig: dynamic power linearly increases with voltage and frequency;
and (i) the super-linear inter-dependence of leakage power and temperature is well knowringh\ssum
that external power pins of the PDN are closest to the bottom tier armHtaick flows from left to right
(as depicted in figure 26), after considering the combined effects of IR-droperaperature on system

performance and power, the resulting system-profile is shown in figure 27(b) @memamming based
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PDN-analysis and thermalalysis using the 3D-ICE tool [71] are performed iteratively to obtain this

profile).
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Figure 27: Example of a 27-core 3D MPSoC (3%x3x3 mesh): (a) rated power-profile with nominal
values of supply voltage (1.1V), operating frequency (1.8GHz), and temperature (60°C); (b) actual
system-profile considering the combined effects of IR-drops and temperature on power and
performance of cores. A 3D power-grid and micro-fluidic cooling are assumed (not shown) as in

figure 26

Note how actual performance and power dissipation of various cores differs sighificafigure
27(b) where we have considered the impact of IR-drops and temperature on system power and
performance, compared to the idealized scenario in figure 27(a) without any such caosglefdie
example highlights how the assumptions made in existing mapping frameworks (reufdsefigure
27(a)) ignore important facets of the design space influenced by IR-dropsngretatire. As a result,
the inherent inaccuracies in these existing frameworks may result in the discafdyogpd solutions
during design space prunirand the selection of seemingly optimal solutions that are eventually found to

be highly inefficient once the PDN model and thermal profiles are consideredafyring a more
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holistic system view (as in figure 27(b)), MPSoC synthesis frameworks can travessdutitn search-

space much more intelligently, resulting in final synthesized solutions with better overabldpti

4.4 Problem Formulation

In this section we present our problem formulation. We assume the following inputs to our problem:

e A 3D-IC with a regular 3D mesh NoC, with dimensionsr{, dim, dim) and number of tile3 =
dimxdim,xdim,with each tile containing a compute core and a NoC router;

o A core graph3(T,E) (corresponding to the given set of parallel embedded applications) witlofaTset
vertices representing homogenous compute cores on which application tasks have already bee
mapped, and a set Bfedges that represent communication volumes between communicating cores;

o A triplet {Viom from thorp CONstituting the nominal values of supply voltage, operating frequency, and
temperature, representing nominal operating condition fdr adres;

¢ A set of nominal supply current valuels {om I2 nom-..,Ir_non} fOr the T cores corresponding to nominal
operating conditions;

e A set of T nominal computation-timesQT: nom CT2 nom ---» CTr nonp cOrresponding to workloads
executed on each core;

e A regular 3D power grid, withxn grid-points supplying to each core, and a chip-wide maximum IR-
drop constraint I" in the PDN (relative to Vyon);

o A fixed liquid flow-rateQ in the micro-fluid cooling setup, with a chip-wide maximum temperature
constraint V.

Problem Objective: Given the above inputs, the goal of our proposed framework is to obtain @-chee-

mapping on the 3D-IC and a mapping of communication flows to a regular 3D mesh Nogiven set
of parallel embedded applications, such that energy-delay-squared proddet) @Dthe system is
minimized, while the design constraints ¥ and I' are satisfied. In our ED?P calculations, we define

system-energy as (computation + communication) energy dissipation in the 3D die, anddslsly as
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the aggregate of computation and communication times for all cores. As perferimarunsidered the
principal design metric in most high-performance chips, we choose systéf d@&Dthe optimization

metric, as motivated in prior work [85], with an upper bound on the peak temperature of the chip.
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Figure 28: Design flow of the PRATHAM synthesis framework

4.5 PRATHAM Framework: Overview

We first present a brief overview of our 3D MPSoC synthesis framework, beforébdesonore details
later in this section. The PRATHAM framework, shown in Figure 28, uses a simulated aariS&a)
based search algorithm (discussed in seetibri), where the minimization objective is the systenifED
The initial mapping solution, which is optimized for communicationitafé generated by an efficient
incremental core mapping approach based on [24]. A holistic solution evaluation stage aimg) gatiut
allocation heuristic are integrated within the SA-based search algorithm. Tisch@aluation stage
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computes the set dfquadruplets {i(,Vi,t1,11), (f2,Vata,l2), ..., (fr,Vrt1,19)} for each newmapping solution
(discussed in section 4.5.2). In this manner, computation ti@&s(T,,...,.CTy) and computation
energies of cores can be readily evaluated for any given mapping solution. Thg paili allocation
heuristic, which optimizes path latencies of communication flows, is then integratedgdisausection
4.5.3) to produce a complete synthesis solution for the current mapping solution., f@afhamework
generates the best MPSoC synthesis solution with the ledBt EBe next several subsections discuss the

framework in more detail.

4.5.1 SA-based Search Algorithm

Broadly speaking, the optimization objectives of our 3D MPSoC synthesis framewaitkes-fold: i)
minimize application communication latencies and energy (by mapping cores sudte theghtvolume
communication flows have shorter path-lengths in the NdQ)minimize the IR-drops in the PDN (by
mapping cores with higher supply current requirements to tiles on the 3D meshtaltserexternal
input power pins), andii() facilitate more efficient cooling of the 3D chip (by mapping cores wighdri
power dissipation closer to the water inlet of the microfluidic-coolirgjesy, while at the same time

maintaining a reasonably uniform power profile across all the device layers).

The single minimization objective of our SA-based search, syBBfR, is representative of the
combination of the above objectives. In the SA search process, the solution is pertisbagiyg two
arbitrarily chosen cores on the 3D mesh. As in a traditional SA-based searobsttisgnthesis solution
found is saved, and any newly generated solution is probabilistically accepteje@ed) based on its
solution-cost as well as the current SA-temperature. In addition to tRE Ef&ue, the number of
violations (at perore granularity) of the PDN constraint I' and the thermal constraint ¥ are also
considered for the cost-evaluation of the current solution. The SA cost function udesl $satch is

defined as:
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cost =ED?P + cx{num. of (PDN-violations + thermal-violations)}

where,c is the violation-penalty coefficient with a high integer value. The sqarake terminates either
when no new best solution is found tonumber of consecutive SA-iterations or a pre-specified number

of iterations have been executed.

4.5.2 Holistic Solution Evaluation Framework
In this section, we first explain the various dependencies between different desimps at the system-
level. Later in the section, we discuss implementation details of ourih©@istluation framework, and

the necessity of taking into consideration these inter-dependencies during solution evaluation.

It is well known that leakage power depends exponentially on temperature. At the sw@ne ti
temperature directly depends on the power-profile of the system. Increasing tanggecantribute to
significant circuit slow-down; and this degradation in performance worsens whthotegy scalingas
shown in figure 29(a). Additionally, circuit delay is also related to the gumitage, as shown in figure
29(b). Supply voltage in turn depends on the IR-drop distribution in the PDN. Thetbfmaximum
frequency (f) that a core can be clocked at depends on both the supply voltage and the operating
temperature of the coreMoreover, the operating core frequency, along with the supply voltage,
determines the total power dissipati®xI), which in turn determines the supply current requirement of
the given core. Finally, the supply currents flowing in the PDN determindtkdeop distribution in the
PDN. This inter-dependence among power, thermal, performance, and PDN metrics is depicted pictorially

with a metric dependency graph in figure 30(a).
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Figure 29: Performance degradation: (a) in terms of cache access time, with increasing circuit
temperatures [77]; (b) in terms of circuit path-delay, with increasing drop in supply volage [6]
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Figure 30: Holistic solution evaluation framework (a) metric dependency graph (b) control-flow of
the evaluation framework

Our evaluation framework is applied to each new mapping candidate generated in the SA-based
search. To capture the cyclic inter-dependencies among different design metrics as styusm 39¢a),
our holistic solution evaluation framework is executed iteratively until convergence to fine$ vigure

30(b) shows a graphical representation (control-flow graph) of the three phasedramework that are
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iteratively executed. The details of the three phageBawer-performance modeil)( Thermal-analysis

(iii) PDN-analysis are discussed below:

Power-performance model: The impact of IR-drops in the PDN and chip therrfild properformance

and power dissipation is taken into consideration by the power-performance model. In each @kration
execution, updated values of core-temperatuiesand supply voltages (V’s) are first utilized to update

the core-frequencieg’$). Thef’s in turn are utilized (along with’s) to compute the dynamic power of
cores. Thet’s and the V’s are used to compute the leakage powers of cores. The individual sums of
dynamic and leakage powers result in total powers off theres, which are finally used to update the
supply currents I(s). The power-performance modeling is based on [81] (with parameters being

technology-scaled based on [6] and [77]).

Thermal-analysisTo perform thermal evaluation of any given mapping solution in our framework, we

utilize the open-source thermal emulator 3D-ICE 2.2.5 [71] which supports steadyistatal tanalysis
of 3D ICs with inter-layer liquid cooling. For the given power-profile, thel outputs the core-

temperaturess) on the 3D die, for a fixed micro-fluid flow-rate ofQ.

PDN-analysis: For any given candidate mapping solution (with the supply cwegemtements of thé

cores on 3D mesh), we use a linear programming (LP) based formulatsmivéofor the grid-point
voltages and currents flowing in the 3D regular power grid. We validated theriflation using
HSPICE simulations and used the Ip_solve solver [75] to obtain results. In our LP atiomuive
assume a 2D grid afxn grid-points supplying to each core on the 3D die (as illustrated unefigg.

This phase in the evaluation framework essentially evaluates the IR-drops3D tiesistive grid, which
enables the updating of supply voltages of cores in the 3D MPSoC. Details of ithre \d@embles and

constraints of our LP formulation are presented in APPENDIX I.

Algorithm 4.1 presents the pseudo-code for our holistic evaluation frameworkhrBeephases of

the framework: PDN analysis, Power-performance model, and Thermal analysis areljeexecuted
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(steps 2-5)until the assumedonvergenceondition is met. When all of core-temperatures) change by
less than 0.5°C in successive iterations of thermal analysis, we sapitiatgences achievedstep 6)

and end the iterative evaluation process. We empirically chose the value of 0.5°C sssvahleatrade-
off between accuracy and execution-time. Once temperature convergence is achigvedethgrofile
can be safely assumed to have stabilized, and kiusand I’s of cores are also assumed to have
converged to their final values. Finally, the updated (converged) values of tempegsatppdgs currents,
operating frequencies, and supply voltages foifatbres of the current mapping solution are obtained.
Using this information, computation time€T;, CT,, ..., CTy) and computation energies of cores are
evaluated for the given mapping soluti¢steps 8, 9) For the infeasible mapping solutions that do not
satisfy the chipwide peak temperature constraint ¥ or the maximum IR-drop constraint I for all cores,

the total number of PDN and thermal violations are recofsteg 10)

Algorithm 4.1: Iterative haolistic solution evaluation framework
I nputs: mapping-solution, nominal CT’s, and Q, ¥, nxn, I

cdo{

: PDN analysicomputed’’s for the current set dfs

: Power-performance model updatés dynamic and leakage power values, @sgfor the
updated set df’s

4: Thermal analysis computes the for the current set of power values

5: Power-performance model now updafiss power values, ands for the updated set o6

6: exit do loop ifconvergencachieved

7:goto step 2

8

9

1

wWN P~

: update computation-times of cores based on the scaled (up@ated)
: calculate core computation-energies using computation-times and povweralues
0: output thenum. of violationsf ¥ or I" constraints have been violated

outputs:{ computation-energies, computation-times, updated (f,V,t,)’s of T cores} and
number of violations

One of the main contributions of this work is to highlight the signifieant considering these
dependencies during design-time 3D MPSoC synthesis. A holistic evaluation approastussedi in
this section is inherently more accurate, but more importantly, when integratéd thié synthesis

framework, it produces significantly improved design solutions by facilitéiegolution search space to
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be explored more intelligently (corroborated with experimental results ioisddd). The updated values
of operating frequencies and voltages from this stage are utilized by the rpatingllocation step,

discussed in the next section.

4.5.3 3D Routing Path Allocation
The routing stage assigns routing paths to all inter-core communication flows in treatapplcore-
graph. The goal of this step is to minimize communication path-latencies andun@ration energy in

the 3D NoC. Algorithm 4.2 (shown below) summarizes our routing path allocation algorithm.

Algorithm 4.2. Routing Path Allocation
input: core graph G(T, E), candidate-mapping-solution

1: Sort all communication flows in the increasing order of path lengths
and in decreasing order of volumes for the same path length

2: for each communication flow in sorted i {

3: Out of all the candidate minimal paths, choose a path that
has the smallest congestion bottleneck

4: Allocate the current flow bandwidth over the chosen routing Jpath

output : Synthesized NoC with all communication flows routed

The order in which communication flows are routed is determined in the followarmer. The
flows with longer minimal paths (Manhattan distances) have more choices forgramil thus have a
larger scope for optimization. Also, flows with smaller communication voluregaire lesser link-
bandwidths. Therefore, flows are sorted in the increasing order of their pgthsleim decreasing orde
of their communication volumes for the same path length; and considered fagriouthat order gtep
1). We consider all possible minimal paths for each flow and select the patievimallest congestion-
bottleneck, i.e., the path with lowest maximum communication volume assigned d¢inkaaiong the

path 6tep 3. Finally, the current communication flow is allocated to the fsttp 4)
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4.5.4 ED?P Evaluation

Once all the communication flows have been routed, the aggregate communication powagroaissip

the NoC is computed taking into consideration the link loads, router sizes, arebpomding
voltage/frequency values. Note that as each core operates at its own frequency (eaocpeaies at the
same frequency/voltage as the core it is associated with), the communicatiopdiakes at the lesser
frequency of the pair of routers it connects. The power and latency overheads of MCFIFO based
frequency converters (that are required to ensure correctness when crossing frequexicy) cine
included in our analysis. Path latencies are computed for each flow and used to deterrtote the
communication time for each core. We define the core-time of'tisere withq number of outgoing
communication-flows ascore-time = computation-timg+ communication-timgl+ communication-
time2 + ... + communication-timeq. The average of altore-timesis termed asystem-delaywhich is
finally used to evaluate the EP of the synthesis solution: B® = (communication + computation)
energy x $ystem-delay) After the completion of this step, a mapped and routed 3D MPSoC is obtained

for the given set of applications.

4.6 Experimental Studies

4.6.1 Experimental Setup

In our experiments, ARM Cortex A-9 processors [37] are used as the baseline MPSoC comngsytat
32-nm technology node. For the nominal operating condition, valiégof 1.1V, f,om= 1800MHz, and

thom = 45°C are assumed. We assume leakage power to be 30% of total power under nonaitiiad) ope
conditions, based on our analysis at 32nm. We consider 64-core and 144-core 3D MPSoC platforms, wi
dimensions 4x4x4 and 6x6xdifxdimxdim,). The cores are inter-connected using a 3D mesh NoC
topology. Under nominal operating conditions, the maximum supply current values for thee64-cor
MPSoC, are assumed to be between 1A and 4A, based on the computation requirenskssassigned

to the respective cores. As we assume both the 64-core and 144-core MPSoCs to roughly haee the sam
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area footprint, the maximum supply current values for the 144-core MPSoC are scaled to the 0.4A to 1.7A

range.

We use eight parallel application benchmarks from the SPLASH-2 and PARSEC benchmaark sui
[58], [56]: fft, lu, cholesky, radix, vips, dedup, streamcluster, and blackschol@s.core-graphs are
modeled based on inter-core communication characterizations given in [47]. Intoreealuate our
synthesis framework for varied combinations of parallel benchmarks, we assume concurrgitreaéc
multiple benchmarks on the 3D MPSoCs. We consider four combinations of compute-intensive and
communication-intensive benchmarks implemented on 64-core and 144-core platformsdbofaeight
workloads. We assume equal number of threads for all concurrently executing bencHimarkgght
different workloads considered are: wld-1A and wild-1&mbination of compute-intensive and
communication-intensive PARSEC benchmarkip$ + dedup + streamcluster + blackscholeg}d-2A
and wld-2B: combination of compute-intensive and communication intensive SPLASH2 bencfffharks

+ lu + cholesky + radix}; wid-3A and _wld-3B: combination of compute-intensive benchmarks

{streamcluster + blackscholes + cholesky + radix}§id-4A and wld-4B: combination afommunication-

intensive benchmarksvips + dedup + fft + lu} The workloadswith suffix “A” are executed on the 64-

core MPSoC platform and those with suffix “B” are executed on the 144-core MPSoC platform.

In the SA-based search, an initial annealing-temperature of 100°C is scaled byr &ff&9 after
every 50 iterations. The search continues until one of the following tdromnaiteria are reached: i)
L=350 consecutive search iterations with no improvement in the best solution ceatauatered,; ii)
The annealing-temperature passes beld@. JAlso, a value of 1000 is used for violation-penalty
coefficient €) in the SA cost function. The above parameter values for our SA-based search are
empirically determined for efficient exploration of solution search spacervatimeasonable simulation

time overhead.

102



In our thermal analysis, a fixed micro-fluid flow-rafg=10ml/min (constant cooling power is
assumed) and maximum temperature consti#&#0°C is used. The incoming coolant (de-ionized water)
temperature is assumed to be 25°C. Our regular 3D-PDN power grid is modeledbdsedjuidelines
provided in [7]. For the 64-core platform, with 16 cores on each tier, a tot&bahgut power pins are
used withn?=16 grid-points for each core. For the 144-core platform, with 36 cores on eaahf+d
grid-points per core are used. Values of 40mQ and 83mQ are used for horizontal and vertical branch

resistances, based on [14]; and a maximurdrtig-constraint '=6.5% is assumed.

The nominal power values of NoC routers and links (32-bit wide) for differ@tages, frequencies,
and router complexities at varying communication loads for the 32nm node are obtained frolh 2RIO
[40]. The NoC router is assumed to be operating at the same supply voltage and teenpsrabe
compute core it is associated with. Therefore, to integrate the effects of tenmgarad IR-drops in the
NoC routers (which may contain MCFIFOs as needed), the leakage power of each routedisnscal

proportion to the leakage power of the corresponding compute-core connected to it.

4.6.2 Experimental Results

To the authors’ knowledge, [67] is the only prior work that has proposed a design-time MPSoC simthes
framework to co-optimize PDN costs and on-chip communication costs. Therefore umtevdaé quality

of solutions generated by our MPSoC synthesis framework (PRATHAM), we compare utg vath

the synthesis framework from [67]. Although the authors in [67] integrate PDN-awarenéssns of

worst case IR-drop constraints) in their synthesis framework, they fail to adoouht effects of IR-
drops on power and performance of the system. Additionally, they do not consider thermakasvare
while evaluating the cost of any given MPSoC solution. PRATHAM overcomes the above mentioned
drawbacks by integrating the evaluation of the combined impact of IR-drops and temperatoee on t
system power/performance profile into our holistic evaluation methodology. Wecatapare our

framework with a thermal and communication-aware mapping framework for 3D mesh-based MPSoCs
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proposed in [84]. The framework in [84] utilizes an incremental mapping heuristimimize both the
peak temperature and the communication traffic in the 3D MPSoC, busitdaiionsider the effects of

IR-drops in the PDN.

We implemented the frameworks presented in [67], [84] to the best of our understandingdathé use
sane platform and workload models for both implemented approaches to ensure a fair smmdme
synthesis approach in [67] outputs a Pareto front with solution-points opdinii@ communication
energy and maximum IR-drop with varying degrees. In our implementation of [6fpbstic solution
evaluation is performed only on the final set of solutions, and then the solutiotheibest EEP cost
which meets PDNonstraints (T") for all cores is chosen for comparison. On the other hand, PRATHAM
performs the holistic solution evaluation after every perturbation exploring the solution-sgacehmore
intelligently, while simultaneously optimizing both the communication and the congupabfile of the
system. Our implementation of [84] is adapted to the liquid-cooled 3D-MPSoCs, whertempt db
map the high-power compute-cores close to the liquid-inlets while minimizengetwork traffic. Note
that as [84] does not discuss a 3D NoC routing algorithm, we assume the santescheime for [843s

used in PRATHAM.

Table 8: Total number of (thermal/IR-drop) violations obtained from using [84], [67] and
PRATHAM. PDN-unaware framework [84] incurs high number of PDN-violations and thermal-
unaware framework [67] incur significant number of thermal-violations; whereas, PRAHAM
produces solutions with no violations.

Num. of wid-1A | wld-2A | wld-3A | wid-4A | wid-1B | wild-2B | wld-3B | wld-4B
violations
[84] 0/9 0/10 0/9 0/12 0/19 4124 0/26 0/17
[67] 1/0 710 5/0 8/0 0/0 16/0 10/0 1/0
PRATHAM 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0

Table 8 shows the total number of thermal/IR-drop violations (e.g., 0/9 iesli@ghermal violations
and 9 IR-drop violations) obtained when using [§8)] and PRATHAM. It can be observed that the
thermal-aware incremental mapping framework [84] satisfies thermal constraints doreal in almost

all test-cases. Although, unlike our holistic evaluation framework, [84] mlwiggerform entirely accurate
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thermal-analysis. Therefore, the final solution produced may occasionally violatr omere thermal
constraints (as in the case of wid-2B shown in Table 8). Also observe tfét]das PDN-unaware, a

large number of cores in its synthesized solution violate IR-drop constraints. In addition to IR-dheps in t
PDN being a serious system-reliability concern, as the maximum operating core-gsetgistrongly

related to the supply voltage, IR-drops, if left unchecked, adversely affect théirgpémrequencies of

cores, which causes degradation in overall system-performance. Table 9 shows the average core
frequencies in solutions obtained from [84], [67], and PRATHAM. Observe in table ®RAGAIHAM

[67], which satisfy all IR-drop constraints (as shown in Tableroduce final MPSoC solutions with
notably higher average core frequencies. Finally, as [67] is thermal-unaware, it ansigsificant

number of thermal violations (as shown in Table 8

Table 9: Average core frequencies obtained for the final MPSoC solutions produced by [84], [67],
and PRATHAM

Avg. fregs.| wid- | wid- | wid- | wid- | wid- | wid- | wid- | wld-
(MHz) 1A |2A |3A |4A |1B |2B |3B |4B

[84] 1436| 1422 | 1420| 1419| 1452 | 1426| 1427 | 1448
[67] 1470| 1450| 1449 | 1462 | 1482 | 1462| 1460| 1478
PRATHAM| 1473 | 1461| 1448 | 1466| 1495| 1461 | 1464 | 1487

Figures 31((a)-(d)) shows results for energy consumption, system-delay, netaffick émd
ED?P for the best solutions generated by frameworks from [84], [67], and PRATHAM. The framawork
[67] utilizes an efficient SA-based search algorithm, but without the knowledgtheofvarious
interdependencies between design-metrics, it is unable to accurately evhkiagelition-costs of
intermediate solutions while attempting to optimize the maximum IR-drop and waication energy.
Therefore, it ends up with final synthesis solutions that possess muchneongek traffic compared to
solutions obtained from PRATHAM (Figure 31(c)). For the framework in [84], thepnadile is more

optimized and core supply voltage values are smaller (due to higher IR-dmpggared to [67]
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Therefore the leakage energy as well as the dynamic energy with [84] iécaighy lower than [67]

(Figure 31(a)).

PRATHAM intelligently explores the overall solution search-space, co-optignikgommunication,
thermal profile, and IR-drop distribution in the PDN, while satisfying alNRihd thermal constraints,
and thus:(i) produces average improvement of 7.8% and 2.7% in leakage energy (7.5% and 2.1% in
terms of total energy) over [67], [84]; afid produces the highest average core-frequencies (Table 9
and the lowest network traffic (Figure 31(c)); resulting in significaaings in system-delay of 21.4%

and 8.7% over [67], [84] respectively (Figure 31(b)).

Note that leakage power increases exponentially with supply-voltage and dynamicimpoeases
with the square of supply-voltage, whereas core-frequency increases apprgxiimaaely with supply-
voltage, thus operating at lower voltage levels (with higher IR-drops) would dgrieFainore energy-
efficient (also noted in [82]). Despite the above observation, PRATHAM predecergy-savings of
2.1% on average over framework [84] (Figure 31(a)), which incurs numerous IR-dtapons (as

shown in Table B

In summary it is apparent that frameworks focusing primarily on thermal-awareness or PDN-
awareness during 3D MPSoC synthesis produce infeasible solutions with IRiolatows or thermal
violations, respectively. PRATHAM integrates thermal- and PDN-awareness to geswdudiiens with
better overall optimality. As shown in Figure 31(d), the sysEfP is reduced by 18.5% and 43.6% on
average, over [84] and [67] respectively. PRATHAM derives its improvements by mombine
communication and computation domains of optimization within a single solution searchvgpidee,

more accurately modeling the complex set of inter-dependencies among various system metrics.
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Figure 31: Experimental results showing improvements with PRATHAM over [84] and [67] for
eight multi-application workloads that combine various benchmarks from SPLASH2 and PARSEC
benchmark suites: (a) total (leakage + dynamic) energy dissipation (b) system-delay, (c) network
traffic, and (d) system-ED2P.

Table 10: Simulation times (in minutes) when executing 8 different workloads with the SBased
framework [67] and PRATHAM. Simulation time for executing the incremental-mapping approa
in [84] is in the order of a few of minutes, and thus omitted.

Sim. times | wid- | wid- | wid- | wid- | wid- | wid- | wild- | wld-
(minutes) | 1A |2A |3A |4A 1B 2B 3B | 4B

[67] 240 | 208 | 232 | 449 |297 | 212 | 221 | 273
PRATHAM| 1708 | 1755| 1723 | 1356| 1934 | 1208| 1953| 1927

Finally, we present a comparison of simulation times taken by the synthesis frameworkslOTrable
shows the results of this comparison. We assume the same SA-parameters and initial feoltlie
implementation of [67] as used for PRATHAM, for a fair comparison. Théo&#ed search in [67] only
performs PDN-analysis and routing path allocation on each intermediate mapping selhtoeas,
PRATHAM executes multiple iterations involving fast PDN-analysis and thermalsamdlyithin our

holistic evaluation framework) for every intermediate mapping solution. Thereforexéation times
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for PRATHAM, which is guided by a much more intelligent search algorithm, gnéfisantly longer
than that of [67]. The 1-1.5 days required for analysis with PRATHAM is howeves mrasonable,
given that the analysis is performed at design time where spending severalfaresistem-level

analysis is not uncommon.

4.7 Conclusion

As circuit performance is strongly co-related to the quality of both the voltageysapgloperating
temperatures, improving upon the worsening IR-drops and thermal profiles willtioal ¢ni future 3D
MPSoC designs. For the first time, we propose a 3D MPSoC synthesis framework (PRATH$ARD-t
optimizes on-chip IR-drops, as well as thermal and communication profiles, for twetrall system
performance and energy dissipation, while accurately accounting for the impact of mgcreasi

temperatures and IR-drops on system performance and power dissipation.

Our experimental results indicate that PRATHAM improves sy$E&iR by up to 24.1% and 53.4%
(18.5% and43.6% on average) over thermal-aware and PDN-aware 3D MPSoC synthesis frameworks
from prior work, while also satisfying all IR-drop and thermal constraints. FHR¥\T represents one of
the first efforts to tightly integrate PDN design, thermal, power, and psafare objectives as part of a
design-time exploration effort for 3D MPSoCs. Solutions generated by PRATHAMlsoe more
amenable to efficient physical design because of considering PDN design issues immmhth®f IR-
drops and temperature on system power and performance early in the design flow. PNRA@R Also
be complimented by a lightweight run-time scheme that performs energy ogtimizatincremental
steps, by employing techniques such as DVFS and task-migration to account tongharying

communication and computation profiles of applications.
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5 Process Variation Aware Synthesis of Application-Specific MPSoCs to Maximize Yield

In contemporary semiconductor technologies, considerable unpredictability in the bebévior
manufactured chips is being observed due to the effects of process variations. Tadictaiplity
translates into variations in power and performance within these chips. Aathe time, with ever
shrinking power budgets and rising cooling costs, most chip designs need to satisflimihan the
maximum power that the chip can dissipate. In such a scenario, the yield ofrafdesiggiven process
depends on the number of chips meeting both performance and power constraints. In this whap
propose a novel process variation-aware MPSoC synthesis framework that performs simultaneous
mapping and voltage assignment of cores to mitigate the adverse effects of peodsms while

maximizing yield.

5.1 Introduction

Unpredictability in system behavior due to variability in modern fabrication pracédemse become a
serious concern for chip designers. In modern multiprocessor system-on-chip (MPSoC) desigihg, spat
correlated systematic within-die (WID) variations often manifest across multiple cadisgl¢o cordo-

core (C2C) variations [86]. At the same time, ttiglie (D2D) variations remain quite significant [87].
Both WID and D2D variations have random and systematic components. One of the prieztsy afff
such process variations is the deviation of the threshold voNgh&dm its nominal value [88]. A rise in
the value ofVy increases circuit delay (which decreases maximum core frequency) and dettreases
leakage power of the core; on the other hand, a reductidh decreases circuit delay and increases
leakage power. Variations can thus impact both the performance and power of MPSpG desi
undesirable ways. Therefore there is a pressing need to mitigate processngadttll levels of chip
design with new design techniques, especially at the early system-level wheredéessgpns have the

biggest impact.
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In addition to unpredictability from variations, rising power dissipation is anctugse for concern
in today’s chips. MPSoCs today almost always have an upper limit on the allowed power dissipation.
Voltage islands\{Is), which combine cores into islands that use the s¥ggeand ground lines, have
successfully been employed to manage chip power. Also, the 08s bhs been shown to isolate the
effects of WID process variations efficiently to boost performance [89]. One recent trend hdsebésn t
in the power footprint of network-on-chip (NoC) fabrics. NoCs have been slwdisgipate significant
power (e.g.~30% of chip powein Intel’s 80-core teraflop [4] and-40% of chip power in MIT RAW
[5] chips). As a result, reducing not only computation but also communication powleedwmsre a high
priority for chip designers. In order to minimize communication power inragepce of voltage islands,
efficient Vl-aware voltage-assignment, core-mapping and routing techniques need to be employed [33],
[24], [90], where the number of VLCs (voltage level converters) and MCFIFO (hauttipck first in-
first-out) queue based frequency level converters required for\ihteommunication are optimized in

addition to network traffic.

Given the critical need to manage variations and power in MPSoCs, new frameworks are required
that can optimize chip designs for any given applications. In this work we propesaich framework
for application-specific variation- and energy-aware MPSoC synthesis. The proposed franaegeisk t
MPSo0Cs with a mesbased NoC topology, similar to recent commercial MPSoCs, e.g., Tilera’s TILE64
[5] and Intel’s SCC [3]. Our framework improves upon prior work in several ways, with major
improvements in the core voltage assignment phase. Existing work on vaalatiomMPSoC synthesis
(e.g., [91], [92]) typically performs core voltage assignments such thatre$ oweet their performance
constraints for the highest (slowest) possWlevalue. But this incurs a power penalty due to higher than
optimal voltage assignments to cores. To overcome the drawback of a two-step desige pfdirst
performing pessimistic voltage-assignments and then doingi@tite-mapping as done in these works,
our framework utilizes a novel variation-aware simultaneous voltage assignmangppohg technique

to more efficiently reduce power while meeting performance constraints. @eriraental results show
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average improvements ranging from 2x to 3.8x in power-performance yield ovewatlaion-aware

MPSoC synthesis frameworks [91], [92], [96] proposed in prior literature.

5.2 Related Work

Over the past few years, the problem of variation-aware yield enhancement o€8MR&s been studied

in several works [93]96]. Wang et al. [93] improve performance yield by modeling task completion time
as a stochastic variable and generate both task scheduling and routing procedptsize the
probability of a given schedule meeting performance constraints. Huang @]gbr¢pose to optimize
performance yield by utilizing multiple test-chips representative of the spatiadiglated systematic
WID variations in addition to random variations. They use a simulated-annealiijgp&S&d scheduling
technique as well as a clustering technique to generate multiple synthesmnsadtitdesign-time, such
that one of these solutions can be selected at run-time, based on the actual variatioh offip.
Bhardwaj et al. [96] propose a new design metric - power-performance yield (RfiMgd as the
percentage of test chips meeting both performance and power constraints. By using amdSA-bas
approach they trade-off the performance yield with power yield to optir®2& Much like prior work
(e.g., [95], [96]) we consider multiple variatioRf maps, represented By test chips, to capture gh
effects of process variations on performance and polur.in addition to WID variations, we also

consider D2D variations in our test set of Niaps, which prior work [93[96] does not consider.

A few prior works propose frameworks for variation-aware synthesis of MPSoCsM\igthto
optimize computation and communication power [91], [92]. Mazjoub ¢9H].propose &/I- and core-
placement approach to achieve a balance between limits of spatial extent of theN#tidns across
cores, and communication patterns betweéks by varying the shape ®is to minimize total power. In
our previous work [92], we consider the locationsvVd$ to alleviate the effects of process variations.

Here, we make use of a singlg-map to perform variation-awarndl-placement to optimize compute
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energy. These approaches [91], [92] tend to produce synthesis solutions with subopiierabecause

they assume pessimistic initial voltage assignments of cores corresponding trsheaseVs value.ln

this work, for the first time, we propose a variation-aware design-time tsinedus voltage assignment

and mapping based synthesis framework to reduce power while meeting performance constraints i
MPSoCs with VIs. Our approach integrates novel variation-aware and Vl-aware optomizsthniques

to produce notable improvements in PPY over prior work.

5.3 Problem Formulation

The inputs to our problem are as follows:

» An MPSoC with a regular mesh-based 2D NoC Witiles: T = (d°), whered is the mesh dimension,
and each tile consists of a computate core, a NoC router, and a network intdtjaoetyeen the
router and core;

> A set ofN Vi-maps incorporating the effects of WID and D2D variations with continuous digtribut
over the die;

> A core graphG(V, E)with a set ofT vertices, representing homogeneous cores on which tasks have
already been mapped anfd, {f,, fs....,/7} representing rated operating frequencies of tremres; and
the set ofM edges €.,&, 6 ...,en}, Where edge weightsw(e),w(e), ...,w(ew)} represent minimum
bandwidth constraints between cores;

» A setSof candidate supply voltag¥ ) levels, where eactyy level can form at most ond;

» A chip-wide power dissipation constraifQ).

Objective: Given the above inputs, the goal of our work is to perf@ioltage assignments of cores;
(i) coreto-tile mapping; andiii) synthesize a regular 2D mesh NoC for a specific application; such that
all cores within individualVIs are contiguously placed while maximizing power-performance yield

(PPY). We define PPY as the number of test-chips (oiN)ahat (i) satisfy frequency (performance)
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constraints for allT cores, as well agii) satisfy the power constraint (PC), considering power

consumption (dynamic and leakage) in compute cores and communication resources (routarsy links

Mapped 2D mesh
core-graph topology

h 4 Y

Minimal voltage assignment
V-map
Solution perturbation b
542
Minimal routing
PPY evaluation

Accept/Reject new solution

VLCs/MCFIFOs).

Rated core-
frequencies

.

‘

'

Figure 32: Design flow of the synthesis framework

5.4 Variation-Aware MPSoC Synthesis Framework

Figure 32 shows the flow of our proposed variation-aware MPSoC synthesis framework. Given the
application core-graph and a 2D mesh of tiles on the MPSoC, we start witbre#p-tile mapping
solution, which is optimized for communication traffic using incremental swappirsg groposed in

[55]). Then contiguou¥/Is are formed (from the candida¥g, levels of the input s&®) with minimal
voltage assignments for the current mapping, such that the rated frequenciedadsalire satisfied for

the mearivVr-map (discussed in section 5.4.1). The méamap represents the test-chip (ofit\otest-

chips) with avr-map which is least different from all othéf-maps (i.e., has the least average difference

in V7 values over all tiles). A simulated annealing algorithm (SA-loop) is initializedhwttis synthesis
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solution, which iteratively perturbs the current mapping solution, performs minimaigpatid evaluates
the current PPY (discussed in section 5.4.2). At each iteration within theoAour minimal routing
heuristic allocates paths for communication flows such that the number of VLC$ousetbrVVI data
communication is minimized (discussed in section 5.4.3). Then, the current synthesin siglut
subsequently evaluated for each of theest-chips to obtain a corresponding PPY value. The PPY
evaluation basically computes the number of test-chips which satisfy both the perforangnpower
constraints for the given synthesis solution (discussed in section 5.4.4). Finallyaraewbrk outputs

the MPSoC synthesis solution with the highest PPY.

In the following sections (Sections 5.4.5.4.4), we discuss the details of each step in our synthesis

framework in detail.

5.4.1 Minimal voltage assignment

The objective of this step is to assign minimal voltages to corghdarurrent corée-tile mapping such
that all cores can be clocked at their rated operating frequencies foretreVr-map. Note that the
maximum operating frequency can be increased by increasing the supply (ditagdough at the cost
of increased power. Thus, for a certaii{ Vyq} pair, the core can operate at a certain maximum
frequency, in other words, to meet the minimum operating frequency requiremepartitalar core, an
appropriate Y1, Vg pair needs to be chosen. The following equation gives the relationshipref c

frequencyf, supply voltagé/yq, and theVr value of the tile, where a and 3 are constants.

Vaa—vr)“
= —— ...(b1
f 5 aa (5.1)

A valid voltage assignment must also satisfy Wheontiguity constraint (all cores within individual
VIs are contiguously placed), and voltage levels must be chosen from the irfpiteete objectives are

accomplished in two step@) calculate minimum core voltages to satisfy performance constraints, based
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on the meanvr-map (section 5.4.1.1)ii) create up taS contiguousVIs based on the continuous

distribution of minimum voltages (section 5.4.1.2).

5.4.1.1 Calculation of minimum core voltages

The minimum core voltages are calculated such that all operating frequencyintmane satisfied for
Vr values of the mea¥-map. We first elaborate on how the mégmamap is chosen out of the V+-
maps. AVr-map is represented a¥+, V... Viq}. For each () map, we find the/-difference value
w.r.t. each of the other™(j N-1 mapsV-diff(i,j) = [Vri'- Vi |+ V12 - V... 4+ Vif-Vi{|. Then V-diff(i)

is the averag®/ -difference of the"l map w.r.t. all other map&/r-diff(i)= [{ Vr-diff(i,j)}+... {}J/(N-1) :
for all j#. Thus, Vi-diff(i) is the quantification of how different th& Mr-map is from all other maps.
After computing thisVs-difference for allN Vr-maps, theV+-map with lowestV-diff(i) becomes the

meanVr-map.

Given the rated frequencies for each core and the eamap for thedxd mesh, a continuous

distribution of minimum core voltages can be computed (using equation 5.hefoutrent corée-tile

mapping.

5.4.1.2 Formation of contiguous VI s

Given the continuous distribution of minimum core voltages over the 2D meshplexahown in
figure 33(a)), and se$ of candidate supply voltage levels; in this step, we form contigutaigfigure
33(e)). Considering all candidate voltage levels in decreasing order (staittintpevhighestyq level),
we list all the tiles with minimum voltages less than or equal teuhentVy, and greater than the next
lower Vgg. We then attempt to connect all these tiles in order to form a single wmunigl of the current
Vyq level (figure 33(b)). This can create disjoint islands of tiles mithimum voltages within the current
voltage range (shown as grey tiles in figure 33(c)). We then connect eauhtisithe biggest island (of
size 2 in figure 33(c)) following either a XY or YX path between tlosest pair of tiles (one from each

island). Here, we choose the path with the least voltage overhead (the diffeetween the curreiyy
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and minimum core voltages along the path). Note that the green path is chosareid3ig) because it

has a lower voltage overhead compared to the red path.

0.81||0.82(|0.85||1.06 0.81|0.82||0.85 . ,
0.91 ||0.94 ||0.83 || 1.02 0.91 ||0.94 || 0.83 .
0.86||0.88((0.93||1.01 * 0.86 ||0.88 || 0.93 .*
0.87 (1096 (| 1.03 || 1.07 0.87 || 0.96 --
(a) (b)
-
[o][xo] |

(e)

Figure 33 An illustrative example of our minimal voltage assignmentVIsare color-coded and
annotated with Vg4 levels, and grey tiles are marked to be connected together to form thi of
current V 4q level

In certain situations, some disjoint islands, called separated islands, nimyatie to connect to the
biggest island because the corresponding XY and YX paths are obstructed by preMexestVis of
higherVyq levels. In figure 33(d), the en-circled separated island cannot be connected to thadbaygest
(other grey tiles) to form a single contiguouk of the currentVy (0.9V). Here, we assign the biggest
contiguous island with the curreviiy (greenVl in figure 33(e)) and connect the separated islands to their
nearest previously placedls (Vqq = 1.0V in figure 33(e)). Note that as we consider pladitig in
decreasing order ofyq levels, all previously placedls would be of voltage levels higher than the current
Vg therefore, connecting separated islands to them will not violate miniroltage requirements of

separated islands.

Finally, the minimal voltage assignment method yields a set of contigdeum the mesh, such that
the current voltage-assigned core-to-tile mapping solution satisfies the freaquorstraints of all cores

for the meanVr-map.
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5.4.2 SA-loop and solution perturbations

In this step, our goal is to modify the solution from the previous step to opftRiteWe make use of a
simulated annealing (SA) algorithm in this step to iteratively perhglctirrent solution in one of three
ways, as described later in the section, with an objective function that maxip#zesAfter every
solution perturbation, our minimal routing path allocation (Section 5.4.3) andel&Wation (Section
5.4.4) is performed. The PPY evaluation step calculates the total (computation + communjcatiem)
dissipation for all the test-chips that satisfy the performance constraintshdé-arurrent synthesis
solution, the number of test-chips (outhfest-chips) satisfying both power and performance constraints
is the current PPY. The SA procedure ultimately outputs the synthesized MPSoC soittlidhew

highest PPY. The three main perturbations used in our SA-loop procedure are:

Mapping perturbationTwo cores are randomly chosen to be swapped with each other. Note that once the

current mapping is perturbed]-assignment for the current solution may no longer satisfy performance
constraints with respect to the me&mmap. Therefore, we perform minimal voltage assignment

(discussed in section 5.4.1) after every mapping perturbation.

VlI-assignment perturbatiorA tile on the mesh, which is on the periphery o¥laand is adjacent to

anotheVI is randomly chosen. Then, thig; level for the chosen tile is either hiked or lowered in order to
transfer it into the neighboringl. Note that any/I-assignment perturbation is valid only if it does not
violate the contiguity of any of théls on the mesh. Therefore, validity checks are necessary before this
perturbation is executed. Figure 34 shows an example of both a valid and an Avadisignment

perturbation.

Hike highest voltage perturbatio®©nly when the highestyy for the current solution is lower than the

highes Vyq4 in setS, we choose any one core from the existing highest volWagé the current solution
and hike the voltage to the next higher candidate voltage level (suchigh&l tiemains contiguous).

Note that thé/I-assignment perturbation does not introduce new candidate voltages fi@arilsetefore,
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the hike highest voltage perturbation is occasionally applied to explotegtiner candidat®/yq levels in

the solution search-space as well.

E'E EEEE EE

(a) (b)

Figure 34: lllustrating valid and invalid VI-assignment perturbations: a tile from the black VI is
transferred to the neighboring grey VI. (a) Example of an invalid perturbation, where the black VI
no longer remains contiguous (b) Example of a valid perturbation.

5.4.3 Minimal routing

Given a mapped and voltage-assigned solution, our routing heuristic allocaiesalnpaths to all
communication flows to generate a synthesized MPSoC solution. Note that whenever isfaimddmk
is inserted, voltage level converters (VLCs) are required in the correspondingoi@@s. These VLC
components incur an overhead in terms of power dissipation and delay. Thus, the maiie aifjectr
routing step is to find a path for each communication flow such that the numbeereisiand links is
reduced. For each communication flow, we consider all candidate minimal paths. Ges@fcandidate
minimal paths, we choose a routing path based on the following optimization ageg@tithat order): 1)
minimize total number of inter-island link insertions needed on the path; anidi)ize total number of

intra-island link insertions needed on the path.

As in [90], the communication flows are sorted in the increasing ordéneaf path lengths, in
decreasing order of their communication bandwidths for the same path lengtbutedlin that order.
While routing any communication flow over a given path, links insertions aferped whenever the
existing link(s) cannot support the bandwidth of the current flow or if ng lm& available. In summary,
this routing scheme optimizes the number of inter-island links as well rasiskand links, thereby
minimizing communication power.

119



5.4.4 PPY evaluation

Here we discuss the evaluation of performance yield (PY) as well ar{parformance yield (PPY) for
any given complete synthesis solutienoltage-assigned, mapped, and with routing paths allocated. The
synthesis solution needs to be evaluated for satisfaction of performance and peivaintenfor each of
the N test-chips. To check if a certain test-chip satisfies the performance cond$tnamgiven solution,

we compute the maximum frequency that each offtberes can be clocked at (using equation 5.1). If all
T cores can be clocked at their rated frequencies, then, the test-chip under considesaiibto satisfy
performance constraints for the given synthesis solution. Thus, the humber of test-chgdd\jothat

satisfy performance constraints, becomes the performance yield for the given synthesis solution.

In order to evaluate the PPY for a given solution, we evaluate total pasggration of only those
test-chips which satisfy the performance constraints. If the total power dasipafiound to be lower
thanPC, then power constraint is considered satisfied for that test-chip. Note thas rdd@-1FOs, and
VLCs operate at the same voltages/frequencies as the cores they are assobiasedl \aite affected by
the same variations in threshold voltage. Therefore, for the given synthagisnsotommunication
power is also evaluated for each of théest-chips. In summary, the PPY evaluation step calculates the
number of test-chips (out dfl) that satisfy both performance and power goals for a given synthesis

solution.

5.5 Experiments

5.5.1 Experimental setup

Our experiments were conducted using six parallel application benchmarks:diouthie SPLASH-2
benchmark suite [58]ff¢, raytrace lu, andcholesky, and two from the PARSEC benchmark suite] [56
(vips anddedup. Our core graphs are modeled based on the inter-core communication characterizat

from [47]. Each vertex in a core-graph corresponds to a producer/consumer core and the edge weights

120



represent inter-core communication bandwidths (based on our observations ofrtcacemmunication
patterns between the respective pair of cores). The rated operating core frequrggdrom 600 MHz

to 1300 MHz, based on the level of compute intensity of the tasks assigned dspbetive cores. We

use the ARM Cortex&9 multi-core processors [37] as the baseline MPSoC compute cores, which support
five operating voltage levelsS¢5): 0.8V, 0.9V, 1.0V, 1.1V, and 1.2V. We use 64 core and 100 core
meshes (with core-graphs of same sizes) for MPSoC platforms with dimensions 8x8 and 10x10.

Much like prior work (e.g., [95]) we use a total of 1000 test-cHiz<1000), in our experiments. The
1000 V-maps are generated using the open-source tool [97] (based on systematic and random WID-
variation model in [98]), for mesh sizes (8x8) and (10x10). The values 0h@.8.@9 are used for the
statistical mean and a standard deviation of the parametespectively, and the correlation rangg ¢f
0.5 is used (as recommended in [98]). A normally distribMgdbias, representing the D2D variation
component is superimposed onto th¥senaps; the standard deviation of the DZPis assumed to be
6%, as in [99].

The power values of routers and links (32-bit wide) for different voliaigeguencies and router
complexities at varying communication loads, for 45 nm technology node aieeabfeom ORION 2.0
[40]. Note, the router power values obtained are for nominahnd are scaled for varying: values.

Also, as all cores operate at their own rated frequencies, inter-core communicatiors rd@kEIEOs and

VLCs for inter-island communication. We consider the power overhead of these components
(proportional to the voltage supply), with the actual power values based on reportechdsdrben
existing literature [2]L

In our implementation of the SA-based algorithm, we simulate for 1000 iteratiatis $A
temperatures between 100 and 34), after which the solution quality does not sewprowe.i To
effectively explore both the mapping ami-assignment solution search spaces, we invoke the three
perturbations with the following probabilitie§l) Mapping perturbationP;=4/40, (2) VI-assignment
perturbation: P,=34/40, and(3) Hike highest voltage perturbatio®;=2/40. Two chip-wide power-
constraints PC_stringentand PC_nomingl are used in our experiments. For 64 core benchm®s:
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values of 100W and 105W are used, and for 100 core benchrP&@ksalues of 150W and 160W are

used.

5.5.2 Results
To evaluate the quality of solutions generated by our variation-aware simultanetage \adsignment
and mapping synthesis framework (hereafter referred ¥-8¥M, we compare our results with three

frameworks from prior work that we implemented along with\&«8VMframework.

Two of these frameworks from prior work perform process variation-awar&/badare MPSoC
synthesis [91], [92]. The framework from [91] perforiisassignment and core- placement to optimize
the communication in the NoC, while attempting to retain the cloud-like shapés,ah order to limit
the spatial extent of systematic WID variations within individdid, thereby optimizing total energy.
While [91] just considers the shapes\dk, not theVi-locations on the mesh, the framework in [92]
performs a variation-awandl-placement that improves compute energy efficiency based on a ¥ingle
map; then coree-tile mapping is performed within eath to optimize communication energy. Both [91]
and [92] do not use the knowledge of multiple variation maps, ignore chip-wide poweaatiasand
optimize total power for a perfect performance yield. On the other han¥f; 8WiMframework trades-off
performance yield with power-yield for better PPY. We also compare our work agaimst framework
that performs variation-aware MPSoC synthesis [96]. Although, the framework in [96]cdasider
multiple test-chips, it does not consid€ts for power saving. Therefore, while implementing the
approach in [96], we assume a relatively high voltage supply (1.1V) for all cores, such that alresist all t
chips can satisfy all frequency constraints. Also, as [96] does not discusstihg noechanism used, we
use our minimal routing scheme in our implementation of [96] for an objective csompavith ourV-
SVMframework. We implemented the frameworks in [91], [92], [96] to the best of our understanding and
used the same power and variation models for all implemented approaches to enswargéaison of

the algorithms used.
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Figure 35 shows a comparison of the results obtained from using the four frameworks, infterms o
performance yield and power-performance vyield (PPY). Results for benchmarks with 64 core
implementations are shown in figure 35(a)-(c) and for benchmarks with 100 core end&ons are
shown in figure 35(d)-(f)). Notice that for all the frameworks, the PPY inescasPC is relaxed (from
left to right for any benchmark). Also note that as the primary obgeaf V-SVMis to trade-off
performance yield with power-yield, the resulting PPY is generally very ttoperformance yield. On
the other hand, for all other frameworks, even though the synthesis solutions acimese p@Erfect

performance yields, their PPY is quite poor.
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Figure 35: Yield comparison for all four synthesis frameworks for 64 core and 100 core MPSoCs,
using applications from SPLASH2 and PARSEC benchmark suites. PPY and performance yield
are evaluated for each benchmark, using two power constraint (PC) values.

Both [91] and[92] assume a single W-value for allT tiles while performing voltage-assignments
of cores, whereasy-SVM combines theVl-assignment and mapping search-spaces to perform more
power-efficient voltage assignments than [91] or [92], based on the knowledge of chip@agewell as
performance constraints corresponding to the target 8gtmfaps. OulV-SVMframework consider¥ls
with multiple supply voltages, which enables it to take advantage of a varigibutisn of core
frequencies to optimize total power. In contrast, by using a single voltage $engdlyor all cores, the

optimization search space in [96] is quite limited, resulting in poor PPYs.

The framework from [91] outperforms [92] because [92] performs \¢bptacement assuming only a
singleVr-map, whereas [91] considers average trends during cloud sWapétement which provides
better results across multiple-maps. Both [91] and [92] outperform [9&$[96] does not us¥Is (both
[91] and [92] useVIs), which results in [91] anf®2] producing lower voltage assignments that lead to

higher PPYs.

Figure 35 also shows thetSVMframework yields better improvements when the power constraint is
more stringent. This is because a stringent power constraint lends more opportuoity $z-loop to

search for solutions with a better trade-off between performance and power. &rmth @ah be readily
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observed in all benchmarks, by comparing the improvements obtained/v@t¥iM for different PC
values. We can also observe a similar trend across benchmarks. For example, for a bevithhoavk
average power dissipation (SPLASKRelesky 100) where the giveRC values are somewhat lax, gains
in PPY withV-SVM(over [91], [92] [96]) are smaller compared to gains for a communication intensive,
high power dissipation benchmark (PARSE@s 100) where the samfC values become quite

stringent.

In summary, when PPYs are averaged across all 6 benchmarks and 2 PCs (i.e., aaoef Btot
cases)V-SVMproduces average PPY improvements of 2x, 2.9x, and 3.8x compared to the frameworks
proposed in [91], [92], [96] respectively. Specifically, the improvements are 1.4x, 1.9x,dandith
PC_nominaland3.9x%, 7x, and 12x witlPC_stringentover [91], [92], [96]. On the other hand, average
performance yield obtained from usivgSVMis 0.79x, 0.79%, and 0.8x over that obtained from the
frameworks in [91], [92], [96] respectively. Thus, rather than just aggressiygimize performance
yield as done in prior work, our propos¥dSVM framework trades-off performance with power for a

more desirable power-performance yield.

5.6 Conclusion

Due to the considerable impact of process variations in modern technologies, vamaieness is
essential even at the system-level design stage. Traditional design flovesuwestiage assignments are
done without the core-mapping information require resorting to pessimistige@tsignments based on
worst casé/; values. This leads to higher voltage assignments and a corresponding higher overall powe
dissipation. For the first time, we propose a variation-aware system-level syrftlaesésvork for
simultaneous voltage assignment and mapping in MPSoCs\vgthOur framework incorporates novel

VlI-aware and variation-aware optimization techniques, and produces on average 2x to 3.8x improvements

126



in power-performance yield (PPY) over other variation-aware MPSoC synthesis frameworks. Such a

framework has immense utility for emerging MPSoC designs.
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6 VARSHA: Variation and Reliability-aware Application Scheduling with Adaptive Parallelisnein th
Dark-Silicon Era

With deeper technology scaling accompanied by a worsening power-wall, an increasintjqorago
chip area on a chip multiprocessor (CMP) is expected to be occupied by dark-siliche.satrte time,
design challenges due to process variations and soft-errors in integrated aireytojected to become
even more severe. It is well known that spatial variations in process paramgtetace significant
unpredictability in the performance and power profiles of CMP cores. By magppligations on to the
best set of cores, process-variations could potentially be used to our advarttegdark-silicon era. In
this chapter, we propose a novel framework that leverages the knowledge of variattheschip to
perform run-time application mapping and dynamic voltage scaling to optimize sysfemmpace and
energy, while satisfying dark-silicon power-constraints of the chip as weblpatication-specific

performance and reliability constraints.

6.1 Introduction
With increasing transistor miniaturization, circuit densities have drastizalhgased, and the critical
charge, which is the minimum charge capable of a bit-flip in a memomy{agic-cell, has significantly
decreased [8]-[10]. This phenomenon has caused newer process technologies to be maldestscept
transient-faults due to the effects of radiation, e.g., alpha-particle and neutren. sthile rate of such
transient-faults at run-time has thus been increasing with technologggs¢ali]. Studies have also
shown that hardened flip-flops are only 30%-50% more resilient than unprotectedabseb-40nm
nodes [107], i.e., circuit-level hardening may not sufficiently suppress soft-erhurs, §ystem-level run-
time approaches to cope with transient faults and complement circuit-level techniques will benigigreasi
essential in newer process technologies.

Simultaneously, unpredictability in leakage power and circuit-delay due to Vityiabi modern

fabrication processes has become a serious concern. In emerging chip-multipsdc&€$ts), spatially
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correlated systematic within-die (WID) variations manifest across multiples,coreating corés-core
(C2C) variations [86]. At the same time, deedie (D2D) variations remain quite significant [87]. Both
WID and D2D variations have random and systematic components, and it is difficult tot phedi
variation-profile of a fabricated chip at design-time [112]. hdsvever possible to extract the variation-
map of a chip at run-time from the chip-frequency-profile obtained usingosaifjator based delay-
sensors [113], [114]. Thus, run-time approaches to mitigate adverse effpobeads variations become
possible, and will be vital for scaled technologies.

The slowdown of power scaling with technology scaling, due to leakage and reliednilidgrns [14],
[15], has led to a rise in chip power-densities, giving rise to the dathssiihenomenon a significant
fraction of the chip needs to be shut-down at any given time to satisfy the chip paget: With the
extent of dark-silicon increasing every technology-generation (30%-50% for 22nmY[2l6|l¢signs are
becoming increasingly power-limited rather than area-limited. Run-time powiegdachniques such as
dynamic voltage scaling (DVS) are thus becoming increasingly important.

Given these multiple daunting design challenges, there is a critical neadsystem-level solution
that can simultaneously and adaptively manage the constraints imposed by dank gitiocess
variations, and soft-error reliability, while executing applications. In this weekaddress this need by
proposing a novel run-time application scheduling framework (VARSHA) that employamiyally
adaptable application degrees of parallelism (DoPs) to minimize average ampleatvice times and
energy, while meeting a chip-wide dark-silicon power constraint (DS-Pc) and &ppliparformance
and reliability constraints, in the presence of process variations. Our now#huions are summarized
below:

e We design a novel run-time application-mapping methodology for the emerging ldark-si
constrained-design-regime, improving over traditional mapping approaches optimizbe fmea-

constrained-design-regime;
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e Our framework simultaneously manages all dynamically arriving applications whilgtiraga
application-DoPs to optimally utilize the system-power-slack (difference betl@8ePc and current
system power dissipation);

¢ We design a novel heuristic to integrate within the application-mappingg¥@ DVS mechanism
that is constrained not just by performance but also by application-reliability requirements

e Our combined mapping and DVS approach is also enhanced to take advantage of both D2D and WID
variations, performing WID variation-aware mapping on to cores with the optimal
power/performance characteristics, and D2D variation-aware chip-wide DVS whktge (faakier)

chips would need lower )/ levels and slower chips may run at highegy vels.

6.2 Related Work
A few recent works have explored dark-silicon aware CMP design methodologies. eilkkd16] and
Turakhia et al. [110] propose design-time frameworks for synthesis obgermous CMPs to extract
better energy-efficiency and performance in the dark-silicon regime. Howdnese tworks do not
consider the effects of reliability and impact of process variations on CMBrmpance and power
profiles. Raghunathan et al. [17] exploit the variation-profile for rometapplication-mapping on to a
homogeneous CMP die, to maximize performance and reduce leakage-power given arkbsiiCola
power-budget. But the authors do not consider overheads of inter-core communication and application
reliability requirements. Chou et aBj] and Fattah et al. [116] consider run-time mapping of a queue of
incoming applications, and propose mapping techniques to fit the maximum number chtimmglic
possible on a homogeneous CMP die, while minimizing inter-core communication distancesetlowev
these approaches do not consider reliability and system power, and are geared taditicdeltrarea-
constrained designs.

Some recent works advocate varying the degree of parallelism (DoP) of multithreadestiapplat

run-time, to adapt to changes in the execution environment (power/performance-profdesyailabiliy
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etc.) of a CMP while optimizing metrics such as power and energy-dedduqir(EDP). Given enough
parallelism within the application, [14] showed that increasing DoP is a morgyesfécient way of
boosting performance, compared to hiking the dmrguency/voltage values. Variable DoPs can be
implemented by saving multiple versions of application-code at compile-timeshanging the DoP at
run-time that is most appropriate for the execution environment; or via soptesticated techniques
[111]. The variable-DoP run-time scheduling frameworks in [108] and [109] repprovements over
scheduling techniques that employ statically fixed DoPs, and search for the best combinabltage,
frequency, number of cores, and number of threads, to optimize power and performansigié
application on a CMP. Our proposed VARSHA framework is different from these effortmtirwe
assume such information to be pre-profiled at design-time and the focus is on rumatiragement of
application-DoPs in a multi-application power-constrained system. Besides, unlike \AARSGEI
frameworks in [108], [109] consider neither the effects of process variations nor the idegiications

of system-reliability.

6.3 Motivational Example

In this section, we illustrate the advantages of some of the key aspectsV#R8HA framework with

the help of a small example. We consider a scenario in which applications arrivdiatean a service-
gueue to be served. The example assumes applications App-1 and App-2 arriving and beingomapped

the CMP at time t=0s, and a third application App-3 arriving at t=1s.

Prior works such as [35], [116] search for square or near-convex regions on the CidRdip
arriving application at run-time, so that a maximum number of applications @antfie die-area, while
also minimizing inter-core communication distances. In this work, we note that in the modern dark-silicon
era, performance is generally not limited by the chip-area but by the dark-gitieeer-constraint (DS-
Pc) of the chip. Therefore, while frameworks proposed in prior works would map App-1 and App-2 at t=0

as shown in figure 36(a) with a nominal DoP of 8, our framework, which adapts applidatenfapp-
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DoPs) to extract maximum system-performance (i.e., minimum application servicefomasgjiven DS-

Pc, increases the DoP of App-1 to 16 (as shown in figure 36(b)). When App-3 arritzels,abur
framework maps it with a reduced DoP of 4 with a zero-wait time whdetimg the DS-Pc of 60W
(figure 36(b)), whereas [35] and [116] map App-3 at its nominal DoP of 8 (not shameh);equire
waiting until App-1 finishes at t=4.1s, so that the DS-Pc is not violated. Thus in our framework, app-DoPs
are hiked from their nominal values opportunistically, to minimize runtimesapmdDoPs are reduced to

cut-down on wait times thereby minimizing average application service timegcéséme=runtime +

wait time).
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Lo Leakage
: 3 power- map

Figure 36: Motivational example using a 6x6 CMP where App-1 and App-2 are simultaneously
mapped at time t=0 and App-3 arrives at t=1s. A DS-Pc = 60W is assumed: (a) Application-
scheduling representative of prior works [35], [116]; (b) Application-scheduling obtained by our
proposed VARSHA framework; (c) Extracted Vr-map and corresponding estimated leakage-power
profile (in Watts) of the chip.

We define reliability of the"l application as R= {1-Probability of one or more soft-errors during the
execution of App-i}. In this work, we assume applications with differentmun reliability constraints
running simultaneously on a CMP. ;Represents the reliability constraint of tHeapplication. The

application-reliability (R primarily depends on ) and frequency of the cores (as shown in equations
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(6.1)-(6.3) in section 6.4). Additionally,; Hepends upon the app-DeRalthough application execution-
time typically reduces with higher DoP (as long as the DoP is below an ajplispgcific performance
saturation point), the chip-area susceptible to soft-errors increases. Thdoefired values of voltage
and frequency, soft-error probability increases (i.e., application-reliatbdityeases) with increasing app-
DoP. Our framework exhibits reliability-awareness by reducing the DoP of App-2 &wdtingent
reliability-constraint) from the nominal value of 8 to 4, thereby meetingfiRjure 36(b)). However, Rc

is violated when the reliability-unaware frameworks [35], [116] are employed (figure 36(a)).

Furthermore, due to the variation-awareness of our framework, applications are mappeon regi
with minimum core-leakage powers (see figure 36(c)). Therefore, the aveekggd power per core is
1W for the variation-unaware frameworks (figure 36(a)), and 0.94W for our framefiguke(36(b)).
Even though the initial allocation’s power dissipation is higher with our framework (at t=0, in figure 36),
our lower service time and variation-aware mapping results in less overally exmersumption for the
applicatiors - 184J compared to 213J for [35], [116]. Our framework also employs an energy-saving
mechanism to opportunistically scalgs¥evels while meeting performance and reliability constraints of

all applications. This feature is omitted from the above simple example for brevity.

6.4 Problem Formulation
6.4.1 Reliability Modeling
Computer systems are susceptible to both transient and permanent faultsethleelagy caused by
fabrication defects or wear-out. We only consider the impact of transient daulediability and do not
consider permanent faults in this work. It is assumed that permanent faults tweddeidetected during
the testing phase or are mitigated by hardware-redundancy techniques.

To model the dependence of raw soft error rate, SBR{), in a hardware component (core or router)

on voltage and frequency values, we use the relationship proposeit in [11
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d.(1—wj)

Mw;) = 2p.10"“min veen (6.1)
where Ao is the SER corresponding to the highest voltage and frequency values (®may), and o; is the
average of the normalized values of thegmbination of voltage and frequency (such that ®ma=1). For
any compute-core, we use a value of &fors/sec for Ao and assume d=3 as in [104], [106]. However,
we use Ao = 10%3 for NoC routers, given that our router-area is roughly a third of ##eaira compute-
core. The reliability of a core or a router is given by:

R(w,) = e~H@))7 veen (6.2)
where 1 is the execution time of the component (time-duration that the component stays active).
Assumingn = app-DoP, reliability of thé"iapplication running on a CMP can be given as the product of
all 2n (n routers anch compute-cores) component-reliabilities:

R; = TlanR(wy) e (6.3)

Prior works [8], [9] have shown that at technology nodes of 32nm and below, pvadesisns have

almost no effect on SER. Therefore, in this work, we assume no dependeveeaoitions on SER,

instead exploiting variations for speed/power benefits only.

6.4.2 Inputs, Assumptions, and Problem Objective
We assume the following inputs to our problem:

e A CMP with a regular mesh-based 2D network-on-chip (NoC), Witties: T = (d°), whered is the
mesh dimension, and each tile consists of a compute core and a NoC router;

¢ A setSof candidate supply voltag®{y) levels for the chip;

o A set ofN Vi-maps N test-chips) incorporating the effects of WID and D2D variations with continuous
distribution over the die; the estimated leakage power-profile for a galee of Vyy can be obtained

from aVr-map (using the relation shown in figure) 36
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o Application sequencs of length¢, made up of n different applications, with arbitrary application inter-
arrival times;

¢ Application task graphs for the set= {P,, P, ... P,} of DoPs for all applications; an application
possesse®| viable DoPs; an application has a maximum DoP value beyond which performance does
not improve (or gets worse) - such DoP values are ignored,;

e Vertices of each task-graph with execution-times of compute cores and edges wittaskt
communication volumes; execution time and volume values are assumed available fioen offl
profiling;

¢ Energy-optimal frequency constrainf,{f, ..., £} and minimum reliability-constraint§Rc;, Rg, ...,

Rg} for all n applications;

¢ A chip-wide dark-silicon power dissipation constraint (DS-Pc).
We make the following assumptions in our work:

e There exists on&-one mapping between tasks and cores;

o Applications are mapped contiguously on non-overlapping rectangular regions oMthedi€, for
inter-application isolation;

o All cores executing an application run at the same frequency, to avoid imbalances mutti-
threaded execution [17];

¢ Variation-map data for a chip is available at run-time, in terms ofthiheshold-voltage \{y)
distribution, from the chip-frequency-profile obtained using ring-oscillator based dekyrsé¢113}

¢ A chip wide supply voltage that can be scaled using DVS at run-time, as the overheads of implementing
DVS at a percore granularity are deemed to be prohibitively expensive.[115

Problem Obijective: Given the above inputs and assumptions, our objective is to penfotime

application-scheduling and DVS on a given CMP platform such that the average applicatemtsaey
and average energy (across HMlltest-chips) are minimized, while all application-specific operating

frequency- and reliability-constraints, as well as CMP platform-specific DS-Pc are satisfied.
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Figure 37: Overview of our application-scheduling + DVS framework

6.5 VARSHA Framework: Overview

Figure 37 illustrates the key aspects of our proposed VARSHA framework. Théekigewof the chip-
variation profile is continuously utilized in the scheduling and DVS steps. Asguagual priority for all
incoming applications, the application-scheduling step consigty @étermining the DoP (out of thig||
DoPs) for each waiting application in the service-queue (i§nchapping the appropriate task-graphs on
to the tiles of the CMP. For a giveng/scaling-up of application-DoPag{p-DoP3$ is constrained by the
available power-slack (difference between DS-Pc and current system-power)atapplieliability
constraints, and the available tiles meeting the application-frequency comst#aiany given time, the
scaling-down of \j (to save power/energy) is constrained by the frequency and reliability-aiotsbf
the applications running on the CMP, whereas scaling-up;o{t® boostapp-DoP$ is constrained by
the DS-Pc for the CMP. The VARSHA framework is effectively executed in two nesieddures{i)
Vqrlevel selection (outer loop), triggered on an arrival or a departure of any &pplicand (i)
determination of application-schedule for the current-l®el (inner loop). These procedures are
discussed in detail in sections 6.5.1 and 6.5.2 respectively, and the corresponding desidorfthes

procedures are shown in figure 38(a) and figure 38(b), respectively.
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Figure 38: Design-flows for the VARSHA framework: (a) Vdd-level selection (discussed in sien
6.5.1); (b) Determination of application-schedule for the current Vdd-level (discussed section
6.5.9.

6.5.1 \j4-level Selection

To extract maximum performance from the applications being considered for mapping at any time instant,
the first-order objective in VARSHA is to maximize overall DoP of theesys(sum-total of albpp-

DoP9. Recall that an application typically has a maximum viable DoP, and higher DoPsusan ca
performance to degrade (due to high synchronization overheagigh higher DoP configurations are

ignored (section 6.4.2). Ourg¥selection heuristic (figure 38(a)) selects thgrMvel that yields the
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maximum overall DoP. As a second-order power/energy saving objective, on complietary o
application, our framework reduces;gMo the lowest allowable level that would not introduce any
violations in frequency and reliability constraints of existing (already running) apptisati

We assume all incoming applications are buffered in a service-queue. On arrivaptatonof any
application, the Vgselection heuristic is triggered, which processes the entire service-queuegsdhe V
selection heuristic iteratively invokes the application-schedule deteromninptocedure (discussed in
section 6.5.2), which produces the mapping-solution with the highest overall DoP corneggdonitie
current Viglevel. The \iglevel is hiked (in increments of 0.1V) until either the overall DoP reduces, in
which case the immediately preceding solution with the highest overall Do#vested to, or the
maximum allowable \rlevel (max_\y) is reached. Note that the overall DoP may increase with
increasing Vglevels, as more applications satisfy frequency and reliability constraints for higherdDoPs;
the same time, the chip-power will reach the DS-Pc quicker at higigéewéls, thereby limiting overall
DoP. Therefore, our search for the optimal-Mvel culminates when the increase in overall DoP is
limited by the DS-Pc. Finally, the best application-mapping solution with theestigoverall DoP is
mapped to the CMP. The voltage supply is hiked to the selegtddwél, and the mapped applications

are then removed from the service-queue.

6.5.2 Determination of Application-schedule

Given a specific execution environment for the CMP (including thel&vel, available power-slack, and
variation-profile), the objective of the application-schedule determination heussio maximize the
overall DoP, while simultaneously considering all applications in the service-caradiesatisfying
application-frequency and -reliability constraints. Figure 38(b) shows the dasigiof this heuristic.
Starting at the least possible DoP value of zero (DoP of zero leaves the mpplicahapped at the
current time) applications are considered cyclically for hiking of DoP to their next higher valiteeP-
Here, to extract maximum performance from the CMP, we choose applications for hikioB af order
of their compute-intensiveness, because of the relatively smaller communideteyn and power
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overheads for compute-intensive applications at higher DoPs. Also, waikBoPssymmetrically
across all applications because execution of an application is generallyeneogy-efficient at lower
DoPs (due to lower parallelization- and communication-overheads). For instancengrufioir

applications simultaneously, each with DoP=4, is typically more energy-efficientithaimg them one
after the other with DoP=16 each.

To produce an optimal mapping for the application under consideration (with ficspaxd?), the
following three steps are performe@} rectangular-region selection on the CMP for the current DoP
(section 6.5.2.1)ii) mapping of the corresponding task-graph to the selected region (section) §if)2.2
communication-flow routing and delay/power analysis (section 6.5.2.3). After the above thieps
mapping is evaluated for overall power footprint and reliability of the applicati®atssfaction of the
application-frequency constraints are checked during the rectangular-regioiosedegp. As shown in
figure 38(b), DoP-hike of any application could fail due to potential violation(gpplication-frequency
and —reliability constraints or DS-Pc. When an attempted DoP-hike is stallednfy application, its
stop_hike_flags set to preclude it from future DoP-hike consideration, and the feasipigimg with the

preceding DoP is finalized for this application.

6.5.2.1 Rectangular Region Selection

We consider application-mapping on rectangular regions, of pre-determined dimengiesgarating to
each possible DoP value in g&t Therefore, all intra-application communication is contained within a
rectangular region. This provides inter-application isolation, and eliminatesnuaigation cross-
interference overhead. Given tigmap, the maximum frequency that each core can be reliably clocked

at depends upon thg and Vg4 values, given by:

fmax CoVad

_ .u(Vdd_VT)a s (64)

where a and p are technology-dependent constants, ang i€ switching capacitance of the critical path
[98]. In our region selection method, we utilize the knowledge of both frequamtyeakage-power

profiles of the chip. Note that dynamic-power remains unaffected/tbyariations and is thus not
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considered in this step. Our objective is to find the region on the mesh (défimed dimensions) that
dissipates the least total leakage-power and all cores within whicly shésrequency-constraint of the
application being mapped. To this end, we perform a simple exhaustive searal t\esr on the mesh

as the left-upper corner of the given rectangular region. If the rectange assguare, then both of its
orientations need to be checked to find the optimal rectangular region. Figure 39 shitwetration of

our region-selection method for a 4x4 mesh.

A 1.9J2.1 2223 ‘ IR

- + 1.3!1.3 2121 »‘ |
2119( 17|16 rmwer | L
09 . 1 S—

1.9(/2.2//15/ 19 leakage
| A J |

Leakage profile (Watts) Max. frequency profile (GHz) Vaild mapping-regions

Figure 39: Two feasible regions are shown for the application frequency constraint of 1.9 GHz. Our
method chooses the one with lower leakage.

Theoretical time-complexity analysigt most T tiles (total tiles on the chip) are considered for the

prospective rectangular region. For non-squares, e.g., a 2x4 rectangle, rectangles of both orientations need
to be evaluated at each tile. Note thpp-DoP(relatively small integec — treated as constant) number of
tiles are to be evaluated for frequency and leakage-power at each of thagmgemhis gives a linear-

time complexity for the region-selection step: EXR

6.5.2.2 Application Mapping

After the rectangular region (of size equal to app-DoP) on the mesh hasdbeeted, our mapping
heuristic maps the appropriate application-task-graph on to the CMP tiles. We emjhayeamental-

mapping approach that is carried out in two steps:

1) Starting with the task with highest communication-volume, list tasks in deweasler of inter-task

communication volumes with all preceding tasks in the list;
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2) Map tasks on the selected region, in the order of this ksarting with one of the center tiles on the
rectangular-region. To map any task, select the tile that would incur latist foot-print with the
already mapped tasks. We define communication-traffic foot-print of a core (chdppk) as:
Y'MD;xvol;, wherevol; is the communication-volume of th® flow entering or leaving the core and
MD; is the Manhattan distance between the source and destinationdfi¢ve |

Theoretical time-complexity analysiStep (1) sortsapp-DoP tasks— the time-complexity could be

bounded by Ofpp-DoP?). In step (2)app-DoPnumber of tasks are mapped and each could consider a
maximum ofapp-DoP number of tile-locations. Thus this step could be loosely bounded lapm((
DoP)?). As app-DoPis a relatively small integer, it can be considered a constant (between 4 and 16 in our
experiments). Thus, our application-mapping has constant time-complexity. Note that mapping
information can potentially even be saved with the task-graph information atleama, thus saving

valuable run-time resources and overhead.

6.5.2.3 Communication Delay and Power Estimation

Similar to numerous prior works such as [116], we use the XY-routing scheme to reute th
communication-flows of applications. The communication-delays with congestion-overheads a
calculated from the application-frequency (routers and links run at the ratécappirequency) and

link BWSs. Profiling of compute- and communication-delays could potentially be pexfoanhdesign-
time. Dynamic powers of routers and links (corresponding to different voltagegueficies,
communication-loads, and router-sizes), are assumed to be saved in the ream-ordn-yolatile)
memory on the CMP die. Router leakage powers, estimated from the chip-variatite-prefiadded to

the appropriate dynamic power values to produce the total communication-power forgreach
application. Based on the active-times (execution-times) of routers and compuiefuaragplication-
reliability is computed using equations XB(6.3). For our analyses, the energies and run-times of

applications are calculated from component powers and active-times.
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6.5.3 Complexity Analysis of VARSHA Framework

Our application schedule determination heuristic (discussed in section 6.5.2), whiahizessthe DoP

of all applications being processed at the curregiid¥el, attempts to find mapping solutions for thie
waiting applications for up t{P;| DoP-levels. This heuristic could be required to execute for at @jost |
(total number of candidateg¥levels) times.$|and|P;| are small constant integers in our experiments.
Also, at any given time, only a small number of applications (up)tare generally expected to be
processed given the DS-Pc. Therefore, whenever the service-queue is processed/ARSHA
framework, the number of times that our region-selection heuristic would neednwwoked is bounded
by a relatively small constant integer. As the region-selection step, whidhehaighest theoretical time-
complexity in the VARSHA design-flow, finishes in linear-time (as disedsin section 6.5.2.1), the

time-complexity of our framework is linear, with respect to the CMP mesh3size,

6.6 Experiments

Our experiments were conducted usipgl4 different parallel application benchmarks: seven from the
SPLASH-2 benchmark suite [58}Holesky, fft, lu, ocean, radix, radiosity, and raytfa@nd seven fim

the PARSEC benchmark suite [56figs, swaptions, fluidanimate, dedup, streamcluster, canneal, and
blackscholes We consider DoPs that are multiples of 4, up to 16, wldb®P of 8 is considered the
nominal DoP value, as a reasonable trade-off between speed and energy. Asddisatligse every
application has a unique maximum viable DoP beyond which further performance gains lmnnot
achieved. Our task-graphs for all applications at different DoPs are modeled bakedsgstem-traces
generated by running topology-agnostic gem5 simulations [117]. The reliabilityraiotss of different
applications are set in the range: 0.99 to 0.999. We assume the ARM B8rpereessors [37] as the
baseline CMP compute cores, which support five operating voltage 1e8glS)(|0.8V, 0.9V, 1.0V,
1.1V, and 1.2V. The application-specific energy-optimal core frequencies ramge. 300 MHz to 1900

MHz, based on the level of compute intensity of the tasks assigned to cores. We use a 1@3tcéoe m
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the CMP platform with dimensions 10x10. The dark-silicon power-constraint (D&Re}t iat 100W.
The delay-overhead for g¢scaling (PLL lock time) is estimated to be less than 5us, similar to [105],
which is negligible compared to the granularity of application-runtin®8 geconds each) in our
experiments.

To investigate the applicability of our approach to CMP dies with divexsation-profiles, we use
1000 test-chipsN=1000), in our experiments. The 1009-maps are generated using the open-source
tool [97] (based on systematic and random WID-variation model in [98]). The val(e3 ahd 0.09 are
used for the statistical mean and a standard deviation of the paranetspectively, and a correlation
range ¢) of 0.5 is used (as recommended in [98]). A normally distribMeloias, representing the D2D
variation component is superimposed onto thésenaps; the standard deviation of the DB is
assumed to be 6%, as in [99]. Ea¢hmap represents a 30x30 grid of points corresponding to 9 ring
oscillator test-sites for each core on the CMP. For a gitfemap, the maximum core-frequencies are
calculated by using thé-max values and the core-leakage powers are calculated usiigatg values
(out of the 9V; values per core). The power values of routers and links (32-bit wide) fferedt
voltages and frequencies at varying communication loads, for the 32 nm technologyreat#ained
from ORION 2.0 [40]. Note that the router power values obtained are fonabwki and are scaled for

varyingVy values.

6.6.1 Results

We compare the results obtained from our VARSHA framework with those obtainedigimgirun-time
application mapping frameworks proposed in recent prior works [17] and [116]. A variatidrdark-
silicon-aware mapping technique is proposed in [17], whereas [116] advocates fottienakdirea-
constrained design approach. We implemented these prior works to the best of our under€anding
experiments considered two unique application-sequences (Seq-A and Seq-B) that repres#ating

of arriving application instances, with instances randomly chosen from among thpplidations
considered. For each sequence, we vary the inter-arrival times of application-sstartm@mly within
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the following ranges: 0 to 1 seconds (Seq-1A and Seg-1B), 0 to 2 seconds (Seqg-2A anjl 8¢q-2B

seconds (Seg-3A and Seg-3B), and 0 to 8 seconds (Seq-4A and Seq-4B). Wer=H30irapplication-

instancedn any application-sequence. Also, our results (as shown in figure 40 and Tabkleo®ljhe
mean-values across a 1000 test-chips.

The prior works [17] and [116] assume fixed nominal app-DoPs. Our framework adapts app-DoPs in
accordance with the application inter-arrival rates to minimize the apiplicservice-times. Observe in
Table 11 that for both sequences, the average app-DoP reduces with increasiagivataates for
VARSHA. At higher inter-arrival rates when applications with nhominal Ded®sot be quickly serviced
due to the DS-Pc constraint, our VARSHA framework cuts down application waitsigr@ficantly by
reducing DoPs (as shown in figure 40(a) - Seq-1A,B and Seq-2A,B), although the applicatiimes
tend to increase due to the reduction in DoPs. On the other hand, at lowarruge rates, with on
average fewer applications to be serviced simultaneously, our framework opportiyikiles the
application-DoPs to minimize run-times (as shown in figure 40(a) - Seq-aAMd Seq-4A,B). In
comparison with [116], we obtain 27%-43% savings in average service-times witifAGRBHA
framework. Note that maximum savings are obtained when the inter-arrivakratesost stringent, as
shown for Seg-1A and Seg-1B in figure 40(a). The communication-unaware framework in [17] maps
applications on to large rectangular regions of non-contiguous tiles, resulting @ fongtimes due to
longer communication-latencies. Compared to [17], we obtain 70% - 87% savings incasengge-

times with our VARSHA framework.
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Figure 40: Results of VARSHA framework vs. [17] and [116]: (a) Average service-time per
application-instance (wait-time + run-time); (b) Average energy per application-instance (leaige +
dynamic). The bars represent mean values of servitanes and energies across 1000 test-chips,
while variation in service-times and energies is shown by confidence intervals.

Table 11: Mean values across all 1000 test-chips for average DoP per application-instance and
weighted-average Vdd for VARSHA framework

Seqg- | Seq-| Seqg-| Seqg-| Seq-| Seq-| Seq-| Seq-
1A 2A 3A 4A 1B 2B 3B 4B
DoP | 45 | 10.3]| 14.1| 145 | 5.1 | 10.7 | 13.7 | 14.2

Vyag | 1.09] 1.10| 1.07 | 1.07 | 1.07 | 1.11 | 1.09 | 1.07
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Our framework also opportunistically lowergafevels while ensuring that frequency and reliability
constraints remain satisfied for the set of existing applications. Thétedigverage ¥ metric {y.avg

represents the average value qf Yhroughout the execution of the entire application-sequence for

Q

given chip, and is defined as:

_ ((Vagr X At1) + (Vagp X At2) + -+ + (Vagp X Atp))

w—avg — i= ,
Z;=g Ati

where, Ati is the 1" time-interval during which the Mlevel stays constant at a value \0f;, and the
execution of the entire application-sequenctakesp such time-intervals. Table 11 shows the mégan

avg across all 1000 test-chips. In the absence of DVS in [17] and [116], in ownm@plation of these
frameworks, we assume the highest voltage of 1.2V, which is just high enough to Inapgtiehtion-
frequency constraints for the 1000 test-chips. Despite the highnd much longer communication paths,
[17] saves leakage-power by performing variation-aware mapping. In the absencén afagation-
awareness, [116] consumes the highest energy (as shown in figure 40(b)). In our VARBIdAork,
energy-efficiency decreases with increasing app-DoPs (due to increased commuaitétiub-linear
increase in computation-performance), while decreasjgdeVels generally cause an increase in energy-
efficiency. Therefore, in figure 40(b), we observe variation in energy valitedifferent inter-arrival
rates. The maximum energy savings are obtained for the most stringent intrratds, as shown for
Seqg-1A and Seqg-1B in figure 40(b), due to opportunistic reduction of DoPs. We findiduoas 40(a),

(b) that VARSHA produces on averad®% and15% savings in mean energy (8% and 14% savings in
mean leakage energy) an®% and 35% savings in mean application service time (93% and 66%
savings in mean application wait-times), over [17] and [116] respectively.

Our experiments indicate that for the frameworks from [17] and [116], where a figled/diue of
V44 is used, slower chips (usually with lesser leakage) could prove to be agh@ud as they would be
left with greater power-slack to accommodate more applications at any gneifldiss %dark-silicon),
thus resulting in better service-times and energies. Conversely, in our VAR&H&work, given a DS-

Pc, faster chips (that also dissipate higher leakage power) can usually utiezevlgihevels to minimize
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energy, and slower chips (that dissipate lower leakage power) cae hidjher \f-levels to improve
performance. We observed that test-chips with moderate leakage and performance pnafies
desirable service-times and energy results, whereas chips that are tomrigak slow yield worse
results, as indicated by the upper-bounds of the confidence-intervals ia i§(&) anddQ(b) for the

VARSHA framework.

Table 12: Reliability-constraint (Rc) violations (average per sequence)

Seqg-A Seqg-B
[17] 8 9.5
[116] 6 8

For applications with relatively more stringent reliability-constraintsmay not be possible to
support nominal-DoP even at the highegt-Mvel (1.2V). Therefore, when using reliability-unaware
frameworks with no DoP-adaptivity, reliability-constraints (Rc) of such agjbics may be violated.
Table 12 shows the Rc-violations across 1000 test-chips for schedules producedangd [flI7]6]. With
longer routing distances, [17] consumes far more routing resources compared tth[sléyen with the
same app-DoPs (nominal DoPs), the estimated failure-rates are greater]faDJd reliability-aware
VARSHA framework, results in no Rc-violations because of its abilitgytmamically reduce app-DoPs

as well as hike ¥rlevels in accordance with application reliability-requirements.

6.7 Conclusion

VARSHA represents one of the first efforts to integrate reliakdlitg variation-awareness in a run-time
variable degree-of-parallelism (DoP) application-scheduling methodology to enhance pec®rof
multi-core systems in the new dark-silicon era. Tailored for deeply scaled technologigspmsed
VARSHA framework generates highly optimized application-mapping solutionse wRiibiting linear
run-time complexity. Our experimental results show that VARSHA produces savirgiE/®B80% in
application service-timed,3%-15% in energy, and avoids reliability violations unlike state of the art
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prior works that suffer from reliability violations in up 1d% of application instances arriving at run-

time.
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7 A Runtime Framework for Robust Application Scheduling with Adaptive Parallelism in the Dark-
Silicon Era
With deeper technology scaling accompanied by a worsening power-wall, an increasintjqorago
chip area on a chip multiprocessor (CMP) is expected to be occupied by dark-silicha.satrte time,
design challenges due to process variations and soft-errors in integrated aireptojected to become
even more severe. It is well known that spatial variations in process paramgtatgace significant
unpredictability in the performance and power profiles of CMP cores. By mappirigadiopis on to the
best set of cores, process-variations can potentially be used to our advanfagelank-silicon era.
Additionally, the probability of occurrence of soft-errors during executioanyf application has been
found to be strongly related to the supply voltage and operating frequency values, thggatiages
reliability awareness within run-time voltage scaling schemes in contempoié®s. In this chapter, we
present a novel framework that leverages the knowledge of variations on the chifotm pen-time
application mapping and dynamic voltage scaling to optimize system performance and wahilgeg
satisfying dark-silicon power-constraints of the chip as well as applicatiorfispgeiformance and
reliability constraints. Our experimental results show average savings of 10%-ajfdigation service-

times and 13%-38% in energy consumption, compared to prior work.

7.1 Introduction

With increasing transistor miniaturization, circuit densities have drastizalhgased, and the critical
charge, which is the minimum charge capable of a bit-flip in a memomy{agic-cell, has significantly
decreased [8]-[10]. This phenomenon has caused newer process technologies to be motdestscepti
transient-faults due to the effects of radiation, e.g., alpha-particle and neutres. sfiile rate of such
transient-faults at run-time has thus been increasing with technologggs§ali]. Studies have also
shown that hardened flip-flops are only 30%-50% more resilient than unprotectecabsed-40nm

nodes [107], i.e., circuit-level hardening may not sufficiently suppress soft-erross.syistem-level run-
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time approaches to cope with transient faults and complement circuit-level techniques will benigigreasi

essential in newer process technologies.

Simultaneously, unpredictability in leakage power and circuit-delay due to Vigyiabi modern
fabrication processes has become a serious concern. In emerging chip-multipsdc&e$ts), spatially
correlated systematic within-die (WID) variations manifest across multiples,coreating corée-core
(C2C) variations [86]. At the same time, daedie (D2D) variations remain quite significant [87]. Both
WID and D2D variations have random and systematic components. Although several pricsugbrks
[92], [95], [136] have proposed variation-aware design-time application-mapping framewoigs, it
generally quite difficult to predict the variation-profile of a fabted chip at design-time [112]. It is
however possible to extract the variation-map of a chip at run-time from tperefuency-profile
obtained using ring-oscillator based delay-sensors [113], [114]. Thus, run-time apprtachigigate

adverse effects of process variations become possible, and will be vital for scaled technologies.

The slowdown of power scaling with technology scaling, due to leakage and tgliabilicerns [14],
[15], has led to a rise in chip power-densities, and createdattkesilicon phenomenon- a significant
fraction of the chip needs to be sklotvn (i.e., “dark™) at any given time to satisfy the chip power-

budget. With the extent of dark-silicon increasing every technology-gemei@0%-50% for 22nm)
[16], [17], designs are becoming increasingly power-limited rather than areadirftin-time power-

saving techniques such as dynamic voltage scaling (DVS) are thus becoming increasingintmport

Given these multiple daunting design challenges, there is a critical neadsystem-level solution
that can simultaneously and adaptively manage the constraints imposed by dank gitiocess
variations, and soft-error reliability, while executing applicationshils ¢hapter, we address this need by
proposing a novel run-time variation- and reliability-aware application sched@amework that
employs dynamically adaptable application degrees of parallelism (DoPs) to izeinamerage

application service times and energy, while meeting a chip-wide dark-silicon powstraint (DS-Pc)
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and application performance and reliability constraints, in the presence of pradesisns. Our novel

contributions in this work are:

We design a novel run-time application-mapping framework for the emerging dark-silicon
constrained-design-regime, improving over traditional mapping approaches that parallyty

optimized for the area-constrained-design-regime;

Our framework simultaneously manages all dynamically arriving applications whéptisg
application-DoPs to optimally utilize the system-power-slack (difference betd®dPc and current

system power dissipation);

We design a novel heuristic to integrate within the application-mapping procegS anBchanism

that is constrained not just by performance but also by application-reliability requirements

The traditionally disjoint design steps of region-selection andttasle mapping are seamlessly
integrated in our framework to co-optimize memory-communication and leakage-pwhile

exhibiting awareness of the run-time CMP-environment;

Our combined mapping and DVS approach is also enhanced to take advantage of both D2D and WID
variations, performing WID variation-aware mapping on to cores with the alptoower and
performance characteristics, and D2D variation-aware chip-wide DVS where faatéerjlehips

would need lower ¥ levels and slower chips may run at highgy Ivels.

7.2 Related Work

A few recent works have begun to focus on dark-silicon aware design methodologies for emerging CMPs.

Allred et al. [16] and Turakhia et al. [110] propose design-time frameworkghéorsynthesis of

heterogeneous CMPs to extract better energy-efficiency and performance inrkisdlictan regime.

However, these works do not consider the effects of reliability and the imppobagss variations on
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CMP performance and power dissipation. Raghunathan et al. [17] exploit the variatitenfprofun-
time application-mapping on to a homogeneous CMP die, to maximize performance and recgee leak
power given a fixed dark-silicon power-budget. But the authors do not consider ogedfiéiaigr-core
communication or application reliability requirements. Chou et al. [35] and Fetttalh [116] consider
run-time mapping of a queue of incoming applications, and propose mapping techoidfiethé
maximum number of applications possible on a homogeneous CMP die, while miniimizngore
communication distances. However, these approaches do not consider reliability @nd syster

dissipation, and are geared towards traditional area-constrained designs.

Several other efforts (e.g., [104], [106], [137]) have proposed design-timedimsant scheduling
frameworks that assume fault-detection mechanisms implemented on the multi-tfiorenpldardening
techniques such as taskexecution and replication are utilized in these works to probabilisticat m
task-completion deadlines for real-time tasks of varying criticalititmwyever, these efforts do not
consider dark silicon and process variation challenges, run-time adaptation support,namécally

parallel application workload.

Some recent works advocate varying the degree of parallelism (DoP) of multithreadeatiapplat
run-time to adapt to changes in the execution environment (power/ performance-profdesyailability
etc.) of a CMP while optimizing metrics such as power and energy-delay produen Emough
parallelism within the application, [14] showed that increasing DoP is a moreyesicipnt way of
boosting performance, compared to hiking the core-frequency/voltage values. VariableddoPe
implemented by saving multiple versions of application-code at compile-time, autirsgithe DoP at
run-time that is most appropriate for the execution environment; or via sopiesticated techniques
[111]. The variable-DoP run-time scheduling frameworks in [108] and [109] report iempesis over
scheduling technigues that employ statically fixed DoPs, and search for the best Gombinabltage,
frequency, number of cores, and number of threads, to optimize power and performansmgié

application on a CMP. Our proposed framework is different from these efforts iwehassume such
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information to be pre-profiled at design-time and the focus is on run-timagearent of application-
DoPs in a multi-application power-constrained system. Moreover, unlike the frameworks irafitD8]
[109], our work also considers the effects of process variations as well as the idgsdigations of

system-reliability.

More recently, a few works have proposed reliability- and variation-aware nendpplication
mapping and dynamic voltage scaling frameworks for multicore systems. M. Sahe]i@8padvocates
using different pre-compiled code-versions for every task with varyingldeof reliability, and
maximizes the reliability of the currently mapped task given the powermrbastgilable at run-time. But
this work does not consider multithreaded applications or DoP adaptation, nor clmesider any inter-
task communication. Our prior work, VARSHA [139], aims to minimize average capiplh-service
times by performing DoP adaptations and exhibiting awareness of the rurGlifReenvironment
(variation-profile, application-reliability/performance, and dark-siliconhisT framework performs
application mapping on contiguous and non-overlapping rectangular regions on the CMP-die 08k in m
prior works, VARSHA assumes that the traffic generated in the network-on-chip (NoC) due testoes
off-chip memory, i.e., communication-traffic between compute-cores and on-chip meombrgllers
(MCs), is negligible. Under such an assumption, mapping applications within reetaregibns could
simplify design and enable communication-isolation. However, such an approach thatsrestri
application-mapping onto rectangular regions exclusively has the following disagean(i) the scope
of power optimization is restricted while selecting cores that dissipata leakage power and meet
performance constraints; and (ii) performing region selection without theea@gs of memory-traffic
could potentially result in much longer communication routing paths to MCs, whiamimvbuld induce

network congestion and increase communication latencies.

In this chapter, we improve upon the above mentioned shortcomings of the VARSHA frarbgwork
(i) abandoning the restrictive region selection methodologyigntbnsidering memory-traffic in the tile-

selection (region-selection) and mapping scheme. Our improved tile-selegmoach essentially
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balances leakage-power savings with communication optimization in the preseneeofy-traffic in
the NoC. In other words, we select CMP-tiles that dissipate lower leakager while simultaneously
minimizing the traffic footprint of the mapped application. The integrategsélection and tadk-tile

mapping approach proposed in this article (discussed in section 5) is much better seftectitely

trade-off between both the objectives.

7.3 Motivational Example

In this section, we illustrate the advantages of some of the key aspects raihoework with the help of
a small motivational example. We consider a scenario in which applications drnva-time at a
service-queue to be served. The example assumes applications App-1 and App-2 andvimgng

mapped on the CMP at time t=0s, and a third application App-3 arriving atin=thés section, we show
(in figures 41(a)-(c)) how different approaches proposed in prior works petifier application-mapping
in comparison to our proposed approach (shown in figure 41(d)). The locations ofyyeemivollers

(MCs) on the chip-corners serving the respective applications are also shfiguréndl. A DS-Pc of

45W is assumed for the 6x6 CMP utilized in this example.
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Figure 41: Motivational example using a 6x6 CMP where App-1 and App-2 are simultaneously
mapped at time t=0 and App-3 arrives at t=1s. A DS-Pc = 45W is assumed. Application-mapping

solutions obtained with: (a) [17]; (b) [116]; (c¢) VARSHA [139]; (d) our proposed VARSHA++
framework; (e) extracted V-map and corresponding leakage-power profile (in Watts) of the chip.

Raghunathan et al. [17] exploit the variation-profile (shown in figure 41(efedEMP-die and select the
tiles with the least leakage power dissipation (with highest efee@tiwalues) as shown in figure 41(a).
But this work does not consider the inter-core communication in the NoQ,fabhereby producing
mapping solutions with high communication power and latency overheads. On thehantlkerprior
works such as [35], [116] search for square or near-convex regions on the CMP die toivirap arr
application at run-time, so that a maximum number of applications can fit atiettagea, while also
minimizing inter-core communication distances (as shown in figure 41(b)). ¥lsadh a variation-
unaware approach is suited for traditional area-constrained designs. Therefore, frameworksl pmopose
prior works [17] and [116] would map App-1 and App-2 at t=0 as shown in figui@3, 41 (b) with a
nominal DoP of 8. At t=1s, mapping of App-3 at its nominal DoP of 8 is stalled Apgil finishes)

because the projected power values exceed the DS-Pc of 45W.

Mapping solutions produced with our prior work VARSHA [139] and the proposed VARSHA
framework in this article are shown in figures 41(c) and 41(d). Our frameworks thataggdipation-
DoPs épp-DoFs) to extract maximum system-performance (i.e., minimum application semies)tio
a given DS-Pc, increase the DoP of App-1 to 12. When App-3 arrives at t=1s, our frameworks map it with
a reduced DoP of 4 with a zero-wait time while meeting the DS-Pc. Thug iinameworksapp-DoPs

are hiked from their nominal values opportunistically, to minimize runtimesagmdoFs are reduced to
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cut-down on wait times thereby minimizing average application service (8apsce time = run-time +

wait-time).

We define reliability of the"l application af, = {1-Probability of one or more soft-errors during the
execution of Apji+. In this work, we assume applications with different minimum reliabilitystraints
running simultaneously on a CMRg represents the reliability constraint of tHeapplication. The
application-reliability R) primarily depends oy and frequency of the cores (as shown in equations
(1)-(3) in section 4). AdditionallyR depends on thapp-DoP Although application execution-time
typically reduces with higher DoP (as long as the DoP is below an applispgaific performance
saturation point), the chip-area susceptible to soft-errors increases. Thdoeflired values of voltage
and frequency, soft-error probability increases (i.e., application-reliatddityeases) with increasiagp-
DoP. Our frameworks (shown in figures 41(c) and (d)) exhibit reliability-awarenes=sdioging the DoP
of App-2 (with a relatively stringent reliability-constraint) fromme nominal value of 8 to 4, thereby
meetingRG of 0.993 (figure 41(b)). HoweveRG is violated when the reliability-unaware frameworks

[17] and [116] are employed (shown in figures 41(a) and (b)).

In summary, the variation-aware framework, [17], optimizes computation leakage byengpping
onto low leakage tiles (resulting in overall energy of 89.9J in this examydtde the variation-unaware
framework, [116], optimizes communication energy by mapping applications withilgwon$ square-
like regions (resulting in overall energy of 90.9J); whereas, VARSHA [188% ftontiguous rectangular
regions on the die with minimum estimated leakage power, thereby cutting down on bothnication
and computation energy (resulting in overall energy of 74.5J). On the other hangroposed
VARSHA++ framework in this article improves on VARSHA byi) further optimizing NoC
communication-profiles with memory-traffic awarene§g, simultaneously producing better leakage
profiles by relaxing the constraint of mapping onto contiguous regions (resultiggiall energy of

69.7J). Note that our frameworks also employ an energy-saving mechanism to opportunistieally;scal
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levels while meeting performance and reliability constraints of all applicatiThis feature is omitted

from the above example for brevity.

7.4 Models and Problem Formulation

7.4.1 Reliability Modeling

Computer systems are susceptible to both transient and permanent faultsetheelaty caused by
fabrication defects or wear-out. We only consider the impact of transient daulidiability and do not
consider permanent faults in this work. It is assumed that permanent faulteitbat be detected during
the testing phase or are mitigated by hardware-redundancy techniques. To modelnterdepef raw
soft (transient) error rate, ra8ER (A), in a hardware component (core or NoC router) on voltage and

frequency values, we use the relationship proposed in [11]:

d(1-w))

Mw)) = 20.10%0min ., (7.1)
where ) is the SER corresponding to the highest voltage and frequency values (®may), and o; is the
average of the normalized values of thegmbination of voltage and frequency (such that ®ma=1). For
any compute-core, we use a value of &fors/sec for Ao and assume=3 as in [104], [106]. However,
we use Ao = 10%3 for NoC routers, given that our router-area is roughly a third ofréeedad a compute-
core. The reliability of a core or a NoC router is given by:

R(w;) = e Mej)t (7.2)

where 1 is the execution time of the component (time-duration that the component stays active).
Assumingn = app-DoP, reliability of thei™ application running on a CMP can be given as the product of

all 2n (n routers anch compute-cores) component-reliabilities:

R; = [lzn R((Uj) ..... (7.3)
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Prior works [8], [9] have shown that at technology nodes of 32nm and below, pvacied®ns have
almost no effect on SER. Therefore, in this chapter, we also assume no dependéneariations on

SER, instead exploiting variations for speed and power benefits only.

7.4.2 Inputs, Assumptions, and Problem Objective

We assume the following inputs to our problem:

e A CMP with a regular mesh-based 2D network-on-chip (NoC), Witites: T = (d%), whered is the

mesh dimension, and each tile consists of a compute core and a NoC router;
o A setSof candidate supply voltag®{y) levels for the chip;

o A set of N Vi-maps W test-chips) incorporating the effects of WID and D2D variations with
continuous distribution over the die; the estimated leakage power-profaéegioen value oWy can

be obtained from ®r-map (using the relation shown in figure 41(e)).

¢ Application sequenceof length |, made up of different applications, with arbitrary application inter-

arrival times;

e Application task graphs for the set= {P,, P, ... P,} of DoPs for all applications; an application
possesse®|| viable DoPs; an application has a maximum DoP value beyond which performance does

not improve (or gets worse). Such sub-optimal DoP values are ignored,;

o Vertices of each task-graph with execution-times of compute cores and edgemtestiask
communication volumes; execution time and volume values are assumed available fioen offl

profiling;

e Energy-optimal frequency constraiffit, f, ..., £,}, minimum reliability-constraint§Rc;, RG, ..., Re,},

and designated MG$1C,, MGC,, ..., MC,} for all n applications;
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e A chip-wide dark-silicon power dissipation constraint (DS-Pc).

We make the following assumptions in our work:

There exists on&-one mapping between tasks and cores;

e Variation-map data for a chip is available at run-time, in terms ofthheshold-voltage \(7)
distribution, from the chip-frequency-profile obtained using distributed ringlatscilbased delay

sensors [113];

e There exists a chip wide supply voltage that can be scaled using DMi&tane, as the overheads of

implementing DVS at a per-core granularity are deemed to be prohibitively expensive [115];

o As the applications are not necessarily mapped in contiguous regions of the CMiemdieexists

inter-application interference, which is quantified in our work with cycle-accurate NoC-dimulat

¢ Memory controllers (MCs) are placed at the four corners of the CMP-die; albmeraffic in the

NoC for any application is directed to and from a single MC;

¢ All compute-cores executing an application run at the same frequency, to avoid imbalariog

multi-threaded execution [17], while the NoC fabric runs at a fixed NoC-frequency.

Problem Obijective: Given the above inputs and assumptions, our objective is to penfetime
application-scheduling and DVS on a given CMP platform such that the average applicat@tsae/
and average energy (across HMlltest-chips) are minimized, while all application-specific operating

frequency- and reliability-constraints, as well as CMP platform-spda8i€c are satisfied.
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7.5 VARSHA++ Framework: Overview

Figure 42 illustrates the key aspects of our VARSHA++ framework. The knowledgeaifipheariation

profile is continuously utilized in the scheduling and DVS steps. Assuming equiélydior all incoming
applications, the application-scheduling step consis{y determining the DoP (out of thig||DoPs) for

each waiting application in the service-queue, @hdnapping the appropriate task-graphs on to the tiles
of the CMP. For a gively,, scaling-up of application-DoPagp-DoP3$ is constrained by the available
power-slack (difference betweddSPc and current system-power dissipation), application-reliability
constraints, and available tiles that meet the application-frequency constrdimtsy given time, the
scaling-down olNVyq (to save power/energy) is constrained by the frequency and reliability-constraints of
the applications running on the CMP, whereas scaling-¥as@fo boostapp-DoP$ is constrained by the

DS-Pc for the CMP.

Chip variation-
P profile

Service- -
/

Dynamically

App- queue N,
arr::.'pals A scalable Vdd
= (= un-time
"""" Jﬁ i application Dynamically
i scheduling+ | '/ ¢ ; . scalable app- N test
\\ ~ 7 DVS App-i-. . .DaPs DCO) chips
—— | Y

Figure 42: High level overview of our proposed application-scheduling + DVS framework
(VARSHA++) for CMPs

The proposed framework is effectively executed in two nested proce@liréss-level selection (outer
loop), triggered on an arrival or a departure of any application;(igndetermination of application-
schedule for the currentg¥level (inner loop). These procedures are discussed in detail in sections 7.5.1
and 7.5.2 respectively, and the corresponding design-flows for the procedures are stiguva #8(a)

and figure 43(b), respectively.
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7.5.1 V,4-level Selection

To extract maximum performance from the applications being considered for mappingiratanty of
time, the first-order objective is to maximize overall (aggregate) Do&lIfapplications in the system, at
the current time. Recall that an application typically has a maximum viabledbdPigher DoPs can
cause performance to degrade (e.g., due to high synchronization overheadsh higher DoP
configurations are ignored by our framework (section 7.4.2). \Qutevel selection heuristic (figure
43(a)) selects th¥ylevel that yields the maximum overall DoP. As a second-order power/energy savi
objective, on completion of any application, the heuristic also redygdse the lowest allowable level
that would not introduce any violations in frequency and reliability constrainexisfing (already

running) applications.

We assume all incoming applications are buffered in a service-gA@pesérvice queue figure
43(a)). On arrival or completion of any application, tg-selection heuristic is triggered, which
processes the entire service-queue. \Tfgeselection heuristic iteratively invokes the application-schedule
determination procedure (discussed in section 7.5.2), which produces the mapping-sathtitme w
highest overall DoP corresponding to the curr¥gt-level. The Vygrlevel is hiked iteratively (in
increments of 0.1V) and the highesterall DoP (sum-total of DoPs of all executing applications)
obtained thus far is recorded at each steax( DoB. This continues until either the overall DoP reduces
compared tanax_DoR in which case the immediately preceding solution with the highest overallsDoP i
reverted to, or the maximum allowablgslevel (max_\gy) is reached. Note that the overall DoP may
increase with increasingdqq-levels, as more applications satisfy frequency and reliability constraints f
higher DoPs; at the same time, the chip-power will reaciDfEc quicker at higheWyslevels, thereby
limiting overall DoP. Therefore, our search for the optidagilevel culminates when the increase in
overall DoP is limited by théSPc. Finally, the best application-mapping solution with the highest
overall DoP is mapped to the CMP. The voltage supply is changed to the ds&lgdivel, and the

mapped applications are then removed from the service-queue.
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Figure 43: Design-flows for the proposed VARSHA++ framework: (a) V;-level selection (section
7.5.1); (b) Determination of application-schedule for the current \;-level (section 7.5.2).

7.5.1.1 NoC Simulation

To accurately estimate latencies (and thus application completion tidoes)to intra-application
communication as well as the memory-traffic in the presence of possiblejpmigration interference
(note that individual NoC routers route packets from multiple applicatiomgh® mesh-based NoC
fabric, we employ a cycle-accurate NoC simulator [54]. An XY routing schemasssisned. In the event

of either arrival or completion of an application, the state of the computatiocoamdunication profile
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of the CMP could potentially change. Therefore, at this time, the current Naagon instance is
terminated, time of the simulation engine is advanced appropriately, and the current state osCMP
saved i.e., the number of packets received by the destination core of each communicatisn flow
recorded. This enables the NoC-simulation to accurately resume at itswesation. Note that the
dotted outline of the NoC-simulation block (in figure 43(a)) signified this step simulates the runtime
NoC-behavior and is not needed when utilizing our framework on real hardware, Nd@ratency, m

the presence of possible run-time congestion, for a communication event canybebéaisied after the

communication event finishes.

7.5.2 Determination of Application-schedule

Given a specific execution environment for the CMP (includingutlydevel, available power-slack, and
variation-profile), the objective of the application-schedule determination heusdstd maximize the
overall DoP, while simultaneously considering all applications in the service-caradiesatisfying
application-frequency and -reliability constraints. Figure 43(b) shows the dsigof this heuristic.
Starting at the least possible DoP value of zero (DoP of zero leaves the mpplicahapped at the
current time) applications are considered cyclically for hiking of DoP to their next higher wétideel.
Here, to extract maximum performance from the CMP, we choose applications for hikiog aof order
of their compute-intensiveness, because of the relatively smaller commumicdélay and
communication power overheads for compute-intensive applications at higher DoPs. Also, agphike
DoPssymmetrically across all applications because execution of an applicatemeislly more energy-
efficient at lower DoPs (due to lower parallelization and communicatienheads), i.e., running four
applications simultaneously, each with DoP=4, is typically more energy-efficientithamg them one

after the other with DoP=16 each.
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To produce an optimal mapping for the application under consideration (with ficspaxd?), the
following steps are performed) integrated tile-selection and tagktile mapping given the task-graph
for the current DoP (section 5.2.1); afi communication-flow routing and delay/power analysis
(section 7.5.2.2). After the above steps, the mapping is evaluated for overall povintfoand
reliability of the applications. Satisfaction of the application-frequency comtstrare also checked
during the tile-selection and application-mapping step. As shown in figure 43bpafR-hike of any
application could fail due to potential violation(s) in application-frequecaystraints, application-
reliability constraints, orDS-Pc. When an attempted DoP-hike is stalled for any application, its
stop_hike_flags set to preclude it from future DoP-hike consideration, and the feasiplgimg with the

preceding DoP is finalized for this application.

7.5.2.1 Integrated Tile-selection and Mapping Heuristic
We first motivate the need for an integrated tile-selection anetdasik mapping approach with a small
example. Given th&;-map for a die, the maximum frequency that each core on the die can be reliably

clocked at depends upon tiieas well as th&yq values, and the relationship can be expressed as:

= HVaa-Vp)® oo (7.4)

fmax - CoVad

where,o. andu are technology-dependent constants, @nés switching capacitance of the critical path
[98]. In our approach, we utilize the knowledge of both frequency and leakage-power pifdfieship.
Note that dynamic-power remains unaffectedpyariations and is thus not considered in this step. Our
objective is to find the set of tiles on the mesh such that leakage-powell as wommunication latency

and energy are minimized, while satisfying the frequency-constraint of the application bpipednm

Figure 44 shows an illustration of our approach for a 4x4 mesh-based CMP. The application of DoP equal
to 4 (shown in figure 44(b), with a frequency constraint of 1.9GHz can only be mapped on to feasible tiles
that satisfy its minimum frequency constraints (as shown in figure 4&{glire 44(c) shows a mapping

that exclusively minimizes the communication overheads in terms of laggcgnergy by minimizing
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the communication Manhattan distances (MDs) for inter-task communication laaswaemory (MC)
communication. On the other hand, figure 44(d) shows an application-mapping solution thavedyclus
minimizes the computation leakage-power power by choosing tiles with minieakage from the chip-

leakage-profile shown in figure 44(a).
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Figure 44: Example of our integrated tile-selection and application-mapping heuristic: (a) leakage
power map and feasible mapping tiles for application frequency constraint of 1.9 GHz; (b)
application task-graph with app-DoP = 4; (c) a solution minimizing communication energy/latency;
(d) a solution minimizing computation energy; (e) our proposed solution.

Figure 44(e) presents our solution. Let us assume that tasks T1, T2, and T3 have already bed@asnapped
shown) using a mapping cost function that considers both the core leakage power and tthg resul
communication overheads. Now, tile A and tile B, both of which correspond to the sarfia tdins of

number of hops) from the appropriate MC and similar leakage powers, aredfeasilidates to map the

166



task T4. But the two candidates produce significantly different trdbtprint (raffic-fp) on the

underlying NoC fabric as shown in figure 44(e), wheaéfic-fp is calculated as:
traffic-fp = > v iows MDxcomm. volume ..... (7.5)

Mapping T4 to tile A reduces the communication latency and thereby the applicattones. Note that
in this example the communication volumes to and from the MCs are ignored as thaef M®#\ and
tle B from the appropriate MC are equal. Note also that tth#fic-fp metric can only consider
communication flows associated with tasks that have already been mapped, in addaimmtmication
flows to and from the appropriate MC. Our approach therefore is able to intdyligesde-off
communication overheads with computation energy, considering leakage power as well aaffitoC

footprint during the tile selection step.

Now, we present the details of our integrated tile-selection and mappiraelppihe pseudo code
of the heuristic is shown in Algorithm 7.1. The problem-objective is to optimize both the compatadi
the communication profiles of the applicatioto be mapped, given the application characteristics (task-
graph,app-DoR f;, MC)) and the CMP-platform characteristics (power-slagl, variation-profile) at
current timet. We first sort the tasks in decreasing order of communication volumes §iragrésgress
volumes), to be mapped in that order (step 1). In order to limit the meraffrg in the NoC, we restrict
our mapping search space to a square region in the CMP-corner adjdiGjr(gtep 2). Note that the
application is not necessarily mapped contiguously within the square region. €hef dfis square
region,Sq_sizeis determined by thapp-DoPor the number of tiles that applicatiomaps to, and can

be expressed as:

Sq_size = max([(\/c X DoP)]Z, min _sq_size) eeene (7.6)

wherec andmin_sq_sizare constants. To avoid frequent application-stalls due to unavailability of tiles

when mapping the smallespp-DoFs, we usenin_sq_sizas the smallest region-size of the search-space.
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Now, we map the first task from the sorted list on to an unmapped tile tisfiesahef; constraint with

the smallest cost C1 (step 3). For mapping the rest of the tasks (step tdffitrép corresponding to
each of the available tiles (meeting theonstraint) within the square region is calculated (step 5) as
explained earlier in this section (Eq. 7.5). Using thesific-fp values, the mapping cost C2 is calculated

for each valid tile, and the task is mapped onto the tile with minimum cost C2 (step 6).

Algorithm 7.1: I ntegrated tile-selection and mapping heuristic

inputs: Application task graph of the appropriate DoP and CMP platform
characteristics at current timet

1: sort the tasks in the order of decreasing communication voldioes
be mapped sequentially in this order
2: designate a square region (of size given by Eq. 7.6) in the CMP-corner
adjoining the appropriate MC for mapping the application
3: map the first task onto an available tile on the square region with the
least cost C1= normalized leakage-power + normalized MD from MC
: for all remaining tasks in the sorted lidt {
compute theraffic-fp w.r.t. already mapped tasks (and MC)
corresponding to mapping the current task onto all available tiles
map the task onto the tile on the square region with the least cost:
C2 = normalized leakage-power + normalized trdfic-
7}

(S

@

output: mapping solution of application task graph on to the CMP die

Theoretical time-complexity analysiBhe size of the square region to be evaluated (for cost C1 or C2) for

mapping each task is proportional to #Ep-DoPand there arapp-DoPnumber of tasks to be mapped.
Also, to calculate theraffic-fp of each candidate tile, up &pp-DoPcommunication flows may have to

be evaluated. Thus, the time complexity for our integrated mapping heuristic woofdth®e order of
O((app-DoP?). Note thatapp-DoPis typically a small integer (between 4 and 16 in our experiments) and

can be treated as a constant.

7.5.2.2 Communication Power Estimation
Similar to numerous prior works e.g., [116], we use low-cost XY-routing to routeothenunication-

flows of applications. Average dynamic power of NoC routers and links (correspotadidifferent
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voltages, communication-loads, and router-sizes), are assumed to be saved in the readromy (
volatile) memory on the CMP die, and accessible by our framework at run-timer Rakizge powers,
estimated from the chip-variation-profile, are added to the appropriate dynamic [@umes 0 produce
the total communication-power for running each application. Based on the attdgefgxecution-times)
of routers and compute-cores, the application-reliability is computed using equatigr3.@).1For ou
analyses, the energies and run-times of applications are calculated from componestamoactive-

times.

7.5.3 Complexity Analysis of VARSHA++ Framework

Our application schedule determination heuristic (discussed in section 7.5.2), whichizessthe DoP
of all applications being processed at the curregié¥el, attempts to find mapping solutions for thie
waiting applications for up t{P;| DoP-levels. This heuristic could be required to execute for at Sjost |
(total number of candidaté,slevels) times.$| and|P;| are small constant integers in our experiments.
Also, at any given time, only a small number of applications (up)t@are generally expected to be
processed given the DS-Pc. Therefore, whenever the service-queue is processedamenwnrk, the
number of times that our integrated tile-selection and application-mappingticewasild need to be
invoked is bounded by a relatively small constant integer. As this step, which has the thigiresical
time-complexity in the design-flow, finishes in constant time,a@§¢DoP? (as discussed in section
7.5.2.1), the time-complexity of our framework can be bounded in constant time. In otlosy war
framework is scalable with respect to the CMP-size (number of jlesxd thus amenable for use at

runtime.

7.6 Experiments
Our experiments were conducted usifidl4 different parallel application benchmarks: seven from the

SPLASH-2 benchmark suite [58}Holesky, fft, lu, ocean, radix, radiosity, and raytfa@d seven from
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the PARSEC benchmark suite [56figs, swaptions, fluidanimate, dedup, streamcluster, canneal, and
blackscholes We consider DoPs that are multiples of 4, up to 16, where a DoP of 8 is consigered th
nominal DoP value, as a reasonable trade-off between speed and energy. As desamlisse@very
application has a unique maximum viable DoP beyond which further performance gains @nnot b
achieved. Our task-graphs are modeled based on the inter-core communication characteoizaj4 7]

and based on our observations of traces and communication patterns between the respedto ¢mi

The reliability constraints of different applications are set in the range: 0.99 to 0.999.

We assume the ARM Cortex-A9 processors [37] as the baseline CMP compute baresupport
five operating voltage levelsS§5): 0.8V, 0.9V, 1.0V, 1.1V, and 1.2V. The application-specific energy-
optimal core frequencies range from 1300 MHz to 1900 MHz, based on the level of computty iofensi
the tasks assigned to cores. We consider an 81-core mesh based CMP platformenisiodsr®x9 for
our experiments. The dark-silicon power-constrdd®-Pc) is set to 50W. In our integrated tile-selection
and mapping heuristic (discussed in section 7.5.2.1), we use a value of 1.5 for thet cdirstaqg. 7.6)
when computing the size of the square region to map any application. However, a misimeum
(min_sq_sizeof 16 tiles is used for this region to avoid excessive stalling of applisatit the highest
arrival rates. The delay-overhead ¥g-scaling (PLL lock time) is estimated to be less than 5us, similar
to [105], which is negligible compared to the granularity of applicatiorimast (2-9 seconds each) in

our experiments.

To investigate the applicability of our approach to CMP dies with divexsation-profiles, we use
either 100 or 1000 test-chipd=£100 orN=1000), in different experiments. Thg-maps corresponding to
these test chips are generated using the open-source tool [97] (based on systematic and/ilandom
variation model in [98]). The values of 0.3 and 0.09 are used for the statistioalaméaa standard
deviation of the paramet&k respectively, and a correlation rangg ¢f 0.5 is used (as recommended in
[98]). A normally distributedv; bias, representing the D2D variation component is superimposed on to

theseVr-maps; the standard deviation of the D¥Pis assumed to be 6%, as in [99]. Eaghmap
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represents a 27x27 grid of points corresponding to 9 ring oscillator test-sitsecfocore on the CMP.
For a givenvVr-map, the maximum core-frequencies are calculated by usingrthmax values and the
core-leakage powers are calculated usingwhavg values (out of the @ values per core). The power
values of routers and links (32-bit wide) for different voltages and frequesttciesying communication
loads, for the 32nm technology node are obtained from ORION 2.0 [40]. Note thatutbe power

values obtained are for nomingj, and are scaled for varying values.

7.6.1 Experimental Results

We compare the results obtained from our proposed VARSHA++ framework with those obtaimed fr
using run-time application mapping frameworks proposed in recent prior works [17], #ht6[139]
(VARSHA). A variation- and dark-silicon-aware mapping technique is proposed inwWhéteas [116]
advocates for a traditional area-constrained design approach. We implemented tiheserksido the
best of our understanding. Our experiments considered two unique application-sequencesri8eq-A
Seq-B) that represent an ordering of arriving application instances, with instandemly chosen from
among the 14 applications considered. For each sequence, we vary the inter-arrival sipptisaifon-
instances randomly within the following ranges: 0 to 2 seconds (Seq-1A and SenibBj}, seconds
(Seg-2A and Seg-2B), 0 to 8 seconds (Seq-3A and Seg-3B), and 0 to 16 seconds (Seg-4A and Seq-4B).
We assume =100 application-instan@esany application-sequence. In the first set of experiments, we
consider a set of 100 test-chips, representing different variation-profilesesalts (in figure 45, Table

13, and Table 14) show the mean-values across all 100 test-chips.

Figure 45 presents results comparing VARSHA++ with the frameworks from [17], [116]139d [
The prior works [17] and [116] assume fixed nomiapp-DoPs Our VARSHA++ framework as well as
[139] adaptapp-DoPs in accordance with the application inter-arrival rates to minimize thecapii

service-times. Observe in Table 13 that for both sequences, the aappaDePreduces with increasing
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inter-arrival-rates for both of our frameworks. At higher inter-arrivates when applications with
nominal DoPs cannot be quickly serviced due to E#Pc constraint, our frameworks cut down
application wait-times significantly by reducing DoPs (as shown in figura) 456eq-1A,B and Seg-
2A,B), although the application run-times tend to increase due to the reductiaPs On the other
hand, at lower inter-arrival rates, with on average fewer applications touweedesimultaneously, our
framework opportunistically hikes the application-DoPs to minimize run-t{amshown in figure 45(a) -
Seq-3A,B and Seg-4A,B). In comparison with [116], we obtain on avefage savings in average
service-times with our VARSHA++ framework. Note that maximum savings aréebtevhen the inter-
arrival-rates are most stringent, as shown for Seg-1A and Seg-1B in figure @& a)ommunication-
unaware framework in [17] maps applications on to regions of non-contiguous tiles tdazeptim
computation power exclusively (without consideration of communication tiafftte NoC), resulting in
longer run-times due to longer communication-latencies. Compared to [17], we th&ff savings in

average service-times with our VARSHA++ framework.
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Figure 45: Results of our proposed framework (VARSHA++) vs. frameworks in [17], [116], [139]:

(a) Average service-time per application-instance (wait-time + run-time); (b) Average engy per
application-instance (leakage + dynamic). The bars represent mean values of service-times and
energies across 100 test-chips, while variation in service-times and energies is shown by confidence

intervals.
Our frameworks also opportunistically lowskglevels while ensuring that frequency and reliability
constraints remain satisfied for the set of existing applications. Thétedigverag®/yq metric {/y-avg

represents the average value qf Yhroughout the execution of the entire application-sequence for a

given chip, and is defined as:

v _ ((Vapn XAt1)+(V pp2 XAE2)++-+(V prp XALD))
w-avg — =D ..
Yo Ati

(7.7

where Ati is thei™ time-interval during which th&/glevel stays constant at a value \¢f;, and the
execution of the entire application-sequenctakesp such time-intervals. Table 14 shows the mégn

avg @cross the 100 test-chips for both of our frameworks. In the absence of DVS in [1T]L&hdn our
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implementation of these frameworks, we assume the highest voltage of 1.2V, which is just high enough to

meet all application-frequency constraints across all test-chips.

Table 13: Mean values across 100 test-chips for average DoP per application-instance for [139] vs.
VARSHA++

Seq{Seq{Seq{Seq{Seq{Seq{Seq{ Seq-
1A|2A|3A|4A | 1B | 2B | 3B | 4B

[139] 4.21{5.84|8.54|9.57(4.10|5.47]8.98(10.32
VARSHA++ [4.24]6.49]9.13|9.86(4.13(6.15|9.41]10.70

Table 14: Mean values across 100 test-chips for weighted-averag@ W.ay) for [139] vs.
VARSHA++

Seq{Seq{Seq{Seq{Seq{Seq{Seq{Seq-
1A|2A|3A[4A | 1B | 2B | 3B | 4B

[139] 1.10]1.15|1.09(0.97|1.13]1.16|1.08| 0.95
VARSHA++(1.10{1.13|1.07|0.96/1.10(1.13[1.06|0.94

Although [17] saves on leakage-power dissipation in computation cores by perfaaniation-aware
mapping, it produces solutions with much longer communication paths along witNgigksulting in
highest service times and energy values. In comparison, the variation-unaamewdrk, [116],
consumes higher computation power but minimizes communication latency and energy bygmappi
applications onto contiguous regions (as shown in figures 5(a) and 5(b)). With vapabzoRs in our
frameworks, engy-efficiency decreases with increasing app-DoPs (due to increased communication and
sub-linear increase in computation-performance), while decre¥gifigvels generally cause an increase

in energy-efficiency. Therefore, in figure 45(b), we observe variation in enalggs with different
inter-arrival rates. The maximum energy savings are obtained for thestriogént inter-arrival rates, as
shown for Seg-1A and Seq-1B in figure 45(b), due to opportunistic reduction of Da&PEnd\from

figures 5(a), (b) that our VARSHA++ framework produces on averdg®&% and 29.3% savings in
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mean energy (32% and 27% savings in mean leakage energyjlab%h and 71% savings in mean
application service time (88% and 87% savings in mean application wait-times)[1G} and [116]

respectively.

In general, our proposed VARSHA++ framework, which co-optimizes NoC-communication
(including memory traffic) in addition to leakage-power, results in evehenhi CMP-performance
compared to [139] due to the following reasdfilshigher leakage-power savings generate higher power
slacks enabling execution of applications at higher DoPs on average, thereby cutting dowrcatioappli
service times, an(li) shorter communication-routing paths produce shorter applicatiotinnes; which
in turn enables application-reliability constraints to be satisfied at lowdevels (thus saving even more
power) and higher app-DoPs (thus boosting performance further). The higher averagé’agpyDup to
12.4%) and lowerV,,.,,q values (by up t@.6%) obtained with VARSHA++ in comparison to [139] are
shown in Table 13 and Table 14 respectively. We obtain improvemend3.1%6 in mean application
service time 21.7% in mean wait time) andi3.4% in mean energylé.1% in mean leakage energy), in

comparison to the framework proposed in [139].

We note that for applications with relatively more stringent relighiionstraints, it may not be
possible to support nominal-DoP even at the highgstevel (1.2V). Therefore, when using reliability-
unaware frameworks with no DoP-adaptivity, reliability-constraifte) ©f such applications may be
violated. Table 15 shows the average number of application-instances in®ewigations, across the
100 test-chips for schedules produced by [17] and [116]. With longer routing distancespridiines
more routing resources compared to [116], thus even with the same app-DoPs (naRiggl tbe
estimated failure-rates are greater for [17]. Observe that higher numBervidlations may occur for
high inter-arrival rates. This is due to the higher levels of NoC-traffiigestion and higher execution
times of hardware components with increased die-utilization at higher ajgplicgter-arrival rates. Our

reliability-aware frameworks, both [139] and VARSHA++ framework, result iiRaoiolations because
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of their ability to dynamically reduce app-DoPs as well as hikdewels in accordance with application

reliability-requirements.

Table 15: Average number of reliability-constraint (Rc) violations across the 100 test-chips
obtained using the reliability-unaware frameworks [17] and [116]

Seq-{ Seqq Seq-| Seq-{ Seq{ Seq-{ Seq-{Seq
IA|2A[3A |4A | 1B | 2B | 3B [ 4B
[17] | 13.9]13.9] 13.4|13.4| 13.8| 13.7| 13.7|13.4
[116]] 13.4|13.4]| 7.15]|6.95|12.8|12.8] 7.0 | 5.0

We also perform another set of experiments to investigate the effects ov@dons in terms of
energy-efficiency obtained using different frameworks. As discussed earlier, oewfoaks, both [139]
and VARSHA++, combine a DVS scheme with an application mapping methodology. Thiatéscthe
mitigation of the adverse effects of D2D variations by enabling faster chips to utilize Vgywalues and
slower chips to utilize higher )/ values while satisfying reliability and frequency constraints at all times.
On the other hand, prior works, such as [116] and [17], do not employ DVS in thésatpptmapping
methodology, instead utilizing a fixed high value ofgyMor all test-chips; thereby resulting in
significantly worse energy-efficiencies over the entire set of test-Chips, in this set of experiments,
we select one of our frameworks (VARSHA++) that employs DVS in order tgatetieffects of D2D
variations, and a prior work ([116]) that does not employ DVS to anahgempact of how D2D
variations are addressed by these frameworks. Also, here, we consider a much biggefofest1 €10

test-chips) while considering just one application-sequence, Seq-2A.

Figure 46 shows the average energy consumed per application for all H}@Bige across
VARSHA++ and [116]. The experimental results indicate that for the framework from [figGie
46(a)), where a fixed high value ofiMs set pessimistically for the worst case (highestydues, slower
chips (those with high ¥and lower leakage) could prove to be advantageous as they would be left with

greater power-slack to accommodate more applications at any given time .64 t#sdark-silicon),
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thus resulting in better service-times and energy profiles. We obsertbétexiergy efficiency obtained
using [116] generally steadily reduces as the leakage power of test-chigesesc(going from right to

left in figure 46(a)).
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Figure 46: Effects of D2D variation in terms of average energy/app obtained for 1000 test-chips for
Seq-2A. (a) With [116], performance degradation due to D2D variations cannot be mitigated
efficiently with high V 44, faster chips generally result in much worse energy-efficiency; (b) Due to
intelligent DVS scheme integrated within the VARSHA++ framework, the best energy efficiency is
obtained for test-chips with moderate leakage and performance profiles; (&y.aq distribution with
VARSHA++.
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Conversely, the VARSHA++ framework can intelligently mitigate the advefsetefof D2D variations
resulting in much higher energy efficiency, as shown in figure 46(b). With VARSHéiven aDS-Pc,
faster chips (that also dissipate higher leakage power) can usually utilizeMgwevels to minimize
energy, and slower chips (that dissipate lower leakage power) cae hidjher \{+levels to improve
performance, as shown in figure 46(c). We observe that test-chips with moderate laakiage
performance profiles produce desirable energy results, whereas chips thatleaéytaar too slow yield
worse results, as shown in figure 46(b). Thus, VARSHA++ can more intelligeitijata the adverse

effects of D2D variations resulting in much higher energy efficiency.

7.7 Conclusion

In this chapter, we proposed an application-mapping and DVS framework which representdhene of

first efforts to integrate reliability and variation-awareness in a roe-trariable degree-of-parallelism
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(DoP) based application-scheduling methodology to enhance performance of multi-cenes systhe
dark-silicon era. We combine the traditionally disjoint steps of region-selection datbtale mapping

to co-optimize memory-communication, NoC traffic, and leakage power. Tailoredefiply scaled
technologies, our light-weight runtime framework generates highly optimizedcatiphi-mapping
solutions. Our experimental results show that the proposed framework produces avenggeosh0%-
71% in application service-timed4,3%-38% in energy, and avoids reliability violations unlike state of
the art prior works that suffer from reliability violations in upl# of application instances arriving at

run-time.
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8 ARTEMIS: An Aging-Aware Runtime Application Mapping Framework for 3D NoC-based Chip
Multiprocessors

In emerging 3D NoC-based chip multiprocessors (CMPs), aging in circuits duastdeimperature
instability (BTI) stress is expected to cause gate-delay degradation tledt,uihchecked, can lead to
untimely failure. Simultaneously, the effects of electromigration (EM) induced aging in itiéponires,
especially those in the 3D power delivery network (PDN), are expected to notably chjlifetime. A
commonly proposed solution to mitigate circuit-slowdown due to aging is to hike thly swtage;
however this increases current-densities in the PDN due to the increased power ¢onsumibie die,
which in turn expedites PDN-aging. We thus note that mechanisms to enhanoe lifdtability in 3D
NoC-based CMPs must consider circuit-aging together with PDN-aging. In thieGhapt propose a
novel runtime frameworkARTEMIS for intelligent dynamic application-mapping and voltage-scaling to
simultaneously manage aging in circuits and the PDN, and enhance the performancéirardfifaD
NoC-based CMPs. We also propose an aging-enabled routing algorithm that balances thé dgige o
between NoC routers and cores, thereby increasing the combined lifetime of both. @uvditaralso
considers dark silicon power constraints that are becoming a major design challengdedn sca

technologies, particularly for 3D stacked CMPs.

8.1 Introduction

Bias Temperature Instability (BTI) is the most dominant physical phenomenon thadekghe
maximum switching rate of transistors under long periods of voltage str&8s Rl causes gradual
circuit slowdown over the operational lifetime of an electronic chip. For systeamufactured at
technology nodes below 45nm, BTI-induced delay-degradation can be quite sigiifi@n{120]. The
principal effect of such a circuit-aging mechanism is to increase circaghbid voltage\(y), which
results in higher circuit-delay. From a system-level perspective \sudbgradation causes slowdown in

critical paths of processor-cores and NoC routers, thereby limiting overall system performance.
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Additionally, electromigration (EM) in metal wires on the chip leads to isekanterconnect
resistance over time. This phenomenon is most dominant in power delivery network (RB&Yhat
carry larger unidirectional currents compared to signal wires [12], [13]. The $ecreasistance of the
power-grid results in higher IR-drops in the PDN, which causes further cslmitdown due to
degradation of supply voltagé]. These adverse effects of EM are expected to be particularly severe in
3D chip-multiprocessors (CMPs) that possess limited number of power-pins and higbet dansities
[121]. Also, with process technology scaling, this problem is exacerbated chee reduction in cross-
sections of metal wires, which causes further increase in PDN current-densities [12

To mitigate BTI-induced delay degradation, while maintaining circuit operatianmahimum clock
frequency (i.e., minimum performance level), one solution is to hike the suplphge [124] adaptively
over time based on the degree of circuit-aging. However, doing so increasesaemsities in the PDN
due to the increased power dissipated in the chip as a result of the voltage-hike. High currésg eedsit
up causing faster EM-induced PLading [122], hastening circuit-slowdown. Hiking supply voltage also
increased/r-degradation, further increasing the rate of circuit-aging.

As aging reduces the viable lifetime of current and emerging CMPs, it @snbeg increasingly
important to consider it during the design process. Unfortunately, designaysai@ more focused on
meeting performance requirements, and resort to either using costly hardware gsataloginimize the
effect of performance variations on a die, or employing large supply voltage guardbasisure a
reliable voltage supply, that ends up increasing current densities and shortepitifgtifie. Practical
and low-cost solutions to enhance lifetime are thus becoming essential, espeaihyse 3D CMPs
fabricated in scaled technologies. As noted earlier, such solutions must algectme interdependence
between BTI-induced circuit aging, supply voltage, and EM-induced PDN-aging.

Yet another challenge facing CMP designers that cannot be ignored is the risehip @ower
dissipation. The slowdown of power scaling with technology scaling, due to &eakad reliability
concerns 14], [159], has led to high chip power-densities, giving rise to the dark-silicon phenomenon,
whereby a non-negligible fraction of the chip must be shut down at any givenotigatidfy the chip

181



power-budget. With the extent of dark-silicon increasing with every technokmgration [16], [17],
designs are becoming increasingly power-limited rather than area-limited. Thenefiotime power-
saving techniques such as dynamic voltage scaling (DVS) are of paramount impartaxicact much
needed performance given a stringent chip-wide power-budget.

To simultaneously address all of the abovementioned challenges related to aginglipsipation,
and performance facing chip designers, in this work we propose a nawine aging-aware
application-mapping framework called ARTEMSur framework is intended for 3D NoC-based CMPs
and aims to extend the operational lifetime of these chips, while meké&raatk-silicon power-budget
(DS-PB) and application performance goals. The novel contributions of our work are summarized below
¢ We propose a novel runtime application-mapping and DVS-scheduling framework that caroadapt t

different aging scenarios to extend the lifetime of a 3D NoC-based CMP;

¢ As the impacts of PDN-aging and circuit-aging (for cores and NoC routers) on gyetiemmance are
correlated, our framework considers aging in these key components, unlike any prior hitek, w
making mapping decisions to alleviate system aging;

e Our methodology to evaluate system-aging and the resulting maximum-attainaldempede
accounts for progressive effects of IR-drops due to PDN-ayirdegradation due to circuit-aging, as
well as temperature profiles over the lifetime of the chip;

¢ We design a novel symmetric aging-enabled routing path allocation (SAR) hetoigiioduce a
balanced core-router aging profile to extend the lifetime of the NoC. In addBAR efficiently
trades-off aging with network-congestion in the NoC;

e Our framework also meets chip-wide power constraints, thus finding applicability iangootary

power-constrained (dark-silicon afflicted) multicore designs.

8.2 Related Work
In recent years, several researchers have proposed run-time and design-timegicappiiepping

techniques to address the problem of circuit-aging in CMPs. Tiwari et24l] §uggest mapping high-
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power tasks onto faster (less-aged) cores andptover tasks onto slower cores, thereby “hiding” the
aging in the chip. At the same time, they propose to lessen aging by sbaliagpply voltage or the
threshold voltage. Feng et al. [12%rform “local wear-leveling” by scheduling tasks on cores while
considering circuit-aging in sub-core components. Such Wweeling approaches where “younger” cores
are prioritized over aged cores without considering application-performance (frequegaygments
lead to higher leakage power dissipation as faster cores are also leaidbrempedites aging. Thus, in
the dark-silicon regime where performance is closely tied to power, weantet@thniques are usually

sub-optimal.

More recent works propose aging-aware frameworks that discretize targetelifit the chip into
finer lifetime constraints, and perform runtime management to satisfy defired target lifetime and
system performance goal. For instance, Mintarno et al. [120] use frequency, voltageolargl power
as control parameters to optimize the energy-efficiency of a system while méfdiimge targets.
Paterna et al. [126] propose a linear-programming based task-allocation stdutiptimize energy,
while [127] performs voltage tuning over shorter time-intervals to ragigty constraints over longer
time-intervals. But these techniques are either too time consuming to be vabletime decision
making, or require precise knowledge of future application characteristics, mhbichot be available in
many environments where CMPs are uskalthe best ofit authors’ knowledge, our work is the first
work on lifetime-aware application mapping at runtime that considers thecingbd®DN-aging on the

lifetime of the chip, and is also tailored for the power-constrained dark-silicon design regime.

Aging is also a concern for NoC fabrics. But very few works have investigated -deskgriques that
extend the service life of the NoC fabric. In particular, Bhardwaj et al. [h@2¢ proposed an aging-
aware adaptive routing algorithm that routes packets along the paths that aresbatbrigested and
experience smaller aging stress. But the authors do not consider aging in comgsgit&gnmwork
represents one of the first efforts to extend lifetime of the entire chip by prgdubalanced core-router

aging profile, with our proposed symmetric aging-enabled routing path allocation (SAR) heuristic.
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Figure 47: Example of a 3D package for a 36-core CMP (4x3x3 3D-mesh) with a regular 3D
power-grid that has 108 external power-pins and 108 grid-points per tier (16 grid-points supplying
to each core). Not all vertical branches of PDN are shown, for brevity.

8.3 Motivation

In this section, we illustrate the advantages ofARTEMISframework with the help of a small example.
We consider a scenario in which applications arrive at runtime to be execute&@6aroge CMP with a
core capable of executing a single thread (task) at a time. The example aastxtieead application
being mapped on to the cores of a 3D-CMP at tinvehen a 12-thread application is already executing
on the bottom tier (shown in purple in figure 47). When an aging-aware wear-leveling techsiegi®ha
prior work [124], [125] is used, the application would be mapped to the retdamggion (shown in red)
containing cores with the leag{-degradation, i.e., the region with the youngest cores. Observe that the
vertical PDN branches supplying to this region have high degradation (higheanesisalues due to
past stress). Alternatively, although the green rectangular region has/pabegradation, the PDN IR-
drops sustained by it are lower than the red region. By always prioritiapging of applications on to
the youngest cores, without considering the resulting impact on EM-induced degraddtienPDN,
resistances of already stressed PDN-wires would be further increased, thus ergcd?DiN-

degradation. ThereforddRTEMISconsiders both/r-degradation and PDN-degradation while making
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mapping decisions to limit PDN-degradation while guaranteeing that performanpevaadconstraints

are met on a 3D NoC-based CMP.

Additionally, the maximum frequency of a core is affected by both the PDN IR-drdypsh(affects

V) as well as/r-degradation:
Vaa-Vr)*
fmax = % .....(81)

wherea andu are technology-dependent constants, @nds switching capacitance of the critical path
[98]. Thus, any mapping solution obtained without consideration of the IR-drops expeériBnceres

can potentially lead to undesirable timing-errors.

In summary, the wear-leveling based application-mapping approach (i.e., always chibesing
youngest cores) that is used in several prior works would increase leakagegaMeence temperature,
thus resulting in higher circuit-aging. In addition, higher leakage power dissipabiuld cause increased
supply currents to be drawn from the PDN resulting in higher PDN-aging. In dprARSEMIS
prioritizes older (slower) cores that can support application frequency constrigimastwequiring hiking

of Vyrlevels.

8.4 Problem Formulation

8.4.1 Modeling BTI-induced Circuit Aging

In this work, we model circuit aging effects arising from BTI-induced cirdaijradation, as BTI ka
been found to be one of the most dominant aging mechanisms in emerging semiconductagieshnol
But, our framework is capable of supporting models of other aging-mechanisms (HCI, @ioDBs
well. Velamala et al. [128], P9 have shown that a Trapping/Detrapping (TD) based BTl model is
capable of accurately predicting the degradation under a sequeNggsafsed in the DVS operation.

They have noted that when the supply voltage is changed from a Mghter lower Vyq4, the circuit-
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degradation undergoes recovery; this recovery behavior is not captured by comaleReaction-
Diffusion (RD) models. Therefore, our analysis of circuit-aging over the CMR¥deis based on the
long-term aging prediction model proposed in [128], which accounts for diffé¢sgtdvels over time.
We estimate the effectivél’; increase that a component (core or NoC router) experiences over a time-

interval oft using Eq. (8.2) and (8.3):

AVp(t) = L.[A + Blog(1 + Ct)] . (8.2)
L = K;.exp (_k—i") : {exp (foV;T) .ay + -+ exp (Tf:;T) : as} .. (8.3)

where V, is thei™ Vyrlevel utilized by the component for a time-duratign S is total nhumber of
allowable Vygrlevels, and §+ax+...+as < t. T is the average temperature of the component during
correspondings;. We use parameter-values in Eq. (8.2) and (8.3) from [118], [128]-[130] that are

validated against silicon data.

8.4.2 Modeling EM-induced PDN Aging

To model the phenomena of void nucleation and void growth in every horizontal aralventichip

wire, particularly those in the PDN that are under the most stress, we use the EM model proposgd in [131
for copper (Cu) interconnects in the power grid. Equation 7.4 gives thettimiewhich the void

nucleates:

K¢ 7 [ (6c—0¢n)?QkgT
th=—, K=—|{———] .....(84
i oo g

where,D¢ is the effective diffusivityg. is the critical stresssy is the thermal streseZy is the effective
charge,p is the resistivity of coppel, is the current density in the wire, aBdis the effective bulk
modulus for the Cu-dielectric system. Once the void nucleates at.fitten at an observation ting

the length of the voidl,q is:

De .
Lyoia(to) = (K];]j) eZeffp](to —t,) .....(8.5)
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The length of the void in a copper wire increases with the product ofiedé¢current and the time-
duration for which the current flows through it. The length of the void in determines the increased

resistanceAR) or degradation of the wire, which is given by:

AR =c.Ry(22) ... (8.6)

whereR, is the resistance, constantiepends upon the resistivity and cross-sectional area,anid the

interconnect wire-segment length.

8.4.3 Inputs, Assumptions, and Problem Objective

We have the following inputs to our problem:

> A 3D NoC-based CMP with a 3D mesh NoC, of dimensidis( dim,, dim,) and number of tilebl =
dimxdim,xdim, with each tile containing a compute core and a NoC router;

> A setSof candidate supply voltag¥{y) levels for the chip;

> A chip-wide dark-silicon power budget (DS-PB);

> An application task graph for each application: vertices with task exedirties-on compute cores
and edges with inter-task communication volumes; execution time and volume valuesuaredass
available from offline profiling;

> Degree of parallelism (DoP) of each application, and a seadmissible rectangular/cuboidal shapes
(x, y, andz dimensions) of regions that it could be mappedBg9.{, B.}; €.g., a tuple set {4x1,
4x2x 1, 2x 2x 2} for an application with DoP=8;

> A minimum operating frequency and a maximum execution time constraint for each application;

> A regular 3D power grid, witlpxp grid-points supplying to each core adithxdim,xpxp power-
pins at the top of the 3D-die, and an air-cooled heat sink at the bottom of the 3D-die;
We make the following assumptions in our work:

> There exists ong-one mapping between tasks and cores, i.e., a core can execute only one task

(thread) at any given time;
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> Applications are mapped contiguously on non-overlapping rectangular (on singler tmrpadal
(across multiple tiers) shaped regions of the 3D CMP for inter-applicatidatioso and more
optimized communication-profiles (as recommended in prior works such as [1h6])theead-
migration is not considered;

» A chip-wide supply voltage exists that can be scaled using DVS at runtimee awdrheads of
implementing DVS at a petore granularity are high for systems with very large core count} [115

> Similar to prior-works (e.g., [120], [125], [127]) we assume presence of pragimg-sensors [133],
[134] that provide aging information of compute-cores and NoC routers to our framewoidso
assume voltage-sensors [132] at each power-input (PDN-grid-point) dPati@ that track the
severity of IR-drops (i.e., the degree of PDN-degradation on PDN-paths supplying to that core);

» From the on-chip sensors, runtime sensed data (at a per-tile granularity),drotehreshold-voltage
(V5) distribution and maximum IR-drops, is available after evgrgch the aging models (discussed
in sections 8.4.1 and 8.4.2) emulate runtime readings from sensors on real chijgind/anepoch
as the time-period during which the aging profile of the chip can be assumed to be constant;

> The 3D-CMP chip is rendered unusable (end of lifetime) when an incoming applicati@bie tmbe
executed (i.e., when its minimum application frequency requirement cannot be suppoudeg)afin
the allowed rectangular or cuboidal regions, when there are no other applications running at that time.

Objective: Given the above inputs and assumptions, our objective withRMEMISframework is to

perform runtime application-mapping and DVS-scheduling on a given 3D NoC-based CMP platform such

that the total number of applications executed over the lifetime of tipeighinaximized, while all

application-specific minimum operating frequency- and maximum runtime-constramivell as CMP

platform-specific DS-PB constraints are satisfied.
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8.5 ARTEMIS Framework: Overview

The key aspects of our proposed framework are illustrated in Figure 48. Thedégewlf the chip-aging
profile (updated at the end of each epoch) is continuously utilized in the appliosapping and DVS
scheduling steps. The application-mapping at runtime consists of mapping the appliasktigraph on

to a chosen rectangular- or cuboidal-shaped region of tiles on the 3D CMP admisstmeafoplication
(from the list B, ....Bn}), as well as performing routing path allocation of the intra-application
communication-flows on the 3D NoC. At any given time, the scaling-dowfofia DVS-scheduling to
save power and to limit aging is constrained by the frequency-constraints of tlwatamudi running on

the 3D NoC-based CMP, whereas scaling-ugsefs constrained by the DS-PB.

The ARTEMISframework is executed in two nested proceduig#iging-aware application mapping
and DVS (inner loop); andii) Circuit- and PDN-aging analyses (outer loop). These procedures are
discussed in sections 8.5.1 and 8.5.2 respectively, and the design flows for the two procedi@srar

in figures 49(a) and 49(b).

Service-queue
App- B ARTEMIS
arnvais%: ozl HBas-tine
. scheduling ’_\*J, p
framework pvs o vdd o_w =1
b pins
L e Runtime circuit
oo T aging &PDN IR
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mapping
¥,
|:| Less V-aging 7 A
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[ ] Highvi-agin ; ] : /4
Sl ~—— Heat Sink

Figure 48: Overview of ARTEMIS runtime aging-aware application-mapping and DVS-scheduling
framework
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8.5.1 Aging-aware Application Mapping and DVS Scheduling
During each epoch at runtime/e assume that applications arrive for execution on the 3D NoC-based

CMP. Suppose a sequence¢a@pplications arrives in an epochRTEMISis responsible for mapping
theser applications onto the CMP during the epoch. If an application cannot be mapped immadiatel

it arrives, it is kept in a service queue, and mapped at a later time. We assuméngrofdéks service-

gueue on a first-come-first serve basis (although a priority-based processing approach coeldsasdp b

At the end of the epoch, aging information is updated from the on-chip circuit-aging sensors as well as the
voltage sensors to be utilized BWVRTEMISduring the next epoch. Subsequently, a new application
sequence is serviced at the start of each new epoch, and this process continues until the end of the lifetime

of the 3D NoC-based CMP.

To keep track of cumulative CMP-execution-time, we utilize a local time cofantéhe application-
mapping and DVS scheduling procedure (inner loop) that is reset at the start epeelchand a global
time (outer loop) that is augmented by the local time at the end of each epoch. At the start of an epoch, the
application-service queue is initialized to point to the first applicatqp (ptr=0), and the local time is
initialized to zero, as shown in figure 49(a). During the execution of the application-seqhersmyice-
gueue is triggered, (i.e., new applications are serviced) when an application arraregxsting one
terminates. Once the service queue is triggered, an application instance is renmovte ffront of the
gueue and processed in the aging-aware mappingvanselection phase (figure 49(a); discussed in
section 8.5.1.1). Applications from the queue continue to be processed oneibyil an “application
stall” is detected. An application in a service queue can be stalled only due to the following reasons: (i)
available tile constraints on the 3D-d{@) DS-PB constraint{iii) application frequency constraints for
the given degradation profile of the 3D-CMP. Note that if an application is stalled when there are no other
applications running, i.e., the chip-degradatidi (@nd PDN-degradation combined) precludes it from
meeting the application-frequency constraints, the 3D NoC-based CMP is considered asmasiaioig

and has reached its end of life.
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Figure 49: ARTEMIS design-flow: (a) Aging-aware application-mapping and DVS scheduling
(inner loop; section 8.5.1); (b) Circuit- and PDN-aging analyses (outer loop; section 8.5.2). The
boxes with dotted outlines are used as part of our aging-simulation framework; however these steps
are not required on real hardware where runtime aging information is assumed to be available

from on-chip sensors.

When an “application stall” is detected or the application-service-queue becomes empty for the

current epoch, the application(s) that have been processed by the mapping/selection quaseddn
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section 8.5.1.1) are mapped on to the appropriate tiles chosen by the phasetietlfliscal time),
either one or more new applications are mapped on to the 3D-CMP or an application just éied (w
triggered the service-queue), thus the steady-state computation-profile (i.e., te-palues, the
resulting supply currents in the PDN, and thermal-profile) of the 3D-CMP changesalliatevthe new
computation-profile, given the tile-power-distribution, thermal-analysis is pegfbrim re-evaluate the
thermal-profile (at per tile granularity) and PDN-analysis is perfortnexyaluate all the branch currents
and voltage-drops at all grid-points in the PDN. Also, a worst case IR-drop VECHR-drop, which is

the maximum voltage-drop out of all grid-points supplying to a tile) is eteduar each of thé\ tiles.

The WCIR-drop value is updated for each tile (at every change of computation-profile)hevehip-
lifetime and continuously used to calculate the maximum-frequency of the tile ¢ioemVyy) in the
application-mapping step. The thermal- and PDN-analysis is discussed in sections 8.5.1.2 and 8.5.1.3,

respectively.

After the mapping/selection phase, thermal-analysis, and PDN-analysis, the updatechttmmput
profile including currentl], voltage V), and temperaturd] values, as well as the WIB-drop values in
the time-window; for this (") computation-profile, is saved in tegstem-statsas shown in figure 49(a).
Additionally, if one or more applications are mapped at the current localtimeagctivetimes (AT’s) of
compute-cores and NoC routers are calculated for each newly mapped application. Foe etingseil
AT’s could be represented as {Cj, R, t}, whereC; andR take values of ‘1’ or ‘0’ depending on whether
the corresponding compute-core or router is active during the time-witidbkese AT’s for compute-
cores and routers are also savedystem-statsThe system-stats for all time-windows for the entire

epoch are eventually utilized for aging-analyses (in the outer loop) at the end of theepootn

After updating system-stats, local time is advanced to the next applicationtimeshand the
corresponding application is completed, (figure 49(a)). As part of our DVS stitatexave power and
limit aging, on completion of any application, we rediggto the lowest allowable level that would not

introduce any violations in frequency constraints of existing (already running) applications.
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8.5.1.1 Application-specific mapping and Vy-selection
For the application under consideration, this phase consists of three (9tepsuit- and PDN-aging
aware region selection angi+selection,(ii) communication-aware tas&-tile mapping, andiii) NoC

routing path allocationNVe describe each of these steps below.

(i) Circuit- and PDN-aging aware region selection and voltage-selectlanour framework, an
application with a given DoP can be mapped on to rectangular or cuboidal regitres3ih €MP, with
shapes to be chosen from a pre-defined IBt.{, B,} for that application. All intra-application
communication is contained within t closed region, thus application-isolation istaima&d and
communication cross-interference is eliminated. Our heuristic in this steatitie V-degradation
profile and the WAR-drop profile of the 3D CMP. The objective is to find the region on the 88hm
(with one of the admissible shapes) so as(ap:minimize leakage-powel(b) minimize EM-induced
degradation of PDN-paths supplying to cores with high W@hops;(c) satisfy the frequency-constraint
of the application by all cores within the regidd) satisfy the DS-PB. In other words, we search for
CMP-regions with most circuit-aging that satisfy minimum applicatieaqdency constraints and have
least WCIR-drops. To this end, we define the following césietion (V) for joint optimization of

leakage-power and PDN-degradation:

¥ = pchor{q. (DB ) p (RERTROL | (87)

max _Vr—nom_Vp max _IR_drop

where Vi is the effective/s andWCHR-dropy is the WCIR-drop of thek™ core within the region of DoP
cores;nom_Vf is the nominal (lowest) effectivér-value of a core with no aging; andand g are
weighting coefficients. We defimaax_\ as the maximunv; value that the core can support for an ideal
(zero) WCIR-drop (at highesVyy) while meeting the frequency-constraint of the application. Similarly,
max_IR_dropis the maximum tolerable W{R-drop for a core for nomina¥r and highes¥Vy. The

pseudo code of our region (shape)-selection\grdselection heuristic is shown in Algorithm 8.1.
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Algorithm 8.1: Aging-aware region selection and Vy4-selection heuristic
Inputs: Vr-profile, WC-1R-drop profile, {By, ..., By}

: while (Vgg < max_\g) do {
for each tile on the 3D NoC-based CMP {
assumehis tile to be the minimum, y, zcoordinates of the region
for each shape ing, ..., By} do {
check if all tiles (compute-cores and routers) satisfyfagguency
if not, go to next shaf® (step 4)
check if DS-PB is satisfied
calculate¥, choose this shape if leaBtAND DS-PB satisfied
}// end for each shape ...
10: }// end for each tile ...
11: if (no valid region foundAND no DS-PB violatioh hike Vg
12:} /lend while
13: if no valid region found, then stall this application

CoNTRONRE

output: avalid region to map the application and Vyy-level, or “stall”

The heuristic performs a simple exhaustive search over all tiles on the 3D-mesh arall over
admissible shapg8,, ..., B,} for the application. Th¥r-profile and WCHR-drop profile inputs are used
for calculating the value of. The region with the lead¥ value that satisfies the frequency-constraints
(with maximum frequency for the selecteg; level calculated using Eq. (8.1)) and at the same time does
not violate the DS-PB (given that existing applications have been running), ieddlmtmapping the
application under consideration. If no region on the 3D-mesh is found to satisfy the frequency-constraints,
we repeat the search for successively highgtevels (which can allow using a higher frequency as per
Eq. (8.1) with a better probability of meeting frequency-constraints) uthiérea valid region with
minimal ¥ is found or the D®B is violated. If no valid region is found, an “application stall” event is

initiated.

We now present the theoretical time-complexity of our heuristic. At Mdis (total tiles on the 3D
NoC-based CMP) are considered for the prospective mapping region. Note that DoP gilitlaticap
(relatively small integec — treated as a constant) number of tiles are to be evaluated for frequency and

leakage-power at each of these iterations. As, the number of candjdieteels|S|as well as the number
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of admissible shapes are expected to be small constant integers, our region-selection step effectivel

runs in linear-time complexity with respect to the number of ie€(cn|S|N.

(i) Communication-aware taslo-tile mapping After the region on the 3D CMP has been selected (of
size equal to application-DoP), our mapping heuristic maps the appropriate appt&sitignaph on to
the CMP tiles. We use a fast and efficient communication-intensive incremaagping approach

(similar to that used in prior works such as [82}]] suitable for runtime application.

(iif) Symmetric aging-enabled routing path allocation (SAR)this step, we map the communication-
flows of the current application on to the designated cuboidal region on the 3bdse@-CMP. We
propose an aging-enabled and congestion-aware routing scheme (SAR) to produce a batnoetkcor
aging profile and extend the lifetime of the 3D NoC. The main objective of SAR nginimize the
number of runtime scenarios where application-mapping on a given cuboidal region idguteiie to
aging in routers. Note that an application can be mapped only if all tiles (edthstiecompute-core and
a NoC-router) within the region under consideration satisfy the minimum appiideequency
constraint. Prior work on aging- enabled routing (such as [102]) considers theéradio@-routers but
does not consider the aging in compute-cores. Such an approach could lead to a somewhat imbalanced
aging within tiles of the CMP, thus potentially preventing application mapping degmable CMP
regions due to excessive aging in NoC routers. SAR on the other hand enables syagimgtricn
individual tiles of the 3D-CMP to extend the service life of NoC routkdslitionally, SAR efficiently
trades-off aging with network-congestion in the NoC by choosing routing paths to izexiaC-
lifetime while leveraging the knowledge of maximum execution time constraiagsplitations, i.e., the
aging metric in the routing cost function is prioritized by varyingreleg, given the time-slack available

for application-completion.

To ensure a low-overhead implementation, path diversity, and deadlock freedom, our routing

algorithm builds on the 4N-First turn model [101] for 3D-mesh NoCs. This roatgayithm is partially
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adaptive, and hence allows the flexibility to potentially select from amontipieuiext hop directions, at
each router. We designed a cost-function for next-hop selection during routing tsatec®orthe
difference between router-aging and core-agingtér_\; — core_\f) values to ensure balanced aging in
CMP tiles. Moreover, as congestion in the NoC-links leads to excessive rdetmg and thus longer
application-runtimes, we prefer allocating flows to links with lesser commiorieeolumes. The
following routing cost function (Ris), which is a linear combination of the two normalized metrics, is

used to make routing decisions at each hop along the path:

(Vr dif ference)—(minimum V1 dif ference ) + ,3 (volume)—(minimum volume)
range of Vr dif ference )

Rt o5t = Qp. range of volume (88)

where, og and fr are weighting coefficientsyr differencerepresentsrouter_\ — core_\f) of the
candidate next hop router, and volume represents the existing communication-volume &loeatsd
while routing previous flows) on the link. SAR selects the next hop with the mimimuting-cost, Rt

given in Eq. (8.8).

Communication delays are calculated from the application-frequency and NoC link béduschaiti
thus the current application-delay can be estimated from the already routediioation-flows. NoC
routers and links in an application region run at the same frequency as the cores in the regiatiofapplica
frequency). Note that the goal of SAR is to extend NoC lifetime while megqijigcation execution time
constraints. Thus, the values of coefficients in Eq. (&8)ndfg, are re-evaluated after routing bac

flow, as shown below:
Pr = {current app. delay}/{o.(app. execution time constraint)} andagr = (1 —fg) ..... (8.9)

Before any application communication flows are mapped to the NoC routers, we stardwdsor
=1 andpr =0. As flows are mapped and the estimated application-delay increases, the vgiue of
increasesdg decreases) proportionally until the applicatit@tey reaches a significant fraction (8) of the

application execution time constraint. At this pojfg €1 andar =0), SAR ceases to be aging-aware and
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routes on paths with minimum congestion exclusively, to meet the execut®mdnstraint of the given

application. Algorithm 8.2 below summarizes our symmetric-aging enabled routing scheme.

Algorithm 8.2: Symmetric aging-enabled routing path allocation
Inputs: Task-graph, execution time constraints, minimum frequency, task-
mapping of current application, Vr-profile of compute-cores and routers

1: Initialize ar=1 and Br =0

2: for all communication-flowslo {

3. for all hops on the minimal patio {

4: choose the next hop with the leas{.R{equation 8)

5. }update or and Br (equation 9)

6:}

output: all flows of the application allocated on the cuboidal CMP- region

Note that the given application is executed on the actual 3D-CMP platform terlyhesf analysis for
routing path allocation is performed. The turn model rules are implemented imoe#ehusing simple
combinational logic. The next hop selection information at each NoC routirésl sn small next-hop
routing tables that enable quick selection of the most appropriate next-hdpditeEssed on the source
and destination of a packet. Even for the largest sized, 32-threaded applicaippesironto a {4x4x2}
cuboid on the 3D-CMP platforms we considered, we found that the upper bound on number of
communication-flows (with unique source-destination pairs) needed to be routed through arig 6ayte
with our 3D turn-model based minimal routing scheme. Thus, a NoC router 83D BMP would need a
next hop table of up to 64 entries. Assuming 2 bits for the output port and f@rbitee source and
destination each, the footprint of the NoC routing table is only 896 bits. Tleusatdware overheads of

implementing SAR are quite reasonable.

8.5.1.2 Thermal-analysis and evaluation

To perform thermal evaluation of a given computation-profile in our framewaekutilize the open-
source thermal emulator 3D-ICE 2.2.5 [71] which supports steady-state thermal aféd{EikCs with a
conventional air-cooled heat-sink. For the given power-profile, the tool outputs th&ergreratures

(T’s) on the 3D die.
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8.5.1.3 PDN-analysisand evaluation

The supply current drawn by each core is calculated from the core-power and\¢yfltevel. Given the
supply current requirements of ti cores on the 3D-CMP, we created a linear programming (LP)
formulation and used Ip_solve [75] to solve for the grid-point voltages and auflfemtng in the 3D
regular power grid. This enables the updating\dt{1’s} in the power-grid and WCHR-drops of cores in
the 3D CMP, for the given time-window)(of the computation-profile. APPENDIX | gives a more

detailed discussion of our LP formulation, including elaboration of constraints and equations.

8.5.2 Circuit- and PDN-Aging Analyses

In the outer loop of our framework (figure 49 (b)), we util@etem-statgenerated by the inner loop
over the last epoch to perform aging-analysis at the end of the epoch. Given the system-s¢tats for
last epoch, this analysis is used to calculate the rise in effagtivalues f7+’s) of all cores and NoC
routers on the 3D CMP, as well as the rise in resistance valR&sy 6f all vertical and horizontal PDN-
branches, using the circuit- and PDN-aging information. The BTI-induced ciging-af compute-core
and NoC router components are calculated (discussed in section 8.4.1) usligatiteT’s experienced

by these components during all of their AT’s over an entire epoch. The EM-induced PDN-degradation in
PDN-branches (discussed in section 8.4.2) is calculated Usingr all computation-profiles of the
epoch. As effects of EM are far less dominant in signal interconneetgared to PDN-interconnects

[12], [13], we ignore EM-induced aging in the NoC-links.

Note that the active-time windows of compute-cores and rou&ts R’s, t’s} may not be aligned
with the chip-wide computation-profile windowsV¥, T’s, I’s, t’s}; therefore, in circuit-aging
calculations, the component AT’s are required to be split into multiple time-windows where computation-
profiles change. Also, at the start of the very first epochRtkeind V+’s are initialized with nominal
values representing no degradation and ARé& and 4V+7’s are initialized to zero-values. Lastly, the

updated aging profiles are leveraged to make mapping decisions in the ne