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## APPENDIX A

## PREL IMINARY DESIGN STUDIES

BY<br>A. D. WATT,<br>R. F, LINFIELD,<br>G. L. WILCOX,<br>AND<br>S. KARAKI

Preliminary system designs and analyses were made of specific configurations to establish limitations on the ranges of design parameters for practical solar thermal power plant systems. These 1 imits were used as constraints for the optimization and dynamic simulation programs. From the preliminary system designs, subsystems which significantly affected capital costs of solar power plants were identified. Also, the effect of cost and performance factors on energy costs were examined.

The cost of electrical energy produced was estimated for solar plants located at Albuquerque, New Mexico using statistical hourly distributions of insolation for the year 1959. Materials and equipment costs were based on 1972-1973 prices, a rate of capital amortization of 16 cents per year per dollar was used, and all electric energy produced was assumed to be utilized in an electric network.

Collector costs were not investigated in detail for the preliminary designs. Therefore, a range of anticipated costs per unit area of collector was used to determine energy costs. The results indicated the range of collector costs which must be achieved for the solar plant to be competitive in bus-bar energy costs with conventional plants.
2.0 METHOD EMPLOYED

The method used to develop preliminary design concepts and to evaluate the performance of each system involved:
(1) Reviewing and selecting environmental and operating conditions for Albuquerque, New Mexico.
(2) Conceptually assembling a number of feasible solar power plants from compatible subsystems.
(3) Evaluating performance and cost trade-offs for the subsystems for a range of operating conditions.
(4) Determining the performance and system costs per unit of output power, and identifying major cost factors which affected energy production costs.
(5) Examining the effects of varying plant size and operating temperatures on energy costs.

### 2.1 Basic Plant Types Considered

Three types of solar thermal electric power systems were considered. They were:
(1) A low temperature $\left(150^{\circ} \mathrm{C}\right)$ flat-plate collector system in which the heat was transported by pressurized water. To achieve this temperature, collectors consisting of clear honeycomb between the absorber surface and cover glass with back insulation were designed. Orientation was assumed to be fixed at an azimuthal tilt equal to the latitude.
(2) A medium temperature $\left(255^{\circ} \mathrm{C}\right)$ concentrating collector system (with a concentration ratio of 20 ) in which the heat was transported by steam. The collector consisted of a parabolic trough tilted to the latitude with single axis tracking.
(3) A higher temperature $\left(350^{\circ} \mathrm{C}\right)$ system employing two axis tracking reflectors concentrating solar radiation on a central absorber mounted on a tower. Multiple tower plants were included in the analysis to achieve reductions of energy costs.

## 2,1.1 Preliminary Design Conditions

The design conditions used are tabulated below.

| Location: | Albuquerque, Ne: Mexico |
| :--- | :--- |
| Insolation: | Statistical distribution derived from |
|  | 1959 measurements of total solar flux |
|  | density on a horizontal plane. |
| Ambient Temperature: | $10{ }^{\circ} \mathrm{C}$ |
| Sky Temperature: | $-5^{\circ} \mathrm{C}$ |
| Wind Velocity: | $5 \mathrm{~m} / \mathrm{s}$ |
| Storage Time: | Adjusted to obtain minimum energy costs. |
| Rated Capacity: | Varied to obtain minimum energy costs. |
| Collector Cost: | A parametric variable to establish re- |
|  | lation to energy costs. |

### 2.1.2 Performance and Cost Trade-Off Relationships

Preliminary performance and cost trade-offs were made for subsystems using the design parameters for the three preliminary systems
that were selected. Estimated performance and costs are expressed graphically in terms of the most significant system parameters. The performance curves were derived from theoretical and experimental data available in the literature. Subsystem costs per unit of power output were developed from discussions with material suppliers, component manufacturers and consultants in areas of interest. When the necessary data were not available, subsystem costs were derived using escalators on the basic materials costs and multipliers on cost estimates for the specific designs. Collector performance curves were used to determine collector efficiencies and to estimate available heat from solar radiation for a particular operating period. An important component in system cost is the cost of collectors. Rather than to provide detailed costs for collectors at this stage in the analysis, the cost for electric energy was expressed parametrically with unit collector costs. A range of 40 to 80 dollars per square meter was estimated to bracket the range of realistic collector costs.

The performance of a flat-plate honeycomb collector and a parabolic trough collector is shown in Figure 2-1. Thermal power output per unit area from the collector is shown as a function of incidet solar flux density for the specific heat transport fluid temperatures chosen for these preliminary designs. The flat-plate collector was assumed to have a 5 cm . deep transparent honeycomb between the absorber surface and the glass cover. The absorbing surface was assumed to have an absorptivity of 0.95 and emissivity of 0.9 . The back side was insulated with 10 cm . of glass wool. The parabolic trough collector had a concentration ratio of 20 , intercept factor of 0.85 (the fraction of incident light intercepted by the absorber), surface reflectance of 0.75 , absorptivity of 0.9 . The transmissivity for the glass envelope
around the absorber tube was 0.95 , with a selective coating having an emissivity of 0.2 . The ambient temperature was assumed to be $10^{\circ} \mathrm{C}$ and sky temperature, $-5^{\circ} \mathrm{C}$.

To determine heat transport costs and land costs, it was necessary to determine collector spacing in the field layout. Assuming that collectors are distributed in rows (east-west) and columns (north-south), the spacing between rows will be a function of latitude for polar mounted collectors, for no shading interference between rows. Spacing between columns is a function of the time of day, or hour angle. The spacing factors between rows, $F_{1}$, and between columns, $F_{2}$, are expressed in Figure 2-2 as functions of latitude and hour angle respectively.

Performance and cost estimates for the heat transport system were developed for different thermal power levels for both steam and pressurized hot water systems using a computer program as described in Appendix F. At each power level, the pipe size, flow rate, insulation thickness and costs associated with piping, pumping power, insulation and heat loss were calculated for the total transport system including the feedwater return. The results which are tabulated in Appendix $F$ were used to determine heat transport costs as a function of field geometry.

The flat-plate collector system was designed for pressurized water transport with a heat exchanger boiler to generate steam to operate the turbine. Estimates for heat exchanger costs per unit of thermal power, as a function of inlet temperature and parametric in $\Delta t$, the difference between input and output steam temperatures, are shown in Figure 2-3.

A steam accumulator storage subsystem was assumed for each system.


Figure 2-1 Collector Performance.


Figure 2-2 Collector Field Spacing Factors.

Estimated unit costs of steam accumulators and pressurized water storage units as a function of inlet temperature and parametric in $\Delta t$ are shown in Figure 2-4. The efficiency of the storage subsystem was assumed to be 0.99 for each case. Different storage times were considered to evaluate its impact on electrical energy costs.

A Rankine-cycle turbine was selected as the prime mover. Cycle efficiency as a function of inlet steam temperature for a condensate return temperature of $50^{\circ} \mathrm{C}$ is shown in Pigure $2-5$. The efficiency of the turbine-generator for multi-stage axial units as a function of percent operating load is given in Figure $2-6$. Turbine-generator costs per unit of power output as a function of rated electrical generating capacity are shown in Figure 2-7. A tabulation of design parameters used to calculate the performance of the three basic system configurations is given in Table 2-1.

### 2.3 Solax Plant Capital Costs

The total area of collectors in square meters, $A_{c}$, required for a given installation was obtained from the relation

$$
\begin{equation*}
A_{c}=\frac{P_{r} R}{I^{\prime} n_{c} n_{t r} n_{s} n_{R} n_{t g}}=\frac{P_{r} R}{I^{\prime} n_{0}} \tag{2-1}
\end{equation*}
$$

where
$\mathrm{P}_{\mathrm{r}}$ is the rated electrical generating capacity for the plant in kW
R is the ratio (with $\mathrm{I}=\mathrm{I}^{\prime}$ ) of collector output to rated turbine
input
It is the reference solar flux density $\left(1 \mathrm{~kW} / \mathrm{m}^{2}\right.$ ) for a typical
clear day
${ }^{n_{c}}$ is collector efficiency with imput $\mathrm{I}^{\prime}$ (Figure $\left.2-1\right)$
$n_{t r}$ is transport efficiency (Table $\left.2-1\right)$
$n_{\mathrm{S}}$ is storage efficiency (Table $\left.2-1\right)$
$n_{R}$ is Rankine cycle efficiency (Table $\left.2-1\right)$


Figure 2-3 Heat Exchanger Costs


Figure 2-4 Storage System Costs


Figure 2-5 Turbine Cycle Efficiency as a Function of Inlet Temperature.


Figure 2-6 Turbine-Generator Efficiency as a Function of Operating Point. Ratad Power Level $=80 \%$; Maximull Dower level $=100 \%$.


Figure 2-7 Turbine-Generator Costs
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$$
\begin{aligned}
& \begin{array}{l}
\text { Storage and Exchange } \\
\text { Heat Exchanger } \Delta T \\
\text { Heat Storage } \\
\Pi_{s}
\end{array} \\
& \text { Heat Engine and Generator } \\
& \text { K7tordey parey } \\
& \text { Waste Heat Disposal } \\
& \text { Condensate Return Temperature } \\
& \text { Cooling Towers }
\end{aligned}
$$

Control
Collector Tracking
$\pi_{\mathrm{tg}}$ is turbine generator efficiency (Table 2-1)
$\pi_{0}$ is overall efficiency

The reference solar flux density $1^{1}$ was assumed to be $1 \mathrm{~kW} / \mathrm{m}^{2}$ for the flat plate configuration which accepts both direct and diffuse radiation and $0.9 \mathrm{~kW} / \mathrm{m}^{2}$ for parabolic trough and the tower/heliostat systems. Numerical values for the parameters are listed in Table 2-1 with $\pi_{\mathrm{c}}$ shown in Eigure 2-1. Collector costs were obtained by multiplying the collector area $A_{c}$ by the cost per unit area. Values of 40 and 80 dollars per square meter were assumed.

The area of the collector field, $A_{f}$, is equal to the collector area divided by the spacing factors. Land costs were assumed to be 0.05 dollars per square meter which corresponds to 200 dollars per acre.

To calculate the piping required for the distributed collector systems, a square piping gríd was established for the field. Assuming each collector to have the dimension of 2 m by 4 m , or $8 \mathrm{~m}^{2}$, there are $A_{e} / 8$ collectors connected to the grid, Power levels for major sections of the grid were selected and unit costs of piping, which include insulation and return line costs were multiplied by the length of line neceszary for each power level. The total piping costs were multiplied by a factor of 1.5 to account for materials transport and construction costs at a remote site,

For the system using flat-plate collectors the heat exchanger costs in terms of rated capacity were determined by dividing the unit Costs given in Figure $2-3$, for the specified operating temperature, by ${ }^{n} s^{n} R^{n} t g$.

Heat storage costs per hour of storage time were determined by dividing the unit costs obtained from Figure $2-4$ by $n_{R^{n_{t g}}}$. Total
storage costs depend on storage time selected. Turbine generator cost were obtained by multiplying the costs shown in Figure $2-7$ by the rated generating capacity of the plant and adding 50 percent for cost of installation.

For the preliminary system evaluation, a cost of $\$ 28.00 / \mathrm{kW} \mathrm{e}^{\text {wat }}$ assumed for the cooling subsystem. This corresponds to costs of $\$ 6.00$ of thermal capacity.

Estimates for the cost of site preparation, buildings, ancillot equipment, pumps and controls were assumed to increase with storage ti A summary of the preliminary plant costs obtained for the three basic system configurations is given in Table 2-2.

### 2.4 Electrical Energy Costs

The total cost of energy, $R$, produced at an electric power generating plant is given by

$$
\begin{equation*}
R=R_{c}+R_{f}+R_{o}+R_{m} \tag{2-2}
\end{equation*}
$$

where $R$ is the cost of electrical energy in cents per $k W h{ }_{e}, R_{c}$ is the capital investment component, $\mathrm{R}_{\mathrm{f}}$ is the fuel component, $\mathrm{R}_{\mathrm{o}}$ is the oper ating component, and $\mathrm{R}_{\mathrm{m}}$ is the maintenance component. The capital investment component was calculated by

$$
R_{c}=\frac{C_{p}}{P_{\mathrm{r}}} \frac{r_{\mathrm{a}}}{8760 C_{f}} \quad\left(\$ / \mathrm{kWh}_{\mathrm{e}}\right)
$$

where $C_{p}$ is the plant capital cost which includes direct costs of materials, installation, and indirect costs such as interest during construction, A\&E fees, contingencies and spare parts. The fuel, operation, and maintenance costs are usually considered separately.

The rated plant capacity, $P_{r}$, in $\mathrm{kW}_{\mathrm{e}}$ and $\mathrm{r}_{\mathrm{a}}$ is a fixed annual charge in cents/year per dollar, and includes cost of money, depreciate insurance and taxes. This amortization rate varies from year to year, but for 1973-1974 is between 16 and $18 \phi /$ year per dollar. The number 8760 is the total hours in a year. The capacity factor $C_{f}$ is the ratio of actual power generated to the amount it is possible to generate, cont sidered on an annual basis.

The relationship between plant cost, capacity factor, and capital component of energy cost is shown in Figure 2-8. For a convention coal powered plant $C_{f}$ may be as large as 0.9 , if the down time for matin tenance and repair is small. Capacity factors of 0.8 are more typical for nuclear plants and 0.25 is typical for gas turbines which supply peaking power. The cost of power generation at typical conventional power plants, including fuel costs, is shown in Figure 2-9 using the Franklin Institute (1972) data.

The capacity factor for a solar plant may be expressed by

$$
\begin{equation*}
C_{f}=\frac{Q_{e} C_{r}}{P_{r} \times 8760}, \tag{2-4}
\end{equation*}
$$

where $Q_{e}$ is the potential electrical energy produced in $k W h / y e a r$. Bes

$$
\begin{equation*}
Q_{e}=A_{c} \quad \int_{1 \text { year }} I n d t \tag{2-5}
\end{equation*}
$$

and $C_{r}$ is a system reliability factor;
then

$$
\begin{equation*}
C_{f}=\frac{Q_{\mathrm{rad}}^{\prime}{ }^{\eta} e^{A_{c}}}{P_{r} 8760} \tag{2-6}
\end{equation*}
$$

where $I$ is the effective incident solar flux density in $\mathrm{kW} / \mathrm{m}^{2}$ which


Figure 2-8. Capital Investment Component of Electrical Energy Costs.


Figure 2-9 Electrical Energy Costs from Oil-Fired, Gas and Nuclear form Plants
is a function of location and collector orientation. When integrated over the year, this yields the yearly average input energy density Q rad in $\mathrm{kWh} / \mathrm{m}^{2}$-year. The effective average overall plant efficiency over the same period is $n_{e}$. The total area of the collector field is expressed by $A_{c}$ in square meters. The installed cost for the collectors of a solar plant is $C_{c} A_{c}$, where $C_{c}$ is the unit collector cost in $\$ / \mathrm{m}^{2}$.

Substituting $C_{C} A_{c}$ for $C_{p}$ in Equation (2-3) and the capacity factor determined by Equation (2-6) yields the collector component contribution ( $R_{c c}$ ) to the capital energy cost.

$$
\begin{equation*}
\mathrm{R}_{\mathrm{cc}}=\frac{\epsilon_{\mathrm{c}}\left(\mathrm{ra}_{\mathrm{a}}\right)}{Q_{\mathrm{rad}}^{\prime} n_{\mathrm{e}}} \tag{2-7}
\end{equation*}
$$

Preliminary insolation data from Albuquerque, New Mexico, (1959), indicated $Q_{\text {rad }}^{\prime} \approx 7 \mathrm{kWh} / \mathrm{m}^{2}$-day or approximately $2580 \mathrm{kWh} / \mathrm{m}^{2}$. year. Using this value and assuming $r_{a}=16 \$ /$ year per dollar,

$$
\begin{equation*}
\mathrm{R}_{\mathrm{cc}}=0.0062 \frac{\mathrm{C}_{\mathrm{c}}}{\mathrm{n}_{\mathrm{e}}} \tag{2-8}
\end{equation*}
$$

The solution to Equation $(2-8)$ is shown in Figure 2-10. Cost corrections are required for different locations where $Q_{\text {rad }}^{\prime}$ differs from the yearty average of $7 \mathrm{kWh} / \mathrm{m}^{2}$-day and for different collector capture potentials which depend upon collector orientation.

## 2,4.1 Plant Capacity Factor

The capacity factor is the ratio of the total annual energy ouput to the rated annual production from the plant. The total annual energy output for each of the three systems was obtained using the relative probability distribution shown in Figure 2-11. The frequency

## Collector Cost, $\$ / \mathrm{ft}^{2}$



Figure 2-10 Collector Component of Electrical Energy Costs


Figure 2-11 Relative Probability Distributions of Solar Flux Density (Data for 1959 at Albuquerque, N. M.).
distributions are for a flat-plate collector fixed at a tilt angle equal to the latitude and for a polar mounted parabolic trough at fixed tilt angle with single axis tracking. They were calculated from the 1959 Albuquerque total insolation measured on a horizontal surface and corrected for collector orientation and diffuse radiation. For the flat-plate collector, 2920 hours of the total insolation (direct and diffuse) for the year were found useful. For the parabolk trough, when spacing between collectors was assumed to cause shadowing for hour angles greater than $60^{\circ}$, only 2702 hours had significant direct insolation.

The method used to calculate the total energy output is demonstrated in Table $2-3$. The midpoint values of the solar flux density in each interval were used to establish the values shown in Row $A$. Thi probability that the solar flux density occurs in that interval during the year is tabulated in Row B. The average flux density in each interval is obtained by multiplying values in Row A by the probability in Row B and is shown in Row C,

The thermal power out of the collector, in Row D, is determine from Figure 2-1 for each interval value. The average thermal power fro the collector is calculated by multiplying values in Row D by the probability density in Row $B$, as shown in Row E. The annual thermal energy output per year in Row F is obtained by multiplying Row E times 2702, the number of useful hours in a year for the parabolic collector

The turbine operating point, in terms of percent of full load, is given in Row G and the efficiency from Figure 2-6 is tabulated in Row H. For a steam temperature of $250^{\circ} \mathrm{C}$ the Rankine cycle efficiency is 0.30 from Figure 2-5. Overall turbine-generator efficiency for eacl


* Ratio of hours in interval to total hours of sunshine, 2920 hours for total and 2702 hours for direct radiation.
interval is given in Row I. The annual electrical energy produced in each interval is given in Row $J$.

The annual insolation per unit area is obtained by summing the values in Row C and multiplying by the number of hours of useful insolation which occurs during the year.
$\Sigma$ Row C $\times 2702=2380 \mathrm{kWh} / \mathrm{m}^{2}$-year
The average thermal output is given by
$\Sigma$ Row $F=1283 \mathrm{kWh} / \mathrm{m}^{2}$-year
Therefore, the effective collector efficiency for the year is

$$
n_{c}=\frac{1283}{2380}=0.54
$$

The total annual electrical energy produced is the sum of the values in Row J.
$\Sigma$ Row $J=268 \mathrm{kWh} \mathrm{e}^{2} / \mathrm{m}^{2}$-year
The average turbine-generator efficiency is then
Ave. $n_{R} n_{t g}=\frac{268}{1283}=0.209$
This assumes a minimum storage capacity of one hour.
The overall system efficiency for the year is
$n_{o}=\frac{268}{2380} \approx .10$
The yearly electrical energy output, $Q_{e}$, can be determined by multiplying the electrical output per square meter by the collector area. As storage time increases the turbine generator can be operated at a higher average efficiency by storing thermal energy and operating the turbine nearer maximum efficiency. This increased storage, however requires an increased collector area by an amount proportional to $R \approx$ $(1+t s / 8)$ where ts is the useful discharge time from storage accum-
ulated during 8 hours of operation during the day.
The capacity factor $C_{f}$ can now be determined from

$$
\begin{equation*}
C_{f}=\frac{Q_{e} \times C_{0}}{P_{r} \times 8760} \tag{2-9}
\end{equation*}
$$

where $Q_{e}$ is the electrical energy produced per year, $P_{r}$ is the rated electrical generating capacity of the plant, 8760 is the total hours in a year and $C_{0}$ is a reliability factor to account for down-time necessary for maintenance and repair.

The results obtained for the three basic system configurations are summarized in Table 2-4. It was assumed that four hours of storage capacity was achievable for each system.

### 2.4.2 Energy Cost Comparisons

Using the capital cost estimates for each system, along with the corresponding capacity factors, the electrical energy cost for the capital component can be computed, neglecting for the moment the Architectural and Engineering (A \& E) costs, interest during construction (IDC), and Operation and Maintenance ( 0 \& M) fees. Results are summarized in Table $2-5$ assuming collector costs of $\$ 40 / \mathrm{m}^{2}$ and $\$ 80 / \mathrm{m}^{2}$ and for 1-, 4- and 8-hour storage capacities and using an investment change rate of $\$ 0.16 /$ year per dollar.

It was estimated that the addition of A\&E, IDC and Oq\%M costs could add 20 to 50 percent to the total energy costs. Figures 2-12, $2-13$, and $2-14$ were prepared to show the impact of these added costs and the effect of collector costs on the total energy costs for the flat-plate $\left(150^{\circ}\right)$ and for the parabolic trough ( $250^{\circ}$ ) systems.

Preliminary comparisons of the electrical energy costs for the
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Figure 2-12 Energy Costs for Flat-Plate and Parabolic Trough Systems 1-Hour Storage.


Figure 2-13 Energy Costs for Flat-Plate and Parabolic Systems for 4 Hours of Storage.


Figure 2-14 Energy Costs for Plat-Plate and Parabolic Trough Systems w1 8 Hours of Storage.
three systems: are shown in Figure $2-15$ using a 30 percent adder for $A \& E$ and $I D C$ fees and assuming an amortization rate of $\$ 0.16 /$ year per dollar for a 1973 base year. On this figure the storage time varies from 1 - to 8 -hours and collector costs from $\$ 40 / \mathrm{m}^{2}$ to $\$ 80 / \mathrm{m}^{2}$ for each system.

A comparison of solar plants for other plant sizes is shown in Figure 2-16. A collector cost of $\$ 40 / \mathrm{m}^{2}$ was assumed for each plant. The tower/heliostat configuration was for 21 towers 100 meters high for the 73 MW plant and 21 towers 200 meters high for the 300 MW plant.

These results can be compared with fossil-fuel plants, both peaking and baseload, and a nuclear plant which are shown in Figure 2-17. The total cost of energy includes both the amortized capital investment and the fuel costs in terms of dollars/barrel of oil or dollar/lb. of uranium. The fuel costs, in $\$ / \mathrm{kWh}$ e, wore determined from Figure 2-18.

The comparative energy costs for an oil-fired peaking plant and baseload plant are shown in Figure 2-19.

### 2.5 Size and Temperature Effects

An estimate of solar power plant costs, in $\$ / \mathrm{kWh} e$, as a function of plant size is shown in Figure $2-20$. The system consists of parabolic troughs with steam transport at approximately $250^{\circ} \mathrm{C}$ and 4 hour storage capaeity. Collector costs of $\$ 40 / \pi^{2}$ were assumed. The minimum total costs (top 1 ine on Figure 2-20) has a fairly broad range and occurs between 100 and $300 \mathrm{MW}{ }_{e}$. The estimated performance in terms of efficiencies and costs for various operating temperatures for a parabolic trough system with


Figure 2-15. Preliminary Energy Cost Comparisons of Three System Configurations with Variable Collector Costs and Storage Timu


Figure 2-16 Preliminary Energy Cost Comparisons of Solar Plants Assuming Collection Subsystem Costs of $\$ 40 / \mathrm{m}^{2}$.


Figure 2-17 Estimated Electrical Energy Cost of Oil-fired, Coan and Nuclear Plants.


Figure 2-18 Fuel Component Costs.


Figure 2-19 Comparison of Total Energy Costs for Oil-Fired, Peaking and Baseload Plants.


Figure 2-20. Costing Rate vs. Size for a Plant with Steam Transport at $250^{\circ} \mathrm{C}$ and with Four Hours of Storage.
$10 \mathrm{MW}_{\mathrm{e}}$ capacity is shown in Figure $2-21$. The minimum plant cost occurs for a $250{ }^{\circ} \mathrm{C}$ system, for the conditions assumed. For less storage capacity the optimum operating temperature occurs at a slightly higher value.



Figure 2-21. Estimated Performance and Costing Rate vs. Operating Temperature for 10 MW e Rated Output, Steam Transport System, 4 Hours of Storage.

## APPENDIX B

# THE SEQUENTIAL OPTIMIZATION PROCESS 

BY<br>W, S, DUFF,<br>G. L. WILCOX,<br>AND<br>S. B , THAYER

The conversion of solax energy to electric power involves a complex interaction between a number of subsystems including solar concentrators, absorbers, heat transport, heat storage, prime movers and generators. The arrangements of subsystems for two general system types are depicted in Figures 1-1 and 1-2. The objectives of system optimization is to identify the design parameters of subsystems and the proper intercomnection of these subsystems to produce electric output at minimum cost per kWh e.

The problem of selection of the proper subsystems designs is more complex than simply assembling the minimum-cost alternative for each subsystem. For example, the minimum cost collector design for a given set of performance parameters may force the adoption of an expensive heat transport system. Thus, system optimization is concerned with minimizing the total cost of the STEP System for a given output condition, not just identifying the minimum cost for each of the subsystems indiyidually.

The multistage system optimization methodology described here is the first application of systematic optimization techniques to a total solar-thermal-electric power system. The principal advantage of the multistage optimization approach taken in this study over point design analysis is that a much wider variety of subsystems are given detailed consideration. The modern high-speed computer with its ability to make rapid computations and comparisons allows the multistage optimization process to identify the minimum total cost design, whereas point designs often overlook many of the possible combinations and



Figure 1-2. System Configuration Using Pressurized Water and Heat Exchanger.
may make poor choices for some subsystems which force expensive alternatives for other subsystems.

Optimization by the method described involves system performan characterization for a single fixed set value of insolation or distribe tion or of values for insolation. Wind speed and ambient temperature are also fixed. Thus, while relative comparisons can be made, the analysis used in the optimization process may not accurately predice the absolute system performance under dynamic conditions. A system simulation is used to predict the dynamic behavior.

The major trade-off evaluated by simulation is sizing the thermal storage subsystem to minimize the cost of electrical energy. Thermal storage is useful to the system if it improves the average turbine-generator conversion efficiency or if it lowers the averall system cost by permitting a smaller capacity turbine to be used.

By simulating the system chosen in the optimization process with variations in the thermal storage capacity, the total annual electrical energy output is estimated. Then, using the estimated annual capital and operating expense, the cost of electrical energy is found.

Mathematical models were developed to describe the performance of each of the alternative types of each of the STEP subsystems. Separate mathematical models were developed to describe the cost of each of the STEP subsystems as a function of its design variables. These performance and cost models are described separately in Appendices D through $I$ of this report.

This appendix presents a methodology for finding minimum cost designs for solar thermal energy systems. This is a synthesis rather than an analysis approach and it is an alternative to traditional engineering approaches used in the determination of optimum system designs. In this synthesis approach a system is built up in stages and at each stage a minimum cost design is determined for a large number of different specified performances. At each subsequent stage the system comes closer to being completed and when the procedure is finished, the minimum cost system has been determined. This appioach has been successfully used to analyze many other kinds of complex interrelated systems and it is believed that this is the first time it has been applied to solar thermal energy systems.

One traditional approach is to model the entire system in a simplified manner. This enables the experimenter to optimize the system by direct search or by graphical means since there are then only a few design parameters. Since most design parameters are fixed, only a few of the multitude of possibilities can be examined. In fixing most of the design variables, only an extremely small fraction of the possible designs are examined and the system's optimum is likely to be missed.

Alternatively more design variables could be included. However, this reduces or negates the usefulness of direct search.

Two problems arise whon direct search is used to find an optimum in a system with many design variables. First, direet search becomes extremely ineffective if there are more than two or three desfun variables, Wilde (1964). This is characterized by Bellman (1957) as the curse of dimensionality. Second, direct search may not find an optimum when there are two or more design variables even if the response surface is unimodal, Wilde (1964). Palmquist and Beckman (2971) have demonstrated that there are multiple optima in radiative conductive systems. This makes the situation even worse for direct search since "such systems have not been studied with any success," Wilde (1964). Optimization using simulation is necessarily limited by these considerations.

Selcuk and Ward (1970) in a recent article employed simplified mathematical models of cost and performance to analyze the collection of solar energy and its conversion to electricity. The optimization was by direct search. This approach recognized the need to view the cost per unit of output as the primary criterion for optimization. This more complex problem, however, required that the cost and performance models be simplified and only a limited number of systems design variations could be examined.

Another approach that has been widely used in optimizing solar power generation systems is to fix several point designs and then perturb design variables until a systems optimum is converged upon. The nonlinear programming based techniques that are used permit more design variables to be considered than in direct search, but these techniques are still drawn to local optima (see Palmquist and Beckman
(1972) for examples of this happening in radiative-conductive systems.) Since multiple optima undoubtably exist in solar thermal energy systems, there is no assurance that a global optimum has been reached.

The dynamic programming, Bellman (1957), based methodology described in this appendix synthesizes or builds up the solar thermal energy system in stages. At each stage only a few of the many design variables need be considered. Thus, at each stage optimum systems are easily found.

A set of optimum concentrators indexed by properties of concentrated radiation they produce is found in the first stage. In the second stage, the absorber-heat exchanger is added to the concentrator, now characterized concisely by properties of concentrated radiation. A set of optimum collectors indexed by the properties of thermal power that they generate are then found. These minimum cost collectors are then used to find field designs that provide thermal power with specified properties at minimum cost. This minimum cost thermal power is then used in conjunction with turbine-generators and heat rejection systems to find minimum cost electric energy generating systems.

Storage tradeoffs are then assessed by a dynamic simulation.
The prime requisite for using this approach is being able to find a concise parametric representation that conveys all of the performance information about the subsystems thus far put together. This permits a minimum cost to be associated with different values of the parameters so that optimization may be performed when the next subsystem is added. If this cannot be done an optimum system cannot be guaranteed. This parametric representation is developed in Section 2.1 and 2.2 of this appendix for collectors, in Sections 2.3.1 to 2.3.8 of this appendix for collector fields and in Section 2.4 for turbine-generator-cooling towers. The
detailed performance models that constitute these parametric representations are given in Appendix E, E, H and I respectively.

There are two major advantages to this approach. First, a vastly greater number of designs can be considered. This will be demonstrated below. Second, simplified performance and cost models are not required as is the case in some of the traditional approaches, Nonlinearities, discontinuities and equations that must be solved implicitly can be included and will fit in with the methodology quite easily. The primary consideration involved in performance and cost modeling is that of keeping computation times short.

### 2.1 Minimum Cost of Concentrated Radiation

The first subsystem to be examined is the concentrator: The concentrator is optimized parametrically by specifying the target shapw the type of focusing and two parameters, $E$ and $g$. These chavacteristics are sufficient to describe the properties of concentrated radistion supplied to the next subsystem. Minimum costs are then computed for fixed values of the parameters, then the parameter values are changry and the process is repeated. Expressions (1) below indicate the fumetional dependence of these two performance parameters on the concentratm design variables.

$$
\begin{aligned}
& E=\left(\rho_{\text {ave }}, A_{\mathrm{p}}\right)^{*} \\
& g=g\left(\theta_{\max }, \sigma_{\phi}, \sigma_{\lambda}, \sigma_{\delta}, A_{p}, \text { target shape, concentrator type }\right)^{* *}
\end{aligned}
$$

$* E=p_{\text {ave }} A_{p}$ for two axistracking concentrators. ** This list also includes the heliostat size in the power tower concept?

Specific mathematical equations for these functional relations may be found in Appendix E. These functional relations constitute the constraints in the optimization. That is, the values of $E$ and $g$ are fixed and designs are varied to find a minimum cost design.

Mathematically this may be expressed as
$f_{c}(E, g$, target shape $)=\operatorname{MIN} R_{c}\left(\theta_{\max }, \rho_{\text {ave }}, A_{p}, \sigma_{\phi}, \sigma_{\lambda}, \sigma_{\delta}\right.$, concentrator type)
where the minimization is over designs yielding $E$ and $g$ for the specified target shape. Here $f_{c}$ is the minimum concentrator cost as a function of $E, g$ and target shape and $R_{c}$ is the cost for specific values of $\theta_{\text {max }}, \rho_{\text {ave }}, A_{p}, \sigma_{\phi}, \sigma_{\lambda}, \sigma_{\delta}$ for a given concentrator type.

### 2.1.1 Tower-Heliostat Example

The optimization procedure for the tower-heliostat system was implemented on a computer as shown in Figure 2-1. The design variables are the field rim angle, $\theta_{\max }$ the average reflectivity of the heliostats, $\rho_{m}$; the width of the square heliostats, WP; the number of heliostats in a field. NW; the field aperture area, $A_{p}$; and the contour and pointing accuracy of the heliostats, $\sigma_{\phi, \lambda, \delta}$. A total of 12 values of $\theta_{\max }$, from $20^{\circ}$ to $75^{\circ}$ in steps of $5^{\circ}$, were evaluated. One value of $\rho_{\mathrm{m}}, 0.90$ was used. The field had one of 7 different heliostats sizes with a WP ranging from one to seven metres. With $E$ and $g$ fixed, different values of $\theta_{\text {max }}, \rho_{m}$ and $w$ are tested. With $E, g, \theta_{m a x}, \rho_{m}$ and WP fixed, $N W, A_{p}$ and $\sigma_{\phi, \lambda, \delta}$ can be found directly (see Appendix E). Thus, a total $12 \times 7=84$ different field and heliostat combination sizes and designs were evaluated for each value of the $E$ and $g$ combinations. For


Figure 2-1, Minimum Cost of Concentrated Radiation from the Tower-Heliostat System.
other concentrator types, up to 720 different designs are evaluated for each $E$ and $g$ combination.

Each tower-heliostat system design may be fabricated in a range of sizes defined by $g, E, \rho_{m}, \theta_{\text {max }}$, and WP. A total of 204 values of $E$ were used in the evaluation of tower-heliostat systems. Each increment of $E$ was 1.02 times the previous $E$ value until 34 values in a target plant size range were evaluated. Then another 34 values of $E$ were generated for a different target plant size range, and so on. Ranges of the target plant sizes have midpoints of $1,3,10,30,100$ and 300 megawatts electric.

The parameter $g$ is a measure of the spread of concentrated radiation and is a function of rim angle, contour errors, pointing errors, concentrator aperture, and concentrator type. A total of 9 values of $g$ were examined for each $E$ in the tower heliostat system, so a total of $204 \times 9$ or 1836 different $E, g$ pairs were evaluated. For the example concentrator type, each of these 1836 pairs have 84 possible designs, or a total of 154,244 combinations.

With $E$ and $g$ fixed, the computer starts with the first value of $\theta_{\text {max }}, \rho_{m}, W P, A_{p}, \sigma_{\phi, \lambda, \delta}$ and NW that yields $E$ and $g$. It computes the cost to produce $E$ and $g$ and stores that cost value. (The cost models for concentrators are described in Appendix E). The mirror size, WP, is indexed by one while the other two design variables $P_{\text {ave }}$ and $\theta_{\max }$ are held constant; NW, $A_{p}, \sigma_{\phi, \lambda, \delta}$ are computed and then the corresponding cost is computed. The cost of $E$ and $g$ is compared to the previously calculated value and if less, the minimum cost is stored along with the values for $\theta_{\text {max }}, \rho_{m}, A_{p}, \sigma_{\phi, \lambda, \delta}$, NW and WP. After all 84 combinations of $\theta_{\max }, \rho_{\text {ave }}, A_{p}, \sigma_{\phi, \lambda, \delta}$ and WP have been evaluated and the minimum cost for that $E$ and $g$ stored,
the value of $g$ is incremented and the procedure ropeated for the nem combination of $E$ and $g$. Fventulaly each of the 1836 pilirs of $l$ limil $g$ will be matched with one of the 154,244 designs.

An example computer printout for the results of this proceduri is depicted in Figure $2-2$ for the tower heliostat system. Shown is the minimum cost to produce a particular value of $E$ and $g$ along with tha associated optimum design for that concentrator.

### 2.1.2 Quasi-Paraboloid Example

The optimization procedure for multiple mounted quasi-parabolol concentrators was implemented on a computer as shown in Figure 2-3. As this procedure is carried out, a minimum cost of achieving performante of a concentrator characterized by various $E$ and $g$ combinations is determined. To find a minimum cost design for each concentrator type, $15 \times 3 \times 16$ or 720 different designs were considered for each $E$ and $g$ pair. Thus, 272 different minimum cost concentrators, parametric in $E$ and $g$, were determined.

In the figure it is shown that $f_{c}$, the minimum cost for a given $E$, g pair, is updated each time a new design is found that superior to the previous designs examined. Though not shown in the diagram or in Figure $2-4$, the minimum cost design that yielded the $E$, combination is also saved for future reference. Thus, when an $E$, fo pair is determined to be optimum for a particular application, such af 10 MW solar-thermal electric power plant, the concentrator design that resulted in this minimum cost $E$, $g$ pair can be retrieved.
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Figure 2-2. Sample Computer Printout from the Heliostat-Tower Computer Optimization.
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Figure 2-3. Concentrator Opt iminit ion Procedure for Maltiply Mometal. Quasi-Paraboloids.

A property of the STEP system is that it is arranged as a series of subsystems, and the output of the first sybsystem must be the input to the second and so forth. Thus each of the $E, g$ output pairs from the concentrator may be inputs to an absorber-heat exchanger. Each ab-sorber-heat exchanger design for a given $E$, $g$ input will have different heat outputs described by in, the mass flow rate of the heat transport fluid; $T_{\text {in }}$, the inlet temperature of the heat transport fluid; $T_{\text {out }}$, the outlet temperature and the state of the fluid, whether it is pressurized water or steam.

The minimum cost designs to yield various values of the concentrator performance parameters $E$ and $g$ are matched with compatible absorber designs. The result of this combination together with a specified insolation level, $I_{D}$, is a set of outputs ( $\dot{m}, T_{\text {in }} T_{\text {out }}$ ) from the combined concentrator and absorber subsystems. Many of these outputs will be identical, indicating that there are different combinations of concentrator designs and absorber designs which will yield the same output. However, only one combination will yield the output at minimum cost, and this combination can be identified by adding together the cost of the absorber and the minimum cost of the concentrator. In subsequent analyses, only this minimum cost combination for each value of $\dot{m}, T_{\text {in }}$ and $T_{\text {out }}$, is retained for incorporation in a compatible field layout with an appropriate heat transport subsystem.

The sequential optimization progresses by finding minimum cost concentrator-absorber-heat exchanger combinations. In this optimization, $E, g$ and target shape are considered to be design variables. Thus, with the inclusion of the minimum cost of concentrated radiation having
properties $E$, $g$ with a specified target shape, we can find many different collector designs all having a fixed output $\dot{m}, T_{\text {in }}$ and $T_{\text {out }}$ These designs are then costed and the minimum cost collector with this: output is then selected. Specific mathematical expressions that perimi! designs to be converted to values of $\dot{m}, T_{\text {in }}$ and $T_{\text {out }}$ under specified Lf solation levels and other ambient conditions are given in Appendix $E$. Mathematically, the optimization may be expressed as

$$
\begin{align*}
\mathrm{f}_{\mathrm{a}}\left(\dot{\mathrm{~m},}, \mathrm{~T}_{\text {in }}, \mathrm{T}_{\text {out }}\right) & =\operatorname{MIN}\left[R_{\mathrm{A}}(\mathrm{~d}, \mathrm{l}, \mathrm{a}, \varepsilon, \alpha, \tau, \mathrm{in}, a b s o r b e r \text { type, ete. })\right. \\
& \left.+\mathrm{f}_{\mathrm{c}}(E, \mathrm{~g}, \text { target shape })\right] \tag{2-3}
\end{align*}
$$

where the minimum is over designs, $E, g$, $a, d$, etc., yielding m, $T$ in and $T_{\text {out }}$. Here $f_{a}$ is the minimum collector cost for the given values, $f_{c}$ is the minimum concentrator cost for the given values and $R_{A}$ is the absorber-heat exchanger cost for a specified design.
2.2.1 Computer Implementation of the Absorber-Heat Exchanger Optimizan

Movable point focus collectors using pressurized water will be used to illustrate the computer implementation of the optimization. The absorber-heat exchangers associated with these collectors have the least number of design variables. In all cases designs were enumerated for fixed values of $\dot{m}, T_{i n}$ and $T_{\text {out }}$. The enumerative search for designs thil yielded a fixed value of $\dot{m}, T_{\text {in }}$ and $T_{\text {out }}$ for these collectors was $i$ inlemented by selecting $E, g$ and a as shown in the flow chart of Figure 2-4. As can be seen, a small and a large absorber can both produce the same $T_{\text {out }}$ for fixed $T_{\text {in }}$ and $m$. The selection of $a$ is accoll plished by an interval search starting from $a=0$ to find the appropr small absorber and then from $a=7 \mathrm{~g}$ to find the appropriate large absolf The number of a's considered in each interval search averages about tein-

For each $i n, T_{\text {in }}$ and $T_{\text {out }}$ the maximum number of designs considered is $272 \times 2=544^{*}$. For each of the 544 designs the cost of the absorber-heat exchanger is computed and added to the minimum cost for concentrated radiation, $f_{c}(E, g)$, corresponding to that design's $E$ and $g$. This total cost is the cost of the concentrator combined with the absorber-heat exchanger, that is, the cost of the collector. Out of these 544 designs the minimum cost design is selected as the collector producing thermal power with the characteristics $\dot{m}, T$ out and $T_{i n}$ at minimum cost. This process is then repeated for a total of $6 \times 8 \times(5+6+7+8)$ or 1248 values of $\dot{m}, T_{\text {out }}$ and $T_{\text {in }}$.

Considerable savings in computation time has been achieved by synthesizing minimum cost collectors in two steps rather than all at once. The maximum number of designs examined can be seen from Figures $2-3$ and 2-4. The maximum number of designs that are examined in the minimum cost of concentrated radiation analysis is $720 \times 272$ or 195,840 and $1248 \times 544$ or 678,912 for the minimum cost of thermal power from the collector analysis. This is a total of 874,752 designs. If this were done in one step and the same number of designs were examined as were effectively examined in this case, $1248 \times 2 \times 195,840$ or $488,816,640$ designs would be examined. Another way of putting this is that by condensing the 195,840 concentrator designs into 272 , a savings of

[^1]
## $1000 \mathrm{~W} / \mathrm{m}^{2}$

## No. of Values

Nominally 150, 200, 250 and $300^{\circ} \mathrm{C}$, plus an increment of $+3,+5,+8,+10,12$ and $15^{\circ} \mathrm{C}$.


Nominal, $T_{\text {out }}$ incremented by $-0,-25,-50,-100,-150,-200$, -250 , down to $40^{\circ} \mathrm{C}$.


1igate 2-1. Computer Implementation of the Absordor-fleat Exchange Opt imization for Movable Point Focus collectors
about 560 to 1 in computational effort is achieved. This is possible since all of the characteristics of concentrated radiation necessary for the absorber-heat exchanger analyses can be expressed by $E$ and g without losing any potential minimum cost collector designs.

This economy is actually greater than indicated, as the flow chart only indicates the analysis of a particular type concentrator or absorber-heat exchanger. In reality all concentrator designs and types that did not result in minimum cost of concentrated radiation having properties $E$ and $g$ for a particular target shape would be eliminated. So if ten different types of concentrators are considered then the information would be condensed from $1,958,400$ total designs into 272 designs. The point here is that only the minimum cost designs need be retained. Thus, instead of $560-1$ advantage there is now $5600-1$ advantage.

### 2.2.2 Collector Optimization Example

An example of part of the output from the minimum cost of concentrated radiation analysis for Fresnel reflectors with pancake targets using the cost and performance models of Appendix E is shown in Figure 2-5. The output under the minimum cost column is the set of values of $f_{c}$. This analysis was repeated and similar tables generated for other point focusing concentrators delivering radiation to a pancake target. Another set of analyses was also performed on the same set of point focusing concentrators and tower-heliostat systems. The other computer outputs are given in Appendix K. After these analyses were completed the minimum costs for particular $E$ and $g$ combinations for each target shape were compared. That is, all spherical target analyses were compared to determine the minimum cost types and designs of concentrators delivering radiation to that type of target.
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Figure 2-5. Minimum Cost of Concentrated Radiation from Fresnel Reflectors with Pancake Targets:

** Used for the tower-heliostat analysis.

+ Infeasible due to $\sigma_{\phi, \lambda, \varnothing}$

Figure 2-6 is a graph of minimum costs for several types of point focusing concentrators illustrating the comparisons that were made. Shown in the figure are a single mount paraboloid with a spherical target - C1G1 (a pancake target - C1G3), a nultiple array of long focus quasi-paraboloids with a common spherical target - C3G2 (a pancake target - C3G4) , a Fresnel lense with a spherical target - C7G2 (a pancake target - C7G4) and a Fresnel reflector with a spherical target - C5G2 (a pancake target - C5G4). As can be seen the Fresnel reflectors dominate all other types for the range of E's shown. This also holds true for other values of $g$. The costs for the two different target shapes differed only slightly and thus appear as single lines in the figure for each concentrator type. Thus the $f_{c}$ 's for Fresnel reflectors were carried into the absorber-heat exchanger optimization with other concentrator types being eliminated.

The example next moves to the generation of minimum cost thermal power from a collector. The minimum cost of thermal power designs for boiling collectors with pancake absorber-heat exchangers for different values of $\dot{m}$ and TBOIL with $I_{D}=1000 \mathrm{w} / \mathrm{m}^{2}$ is shown in Figure 2-7. An optimum design in Figure $2-7$ has had appended to it a reference or trace back to the concentrator that delivered minimum cost radiation for the $E$ and $g$ that was chosen as part of the minimum cost collector design. Thus the design of a minimum cost concentrator can now be specified. A graphic illustration of this analysis for several point focus collector types is shown in Figure 2-8.

This example illustrates the synthesis approach to finding minimum cost collectors that has been described up to this point. To illustrate this procedure in more detail, a specific design will be selected from Figure 2-7, the collector in line 1. This is a partial


Figure 2-7. Minimum Cost of Thermal Power from Boiling Collectors with Pancake Absorber Heat Exchangers.

boiling Fresnel reflector collector that produces a fluid temperature of $150^{\circ} \mathrm{C}$. The mass flow rate of this collector is $.040 \mathrm{~kg} / \mathrm{sec}$ and the fraction of latent heat added is .075 . The absorber for this collector is a pancake shape with a helical arrangement of tubes around the surface having a .020 m diameter and length of 1.25 m . The parameters L and N are not used for this case. AL, the surface area of one side of the pancake absorber, is $.02525 \mathrm{~m}^{2} \quad E$ and $g$ are $7.040 \mathrm{~m}^{2}$ and $.008246 \mathrm{~m}^{2}$ respectively. The minimum cost for delivering heat with characteristics TBOIL of $150{ }^{\circ} \mathrm{C}$, QF of . 075 and $\dot{\mathrm{m}}$ of $.040 \mathrm{~kg} / \mathrm{sec}$ is $\$ 635$. The power out, which can be calculated from TBOIL, $Q F$ and $\stackrel{m}{*}^{*}$, is 6350 watts. The concentrator design which was available on a disk file is appended under the "trace back" heading. Thus, the concentrator providing concentrated radiation with characteristics $E=7.040$ and $\mathrm{g}=.008246$ at minimum cost is $7.41 \mathrm{~m}^{2}$ in aperture area with a rim angle of $25^{\circ}$ and has a surface coating having a reflectivity of 95 . The combined tracking and surface contour accuracy is about $.284^{\circ}$. The collector efficiency of $85.4 \%$, the cost of thermal power of $\$ 100 / \mathrm{kW}$ and the concentration ratio $\mathrm{A}_{\mathrm{p}} / \mathrm{a}$ of 293 are quantities that can now be found from the combined information in the table. They are displayed for convenience.

As a second example, the second part of a tower-heliostat optimization output is shown in Figure 2-9. This system is analyzed in the optimization procedure in a similar manner to collectors.

At this point in the analysis a set of minimum cost collectors has been built up by first examining the concentrator subsystem and then adding the absorber-heat exchanger subsystem. This set of minimum cost collectors is indexed by the different values of the parameters $\dot{m}, T_{\text {in }}$ and $T_{\text {out }}$. For movable collectors the set and its associated minimum

TBOIL, QF and $\dot{m}$ take the place of $T_{\text {out, }} T_{i n}$ and $\dot{m}$ for the boiling analysis.
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costs can now be used to further build the system into a collector field delivering hoat to a central point. The objective will be to determine the collectors, insulation thicknesses, pipe diameters, collector coupling and layouts that make up the minimum cost collector fields.

### 2.3 Heat Transport and Field Layout Optimization

A methodology is presented in this section for finding the

1. collectors,
2. heat transport fluids,
3. piping arrangements,
4. field geometries,
5. pipe diameters and,
6. insulation thicknesses
that make up a collector field delivering thermal power with a specified mass flow rate, inlet temperature and outlet temperature at minimum cost.

### 2.3. I General Approach

Two slightly different optimization models are required for field optimization. The first synthesizes feeder line subsystems consisting of a collector and its associated heat transport segment into minimum cost feeder lines. The second, which requires inputs from the first, synthesizes trunk line subsystems consisting of a feeder line junction and its associated heat transport segment into minimum cost fields. The various subsystems and their interrelationships are shown in Figure $2-10$.

To initiate the optimizations a collector (or collectors), heat transport fluid, piping arrangement, field mass flow rate, field outlet

Figure 2-10. Heat Transport and Field Layout Optimization Subsystems.
temperature and field inlet temperature are specified. The feeder lines are synthesized and then the trunk lines are synthesized to find a minimum cost thermal power field for the specified field conditions. Other collectors, heat transport fluids and piping arrangements are selected and tested under the same conditions until the minimum cost collector field layout for the specified conditions is found. Another field mass flow rate outlet temperature and inlet temperature is then specified and the process repeated.

The method is quite general in that it will indicate the location in the field where the collector type should be switched when more than one collector type is specified. It can handle series, parallel, double parallel and more complex piping arrangements. It automatically determines optimum field geometries and it handles different heat transport fluids by minor changes in the performance models. Detailed development of performance and cost models that were used in this optimization procedure are given in Appendix F .

### 2.3.2 Interaction Between the High and Low Temperature Sides

Figure 2-11 is an illustration of the interaction between the high and low temperature sides for a parallel arrangement of collectors. It is intended to show the need to simultaneously consider both low and high temperature heat transport sides in the optimization. The vertical lines in the figure represent constant magnitude temperature rises across adjacent collectors in the feeder lines. Because the low temperature return line loses temperature, the output temperature of the collectors toward the outside of the field is lower than at the inside of the field. Just how much lower depends on the pipe sizes and insulation thicknesses of each heat transport segment.


Figure 2-11. Interactions Between The Iligh and Low Temperature for a Pressurized Water Systen.

The fluid in the high temperature line mixes with the fluid coming out of the collectors. The resultant temperature depends on the local temperature in the high temperature line, $T_{H}$; the outlet temperature of the collector, $\mathrm{T}_{C}$ (which in turn depends on the local temperature in the low temperature line, $T_{\mathrm{L}}$ ); the mass flow rate through the collector $\dot{m}$; and the local mass flow rate in the high temperature line, $\dot{M}$. This relationship is shown in Equation 2-4,

$$
\begin{equation*}
T_{M}=\frac{\dot{m}\left(T_{L}+\Delta T_{C}\right)+\dot{\mathrm{M}} \mathrm{~T}_{H}}{\dot{\mathrm{~m}}+\dot{\mathrm{M}}} \tag{2-4}
\end{equation*}
$$

where $T_{M}$ is the temperature after mixing. What the local temperature was before mixing is determined not only by the pipe size and insulation thickness on the previous heat transport segment, but also by all pipe sizes, insulation thicknesses, and mass flow rates on heat transport segments farther out in the feeder lines.

Thus, in the case of parallel piping arrangements, it is necessary to simulatneously consider both high and low temperature side heat transport segment designs--especially when return temperatures are high. This is also true on the trunk lines since mixing takes place there as well. Mixing does not take place in series systems and temperature drops do not occur with saturated or two phase flow systems. The optimization can be simplified in these cases as will be shown in Sections 2.3.7 and 2.3.8.

### 2.3.3 Changes in Available Thermal Power

Three variables, mass flow rate $\dot{m}$, high side temperature $T_{H}$, and low side temperature $\mathrm{T}_{\mathrm{L}}$ measure the available thermal power from
a field or any intermediate collection subsystems in the minimum cost field synthesis*. A change in one, two or all three of these variables indicates a change in the availability of the themal power. That is, there is a change in its potential for accomplishing an end use, such as generating electric power. Thus, in the synthesis procedure, changes in these quantities will be of interest.

The points in a parallel field subsystem where changes in avatlabh thermal power are about to occur or have just occurred are shown in Figure 2-12. The temperature and mass flow wate of the heat transport fluid into the $n^{\text {th }}$ subsystem are $T^{n-1}$ and $\dot{M}^{n-1}$ respectively.** The temperature and mass flow rate out of a collector or collectors (or out of feeder lines if trunk lines are being synthesized) are if and $\dot{m}^{\text {n }}$ respectively. The temperature and mass flow rate after mixiny. are $T_{M}^{n}$ and $\dot{M}^{n}$ respectively. The temperature out of the subsysteml is $T^{n}$. The following relationships are obvious from the diagram

$$
\begin{equation*}
\dot{M}^{\mathrm{n}}=\dot{M}^{\mathrm{n}-1}+\dot{m}^{\mathrm{n}} \tag{2-5a}
\end{equation*}
$$

$$
\begin{equation*}
T_{M}^{n}=\frac{i^{n} T_{c}^{n}+\dot{M}^{n-1} T^{n-1}}{\dot{M}^{n}} \tag{2-5b}
\end{equation*}
$$

$$
\begin{equation*}
\Delta T^{n}=T^{n}-T^{n-1} \tag{2-5c}
\end{equation*}
$$

$$
\begin{equation*}
\Delta T_{M}^{n}=T^{n}-T_{M}^{n} \tag{2-5d}
\end{equation*}
$$

$T_{M}{ }^{n}$ can be eliminated from $2-5 d$ by $2-5 b$

[^2]

| Point | Temperature | Mass Flow Rate |
| :---: | :---: | :---: |
| 1 | $T^{n-1}$ | $\dot{M}^{n-1}$ |
| 2 | $T_{c}^{n}$ | $\dot{m}^{n}$ |
| 3 | $T_{M}^{n}$ | $M^{n}$ |
| 4 | $T^{n}$ | $\dot{M}^{n}$ |

Figure 2-12. Available Thermal Power Changes Across Field Subsystem n.

Equation $2-5 a$ indicates a change in available thermal power die to a change in mass flow rate. Equation $2-5 \mathrm{~d}$ indicates a change in availathle thermal power due to losses through the insulation and dire in friction in the heat transport segment. $\Delta T_{M}^{I I}$ is negative il the flow is in the direction indicated. Bquation $2-5 c$ expresses the change in available thermal power due to all factors in the subsystem. $\Delta \mathrm{T}^{\mathrm{r}}$ can be either positive or negative. If $\dot{m}^{n}$ has direction opposite to that shown in the figure, as in return lines, $\Delta T_{M}{ }^{n}=\Delta Y^{n}$. In a series syston

$$
\begin{equation*}
T \mathrm{~m}=\Delta T_{\mathrm{c}}^{\mathrm{n}}+T^{\mathrm{n}-1} \tag{2-5e}
\end{equation*}
$$

replaces equation $(2-5 b)$.

### 2.3.4 Costing of Changes in Available Thermal Power

The heat transport costs in the part of the field subsystem shown in Figure 2-12 are the cost of pipe, the cost of insulation and the cost of pumping power in dollars per metre of length. Details of the cost models for these costs are given in Appendix F.* These costs are a function of $\Delta T_{M}^{n}, T^{n}, M^{n}$ and pipe diameter for subsystem $n,{ }^{\text {r* }}$ Pipe diameter may be eliminated as a dependent variable by performing a minimization operation over pipe diameter on the sum of the costs for fixed values of $\Delta T_{M}^{n}, T^{n}$ and $M^{n}$. Thus a cost that is functionally dependent on $\Delta T_{M}^{n}, T^{n}$ and $M^{n}$ was found. This function of dependence is shown below

$$
\begin{equation*}
C_{H T}=C_{H T}\left(\Delta T^{n}, \dot{m}^{n}, T^{n}, M^{n}\right) \tag{2-6}
\end{equation*}
$$

[^3]Equation $2-6$ is expressed in terms of $\Delta T^{n}$ and $\dot{m}^{n}$ rather than $\Delta T_{M}^{n}$ for purposes of the optimization. Examination of Equations 2-5 shows that this substitution can be made. Since field subsystems have two heat transport lines, a high temperature side and a low temperature side, Equation 2-6 must be generated for both lines,

A most useful characterization of the costs of heat transport for a field subsystem now exists. Equation 2-6 along with the collector cost directly yields the change in the cost of available thermal power for fixed $T^{n}, \dot{M}^{n}$ and $\dot{m}^{n}$ for different $\Delta T^{n}$ s.

### 2.3.5 Feeder Line Optimization

The feeder line optimization procedure begins with the outermost subsystem and builds up the minimum cost feeder line, subsystem by subsystem, until the innermost subsystem has been reached. At each stage, $n$, in the feeder line synthesis, a range of $T_{H}{ }^{n} / s$ and $T_{L}{ }^{n}$, are considered and costs as a function of $T_{H}^{n}$ and $T_{L}^{n}$ are determined. These costs are then used in stage $n+1$ to determine costs as a function of $T_{H}^{n+1}$ and $T_{L}^{n+1}$.

At the beginning of the feeder line optimization a temperature grid is chosen for both the high and low temperature sides. The grid consists of a temperature increment $\delta \mathrm{T}_{\mathrm{H}}$ or $\delta \mathrm{T}_{\mathrm{L}}$ and a temperature range $\left[T_{H}, \overline{T_{H}}\right]$ or $\left[T_{L}, \bar{T}_{L}\right]$. The range and the increment determine the number of temperature points on the grid. Appropriate values for $\delta \mathrm{T}$ and the range will depend on the temperatures, mass flow rates, collector temperature rises and feeder line lengths and will be different for different values of these variables. Collector costs, dimensions, mass flow rates, temperature rises, field North/South and

East/West fill factors and the piping arrangement are also specified.

The optimization begins with the outermost subsystem shown in Figure 2-13. The high and low temperature side mass flow rates are equal and are designated by $\dot{M}^{1}$. The minimum cost $f_{1}\left(T_{H}{ }^{1}, T_{L}{ }^{1}\right)$ is computed for the various values of $T_{H}{ }^{1}$ and $T_{L}{ }^{1}$ in the low and high side grids by

$$
\begin{align*}
\mathrm{f}_{1}\left(\mathrm{~T}_{\mathrm{H}}{ }^{1}, \mathrm{~T}_{\mathrm{L}}{ }^{1}\right)= & \left.{ }_{\left(\Delta \mathrm{T}_{\mathrm{H}}\right.}{ }^{1}, \Delta \mathrm{~T}_{\mathrm{L}}{ }^{1}\right)\left[\mathrm{C}_{\mathrm{HT}}\left(\Delta \mathrm{~T}_{\mathrm{H}}{ }^{1}, \mathrm{~T}_{\mathrm{H}}{ }^{1}, \dot{\mathrm{M}}^{1}\right)\right. \\
& \left.+\mathrm{C}_{\mathrm{HT}}\left(\Delta \mathrm{~T}_{\mathrm{L}}{ }^{1}, \mathrm{~T}_{\mathrm{L}}{ }^{1}, \dot{\mathrm{M}}^{1}\right)+N C_{A}\right] \tag{2-7}
\end{align*}
$$

where $C_{A}$ is the collector cost and $N$ is the number of collectors in a subsystem.* Not evident in Equation 2-7 is the interdependence of the high and low temperature side heat transport functions, $C_{H T}$. This interdependence is shown in Equations 2-4 and 2-5 and these equations constitute constraints in the minimization operation of Equation $2-7$.

The argument $\stackrel{\circ}{1}^{1}$ is not shown in the function $C_{H T}$. In fields made up of only one collector design it is a constant. To maintain simplicity of the notation, this will be assumed to be the case and $\dot{\mathrm{m}}^{\mathrm{n}}$ will be suppressed in the subsequent development. In field optimizations where two or more collectors are considered, $\dot{m}^{1}$ would appear in $\mathrm{C}_{\mathrm{HT}}$. It would also be an additional design variable so that the minimization would then be over $\Delta \mathrm{T}_{\mathrm{H}}{ }^{1}, \Delta \mathrm{~T}_{\mathrm{L}}{ }^{1}$ and $\dot{m}^{1}$. The state variables $T_{H}{ }^{1}$ and $T_{L}{ }^{1}$ would also then include $\dot{M}^{1}$.

[^4]
(a)

(b)

Figure 2-13. Feeder Line Subsystems.

The next step in the optimization is to add the second subsystem to the first in such a way as to find the minimum costs of the two subsystem combination as a function of $T_{H}{ }^{2}$ and $T_{L}{ }^{2}$. This minimum cost, $f_{2}\left(T_{H}{ }^{2}, T_{L}{ }^{2}\right)$, is computed for the various values of $T_{11}^{2}$ and $\mathrm{T}_{\mathrm{L}}{ }^{2}$ in the low and high side grids by

$$
\begin{align*}
\mathrm{f}_{2}\left(\mathrm{~T}_{\mathrm{H}}^{2}, \mathrm{~T}_{\mathrm{L}}^{2}\right)= & \left(\Delta \mathrm{T}_{H}^{2}, \Delta \mathrm{~T}_{\mathrm{L}}^{2}\right)\left[\mathrm{C}_{\mathrm{HT}}\left(\Delta \mathrm{~T}_{\mathrm{H}}^{2}, \mathrm{~T}_{\mathrm{H}}^{2}, \dot{M}^{2}\right)\right. \\
& +\mathrm{C}_{\mathrm{HT}}\left(\Delta \mathrm{~T}_{\mathrm{L}}^{2}, \mathrm{~T}_{\mathrm{L}}^{2}, \dot{M}^{2}\right)+N C_{A} \\
& \left.+f_{1}\left(\mathrm{~T}_{\mathrm{H}}^{2}-\Delta T_{H}^{2}, T_{\mathrm{L}}^{2}-\Delta T_{\mathrm{L}}^{2}\right)\right] \tag{2-8}
\end{align*}
$$

Equation $2-5 a$ is used to find $\dot{M}^{2}$ and, since the assumption has been made that there is only one collector design in the field, $M^{2}$ does not appear in $f_{2}$. Notice that there is a tradeoff between proportions of available power contributed by subsystem 1 and subsystem 2 and the minimum cost tradeoff is found by ranging over $\Delta T_{H}{ }^{2}$ and $\Delta T_{L}{ }^{2}$, This is evident because $\Delta \mathrm{T}_{11}{ }^{2}$ and $\Delta \mathrm{T}_{\mathrm{L}}{ }^{2}$ appear as arguments in both $\mathrm{C}_{\mathrm{HT}}$ and $\mathrm{f}_{1}$.

Continuing in this mannex, the minimum costs of the combination of the first $n$ subsystems are found by

$$
\begin{align*}
f_{n}\left(T_{H}^{n}, T_{L}^{n}\right)= & \left(\Delta T_{\|}{ }^{n}, \Delta T_{L}^{n}\right) \\
& +C_{H T}\left(\Delta T T_{H}\left(\Delta T_{L}^{n}, T_{H}^{n}, \dot{M}^{n}\right)\right. \\
& \left.+\dot{M}^{n}\right)+N C_{A}  \tag{2-9}\\
& \left.+f_{n-1}\left(T_{H}^{n}-\Delta T_{H}^{n}, T_{L}^{n}-\Delta T_{L}^{n}\right)\right]
\end{align*}
$$

Thus, minimum cost feeder lines consisting of $n$ subsystems can be built uy, or synthesized, in this way. The theoretical justification
for this procedure is given in most introductory texts covering dynamic programming. For instance, see Bellman (1957).

Thus far only the minimum costs have been discussed and not the optimum designs that produced the minimim cost feeder lines. In dynamic programming the designs that produced the minimum costs are recorded as they are determined in the same parametric manner as the minimum costs themselves. Thus the optimum designs can be retrieved at any place in the analysis of the feeder lines by a trace back procedure. This trace back yields the optimum pipe diameters and insulation thicknesses on each of the heat transport segments of the minimum cost feeder lines.

This retention of the optimum designs proceeds as follows: As Equations $2-7$ and $2-9$ are calculated, an optimum design $\left(\Delta T_{H}{ }^{n}, \Delta T_{L}{ }^{n}\right.$ )* is retained in an array $u_{n}(i, j)$ by

$$
\begin{equation*}
u_{n}\left(T_{H}^{n}, T_{L}^{n}\right)=\left(\Delta T_{N}^{n}, \Delta T_{L}^{n}\right)^{*} \tag{2-10}
\end{equation*}
$$

for each value of $T_{H}^{n}$ and $T_{L}^{n}$ in the grid. The optimum high and low temperature side insulation thicknesses for the heat transport segment can be calculated from $\left(\Delta T_{H}^{n}, \Delta T_{L}^{n}\right)^{*}, T_{H}^{n}, T_{L}^{n}$ and $\dot{M}^{n}$. Optimum pipe diameters can also be calculated from these quantities via equations developed in the minimization operation discussed in Section 2,3.4.

The trace back of the optimum designs proceeds as follows: Suppose a minimum cost feeder line consisting of $N$ subsystems has been synthesized. The optimum pipe diameters and insulation thicknesses for the innermost feeder 1 ine subsystem are found from $\left(\Delta T_{H}{ }^{n}, \Delta T_{L}{ }^{n}\right)=$ $u_{n}(a, b)$, where $a$ and $b$ are the desired high and low temperature side temperatures at the innermost feeder line subsystem. The optimum pipe
diameters and insulation thicknesses for the next closest feeder line subsystem are found from $\left(\Delta T_{I I}^{n-1}, \Delta T_{L}{ }^{n-1}\right)=u_{n-1}\left(a^{\prime}, b^{\prime}\right)$, where $a^{\prime}=a-\Delta T_{H}^{n}$ and $b^{\prime}=b-\Delta T_{L}^{n}$, For the next subsystem, these quantities are found as $\left(\Delta T_{N}{ }^{n-2}, \Delta T_{1}{ }^{n-2}\right)=u_{n-2}\left(a^{\prime \prime}, b^{\prime \prime}\right)$, where $a^{\prime \prime}=a^{\prime}-\Delta T_{H}^{n-2}$ and $b^{\prime \prime}=b^{\prime}-\Delta T^{n-2}$. This iterative retrieval procedure using the array $u_{n}(i, j)$ continues until $\left(\Delta T_{H}{ }^{1}, \Delta T_{L}{ }^{1}\right)$ is calculated.

A flow chart development of the optimization procedure for hot water feeder lines is shown in Figure 2-14. This procedure can be simplified for series boiling as will be shown in Section 2.3.7.

Now that the optimization has synthesized minimum cost feeder lines consisting of any number of subsystems, trunk line optimization can be initiated. Notice that we have the minimum costs for $n=1, \ldots$, subsystems for all values of $\mathrm{T}_{11}{ }^{\mathrm{n}}$ and $\mathrm{T}_{\mathrm{L}}{ }^{\mathrm{n}}$ in the high and low side grids and that we know $\dot{\mathrm{M}}^{\mathrm{n}}$ from Equation 2-5a.

### 2.3.6 Trunk Line Optimization

As was the case with feeder line optimization, trunk line optimization starts with the outermost subsystem and builds up the minimum cost trunk line, subsystem by subsystem, until the innermost subsystem has been reached. It can be seen in Pigure 2-10 that a trumic line subsystem is identical to a feeder line subsystem if the feeder lines entering the subsystem are considered to bo the analogue of collectors. Thus the situations depicted in Figures 2-11 and 2-12 and Equations 2-4, hold where the term "collector" is placed by "feeder line". Equation 2-6 is also identical, except in the case of parallel feeder lines; where $\dot{\mathrm{m}}^{\mathrm{n}}$ identifies the length of and mass flow rate out of the feeder line and thus is not suppressed.

Figure 2-14
Field Optimization Flow ChartHot Water Feeder Lines

1. INPUT COLLECTOR COUPLING, NUMBER OF SUBSYSTEMS, GRID SIZES, MASS FLOW RATE; COLLECTOR DIMENSIONS, COST, FILL FACTORS, MAXIMUM TEMPERATURE AND $\Delta T_{c}$
2. CALCULATE MASS FLOW ADDED AT EACH STAGE BASED ON COLLECTOR COUPLING TYPE, THE PIPE LENGTH BETWEEN COLLECTORS, THE DISTANCE BETWEEN PIPES AND THE PRESSURE
3. SET $f_{0}\left(T_{H}{ }^{0}, T_{L}{ }^{0}\right)$ TO ZERO FOR ALL $T_{H}{ }^{0}$ AND $T_{L}{ }^{0}$
4. SET UP HIGH AND LOW TEMPERATURE SIDE GRIDS
5. WRITE STAGES, GRID SIZES COLLECTOR COUPLING, MASS FLOW RATE, COST, FILL FACTORS, PIPE DISTANCES, MAXIMUM TEMPERATURE, TEMPERATURE RISE AND GRIDS ON A PERMANENT FILE FOR LATER USE BY THE TRACE BACK ROUTINE

6. ITERATE ON THE NUMBER OF SUBSYSTEMS, $\mathrm{n}=1$, . . ., N

Figure 2-14 (Continued)
7. SET $M^{n}$ TO THE PREVIOUS $\dot{M}^{n-1}$ PLUS $\dot{m}$ TIMES THE NUMBER OF COLLECTORS IN PARALLEL $\square$
8. ITERATE ON $\mathrm{T}_{\mathrm{H}}{ }^{\mathrm{n}}$
9. ITERATE ON TL ${ }^{n}$
10. SET $f_{n}\left(T_{H}{ }^{n}, T_{L}{ }^{n}\right)$ TO $\infty$
11. ITERATE ON $\Delta T_{H}{ }^{n}$
12. ITERATE ON $\Delta T_{L}{ }^{n}$
13. AT THE FIRST STAGE ONLY, SKIP $\operatorname{ALL}\left(T_{H}{ }^{1}-\Delta T_{H}{ }^{1}\right)-\left(T_{L}{ }^{1}-\Delta T_{L}{ }^{1}\right) \neq \Delta T_{C}$
14. ALL $\Delta T_{L}{ }^{B}<.1{ }^{\circ} \mathrm{C}$ ARE CONSIDERED INFEASIBLE
15. $\Delta T_{M}^{n}=T_{H}{ }^{n}-\left(T_{H}{ }^{n}-\Delta T_{H}{ }^{n}\right) M^{n-1}+$ NUMBER OF COLLECTORS IN PARALLEL $\left(T_{L}^{n}-\Delta T_{L}^{n}+\Delta T_{C}\right) \dot{m} / \dot{M}^{n}$

Figure 2-14 (Continued)
16. ALL $\Delta T_{M}^{n}>.1{ }^{\circ} \mathrm{C}$ ARE CONSIDERED INFEASIBLE
17. CALCULATE THE OPTIMUM HIGH TEMPERATURE SIDE PIPE DIAMETER, $D_{H}{ }^{*}$ FOR $T_{H}{ }^{n}, \Delta T_{M}{ }^{n}$, PIPE LENGTH AND $\dot{M}^{n}$
18. CALCULATE THE COST FOR $T_{H}{ }^{n}, \Delta T_{H}^{n}$, PIPE LENGTH, in AND $\mathrm{D}^{*}$
19. CALCULATE THE OPTIMUM LOW TEMPERATURE SIDE PIPE DIAMETER D ${ }_{L}^{*}$ FOR $T_{L}{ }^{n}$, $\triangle T_{L}{ }^{n}$, PIPE LENGTH AND $\dot{M}^{n}$
20. CALCULATE THE COST FOR $T_{L}{ }^{n}, \triangle T_{L}{ }^{n}$, PIPE LENGTH, $\hat{M}^{n}$ AND $D_{L}^{*}$
21. IS THE SUM OF THESE COSTS PLUS THE COST OF THE COLLECTORS LESS THAN $f_{n}\left(T_{H}{ }^{n}, T_{L}{ }^{n}\right)$ ?
22. IF SO SET $f_{n}\left(T_{H}{ }^{n}, T_{L}{ }^{n}\right)$ EQUAL TO THESE COSTS AND RETAIN THE ASSOCIATE OPTIMUM $\triangle T_{H}{ }^{n}$ AND $\triangle T_{L}{ }^{n}$

Figure 2-14 (Continued)
23. IF ALL GRID POINTS HAVE NOT BEEN EXAMINED AS $\triangle T_{H}{ }^{n}$ AND $\Delta T_{L}{ }^{n}$ CONTINUE to ITERATE
25. IF ALL GRID POINTS HAVE NOT BEEN EXAMINED AS $T_{H}{ }^{n}$ AND $T_{L}{ }^{n}$ CONTINUE TO ITERATE
26. IF THIS IS NOT THE LAST STAGE $(\mathrm{n}<\mathrm{N})$, CONTINUE TO ITERATE
27. QUERY THE TRACE BACK ROUTINE TO RETRIEVE OPTIMUM PIPE DIAMETERS AND INSULATION THICKNESSES AND MINIMUM TOTAL COST FOR SELECTED VALUES OF $n, T_{H}{ }^{n}$ AND $T_{L}{ }^{n}$

The analogous equations to $2-7,2-8$, and $2-9$ are

$$
\begin{align*}
& F_{1}\left(T_{H}{ }^{1}, T_{L}{ }^{1}, 2 k^{1}\right)={ }_{\left(\Delta T_{H}{ }^{1}, \Delta T_{L}{ }^{1}\right)}^{M I N}\left[C_{H T}\left(\Delta T_{H}{ }^{1}, k^{1}{ }^{1}, T_{H}{ }^{1}, k^{1}{ }^{1}\right)\right. \\
& \left.+C_{H T}\left(\Delta T_{L}{ }^{1}, k^{1}{ }^{\dot{m}}, T_{L}{ }^{1}, k^{1}{ }^{\dot{m}}\right)+2 f_{k}(a, b)\right]  \tag{2-11}\\
& \left.F_{2}\left(T_{H}{ }^{2}, T_{L}{ }^{2}, 2 k^{2}\right)={ }_{\left(\Delta T_{H}{ }^{2}, \Delta T_{L}{ }^{2}, j^{2}\right)}^{\text {MIN }}{ }^{\left[C _ { H T } \left(\Delta T_{H}{ }^{2}, 2 j^{2} \cdot\right.\right.}, T_{H}{ }^{2}, 2 k^{2} \dot{m}\right) \\
& +\mathrm{C}_{\mathrm{HT}}\left(\Delta \mathrm{~T}_{\mathrm{L}}{ }^{2}, 2 \mathrm{j}^{2 \cdot}{ }_{\mathrm{m}}, \mathrm{~T}_{\mathrm{L}}{ }^{2}, k^{2} \mathrm{~m}\right)+2 f_{j}(a, b) \\
& \left.+F_{1}\left(T_{H}{ }^{2}-\Delta T_{H}{ }^{2}, T_{L}{ }^{2}-\Delta T_{L}{ }^{2}, 2 k^{2}-2 j^{2}\right)\right] . \tag{2-12}
\end{align*}
$$

and

$$
\begin{align*}
F_{n}\left(T_{H}{ }^{n}, T_{L}{ }^{n}, 2 k^{n}\right)= & \left(\Delta T_{H}{ }^{n}, \Delta T_{L}^{n}, j^{n}\right){ }^{M I N} C_{H T}\left(\Delta T_{H}{ }^{n}, 2 j^{n \cdot}, T_{H}^{n}, 2 k^{n}{ }^{n}\right) \\
& +C_{H T}\left(\Delta T_{L}^{n}, 2 j^{n} m, T_{L}^{n}, k^{n}{ }_{m}\right)+2 f_{j}(a, b) \\
& +F_{n-1}\left(T_{H}^{n}-\Delta T_{H}^{n}, T_{L}^{n}-\Delta T_{L}^{n}, 2 k^{n}-2 j^{n}\right) \tag{2-13}
\end{align*}
$$

where a and b are fixed temperatures such that $\Delta \mathrm{T}_{\mathrm{C}}$ in Equation $2-4$ is replaced by $a-b$ and $\dot{m}$ is the mass flow rate that is put through one feeder line subsystem's collectors. Alternatively $a$ and $b$ could be considered as design choices and would appear under the minimization. The mass flow from a feeder line into the $\mathrm{n}^{\text {th }}$ trunk line subsystem is given by $j^{n} \dot{m}$ where $j^{n}$ is the number of subsystems in the feeder 1 ines--that is, $j^{n}$ determines the number of collectors or analogously the length of the feeder lines. The quantity
$2 k^{n}{ }^{n}$ expresses the mass flow rate through the $n^{\text {th }}$ trunk line's hoat transport segment where $2 \mathrm{~K}^{\mathrm{n}}$ is the total number of feeder 1 inc subsystems that have been added to the system as of trunk line subsystem $n$. The use of $2 k^{n}$ and $2 j^{n}$ rather than $k^{n}$ and $j^{n}$, expresses the situation shown in Figure 2-10 where there are two feeder lines for each trunk line subsystem.

A simplification of Equations 2-11, 2-12 and 2-13 is possible for boiling systems. This is discussed in Section 2.3.8.

Notice that the tradeoff between proportions of available power contributed by subsystem 1 and subsystem 2, as depicted in Equation 2-12, now involves the length of the feeder lines in subsystem 2 and the length of the feeder 1 ines in subsystem $1, f^{2}$ and $\mathrm{k}^{2}-\mathrm{j}^{2}$ respectively. Thus, the optimum field geometry is being found for trunk lines consisting of two trunk line subsystems and $2 \mathrm{k}^{2}$ foeder line subsystems. Again, by the principles of dynamic programming, Equation $2-13$ is the situation where the optimum field geometry is being found for trunk lines consisting of $n$ trunk line subsystems and $2 \mathrm{k}^{\mathrm{n}}$ feeder line subsystems. For example, if a parallel piping arrangement was being examined and an output temperature of $A$, an input temperature of $B$ and a mass flow rate of $C$ was required of the trunk line, the minimain cost system could be found by iteratively calculating Equations 2-11 and 2-13 and then finding

$$
\begin{equation*}
F^{*}=\underset{N}{\operatorname{MIN}}\left\{F_{N}(A, B, C)\right\} \tag{2-14}
\end{equation*}
$$

The trace back procedure for the trunk lines not only yields the optimum pipe diameters and Insulation thicknesses on each of the heat
transport segments of the minimum cost system, as was the case with feeder lives, it also yields the optimum field geometries.

When Equations 2-11 and 2-13 are calculated, an optimum design $\left(\Delta T_{H}{ }^{n}, \Delta T_{L}{ }^{n}, j^{n}\right) *$ is retained in array $U_{n}(i, j, k)$ by

$$
\begin{equation*}
U_{n}\left(T_{H}^{n}, T_{L}^{n}, 2 k^{n}\right)=\left(\Delta T_{H}{ }^{n}, \Delta T_{L}{ }^{n}, j^{n}\right) * \tag{2-15}
\end{equation*}
$$

for each value of $T_{H}{ }^{n}, T_{L}{ }^{n}$ and $k^{n}$ in the grid. The additional optimum design variable $j_{n}$ is the optimum length of the feeder lines for trunk line subsystem $n$ when the high side temperature is $T_{H}{ }^{n}$, the 10 w side temperature is $\mathrm{T}_{\mathrm{L}}^{\mathrm{n}}$ and there are $2 \mathrm{k}^{\mathrm{n}}$ feeder line subsystems in the systern.

Suppose $\mathrm{N}^{*}$ was the optimum value of N in Equation 2-14. The trace back would proceed as follows: The optimum pipe diameters and insulation thicknesses for the innermost trunk line subsystem are found from $\left(\Delta T_{H} N^{*}, \Delta T_{L} N^{*}, j^{N^{*}}\right)=U_{N^{*}}(A, B, C)$. The optimum feeder lines into this subsystem would have length given by $n=j^{N *}$. The optimum pipe diameters and insulation thicknesses of each of the heat transport segments of these feeder lines are found as discussed in Section 2.3.5.

The optimum pipe diameters and insulation thicknesses for the next closest trunk line subsystem are found from $\left(\Delta \mathrm{T}_{\mathrm{H}} \mathrm{N}^{*-1}, \Delta \mathrm{~T}_{\mathrm{L}}^{\mathrm{N}^{*}-1}\right.$, $\left.j^{N^{*}-1}\right)=U_{N^{*}-I}\left(A^{\prime}, B^{\prime}, C^{\prime}\right)$, where $A^{\prime}=A-\Delta T_{B}^{N^{*}}, B^{\prime}=B=\Delta T_{L}{ }^{N^{*}}$ and $C^{\prime}=C-\mathrm{N}^{*}$. The rest of the optimum trunk line subsystem designs $\left(\Delta T_{N} N^{*-2}, \Delta T_{L} N^{*-2}, j^{N^{*}-2}\right), \ldots .,\left(\Delta T_{H}^{1}, \Delta T_{L}^{1}, j^{1}\right)$ and their associated optimum feeder line designs are then iteratively generated this way until the optimum field geometry pipe diameters and insulation thicknesses have been traced back.

### 2.3.7 Series Boiling Feeder Line Simplifications

In order to get high boiling collector efficiencies it was found that a relatively high mass flow rate through the collectors was required. This meant that a number of collectors in series were needed to add the required latent heat to produce saturated steam. Thus, serips feeder lines were analyzed for boiling collector fields.

In boiling $\Delta T_{H}^{n}=0$ and therefore $T_{H}^{n}$ is equal to $T_{H}{ }^{n-1}$. In series systems $\dot{\mathrm{M}}^{\mathrm{n}}$ is equal to $\dot{\mathrm{M}}^{\mathrm{n}-1}$. Examination of the heat transport cost (See Appendix F) shows that $\Delta T_{H}$ affects the expression for $C_{H T}\left(T_{H}, \Delta T_{H}, M\right)$ through the average fluid temperature for the heat transport segment, $T_{H}-\Delta T_{H} / 2$, and the heat lost through the insulation $\dot{M} C_{p} \Delta T_{H}$. For boiling, only the second effect is relevant and it is expressed as $\dot{M} \Delta h$, where $h$ is enthalpy. Thus, for series boiling, $C_{\text {ITT }}$ can bere-expressed as $C_{H T}\left(T_{I H}, \Delta h, \dot{M}\right)$ or, more simply, as $C_{H T}(\Delta h)$, since $\dot{M}$ is constant for collectors in series and $T_{H}$ is constant for boiling.

It has been found that $\mathrm{C}_{\mathrm{HT}}$ is convex* for all reasonable values of $\Delta \mathrm{h}, \mathrm{T}_{H}$ and $\dot{M}$. This is not apparent from the expression for $\mathrm{C}_{H \mathrm{H}}{ }^{* *}$ but has been verified experimentally. The convexity of $\mathrm{C}_{\mathrm{HT}}$ permits a significant compuational simplification of the feeder line cost minimization. This simplification proceeds as follows:

[^5]1. Fixing the value of $N$, the number of subsystems in a feeder line, fixes the total thermal power loss through the insulation. This thermal power loss $\Delta h_{\text {TOT }}$ is
$\Delta h_{\text {TOT }}=N Q_{A}-\dot{M}\left(h_{g}-h_{\ell}\right)$
where $Q_{A}$ is the thermal power added per collector, $h_{g}$ is the enthalpy of saturated steam at $T_{H}$ and $h_{\ell}$ is the enthalpy of water at $\mathrm{T}_{\mathrm{H}}$.
2. Thus the problem becomes one of apportioning $\Delta h_{n}$ over $\Delta h_{\text {TOT }}$ or
$\sum_{n=1}^{N} \Delta h_{n}=\Delta h_{T O T}$
3. Equation 2-9 now becomes
$f_{n}\left(H^{n}\right)=\operatorname{MIN}_{\Delta h_{n}}\left[C_{H T}\left(\Delta h_{n}\right)+f_{n-1}\left(H^{n}-h_{n}\right)\right]$
subject to 2-17, where $H^{n}$ is the enthalpy loss as of subsystem n.
4. For $\mathrm{C}_{\mathrm{HT}}$ convex, the solution to $2-10$ for $\mathrm{n}=\mathrm{N}$ and $H^{N}=\Delta h_{\text {TOT }}$ is well known and is $\Delta h_{i}=\Delta h_{T O T} / \mathrm{N}, i=1$, ----, N.

This suggests the following, considerably shorter, computational procedure for series boiling feeder lines.

1. Consider that the return line pipe diameter and insulation thickness is constant. This is reasonable since $T_{L}$ is close to $T_{a}$ and hence $T_{L}{ }^{1}$ would be close to $T_{L}^{N}$. Thus $\Delta T_{L}{ }^{1}$ would be close to $\Delta T_{L}^{N}$. Also, $\pi^{n}$ is constant for all $n$.
2. Assume that the solution $\Delta h_{i} / N$ holds when the series subsystems that raise the temperature of the retum water to boiling is added to the series hoiling feeder 1 ine. Equation 2-16 is appropriately modifice to inetude. The sensible heat addition. The justification for this approximation is that the latent heat addition is much greater than the sensible heat addition. Alternatively, the two parts of the series feeder line could be handled individually.
3. Start with the smallest $N$ such that $\Delta h_{T O T}$ is positive in 2-16.
4. For a range of $\Delta \mathrm{T}_{\mathrm{L}}{ }^{\prime} \mathrm{s}$ compute
$Z_{N}=N C_{H T}\left(\Delta h_{T O T} / N\right)+C_{H T}\left(T_{L}, \Delta T_{L}\right)$,
where $C_{H T}\left(T_{L}, \Delta T_{L}\right)$ is computed for the length of the entire feeder line. Select as $Z_{N}{ }^{*}$, the minimum $Z_{N}$ in the $\Delta \mathrm{T}_{\mathrm{L}}$ range:
5. Set $N$ to $N+1$ and repeat step 4 .
6. When $Z_{N+1}^{*}>Z_{N}^{*}$, stop. An $N$ stage feeder line is optimal. As $N$ increases, the values of ${ }^{Z} N$ will at first decrease and then increase. For feeder lines having only a few subsystems, the first $N$ will occasionally be the minimum cost system. Examples of this optimization procedure are shown in Section 2.3.9.

### 2.3.8 Trunk Line Simplifications for Boiling

For boiling system trunk lines, the mass flow will increase as more and more feeder lines feed into the trunk line. Now $C_{\mathrm{HT}}$ depends on $\dot{\mathrm{m}}^{\mathrm{n}}$ and the solution to $2-16$ is not known apriori even though $C_{H T}\left(\Delta h_{n}, \dot{M}^{n}\right)$ is convex in $\Delta h_{n}$. Thus, the dynamic programming iterative equations will be required.

A simplification in these equations does arise, however, since the series boiling feeder lines are of a fixed length when a constant feeder line mass flow rate is used. This is because saturated steam must be produced. Thus $2 \mathrm{k}^{\mathrm{n}}$ and $2 \mathrm{j}^{\mathrm{n}}$ need not appear explicitly and considerable computation time is saved.

Even further savings in computation time can be realized by taking advantage of the low temperature of the return line. However, an approach different from the last section is required. $A T_{L}^{n}=\Delta T T_{L}$ and a $T_{L}{ }^{n}=T_{L}$ are fixed for all subsystems $n$ and the dynanic programing analysis implied by

$$
\begin{align*}
f_{n}\left(H^{n}\right) & =M_{\Delta h_{n}}^{M I N}\left[C_{H T}\left(\Delta h_{n}, \dot{M}^{n}\right)+C_{H T}\left(T_{L}, \Delta T_{L}, \dot{M}^{n}\right)\right. \\
& \left.+f_{n-1}\left(H^{n}-\Delta h_{n}\right)\right] \tag{2-20}
\end{align*}
$$

is rum. Then the analysis of 2-20 is repeated for other values of $\Delta T_{L}$ and the minimum cost value chosen. This results in different pipe diameters and insulation thicknesses for each high and low side heat transport segment.

Different values of $H^{N}$, where $N$ is the number of trunk line subsystems, will result in steam of different qualities. The cost of a separator $\mathrm{C}_{\mathrm{S}}\left(\mathrm{H}^{\mathrm{n}}\right)$, to yield saturated steam is added to $\mathrm{f}_{\mathrm{N}}\left(\mathrm{H}^{N}\right)$ and
these costs are compared for various values of 111 . The lowest value of If $\mathrm{N}_{\mathrm{N}}\left(\mathrm{t}^{N}\right)+\mathrm{C}_{\mathrm{S}}\left(11^{N}\right) \mid / \dot{M}^{N}$, where $\dot{M}^{N}$ is the mass flow rate after the separator, is a measure of the minimum cost of thermal power out of the trunk line. Examples of this optimization procedure are shown in Section 2.3.9.

### 2.3.9 Sample Results

A feeder line optimization run for pressurized water is shown in Figure 2-15. The piping arrangement is single parallel with mininumil cost point focusing collectors having an aperture area of $30.5 \mathrm{~m}^{2}$, a mass flow rate of $.05 \mathrm{~kg} / \mathrm{sec}$. , a collector $\Delta \mathrm{T}$ of $112^{\circ} \mathrm{C}$ and a cost of \$1554. The field fill factor is .5 m in each coordinate direction. The fill factor and aperture diameter yield a heat transport segment length of $2 \sqrt{A_{\mathrm{p}} / \pi} / .5=12.5 \mathrm{~m}$. The high temperature side grid was $[210,209,208, \cdots, 200]$ and the low temperature side grid was $[100.00,99.75,99.50, \cdots, 85.00]$.

The first trace back in part (a) of the figure is for a feeder line consisting of 20 subsystems. For the innermost subsystem the optimum values, $\Delta \mathrm{T}_{H}{ }^{20}=00^{\circ} \mathrm{C}$ and $\Delta \mathrm{T}_{L}{ }^{20}=.25^{\circ} \mathrm{C}$, for $T_{H}{ }^{20}=200^{\circ} \mathrm{C}$ and $T_{L}{ }^{20}=100^{\circ} \mathrm{C}$ are given in the first line of columns two and five respectively. For the next subsystem the optimum values, $\Delta \mathrm{T}_{11}{ }^{19}=0^{\circ} \mathrm{C}$ and $\Delta \mathrm{T}_{\mathrm{L}}{ }^{19}=.25^{\circ} \mathrm{C}$, for $\mathrm{T}_{11}^{19}=\mathrm{T}_{\mathrm{H}}{ }^{20}-\Delta \mathrm{T}_{\mathrm{H}}{ }^{20}=200^{\circ} \mathrm{C}$ and $T_{L}{ }^{19}=T_{L}{ }^{20}-\Delta T_{L}^{20}=99.75^{\circ} \mathrm{C}$ are given in the second line and so forth until the outermost subsystem with optimum values, $\Delta T_{H}{ }^{1}=-5^{\circ} \mathrm{C}$ and $\Delta \mathrm{T}_{\mathrm{L}}{ }^{1}=2^{\circ} \mathrm{C}$, has been traced back. As mentioned previously, the optimum pipe diameters and insulation thicknesses for subsystem $n$ can be found from $T_{11}{ }^{n}, \Delta T_{H}{ }^{n}, T_{L}{ }^{n}, \Delta T_{L_{4}}{ }^{n}$ and $M^{n}$. These have been computed
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Figure 2-15. Sample Results for a Pressurized Water Eeeder Line Optimization.
and are also shown in the figure. For the innermost subsystem, 20, the high temperature side optimum pipe diameter and insulation thickness are .0238 m and .0319 m respectively. For the low temperature side the corresponding values are .0232 m and .0380 im respectively.

Optimum design trace backs for various length feeder lines from this run are shown in parts (a), (b), (c), and (d) of the figure. The five stage, or subsystems, trace back of part (d) of the figure is displayed graphically in Figure 2-16. This figure illustrates the high and low temperature side interactions discussed in Section 2.3,2.

Two feeder line optimization runs for series boiling are shown in Figure 2-17. The point focusing collectors used have an aperture area of $37.1 \mathrm{~m}^{2}$, cost $\$ 1781$ and add 2.5 and 5 percent of the required latent heat. The corresponding mass flow rates through the collectors are $.64 \mathrm{~kg} / \mathrm{sec}$ and $.32 \mathrm{~kg} / \mathrm{sec}$. and boiling takes place at $250^{\circ} \mathrm{C}$. The fill factors are again .5 and the length of the heat transport segment is 13.7 m . The thermal power added per collector is 27.3 kw . The optimum number of subsystems for minimum cost feeder lines are indicated in the figure and are 68 and 33 respectively.

A trunk line optimization run for boiling collectors is shown in Figure 2-18. Each minimum cost feeder line provides saturated steam to the trunk lines at a mass flow rate of $.32 \mathrm{~kg} / \mathrm{sec}$, a temperature of $200^{\circ} \mathrm{C}$ and a cost of $\$ 61,601$. The trunk line subsystem heat transport length of 12.71 m is determined from the point focusing collector size and the fill factors. $\mathrm{C}_{\mathrm{p}} \Delta \mathrm{T}$ at $200^{\circ} \mathrm{C}$ is used to approximate $\Delta h$ for computational convenience. Thus $\Delta T$ is shown in the figure rather than $\triangle h$. The DESIGN $T$ specification in the trace back indicates the amount of latent heat lost in the trunk line for that



Figure 2-16. Trace Back $T_{11}, T_{L}$ Results.
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| 62 | 1693259 | 188 | ．0354 | $3 \times 67 \pm 0$ | ． 0080 | .2154 | 51536294 |
| 63 | 1720569 | 597 | ． 1775 | ． 3793 | ．0164 | .0547 | 210379 |
| 64 | 1747830 | 794 | ．2？80 | .1957 | ．0103 | .0293. | 153286 |
| 65 | 1775191 | 1299 | －2574 | ． 1331 | －0．197 | .0300 | 141963 |
| 66 | 1906501 | 1771 | 12763 | －1031 | －0212 | .0292 | 138227 |
| 87 | 182951？ | 2152 | －28 59 | ．0833 | ． 2212 | ． 0206 | 136957 |
| 68 | 1857122 | 2503 | $+2936$ | －0714 | $\times 19219$ | ＋0152 | 1387918 |
| 69 | 1884433 | 2843 | ． 2985 | ． 0623 | ，0223 | .0123 | $137251^{\text {¢ }}$ |
| 70 | 1911785 | 3192 | － $20 \leq 0$ | ．0551 | 40223 | .0126 | 138074 |
| 71. | 1939051 | 3513 | ． 3047 | － 0498 | ． 0225 | .0104 | 139146 |
| 72 | 1966365 | 3844 | ． 3069 | －0，052 | ＊0226 | .0106 | 140363 |
| 73 | 1993676 | 4147 | ． 3054 | .0417 | －0237 | .0091 | 141743 |
| 74 | 2020986 | 4460 | ． 3097 | .0336 | －0127 | .0093 | 143191 |
| 75 | 2048297 | 47.47 | $\cdot 3107$ | －0353 | ＋0228 | .0081 | 144700 |
| 76 | 2075607 | 5044 | ． 3116 | －0339 | －0228 | ＋0093 | 146277 |
| 77 | 2102914 | 5315 | －3123 | －0321 | －0229 | ． 11074 | 147689 |
| 78 | 2130229 | 5597 | ． 3129 | ． 0304 | ． 0229 | ． 0077 | \＄49535 |
| 79 | 2157539 | 58772 | －3134 | ． 0289 | ． 0229 | .0076 | 151209 |
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| 42 | 11月下0＾6 | c．al | －25，60 | －Wtoo | －vias | －0059 |  |  | 61.74 |  |
| 43 | 1174357 | 1615 | － 1262 | －115\％ | － 11104 | －HUDI． |  |  | 0,51 |  |
| 44 | 1c0tue， | 8065 | －2364 | －67．148 | － 8160 | ． 10053 |  |  | 2372 |  |
| 45 | 128\％9\％ | 8492 | －2a65 | ． 0141 | －616／ | －0067 |  |  | 4191 |  |
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Figure 2－17．Sample Results for a Series Boiling Feoder Line Optimization．

FILE ：TAME \％RGNMT2
WET EXPYRIMENT 1 I

$\mathrm{L}_{2} \mathrm{AP}^{P}, \mathrm{FNS}, \mathrm{TE}, \mathrm{CSIDE}, \quad 1,31+2+5,+5,61601$

LENGTK BETYEMY BRANCHES 1R．71

THACE BACK STAGE ？I3
DESIGN T AND DTH ？ 1500,1

| 3207833 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| －＊NIGH STDE－＊＊－ |  |  | －＊＊－L．JY S1DE゙ー－＊－ |  |  |
| STAGE DT | DIA＊ | TI | DT | DEA． | T1 |
| $13-1,40$ | 1．2001 | ． 0168 | ． 10 | ． 1355 | .0016 |
| $12-1.30$ | $1 \times 1535$ | ． 01.65 | － 10 | ． 1305 | .0016 |
| $11=1.50$ | 1.1022 | .0173 | $\cdots 10$ | ． 1242 | ． 0017 |
| $10-1.50$ | 1.0438 | ． 0182 | ． 10 | －1176 | ． 0018 |
| $9-1.50$ | ． 9829 | ．0193 | .10 | .1110 | .0019 |
| $8-1.50$ | ．9139 | ． 0205 | － 10 | .1038 | ． 0.020 |
| $7-1.50$ | .8515 | ．0220 | －10 | ． 0963 | ．0021 |
| $6-1,50$ | ． 2797 | ．0238 | .10 | ． 0563 | ． 0022 |
| $5-1+50$ | ． 7024 | ． 0262 | .10 | ． 0796 | ． 0024 |
| ¢ -1.60 | ． 6244 | ． 0277 | － 10 | ． 0701 | ． 0027 |
| $3-1.60$ | ． 5290 | ． 0320 | ． 10 | .0595 | ． 0031 |
| $2-1 \times 60$ | ． 4177 | .0394 | $\cdots 10$ | ． 0471 | ． 0033 |
| $1-1.50$ | ． 2821 | .0513 | .16 | ． 0312 | ．C05 |

THACE BMOK STAGE 7 13
DESIGN T AND DTL．？ $185, \cdot 1$


PRAGTIGA GFVLんTENT HZAT L．DST ． 0063

MASS FLQY RATE OUT RF SEPARATETS 16.5344

TRACE BACK STAGE $?$ I3
DE51 तो T AND DTL 7 190．． 1
ces

| －－－151GH STDE－ma－ |  |  |  | － |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STAGE | DT： | DIA＊ | TI | DI | DIA | T2 |
| 13 | －． 70 | 1．029？ | ． 0311 | － 10 | ． 1385 | ． 0016 |
| 12 | .70 | 1．0855 | ＋0359 | .10 | ． 1305 | 0916 |
| 12 | －． 70 | .2757 | ． 0333 | －10 | － 1248 | ． 09217 |
| 10 | －．70 | ． 9233 | ． 0371 | － 10 | .1175 | ．0018 |
| 9 | －． 8.70 | ．6तi96 | －0291 | $\times 19$ | ． 11110 | － 0019 |
| 8 | .70 | －3126 | .0415 | $\bigcirc 10$ | ． 1033 | －0620 |
| 7 | ． 70 | ． 7523 | ．04．64 | .10 | .0953 | 00 |
| 6 | － .30 | .7035 | ． 04.26 | .10 | －D933 | ． 002 |
| 5 | －． 9.90 | ． 6320 | － 06.65 | .10 | .2796 | －0024 |
| 4 | － 919 | ． 3555 | －Q5E3 | .10 | ． 0701 | ． 00 |
| 3 | －．，00 | ． 4655 | ＊ 0611 | $-10$ | ． 0595 | \％ |
| 2 | －．90 | ． 3752 | － 0.013 | .10 | .0471 | Q0 |
| $1-$ | 1．00 | 42479 | －0934 | －10 | ＋0312 | 0 |

PRACTIOM AF $1, A T E V T$ GEAT L2ST ．OOS6

MASS FLIW FATE 日UT IF SEPASATINS 16．5305
$*$
TRACE BACK STAGE？ 13
DESIGN T NEID DTL 7 195：51
COST
3215576

|  | S1DE－－＊ |  |  | S1 PE－C． |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STAGE | DT | 口1A． | ， 31 | DT | SIA． | 1 |
| 13 | .30 | ． 8980 | －067\％ | ＋10 | ． 1365 | ． 0016 |
| 12 | .30 | － 7914 | － 0737 | .10 | － 1305 | 0016 |
| 11 | .30 | ． 8872 | ． 0741 | －10 | －1845 | .0017 |
| 10 | ． 30 | .8010 | －0）11 | －10 | ． $117 \%$ | กn13 |
| 9 | ． 30 | ． 7537 | － 2757 | $\cdots$ | －1119 |  |
| 8 | －． 40 ． | .7373 | .0629 | .19 | ＋1025 | 02 |
| 7 | $-.00$ | ． 8129 | .0758 | ． 10 | －0063 | 02 |
| 6 | －． 401 | ． 6231 | ． 8715 | .10 | ，00492 |  |
| 5 | ． 10 | －5505 | ． 0995 | $\times 10$ | ． 0790 | 02 |
| 4 | $-8 / 40$ | ． 4572 | －1921 | ． 10 | .0701 | － 202 |
| 3 | －． 40 | ． 4063 | － 1212 | －12 | .2595 |  |
| 2 | ．$\$ 0$ | ． 3297 | ． $12.0 / 5$ | －10 | ．0．271 |  |
| 1 | 60 | －E1／G | ． 16.78 | －10 | ． 0312 | ． 00 |




Figure 2－18．Sample Results for a Boiling Trunk Line Optimization．
run and DTL is $\Delta T_{L}$. The amount of latent heat lost can be calculated by subtracting this mumer from $200^{\circ} \mathrm{C}$, the boiling temperature, and multiplying by C , at $200^{\circ} \mathrm{C}$.

The minimum costs in the figure are for the two trunk lines, one on each side of the turbine generator, that make up the field. Trace backs were made for various amounts of latent heat lost in the trunk lines by changing the DESIGN $T$ input. The interpretation of the columns and rows of the figure is the same as for the feeder line case of Figure 2-16.

The trunk line optimization for pressurized water was not implemented since it was evident from these three types of optimization runs that boiling fields would have lower costs. (See Volume 11.)

## 2.4 <br> Optimization Methodology for Steam Generator and Heat Engine

The optimization process for the steam generator and heat engine uses as inputs the outputs from the energy collection and transport subsystems. To limit the iterative search for the minimum cost design, the inlet steam temperature of the steam generator was restricted to four values $\left(150,200,250\right.$ and $300^{\circ} \mathrm{C}$ ), and its outlet (condenser) temperature was restricted to three values $\left(30,40\right.$ and $\left.50^{\circ} \mathrm{C}\right)$. The optimization of the steam generator is performed separately from that of the heat engine but both share the same restricted set of engine operating temperatures. These are mass flow rate $\dot{m}$, temperature $T_{0}$, phase state, steam or water, and initial temperature of the fluid returned to the collector field.

The steam generator optimization progran is outlined in Figure 2-19. First a set of turbine-generator operating parametors


Figure 2-19. Steam Generator Optimization.
are selected (inlet temperature, outlet temperature and mass flow rate). These parameters determine the size of the turbine and the heat flow through it. Next the water delivery temperature and heat exchanger pinch point are selected. This selection determines the mass flow rate of water through the heat exchanger and the temperature of the water returned to the field. The selection of thermodynamically impossible combinations is prohibited by simple comparisons. The cost of the heat exchanger is determined as shown in Appendix 1 . The cost of the collectors and heat transport system is interpolated among the many minimum cost point designs considered in the optimizations of those subsystems. If the total of these two costs is less than any cost previously calculated for this heat engine, the design description is retained and the minimum cost updated. At this point, another heat exchanger design is selected and the cost calculation is repeated. After all possibilities of pinch point and delivery temperaturo have been considered, a description of the least cost design is printed out, Then, another heat engine design is selected by changing the inlet or outlet temperature, or the mass flow rate, and the search for a minimm cost heat exchanger is reinitiated. In this way, all possible combinations of designs are considered in the search.

The pointout from the steam generator optimization is shown in Figure 2-20. Fior each engine operating condition defined by the first four columns (flow rate in $\mathrm{kg} / \mathrm{sec}$, condenser and inlet temperature in degrees $C$ and the resultant heat rate in MW thermal) the minimum cost combination of field and heat exchanger conditions are printed. These conditions consist of the flow rate of water in the field in $\mathrm{kg} / \mathrm{sec}$ and the low and high side temperatures in degrees

ENGINE FIELD
FIELD HT-EXCH TOTAL


| 3 | 30 | 250 | 8.6 | 9.7 | 197 | 350 | 8.0 | 322.86 | 3.25 2597.2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 30 | 30. | 7.9 | 15.2 | 261 | 350 | 7.9 | 505.22 | 4.764843 .0 |
| 3 | 48 | 250 | 7.8 | 9.7 | 199. | 350 | 7.8 | 321.95 | 3.29 2550. |
| 3 | 48 | 386 | 7.8 | 15:1 | 263 | 350 | 7.8 | 503.95 | 4.82 3970. |
| 3 | 50 | 256 | $7 \cdot 7$ | $9: 6$ | 202 | 350 | 7.7 | 321:02 | 3:33 2502 |
| 3 | 50 | 300 | $7 \cdot 7$ | 15.1 | 264 | 350 | 7.7 | 5.12:66 | 4.88 38) |
| 10 | 30 | 150 | 26.1 | 21.4 | 105 | 350 | 26.1 | 213.98 | 2.3353 |
| 18 | 38 | 290 | 26.8 | 25.8 | 147 | 350 | 26.8 | 257.90 | 2.6669 |
| 10 | 39 | 250 | 26.5 | 32.3 | 197 | 356 | 26.5 | 322.86 | 3.258557 |
| 10 | 30 | 306 | 26.4 | 50.6 | 261 | 358 | 26.4 | S05.22 | 4.7613478 .7 |
| 10 | $4 B$ | 153 | 25.7 | 21.4 | 193 | 350 | 25.7 | 213.47 | 2.35535 |
| 10 | 45 | 250 | 26.4 | 25.8 | 150 | 350 | 26.4 | 257.28 | 2.67637 |
| 10 | $4 \square$ | 250 | 26.1 | 32.2 | 199 | 350 | 26.1 | 321.95 | 3.29 85 |
| \% | 4.0 | 3 CJ | 26.0 | 56.4 | 263 | 350 | 26.0 | 503.95 | 4.821324 .4 |
| 10 | 50 | 150 | 25:3 | 21:3 | 112 | 359 | 25.3 | 212.94 | 2:39 5.448.5 |
| 10 | 50 | 280 | 26.6 | 25:7 | 153 | 350 | 26.0 | 256.63 | 2*73 6745:2 |
| 10 | 50 | 250 | 25:7 | 32.1 | 292 | 350 | $25 \cdot 7$ | 321.02 | 3.33 8342.1 |
| 10 | 50 | 300 | 25.6 | 50.3 | 264 | 350 | 25.6 | 502:66 | 4.8812991 .9 |
| 30 | 30 | 150 | 78.3 | 64:3 | 105 | 350 | 78.4 | 213.98 | 2:3316959:6 |
| 30 | 36 | 200 | 860.4 | 77.4 | 147 | 350 | 80.5 | 257:90 | 2.6620980.5 |
| 30 | 36 | 250 | 79:6 | 97.0 | 197 | 350 | 79.6 | 322.86 | 3.2525972.60 |
| 30 | 30 | 300 | 79.2 | 151:7 | 261 | 350 | 79:3 | 505:22 | 4.7640430 .21 |
| 30 | 40 | 150 | 77:1 | 64\%1 | 108 | 356 | 77:2 | 213.47 | 2 |

Figure 2-20. Printout of the Steam Generator Optimization.
centigrade. The capital costs of the field and heat exchanger (steam generator) in $\$ / \mathrm{kW}$ thermal and the total cost in 1972 millions of dollars are shown in the last three columns.

The procedure for optimizing the turbine-generator-cooling system is outlined in Figure 2-21. A design is selected from the fleld optimization of boiling collector fields or collector fields using hot water and a steam generator. This design consists of the inlet temperature, the steam mass flow rate, the condensing temperature and the total cost of the collector field, heat transport system and heat exchanger. From the inlet temperature, mass flow rate and the condenser temperature, the basic turbine generator cost and electric output are calculated using the relationships described in Appendix. H . At this point, the cooling system operating temperatures are chosen (i.e., the range and the terminal temperature difference) and the resulting cooling tower approach to the wet bulb temperature is calculated. The turbine generator efficiency is chosen (between 0.7 and 0.9 ) and the associated turbine-generator cost multiplier is selected from the curve shown in Appendix II. The final turbine generator cost, electric output and heat rejected is now calculated using multipliers obtained from Appendix H. Using the heat rejected and the chosen cooling system operating temperature, the cost of the condenser cooling-tower system including the cost of pumping, is calculated using data in Appendix I.

The generator output and an annual frequency distribution of hour by hour insolation data is used to calculate the approximate annual energy output. No correction is made for lower turbinegenerator efficiencies at lower insolation levels so that the apparent capacity factor is 0.37 . This has no significant effect


Figure 2-21. Turbine-Generator-Cooling System Optimization.
on the cost of energy comparisons between systems, but it does result in an understatement of the absolute energy costs. This deficiency is corrected in the simulation analysis which effectively lowers the capacity factor. The total annualized cost of the system (field + turbine - generator + cooling system) is divided by this total energy output to give an estimate of the cost of electric energy. If this cost is less than the previously stored mininum cost then a description of this design is retained and the minimum cost updated. After all combinations of the design variables have been considered (condensel temperature, cooling range, terminal temperature difference and engine efficiency) a description of the minimam cost system for this point design is printed out. Subsequently, the next optimum field design is selected and the optimization procedure reinitiated to find the minimum cost combination of heat engine with that design.

An example printout from the turbine generator optimization program is shown in Figure $2-22$. For each inlet temperature and steam flow rate from the field (2nd and 3rd columns), and the cost of that field from the field optimization (5th column), the heat engine design giving the lowest electric energy cost (8th column) is described in the printout. This description consists of the generated electric power in megawatts (col. 1), engine efficiency (col. 4), condenser steam, inlet and outlet temperatures and the cooling tower approach and range temperiture differences in degrees $C$ (cols. 9-13). The itemized capital cost of the field, engine and cooling system are shown (cols. 5-7) in dollars per kilowatt electric rated.

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| E1ECT | STEAM | INL | EMG | FIELD | TUR-GEN | COOLNG | ELECT | C | D | N | E $\quad 1$ | PPR |
| M等ER | FLer | TiAP | EFF | Casts | COSTS | CJSTS | C9ST | TEMD | INL | गUT | RNG | TMP |
| Miv-E | HG/SEC | D-C |  | \$1:CVE | \$/KVE | \$/KUE | \$ 1 KWH | DEG? | EES | CEMT | GPA | E |
| 31.5 | 43.4 | 250 | . 311 | 238. 19 | 92.43 | 27.93 | . 024 | 40 | 28 | 33 | 10 | 3** |
| 31.5 | 43.4 | 250 | . 34 | 232.17 | 92.46 | 27.97 | . 224 | 40 | 29 | 33 | 10 | 3 |
| 31.6 | 43.5 | 250 | . 34 | 231.72 | 92.4/4 | 27.97 | . 024 | 40 | 28 | 38 | 10 | 3 |
| 31.7 | 43.6 | 250 | . 34 | 281.71 | 92.4n | 27.96 | . 024 | 40 | 28 | 38 | 10 | 3 |
| 110.1 | 143.1 | 250 | . 36 | 297.00 | 33.31 | 24.15 | . 024 | 40 | 23 | 33 | 10 | 3 |
| 110.2 | 143.2 | 250 | . 86 | 296.76 | G3.30 | 24.15 | . 024 | 40 | 23 | 38 | 10 | 3 |
| 110.4 | 143.5 | 250 | . 36 | 296.16 | 83.27 | 24. 14 | . 024 | 40 | 28 | 33 | 10 | 3 |
| 110.7 | 148.3 | 250 | . 86 | 296.39 | 83.23 | 24.14 | . 024 | 40 | 28 | 39 | 10 | 3 |
| 95.3 | 147.8 | 200 | . 36 | 313.61 | 90.12 | 29.46 | . 026 | 40 | 28 | 38 | 10 | 3 |
| 95.4 | 147.9 | 200 | . 96 | 313.38 | 90.11 | 29.46 | . 026 | 40 | 23 | 38 | 10 | 3 |
| 95.6 | 143.2 | 200 | . 56 | 312.31 | 90.03 | 29.46 | . 026 | 40 | 23 | 35 | 10 | 3 |
| 96.4 | 149.5 | 200 | . 36 | 310.11 | 89.94 | 29.45 | .026 | 40 | 20 | 38 | 10 | 3 |
| 75.7 | 147.6 | 150 | . 86 | 356.59 | 104.45 | 40.01 | . 030 | 40 | 23 | 38 | 10 | 3 |
| 75.8 | 147.7 | 150 | . 26 | 356.35 | 104.44 | 40.01 | . 030 | 40 | 28 | 33 | 10 | 3 |
| 75.9 | 143.0 | 150 | . 86 | 355.75 | 104.41 | 40.01 | . 030 | 40 | 23 | 35 | 10 | 3 |
| 76.0 | 148.3 | 150 | . 36 | 355.03 | 104.39 | 10.01 | . 030 | 40 | 29 | 38 | 10 | 3 |
| 27.3 | 43.4 | 200 | . 34 | 294.34 | 95.95 | 33.95 | . 026 | 40 | 29 | 38 | 10 | 3 |
| 27.4 | 43.4 | 200 | . 3 , | 294.57 | 93.93 | 33.95 | . 026 | 40 | 28 | 38 | 10 | 3 |
| 27.4 | 43.5 | 200 | . 34 | 294.10 | 93.90 | 33.94 | . 026 | 40 | 29 | 38 | 10 |  |
| 27.5 | 43.6 | 200 | . 81 | 294. 08 | 93.86 | 33.93 | . 026 | 40 | 28 | 38 | 10 | 3 |
| 21.7 | 43.1 | 150 | . 54 | 345.96 | 118.37 | 15.30 | . 0.30 | 40 | 28 | 35 | 10 | 3 |
| 21.3 | 43.4 | 150 | . 514 | 346.10 | 112.35 | 45.79 | . 030 | 40 | $2 \%$ | 33 | 10 | 3 |
| 21.9 | 43.5 | 150 | . 3 . | 345.55 | 112.32 | 45.79 | . 030 | 40 | 28 | 36 | 10 | 3 |
| 21.3 | 43.6 | 150 | . 34 | 345.21 | 112.23 | 45.77 | . 030 | 40 | 23 | 38 | 10 | 3 |

* Columes 2, 3, and 5 are input data from collector field optimization.
** The $3{ }^{\circ} \mathrm{C}$ is a smaller approach than normally encountered in practice. This has resulted in part from the coarse grid $\left(10^{\circ}\right)$ for condenser temperature and 5 grid for range used in the initial run of this program.

Figure 2-22. Printout of the Turbine Generator/Cooling System Optimization, $T$ wet bulb $=25^{\circ} \mathrm{C}$.
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## APPENDIX C

ENVIRONMENTAL CONDITIONS

BY

## C. D. BEACH , <br> J. BAXTER, <br> AND

S. SHIEH

Weather records obtained for the project were in the form of magnetic tape recording of hourly values for 15 -year periods at El Paso, Texas, Phoenix, Arizona, and Albuquerque, New Mexico. During the project, a tape for Inyokern, California, was obtained from the Aerospace Corporation. It was felt by the project team and consultants that the differences between these locations in the southwest would have marginal effect on system performance. It was decided to first compare the systems against one another using typical conditions for the region and then simulate the best systems using the weathex data from one location. For initial designs, data for 1959 from Albuquerque, New Mexico, was chosen because a tape for that year was obtained that had been checked for consistency and completeness.

Albuquerque data was used in three forms:

1) Point data was used to represent typical hourly conditions of insolation, ambient temperature and wind velocities.
2) Three typical clear days were selected to represent midsummer, mid-winter and equinox conditions.
3) Statistics were derived from the complete year for insolation on collectors of various orientation as well as temperature, wind velocity and relative humidity.

These 1959 Albuquerque data were applied to preliminary system and subsystem performance analysis. Albuquerque is located at a latitude of $35.05{ }^{\circ} \mathrm{N}$ and longitude of $106.62^{\circ} \mathrm{W}$. Subsequently, the same analyses of insolation statistics were made for Albuquerque 1962, E1 Paso, 1959, and the Inyokern data.

Where point designs were made for subsystem comparisons, the following conditions were assumed:

1. Direct normal insolation 1000,700 or $400 \mathrm{~W} / \mathrm{m}^{2}$
2. Diffuse insolation, $100 \mathrm{~W} / \mathrm{m}^{2}$
3. Ambient temperature $20^{\circ} \mathrm{C}$, and $40^{\circ} \mathrm{C}$
4. Sky temperatures $20^{\circ} \mathrm{C}$ below ambient temperature
5. Wind speed $5 \mathrm{~m} / \mathrm{sec}(10 \mathrm{mph})$

To compare collector subsystem performance without using the entire year of data, three days were chosen from the records to represent a clear summer day, a clear winter day and a clear spring (or fall) day. Hourly values of total insolation on a horizontal surface are shown in Figure 2-1 for each of the days.

To compute the insolation on tilted collectors, it is necessary first to subtract the diffuse component of the measured total, horizontal insolation. The diffuse component has to be estimated because neither the diffuse nor direct radiation is measured separately. The method described by Liu and Jordan (1960) was used to estimate the diffuse component of the total radiation when the measured value was less than 0.8 of the extraterrestrial value. For measured radiation greater than 0.8 of extraterrestrial, the diffuse was assumed to be a constant five percent of the extraterrestrial value. The hourly variations of the estimated direct and diffuse solar radiation on a horizontal surface are shown in Figure 2-2 for the three typical days.

The use of the approximations above is supported by the data of Fiu and Jordan only when the total insolation is between 0.4 and 0.8 of extraterrestrial insolation. When total insolation is greater than 0.8 of the extraterrestrial value, the diffuse radiation does not continue to decrease as would be indicated by an extension of the correlation proposed by Liu and Jordan. In fact, during partly cloudy days, the direct sun may be as stong as for a clear day while forward scatter from clouds may contribute a significant portion to the total radiation and cause the total radiation to approach the extraterrestrial value. When the total insolation drops below 0.3 of the extraterrestrial value, the

Kilowall $\mathrm{Hr} /$ Metre ${ }^{2} \mathrm{Hr}$

'て-て axnsтa

energy available for electric power generation is very likely below the threshold of usefulness in most collector designs. In that case, it is not important to separate the direct and diffuse insolation for purposes of this analysis. Accordingly, the total insolation is treated as diffuse radiation, for low insolation levels.

After separating diffuse radiation from the total horizontal, the remaining direct component was converted to nomal incidence by dividing it by the cosine of the angle to the sun, $\theta_{h}$. Then,

$$
\begin{equation*}
\cos \theta_{h}=\cos L \cos \delta \cos H+\sin L \sin \delta \tag{2-1}
\end{equation*}
$$

where

L is the latitude angle ( $35^{\circ}$ for Albuquerque),
$\delta$ is the declination angle, and
$H$ is the hour angle; zero at solar noon and $15^{\circ}$ for each hour away from noon.

Hourly variations of the estimated direct normal radiation for the three typical clear days are shown on Figure 2-3.

Normal-incidence direct insolation is converted to the direct insolation received on a tilted collector by multiplying by $\cos \theta_{t}$, where

$$
\begin{equation*}
\cos \theta_{t}=\cos (L-\beta) \cos \delta \cos H+\sin (L-\beta) \sin \delta . \tag{2-2}
\end{equation*}
$$

In Equation $(2-2) \beta$ is the angle of collector tilt above horizontal
Dry bulb temperature variation over the three typical clear days was represented by the monthly avexage for each hour. These averages ars shown in Figure 2-4. Relative humidity values were also averaged for each hour to represent typical conditions for each of the days chosen.

Figure 2-3. Hourly Variations of the Direct Normal Radiation for Three Typical Clear Days.

Figure 2-4.

These are shown in Figure 2-5. A steady wind speed of $5 \mathrm{~m} / \mathrm{sec}(\approx 10 \mathrm{mph})$ was chosen for performance calculations during the typical days. This is somewhat higher than the median value for the year as shown in the next section.

Sky temperatures were computed to represent the three typical days. A computer code developed at the National Oceanic and Atmospheric Administration (NOAA) in Boulder, Colorado, was used by NOAA personnel to estimate the sky radiation temperature from radiosonde data obtained from the National Weather Service. At NOAA recommendations, 1972-1973 radiosonde data was used instead of 1959 data, because of greater accuracy in more recent instruments. Clear days selected for sky temperature calculations were June 19, 1973, March 12, 1973 and December 13, 1972.

The calculated values, Table $2-1$, are $25^{\circ}$ to $30^{\circ} \mathrm{C}$ below the dry bulb temperature at the time the radiosonde data was taken, and $35^{\circ}$ to $40^{\circ} \mathrm{C}$ below the average daytime temperatures shown by Figure $2-4$. This suggests that the use of sky temperatures $20^{\circ} \mathrm{C}$ below ambient temperatures may not be low enough for very clear days.

TABLE 2-1
CALCULATED SKY TEMPERATURE

| Month | Sky Temperature | Dry Bulb (6PM) |
| :--- | :---: | :---: |
| June | $-13.0^{\circ} \mathrm{C}$ | 12.9 |
| March | $-23.7{ }^{\circ} \mathrm{C}$ | 2.8 |
| December | $-33.1{ }^{\circ} \mathrm{C}$ | -4.2 |

Sky temperature was assumed to be very nearly constant during the day because it depends strongly on absolute humidity numbers which vary slowly. Furthermore, radiosonde data is only available every 12 hours, so hourly sky temperatures would have to be interpolated.


## 3.0 ANNUAL STATISTICS

More useful collector subsystem performance, and in some cases total system performance, can be obtained from the statistics of the whole year rather than only three days.

For seven different flat-plate collector orientation conditions and five focusing collector tracking conditions, the 1959 Albuquerque insolation data were corrected for collector angles and sorted according to the frequency of occurence of different values.

On the focusing collectors the insolation is

$$
\begin{equation*}
I_{f o}=I_{o n} \cos \theta_{t} \mathrm{~W} / \mathrm{m}^{2}, \tag{3-1}
\end{equation*}
$$

and the total insolation on flat-plate collectors is estimated to be

$$
I_{\mathrm{fe}}=I_{\mathrm{on}} \cos \theta_{\mathrm{t}}+0.5 I_{\mathrm{d}} \mathrm{~W} / \mathrm{m}^{2}
$$

where
$I_{\text {on }}=$ Direct normal insolation, $\mathrm{W} / \mathrm{m}^{2}$
$\theta_{t}=$ Angle between the normal to the collector and the sun
$\mathrm{I}_{\mathrm{d}}=$ Diffuse insolation, $\mathrm{W} / \mathrm{m}^{2}$
Except for the horizontal collector, only one-half the diffuse radiation was included because the tilted collector does not see the whole hemisphere of sky.

The diffuse insolation was estimated from the total insolation using the relationship given by the curve in figure $3-1$. The solid part of the curve was adapted from the data of Liu and Jordan (1960), and the remainder was estimated. Where the total insolation is less than 0.5 of the extraterrestrial insolation, it is not useful for power generation, so the estimated diffuse is not important. Where it exceeds 0.8 of the extraterrestrial value the diffuse radiation is made constant because it does not realistically continue to decrease as extrapolation of

Figure 3-1. Diffuse Insolation vs. Total Insolation, Normalized by Extraterrestrial Insolation.
the solid line would indicate.
Extraterrestrial insolation on a horizontal surface is estimated
from

$$
\begin{equation*}
I_{o h}=1.353 r_{\mathrm{c}} \cos \theta_{\mathrm{h}} \tag{3-3}
\end{equation*}
$$

where $r_{c}$ is a multiplier to account for variation in distance to the sun, see Table $3-1$, and $\cos \theta_{h}$ is defined by Equation $(2-1)$, above,

In the expression for the cosine of the angle to the sun from the vertical, Equation (2-1), the declination angle, $\delta$, varies throughout the year as shown in Table 3-1. The hour angle, H, is based on mean solar time which also varies seasonally. These seasonal differences between solar time and clock time are caused by orbital and rotational variation. The difference is called the equation of time, and is also tabulated in Table 3-1. Then, the hour angle is found, for Albuquerque, by

$$
\begin{equation*}
\mathrm{H}=15(\mathrm{~T}-12.5+E T)+105-\mathrm{LON}^{*} \tag{3-4}
\end{equation*}
$$

where
T is clock time in hours, Mountain Standard Time
ET is the equation of time adjustment, Tab1e 3-1, and
LON is the longitude, $106.62^{\circ}$.
The collector orientations and tracking conditions for which the frequency distribution of insolation values were made are listed in Table 3-2. Also given in the table are the expressions for $\cos \theta_{t}$ in Equations (3-1) and (3-2) as they apply to each collector type and orientation.

The computed frequency distributions (histograms) are given in

[^6]TABLE 3-1
Solar Declination, Distance Multiplier For Solar Constant, and Equation of Time

| Date | $\delta_{\text {er }}$ | ET (hrs.) |  |
| :---: | ---: | :---: | :---: |
| Jan. 22 | $-19.85^{\circ}$ | 1.0300 | -0.191 |
| Feb. 22 | $-10.47^{\circ}$ | 1.0207 | -0.228 |
| Mar. 22 | $0.33^{\circ}$ | 1.0057 | -0.120 |
| Apr. 22 | $11.93^{\circ}$ | 0.9875 | 0.022 |
| May 22 | $20.23^{\circ}$ | 0.9727 | 0.058 |
| Jun. 22 | $23.45^{\circ}$ | 0.9670 | -0.028 |
| Ju1. 22 | $20.43^{\circ}$ | 0.9692 | -0.105 |
| Aug. 22 | $12.05^{\circ}$ | 0.9785 | -0.051 |
| Sep. 22 | $0.62^{\circ}$ | 0.9945 | 0.116 |
| Oct. 22 | $-10.78^{\circ}$ | 1.0133 | 0.256 |
| Nov. 22 | $-19.97^{\circ}$ | 1.0267 | 0.234 |
| Dec. 22 | $-23.45^{\circ}$ | 1.0327 | 0.030 |

Collector Orientation and Tracking Conditions

| Condition | $\operatorname{Cos} \theta_{c}$ | Notes |
| :---: | :---: | :---: |
| Fixed, South Facing |  |  |
| 1. Horizontal | $\cos L \cos \theta \cos H+\sin L \sin \delta$ | a |
| 2. Fixed Tilt; $B=\mathrm{L}$ | $\cdots \cos \delta \cos H$ | $a, b$ |
| 3. Seasonal Adj.; $B=L-\delta$ | $\cos ^{2} \delta \cos H+\sin ^{2} \delta$ | $a, b$ |
| Single Axis Tracking |  |  |
| 4. Horizontal, $\mathrm{N}-\mathrm{S}$ Axis | $\left[1-(\sin L \cos 6 \cos \mathrm{H}-\cos \mathrm{L} \sin 6)^{2}\right]^{1 / 2}$ | c, d |
| 5. Horizontal, E-W Axis | $\cos (L-\beta) \cos \delta \cos H+\sin (L-\beta) \sin \delta$ | $e, f$ |
| 6. Tilted $\mathrm{N}-\mathrm{S}$ Axis, $B=L$ | $\cos \hat{\theta}$ | $c, e$ |
| 7. Adjusted $\mathrm{N}-\mathrm{S}$ Axis, $B=L-5$ | $\left[1-\sin ^{2} \delta \cos ^{2} \delta(1-\cos H)^{2}\right]^{1 / 2}$ | c, e |
| Two Axis Tracking |  |  |
| 8. Normal at all times | 1. | c, e |

Notes:
a) Flat-plate collectors only
b) Limit hour angle to $\pm 90^{\circ}$
c) Limit tracking to $\pm 60^{\circ}$ to prevent shading
$\left[1-(\sin L \cos \delta \cos H-\cos L \sin 6)^{2}\right]^{1 / 2}$
$\cos (L-\beta) \cos \delta \cos H+\sin (L-B) \sin \delta$
$\cos \hat{\theta}$
1.
c) Limit tracking to $\pm 60^{\circ}$ to prevent shading

Figures 3-2 through 3-13 for the various collector deployment schemes, For the tracking collectors, only hour angles less than $60^{\circ}$ were considerein useful because shadowing is expected to become excessive for greater angles. These data are suitable for estimating annual collector output, and unless storage is involved, the complete system operation can be estimated. When storage is used, so the thermal output is not necessanily used in the hour of its output, system performance is difficult to estimuly from these statistics.

For the ambient air temperature and wind speed, frequency distributions of the hourly values were made for the 1959 Albuquerque data, These are shown in Figures 3-14 and 3-15.

From Figure 3-14 the average temperature appears to be about $14{ }^{\circ} \mathrm{C}$. However, the average temperature for the hours of collector operation would be higher than the average for all hours. Figure 2-4 indicates a difference between daytime mean and daily mean of slightly more than $1^{\circ} \mathrm{C}$, which suggests $15{ }^{\circ} \mathrm{C}$ as a reasonable average ambient temperature for systems operating in Albuquerque.

Maximum wind velocity for structural requirements has been placed at $60 \mathrm{~m} / \mathrm{s}(\approx 120)$. This is a condition for survival of components and not an operating condition. As observation of the data in Figure 3-15 suggests that, If 1959 is a typical year, winds exceeding $15 \mathrm{~m} / \mathrm{s}$ ( 30 mph ) are rare and this velocity might be an acceptable upper limit on design for operation.


Figure 3-2. Hourly Insolation Statistics, Horizontal Flat-Plate Collector. Albuquerque Data, 1959.


Insolation, $\mathrm{kW} / \mathrm{m}^{2}$
Figure 3-3. Hourly Insolation Statistics, Flat-Plate Collectors, Fixed Tilt Equal to Latitude. Estimated from Albuquerque Data, 1959.


Figure 3-4. Hourly Insolation Statistics, Flat-Plate Collector, Seasonally Adjusted Tilt Equal to Latitude Minus Declination. Estimated from Albuquerque Data, 1959.


Figure 3-5. Hourly Insolation Statistics, Focusing Collector, North-Soutl Horizontal Axis, East-West Tracking. Estimated from Albuquerque Data, 1959.


Figure 3-6. Hourly Insolation Statistics, Focusing Collector, East-West Axis, Tilt to Sun Elevation Angle. Estimated from Albuquerque Data, 1959.


Figure 3-7. Hourly Insolation Statistics, Flat-Plate Collector, Tilt Continuously Adjusted to Sun Elevation Angle. Estimated from Albuquerque Data; 1959.


Figure 3-8. Hourly Insolation Statistics, Focusing Collector, Tilted on North-South Axis, Tracking East to West. Estimated from Albuquerque Data, 1959.


Insolation, $\mathrm{kW} / \mathrm{m}^{2}$
Figure 3-9. Hourly Insolation Statistics,' Flat-Plate Collector, Tilted on North-South Axis, Tracking East to West. Estimated from Albuquerque Data, 1959.


Figure 3-10. Hourly Insolation Statistics, Focusing Collector on Seasonally Adjusted Tilt, North-South Axis. Estimated from Albuquerque Data, 1959.


Figure 3-11. Hourly Insolation Statistics, Flat-Plate Collector on Seasonally Adjusted Tilt, North-South Axis. Estimated from Albuquerque Data, 1959.


Figure 3-12. Hourly Insolation Statistics, Focusing Collector, Two-Axis Tracking. Estimated from Albuquerque Data, 1959.


Figure 3-13. Hourly Insolation Statistics, Flat-Plate Collector, Two-Adt Tracking. Estimated from Albuquerque Data, 1959.



### 4.0 MARKOV INSOLATION MODEL

It was noted above that the statistics taken from the insolation data are reliably used for system performance estimates only if heat storage is not employed. A statistical description of insolation which could be usable even with storage is the Markov model.

In this model the insolation is described by the probabilities that it will have a certain value during a given hour. The probabilities of occupying a given level may be different for each hour of daylight, in which case the model is non-stationary. Furthermore, in a first-order Markov model, the probabilities depend on the insolation value of the previous hour. In a second-order model the dependence would go back to the two previous hours.

If a practical Markov model were developed it could represent as many years of data as were available for a site and the model could be used to compute the output of a complex system in 1ieu of an hour-by-hour símulation.

The data for 1959 was analyzed to see whether, as a Markov process the model was first or second order and whether it was stationary. Conditional transition probabilities were calculated which indicated that the process was first-order but non-stationary. In addition, the transition probabilities depended upon the season as indicated by the declination angle.

Therefore to describe the process, a probability matrix must be determined for each combination of four to six declination angles ranges and eight to twelve hours of the day. In this application, the Markov model apparently has no advantage over direct simulation with one year of data.

The site which received the most detailed data analysis was Albuquerque, New Mexico. Data for other sites is available for simulathon of the most suitable candidate systems and preliminary analyses have been made for E1 Paso and Inyokern data.

In the analysis of any of the insolation data, the greatest shortcoming is the necessity for estimating diffuse insolation in order to compute direct insolation and adjust it to various collector angles. Where accurate systems analyses are required either direct or diffuse insolation must be known as well as the total, so that realistic estimates of direct normal insolation are available.

## APPENDIX D

## FLAT-PLATE COLLECTORS

BY
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Flat-plate (non-concentrating) collectors are suitable for producing heat at temperatures to $100^{\circ} \mathrm{C}$ or in some cases $150{ }^{\circ} \mathrm{C}$. In solar thermal electric power generation, flat-plate collectors could be used to heat water or another working fluid from the condenser fluid outlet temperature to the $100-150^{\circ} \mathrm{C}$ range. If this is the maximum temperature required by the plant design, the whole collector field might consist of flatplate collectors. If higher temperatures are needed the output of the flat-plate collectors could be delivered to concentrating collectors.

A great number of articles have been published regarding the collection of heat by flat-plate collectors (see for example, Hottel and Woertz (1942) and Whillier (1967)), so this appendix only outlines the methods used during this project to analyze the performance of flatplate collectors.

Optimization depends upon cost estimates as well as performance estimates and, of the two, cost estimates are the harder to verify. In the later sections of this appendix some example cost estimates are shown and related to the performance to indicate the general range of the lowest cost heat from flat-plate collectors.

### 2.0 COLLECTOR DESIGN CONCEPTS

The goal of flat-plate collector design is to reduce energy losses to the limit that is practical with low cost, long-lasting materials and simple construction. Losses considered are described in the succeeding section in three categories: optical losses, conductionconvection losses and radiation losses.

The basic flat-plate collector consists of a heat absorbing surface with arrangements to reduce thermal lasses. The absorbing surface contains channels or tubes for the flow of fluid to remove the collector heat. Figure 2-1 illustrates the concept using two pieces of glass to reduce losses through the front and insulation to reduce losses through the back. Some variations on this basic concept are described below.

### 2.1 Loss Reduction Techniques

Losses which reduce collector efficiency were listed above in thre categories; optical loss, conduction-convection loss and radiation loss.
2.1.1 Optical Losses

The optical loss factor accounts for the fraction of incident radu energy that is never absorbed by the collector. This factor depends upon:

1) Transmittance of the glazing surfaces as affected by surface reflectivity and internal absorption. Transmittance depends in part, on angle of incidence.
2) Absorptivity to solar radiation, $\alpha$, of the absorbing surface,
3) Losses attributable to dirt on the glazing and the shading of the absorber by side walls and cover supports.

Figure 2-1. Flat Plate Collector with Two Glass Cover Plates.

Optical losses are of special concern because the represent high quality energy that is available, but rejected by the collector. Reduction of these losses is possible by:

1) Increasing transmittance of glazings. This means reducing surface reflectivity by special chemical processes, reducing absorptivity of the glass by reducing iron content and reducing the number of glazing surfaces involved.
2) Increasing the absorptivity of the absorbing surface.
3) Minimizing spacing between glazing surfaces and absorbing surfaces to reduce shading.

### 2.1.2 Conduction-Convection Losses

Conduction-convection losses are caused by the transfer of heat froi the inside to the outside of the collector by way of the collector materioil and the air spaces between materials.

The control of conduction and convection losses may be accomplished using materials with lower themal conductivity, using thicker insulation ant more layers of glazing. Convection may be reduced by cellular structures: as honeycomb in air spaces to eliminate convection cells. Evacuation of spaces may reduce conduction and convection losses to negligible levels,

### 2.1.3 Radiation Losses

Radiation loss represents the transfer of energy electromagnetically at infrared wavelengths from hotter surfaces to cooler surfaces on to the surrounding atmosphere. The energy radiated depends on the fourth power of absolute temperature, the surface area, and the emissivity of the surface.

Radiation losses are reduced by surface treatments that decrease the emissivity and by shielding the absorber with more layers of glazing. Sowe surface geometric arrangements are helpful to reducing radiation by keepins hotter surfaces radiating toward only slightly cooler ones. Honeycomb strim tures, for example, provide some reduction of radiation loss as well as tho reduction in convection loss.

From the brief description of losses, above, it is apparent that there is a trade-off necessary between the optical losses and the thermal losses (radiation, conduction and convection). For example using more layers of glazing reduces thermal losses but increases the optical losses. Similarly a honeycomb structure between the absorber and the glazing lowers thermal losses, but it adds to optical losses by blocking some of the incident energy before it reaches the absorber. Even the reduction of heat radiation losses by lower surface emissivity to infrared wavelengths cannot be accomplished without some penalty in the absorptivity of the surface to the solar spectrum.

### 2.2 Collector Orientation

The intensity of radiation on flat-plate collectors is reduced by the cosine of the angle from the collector to the sun. There may be an advantage to having the collector tilt fixed, however, because the expense of installing and maintaining a large number of flexible pipe joints may not be justifiable. These effects are analyzed quantitatively in subsequent sections. An additional effect of collector orientation is the reduced transmittance of glass and reduced absorptivity of surfaces at angles of incidence greater than about $45^{\circ}$. These effects are evaluated below.

### 2.3 Design Classification

One approach to classification of suitable flat-plate collector types is shown in Table 2-1. The table includes variations in the absorber design, the loss control techniques and the orientation or deployment conditions. Because this profect is a study of electric power generation, only collectors designed for heating liquids were considered.

Also for purposes of this study, plastic glazings were excluded. Clear plastics are deteriorated by ultra-violet light and have not been

## CLASSIFICATION OF SOLAR FLAT-PLATE COLLECTORS

 (Non-Focusing)1. Types of Absorbers
a. Metal surfaces with internal tubes
b. Metal surfaces with attached tubes
c. Individual metal tubes
2. Types of Glazings
a. Single layer of glass
b. Multi-layers of glass
3. Types of Surfaces
a. Flat black paints, oxides, enamels
b. Selective black, low emittance coatings
c. Transparent honeycomb
d. Scratched, finned, or roughened surface
4. Types of Deployment
a. Horizontal
b. Stationary, tilted
c. Periodic tilt angle adjustment
d. Continuous tilt angle adjustment
e. Continuous, single-axis, east-west adjustment, constant tilt angle
f. Continuous double-axis adjustment
5. Radiation Augmentation
a. Adjacent non-specular reflective areas
b. Adjacent specular reflective areas
6. Special Collector Combinations
a. Evacuated glass tube with internal flat absorberliquid or gas heater, Speyer (1964)
b. Evacuated plate, Blum et al (1973)
c. Liquid heater using semi-transparent surfaces, Lumsdaine (1969)
d. Collector irradiated from both faces, Souka and Safwat (1969)
shown to offer life-cycle cost advantages over glass. Used behind glass, plastics may perform acceptably, but since the use of plastic does not greatly reduce overall collector costs, this analysis has been made with glass for glazings, and the sensitivity to the cost of the glazing is shown in the final section on estimated costs.

Mathematical analysis of flat-plate collector performance is very well summarized by Whillier (1967). His methods were used with a few variations described below to write computer programs that predict heat losses and collector efficiency under the full range of ambient conditions and for the design variables described in Table 2-1, above.

### 3.1 Collector Heat Balance

Under static operating conditions the useful heat removed per unit area of collector is the difference between the absorbed energy and the thermal losses.

$$
\begin{equation*}
q_{u}=I F_{e} \cos \theta_{c}-U_{L_{L}}\left(T_{c}-T_{a}\right) \tag{3-1}
\end{equation*}
$$

where
I is the incident solar radiation, watt/m ${ }^{2}$
$F_{e}$ is the effective net absorptivity of the collector
$\theta$ is the angle between the sun and the collector normal
${ }^{\mathrm{H}_{\mathrm{L}}}$ is the total collector loss rate at temperature $\mathrm{T}_{\mathrm{C}}, \mathrm{W} / \mathrm{m}^{2}{ }^{\circ} \mathrm{C}$
$\mathrm{T}_{\mathrm{c}}$ is average collector surface temperature ${ }^{\circ} \mathrm{C}$, and
$\mathrm{T}_{\mathrm{a}}$ is ambient temperature, ${ }^{\circ} \mathrm{C}$.
The useful heat can be expressed as an enthalpy change in the collector fluid, but for liquid flow it is approximately correct to write

$$
\begin{equation*}
q_{u}=\dot{m} C_{p}\left(T_{0}-T_{i}\right) \tag{3-2}
\end{equation*}
$$

where
$\dot{\mathrm{m}}$ is fluid flow rate, $\mathrm{kg} / \mathrm{hr}$
$C_{p}$ is specific heat of the fluid at the average temperature $\mathrm{W}-\mathrm{hr} / \mathrm{kg}{ }^{\circ} \mathrm{C}$
$T_{0}$ is fluid outlet temperature, ${ }^{\circ} \mathrm{C}$, and
$T_{i}$ is fluid inlet temperature, ${ }^{\circ} \mathrm{C}$.

The remainder of this section is a description of the computation of thermal loss coefficient, $\mathrm{U}_{\mathrm{L}}$, and the elimination of the collector temperature dependence in Equation 3-1.

### 3.2 Optical Losses

The fraction of the incident energy that is absorbed by the collector depends on the transmissivity of glazing, the absorptivity of the absorber surface, and the angle of incidence of the insolation on the collector.

Figures 3-1 through 3-4 show the calculated absorbed energy as a fraction of incident energy for one through four glass covers, and plate absorptivities of 0.9 and 0.95 . Normal and low reflectivity glass are compared, both with attenuation in the glass of 0.2 per inch. Glass $1 / 8$ inch thick is assumed. The absorbed energy begins to decrease markedly for angles of incidence greater than 45 degrees. Computed energy capture is based on the methods described by Whillier (1967) and account for multiple reflections between glazing-air interfaces.

The angular dependence of the optical losses in the curves of Figures 3-1 through 3-4 is for $\mathrm{F}_{\mathrm{e}}$ only and is in addition to the $\cos \theta_{\mathrm{c}}$ dependence shown in Equation (3-1).

## 3. 3 Conduction-Convection Losses

Conduction and convection losses depend on:

1) Average temperature of the absorbing plate
2) Ambient air temperature and wind speed
3) Number of glass covers and, to a minor extent, their spacing
4) Rear and edge insulation


Figure 3-1. Fraction of Incident Energy Absorbed by a Flat-Plate Collector.


Figure 3-2. Fraction of Incident Energy Absorbed by a Flat-Plate Collector.


Figure 3-3. Fraction of Incident Energy Absorbed by a Flat-Plate Collector with Low Reflectivity Glass.


Figure 3-4. Fraction of Incident Energy Absorbed by a Flat-Plate Collector with Low Reflectivity Glass.

The convection loss coefficient from the outer glass surface to the air is given by Whillier (1967) as

$$
\begin{equation*}
h_{w}=1+0.3 \mathrm{~V} \quad \mathrm{BTU} / \mathrm{hr} \mathrm{ft}^{2}{ }^{\circ} \mathrm{F} \tag{3-3}
\end{equation*}
$$

where $V$ is wind velocity in miles per hour. In metric units,

$$
\begin{equation*}
h_{w}=5.7+3.8 V_{\mathrm{m}} \quad \mathrm{~W} / \mathrm{m}^{2}{ }^{\circ} \mathrm{C} \tag{3-4}
\end{equation*}
$$

where $\mathrm{V}_{\mathrm{m}}$ is in meters $/ \mathrm{sec}$. For the $5 \mathrm{~m} / \mathrm{s}$ wind velocity (about 10 mph ) used in all calculations,

$$
\begin{equation*}
h_{w}=24.7 \mathrm{~W} / \mathrm{m}^{2}{ }^{\circ} \mathrm{C} \tag{3-5}
\end{equation*}
$$

### 3.3.1 Air-Filled Spaces

Convection coefficients for heat transfer between parallel plates depend strongly on the temperature of the enclosed air, which may be assumed to be the average temperature of the two plates. Also important is the tilt angle of the parallel plates with respect to horizontal.

The relationship used for estimating the convection heat transfer coefficient between parallel plates is not the expression given by Whillier (1967), but was developed from data by Robinson and Powlitch (1957), and empirical expressions given by Holman (1972). At temperatures approaching $100^{\circ} \mathrm{F}$, the values computed for this study are close to the values cal-
culated from Whillier's expression.
Holman gives, for vertical spaces

$$
\mathrm{h}_{\mathrm{c}}= \begin{cases}0.18(\mathrm{k} / \mathrm{s}) \mathrm{Gr}^{0.25}(\mathrm{~s} / \mathrm{L})^{0.11} & \text { for } 2(10)^{3}<\mathrm{Gr}<2(10)^{4}  \tag{3-6}\\ 0.065(\mathrm{k} / \mathrm{s}) \mathrm{Gr}^{0.33}(\mathrm{~s} / \mathrm{L})^{0.11} & \text { for } 2(10)^{4}<\mathrm{Gr}<(10)^{7}\end{cases}
$$

and for horizontal plates,

$$
h_{c}= \begin{cases}0.195 G r^{0.25} & \text { for }(10)^{4}<G r<4(10)^{5}  \tag{3-7}\\ 0.068 G r^{0.33} & \text { for } 4(10)^{5}<G r\end{cases}
$$

where Gr is the dimensionless Grashof number given by

$$
\begin{equation*}
\mathrm{Gr}=\frac{9.8 \mathrm{~s}^{3}}{v^{2}} \frac{\left(\mathrm{~T}_{1}-\mathrm{T}_{2}\right)}{\mathrm{T}_{\mathrm{av}}} \tag{3-8}
\end{equation*}
$$

and
$s=$ plate spacing, meters
$k=$ thermal conductivity of air at $T_{a v}$, in $W / m{ }^{\circ} \mathrm{K}$
$L=$ length of vertical rise in plates, meters
$v=$ kinematic viscosity of air at $T_{a v}$, in $m^{2} / \mathrm{sec}$
$\mathrm{T}_{1}, \mathrm{~T}_{2}=$ plate temperatures, ${ }^{0} \mathrm{~K}$, and
$\mathrm{T}_{\mathrm{av}}=\left(\mathrm{T}_{1}+\mathrm{T}_{2}\right) / 2$ in ${ }^{\circ} \mathrm{K}$
Within the range of temperatures of interest for flat-plate collector operation, Gr varies from 5000 to 40,000 and the useful tilt angles vary from horizontal to vertical. The data of Robinson and Powlitch (1957) for parallel plate at $45^{\circ}$ tilt show variations in heat transfer with $\left(\mathrm{T}_{1}-\mathrm{T}_{2}\right)$ to leave an exponent 0.3 , intermediate between the 0.25 and 0.33 exponents in the equations above. To simplify computation, $\mathrm{Gr}^{0.3}$ was used for all temperatures and tilt angles in the flat-plate collector analysis.

Both $k$ and $\nu$ vary with average temperature so their temperature variation was included in the expression for $h_{c}$. Over the range of

$$
\begin{align*}
& 250^{\circ} \mathrm{K}<\mathrm{T}_{\mathrm{av}}<450^{\circ} \mathrm{K}, \\
& \mathrm{k}=1.83(10)^{-4} \mathrm{~T}_{\mathrm{av}}^{0.87} \quad \mathrm{~W} / \mathrm{m}^{\circ} \mathrm{K} \tag{3-9}
\end{align*}
$$

and

$$
\begin{equation*}
v=7.2(10)^{-10} \mathrm{~T}_{\mathrm{av}}^{1.75} \quad \mathrm{~m}^{2} / \mathrm{sec} . \tag{3-10}
\end{equation*}
$$

Then using a heat transfer coefficient of the form

$$
\begin{equation*}
\mathrm{h}_{\mathrm{c}}=\frac{\mathrm{Ck}}{\mathrm{~s}} \mathrm{Gr}^{0.3} \tag{3-11}
\end{equation*}
$$

and substituting Equations $(3-8),(3-9)$ and $(3-10)$, the expression becomes

$$
\begin{equation*}
h_{c}=C^{\prime} \frac{\left(T_{1}-T_{2}\right)^{0.3}}{T^{0.48}} \quad \mathrm{~W} / \mathrm{m}^{2} o_{\mathrm{K}} \tag{3-12}
\end{equation*}
$$

Calculating the value of $C^{\prime}$ from the data of Robinson and Powlitch (1957) gives

$$
C^{\prime}=\left\{\begin{array}{l}
12,  \tag{3-13}\\
17,45^{\circ} \text { Tilt to plates } \\
20, \text { Horizontal plates }
\end{array}\right.
$$

The constants in Equation (3-12) apply to spacings greater than 2 or and change very little with increased spacing except for horizontal collect For horizontal collectors, the heat transfer coefficient decreases by the for $(0.02 / \mathrm{s})^{0.1}$ with spacing greater than 2 cm . Reducing the plate spacings latl 2 cm . begins to suppress the convection, and the conduction eventually benn the limiting effect. Then the heat transfer rate depends on $1 / \mathrm{s}$.

### 3.3.2 Evacuated Spaces

As the air pressure is reduced between the absorber and the glass covering, first the convection heat transfer is eliminated and finally the conduction is reduced. With flat glass and flat absorber plates the pressure can be reduced only if the glass is supported. Some experimenters have done this (Blum et al, (1973)) to the extent of suppressing convection losses. However, using a cylindrical configuration, Speyer (1964) built experimental collectors with sufficient vacuum to make the conductionconvection losses negligible.

Figure 3-5 shows the decrease in heat transfer as the air pressurl reduced. The heat transfer coefficient approaches that of conduction only, the air pressure is reduced to 0.01 atmosphere. Conduction effects, howerth unchanged until the molecular mean free paths are comparable to the diment? the air space.
(see Teagan (1967)). At $10^{-7}$ to $10^{-6}$ atmospheres $\left(10^{-4}\right.$ to $10^{-3}$ Torr) the conduction loss is only about one percent of the conduction loss at atmospheric pressure.

Whether the pressure is reduced to $10^{-1}$ atmosphere or $10^{-7}$
atmosphere does not materially affect the structural support required to prevent implosion. However, a higher vacuum does require a higher quality seal, and implies a higher degree of difficulty in maintaining the vacuum.

### 3.4 Radiation

Heat exchange by thermal radiation between two surfaces depends on their temperatures, areas and the long wave emissivities of both surfaces. For extensive parallel plates the heat exchange rate is

$$
\begin{equation*}
Q_{p}=\frac{A \cdot \sigma\left(T_{1}^{4}-T_{2}^{4}\right)}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{2}}-1} \quad \text { watts } \tag{3-14}
\end{equation*}
$$

where
$A$ is the surface area of each plate, square meters
$\sigma$ is the Stefan-Boltzmann constant, $5.67(10)^{-8} \mathrm{~W} / \mathrm{m}^{2} \circ_{\mathrm{K}}$
$\mathrm{T}_{1}, \mathrm{~T}_{2}$ are plate temperatures, ${ }^{\circ} \mathrm{K}$, and
$\varepsilon_{1}, \varepsilon_{2}$ are surface emissivities at the respective plate temperatures.
For long concentric cylinders, Speyer (1964) for example, the
equivalent expression is

$$
Q_{e}=A_{1} \sigma\left(T_{1}^{4}-T_{2}^{4}\right)
$$

$$
\begin{cases}\frac{1}{1+A_{1}\left(\frac{1}{\varepsilon_{1}}-1\right)} \bar{A}_{2}\left(\bar{\varepsilon}_{2}\right) & A_{2} \text { diffuse } \\ \frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{2}}-1} & A_{2} \text { specular }\end{cases}
$$



Figure 3-5. Relative Heat Loss vs. Pressure and Spacing. (Air Temperature less than $100^{\circ} \mathrm{C}$ ).
where $A_{1}$ is the surface axea of the inner cylinder and $A_{2}$ is the surface area of the outer cylinder. The expressions are unchanged when $A_{1}$ is specular or diffuse, but the heat transfer is reduced when $A_{2}$ is specularly reflecting.

In the evacuated tubes designed by Speyer, part of the glass tube was silvered to reduce radiation losses. However, when only a part of $A_{2}$ is reflective, there may be an insignificant reduction in radiated heat loss. Much of the reflected radiation escapes around the sides of the inner surface and is absorbed in the diffuse, upper portion of the glass envelope.

Radiation from a heated body to the surrounding atmosphere depends on the effective sky radiation temperature, $\mathrm{T}_{\mathrm{s}}$, and the heat loss expression is,

$$
\begin{equation*}
Q_{s}=A_{1} \sigma \varepsilon_{1}\left(T_{1}^{4}-T_{s}^{4}\right) \quad \text { watts } \tag{3-16}
\end{equation*}
$$

Sky temperature determination is discussed in Appendix B. An accurate determination is tedious and was not attempted on a day-to-day basis. For most of the collector modeling, sky temperature was assumed to be $20{ }^{\circ} \mathrm{C}$ below the ambient temperature. The total collector heat loss is relatively insensitive to sky temperature. For example, in a collector with two glass covers, the heat loss is increased by about 7 percent by a $40^{\circ} \mathrm{C}$ reduction in sky temperature. For 3 glass covers, the corresponding increase in losses is only about 4 percent.

### 3.5 Total Thermal Loss Coefficient, $U_{L}$

To compute the total collector heat loss rate, the convection and radiation loss coefficients are combined in parallel and series to represent the total heat conductance between the absorber to the surrounding air. See whillier (1967), for example. However, the heat transfer coefficients depend on the temperatures of the surfaces involved
and the estimated temperatures, in turn; are determined by the values of the heat transfer coefficient.

The solution, both for surface temperatures and inter-surface heat transfer coefficients, was determined by iteration - computing first the heat transfer coefficients from estimated temperatures, then the teluperatures from the heat transfer coefficients. This was repeated until the estimated surface temperatures had changed less than $0.5{ }^{\circ} \mathrm{C}$ from the prior iteration.

After the heat loss rate through the front of the collector was determined by the iterative calculation described above, the loss coefficient was increased by ten percent to account for heat conducted through the back and sides of the collector. This represents a different insulation thickness for different collector designs, but varies between about 5 cm . and 20 cm.

### 3.6 Collectors Modeled

The types of flat-plate collectors specifically modeled for estimates of annual thermal energy output under conditions of fixed tilt, equal to the 35 degree latitude of Albuquerque, New Mexico, were:

1. Absorber with imbedded tubes, surface emissitivities of $0.9,0.2$ and 0.1, protected by $1,2,3$ or 4 glass cover plates.
2. Honeycomb (transparent) between absorber and glass cover, Gund ton and Streed (1973). Optical properties of mylar were used il though its temperature limits are inadequate for this applicat
3. Evacuation between absorber and supported glass plate, a hypo thetical and possibly impractical case.
4. Evacuated glass tubes with absorbers inside. Speyer (1964)

### 3.6.1 Multi-Layered Glass Covered Model

Heat loss coefficients were calculated for flat-plate collectors with varying number of glass covers and varying surface emissivities. The back and side losses were assumed to be ten percent of the loss through the glass covers. These loss rates are shown in Figures 3-6 through 3-8 for collector temperatures from $50^{\circ} \mathrm{C}$ to $150^{\circ} \mathrm{C}$.

### 3.6.2 Honeycomb Designs

The placement of a honeycomb structure between the absorber plate and the cover glass controls heat losses in two ways:

1. Small honeycomb cells prevent the formation of air convection cells and reduce the conduction - convection loss to the conduction loss of the air in parallel with the conduction loss through the honeycomb material. This means the honeycomb material should be very thin-walled and have low thermal conductivity. The cells should be made small, but this increases the honeycomb material used and blocks more of the incoming light.
2. The honeycomb intercepts most of the re-radiated energy from the absorber before it can reach the cover glass. This produces an effective emissivity lower than that of the absorber plate alone. The honeycomb material should be opaque to infrared energy and have low reflectivity.

Several types of honeycomb materials have been tested by Cunnington and Streed (1973) to intercompare their performance. Even transparent honeycombs have a more limited allowable angle of incidence


Figure 3-6. Flat-Plate Collector Loss Rates, $\varepsilon=0.9$, Wind $=5 \mathrm{~m} / \mathrm{s}$.


Figure 3-7. Flat-Plate Collector Loss Rates, $\varepsilon=0.2$, Wind $=5 \mathrm{~m} / \mathrm{s}$.


Figure 3-8. Flat-Plate Collector Loss Rates, $\varepsilon=0.2$, Wind $=5 \mathrm{~m} / \mathrm{s}$.
than flat-plate collectors with multiple glass covers. This problem could be overcome by having a movable collector, but movable collectors, in turn, produce other problems. Based on the results of Cunnington and Streed, the reduction in equivalent absorptivity for a honeycomb behind one piece of glass is shown in Figure 3-9. The result for low reflectivity glass was estimated from the measured data for normal glass

Mylar appears to be the most suitable honeycomb material tested, but it is certainly not ideal. One quality not evaluated was its performance at elevated temperatures and in this category mylar may be inadequate for use in solar thermal power generating applications.

The heat loss coefficient for honeycomb was estimated by calculating conduction and radiation loss, but no convection loss between the absorber and the glass cover. The radiation loss was estimated as though the absorber had a reduced equivalent emissivity. Loss coefficients are shown in Figure 3-10 for an equivalent emissivity of 0.5 over the temperature range $50^{\circ} \mathrm{C}$ to $150^{\circ} \mathrm{C}$. Based on the experimental results of Cunnington and Streed (1973), an emissivity of 0.5 corresponds approximately to a cell depth-to-width ratio of 1.5 to 2 . This range includes the ratio 1.7 for which the angle of incidence measurments of Figure 3-9 were made.

### 3.6.3 Evacuated Collectors

Evacuating the space between the absorber and the glass covering reduces the conduction-convection loss from the front of the collector to a negligibly small value. Dominant losses are then caused by radiation heat transfer and conduction through any materials separating the absorber and the glass or the collector housing.


Figure 3-9. Fraction of Incident Energy Absorbed by Flat-Plate Collector with Mylar Honeycomb under One Glass Sheet. Honeycomb Cell Depth/Width $=1.7$.


Figure 3-10. Thermal Loss Rates, Flat-Plate Collector with Mylar and Evacuated Plate. Honeycomb between Absorber and Glass.

A flat absorber and a flat glass plate can be assembled so that the space between them may be evacuated. Experiments were conducted by Blum and others (1973) on such an arrangement where the evacuation was sufficient only to suppress convection heat transfer, and heat transfer by conduction through the air remained.

Experiments with higher vacuum were conducted by Speyer (1964) on absorbers inside glass tubes. This arrangement forms a practical collector where the glass-to-absorber contact is made primarily at only one end of the tube.

The tubular collector was modeled with heat transfer coefficients calculated for radiation only, and for absorber surface emissivities of $0.1,0.2$ and 0.4 . The results are shown in Figure 3-11, and a comparison of these values with the heat loss rates in Figure 3-6 shows that when the emissivity is 0.4 , the heat loss in the evacuated collector is approximately the same as that for the flat-plate collector with two glass covers. Only when the absorber emissivity is 0.2 or lower does the evacuated tubular collector offer improvement over the non-evacuated flat-plate collector with two glass covers.

For evacuated tubes, the effective transmissivity is not angle dependent, but it is reduced below that of flat glass plates because of the curvature of the tube. The angle of incidence for incoming radiation if greater than $45^{\circ}$ over 30 percent of the tube diameter. The effective absurt area is also reduced, because the absorber must be narrower than the diante of the glass tube. Net absorptivity, $F_{e}$, of 0.76 was used in the modeling to account for these optical losses, even though low-reflectivity glass wish assumed for the tubes.

A heat loss coefficient for the flat-plate collector with partial vacuum was not computed although the computer program would easily


Figure 3-11. Loss Rates, Collectors with Evacuated Glass Tubes (Speyer, 1964), Wind $=5 \mathrm{~m} / \mathrm{s}$.
accomodate that dosign. Instead, an untried design was modeled in which the flat absorber and glass plate were used with a high vacuum presumed between them. This may be an impractical design to build, but in terms of performance, it could be better than the evacuated tubes. In fact it is an approach to an ideal collector configuration. configuration.

The net effective absorptivity is the same as for the air-filled collector with one piece of glass. However the heat loss coefficient, shown in Figure 3-12 is very much lower. Again, the absorber emissivity must be low or the evacuation serves no purpose.

In this flat evacuated model the optical losses are lower than those of the evacuated cubular collector, but the thermal losses are about comparable. While the tubular collector has a greater exposure of glass surface per unit of collector area, the flat collector must be in contact with insulating materials in back of the absorber. Insulation to reduce the back loss to one-tenth of the front loss would be 40 to 60 cm . ( 15 to 24 in .) thick. If it is impractical to make collectors this thick, back losses must be allowed to increase.

### 3.7 Fluid Flow and Temperature Distribution

It is often convenient in flat-plate collector analysis to compute performance on the basis of fluid inlet temperature rather than absorber temperature. For this one can use the generalized performance equation for the useful heat output per unit of area, Whillier (1967),

$$
\begin{equation*}
q_{u}=F^{\prime \prime} F^{\prime}\left[I F_{e} \cos \theta-U_{L}\left(T_{i}-T_{a}\right)\right] \tag{3-17}
\end{equation*}
$$

where the quantities inside the brackets have been identified above. The difference from the form of Equation $(3-1)$ is in using $T_{i}$, the fluid


Figure 3-12. Flat-Plate Collector Loss Rates, Wind $=5 \mathrm{~m} / \mathrm{s}$, Honeycomb and Evacuated Plate.
inlet temperature, rather than collector temperature. In front of the bracketed variables are $\mathrm{F}^{\prime}$, the collector efficiency factor, and $\mathrm{F}^{\prime \prime}$, the flow factor; the factors $\mathrm{F}^{\prime}$ and $\mathrm{F}^{\prime \prime}$ are discussed below.

Collector efficiency factor, $\mathrm{F}^{\prime}$, is the ratio between an overall heat transfer coefficient, $U_{0}$, from the fluid to the ambient air, and the loss factor $U_{L}$ between the absorber plate and the air.

$$
\begin{equation*}
F^{\prime}=U_{0} / U_{L} \tag{3-18}
\end{equation*}
$$

The factor $U_{0}$, described in detail by Bliss (1959), accounts for heat transfer from the fluid to the tube walls, through the tube walls through the bonds between the tubes and the plate and along the plate in the space between the tubes. The formulations for efficiency factor vary with plate configuration, but the factor is quite easily made 0.9 or better by reasonable design choices.

The flow factor, common to heat exchanger calculations, is

$$
\begin{equation*}
\mathrm{F}^{\prime \prime}=\frac{1-\exp \left(-\mathrm{U}_{0} / \mathrm{G}_{\mathrm{P}}\right)}{\mathrm{U}_{0} / \mathrm{GC}_{\mathrm{p}}} \tag{3-19}
\end{equation*}
$$

where $U_{0}$ is the overall heat transfer coefficient above, $C_{p}$ is the specific heat of the fluid and G is the fluid flow rate per unit of collector area. For reasonable flow rates ( $50-60 \mathrm{~kg} / \mathrm{hr} \cdot \mathrm{m}^{2}$ ), F' will generally exceed 0.96 .

Collector design variables described in the preceding sections were the number of glass cover plates, the transmissivity of the glass, the absorptivity and emissivity of the absorber plate and the orientation or deployment of the collector. Some special configurations for loss control were considered such as honeycombs and evacuation.

To compare flat plate collectors quantitatively, estimates were made of the annual output of the heat at $100^{\circ} \mathrm{C}$ for a range of collector designs from one with a single glass cover to an (idealized) evacuated collector. Comparisons were made for five different deployment conditions to show the relative gains in total output possible by varying the collector angle either seasonally or continuously and on one two axes.

In Table 4-1 are listed, for different collector deployment schemes, the hours per year when the estimated insolation flux density (this includes $\cos \theta_{c}$ dependence) fell into each intensity range. These numbers are the raw data from which histograms in Appendix $C$, Figures $3-2,3-3,3-4,3-7,3-9,3-11$ and $3-13$ were plotted. The given data is the first column and applies to a horizontal collector. The other four columns were estimated from the horizontal data, Albuquerque 1959 data were used.

Since the data in the fourth column closely resembles that in the third column and the data in the sixth is very similar to that in the seventh, the collector output were estimated only for the data in columns $1,2,3,5$, and 6 .

To estimate the annual output at $100^{\circ} \mathrm{C}$ from the data of Table 4-1, the weighted output were summed according to the equation
TABLE 4-1


$$
\begin{equation*}
Q_{0}=\overline{\tau a} \sum_{i=1}^{h} I_{i} H r_{i}-U_{L}\left(100-T_{a}\right) \sum_{i=1}^{h} H r_{i} k W h_{t} \tag{4-1}
\end{equation*}
$$

where $Q_{0}$ is the output thermal energy in kilowatt hours per year
$\overline{\tau \alpha}$ is the effective transmissivity-absorptivity product of the collector for normal incidence (see Table 4-2 below).
$I_{i}$ is the insolation level, midpoint in each range, for the left hand column of Table 4-1,
$\mathrm{U}_{\mathrm{L}}$ is the collector heat loss rate (see Table 4-2 below).
$\mathrm{T}_{a}$ is the ambient temperature, chosen for these calculations to be $15^{\circ} \mathrm{C}$, and
$\mathrm{Hr}_{i}$ is the hours (Table 4-1) in the year estimated to have an average insolation, $I_{i}$.

The summation proceeds from the highest insolation values, the bottom of Table 4-1, to the limiting insolation level $I_{h}$ where the heat loss rate $85 \mathrm{U}_{\mathrm{L}}$ is equal to the absorbed energy, $\mathrm{I}_{\mathrm{h}} \overline{\tau \alpha}$. For lower insolation levels the collecter does not, on the average, collect any heat and would not be operated. Then the limiting insolation level is

$$
\begin{equation*}
I_{h}=85 \mathrm{U}_{\mathrm{L}} / \overline{\tau \alpha} \cdot \mathrm{kW} / \mathrm{m}^{2} \tag{4-2}
\end{equation*}
$$

Table 4-2 lists, for 14 types of flat plate collectors, the estimated output for the following five deployment conditions:

1. Horizontal
2. South facing, tilted $35^{\circ}$ from the horizontal
3. South facing, tilt adjusted seasonally to the difference between the latitude and the declination (normal to the sun at solar noon)
4. Single-axis tracking about a north-south axis tilted at $35^{\circ}$ from horizontal
TABLE 4-2
Annual Heat Output from Flat-Plate Collectors

| TYPE | No, of Glass Covers | ```Reflec- tivity of Glass \gamma``` | Absorptivity $a$ | Emissivity $\varepsilon$ | $\begin{aligned} & \text { Net }^{(3)} \\ & \text { Absorp- } \\ & \text { tion } \\ & \frac{\tau \alpha}{\tau \alpha} \end{aligned}$ | $\begin{aligned} & \operatorname{Loss}^{(4)} \\ & \text { Rat }^{(4)}, \mathrm{U} \\ & \mathrm{~W} / \mathrm{m}^{2} \mathrm{C}^{\mathrm{L}} \end{aligned}$ | Estimated Annual Output, $\mathrm{kWh}_{+} / \mathrm{m}^{2}$ (5) (6) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | Horizontal | Fixed $\text { Tilt }=\mathrm{L} \text {. }$ | $\begin{aligned} & \text { Seasonal } \\ & \text { Tilt }=\mathrm{L}-\delta \end{aligned}$ | Single Axis Track Tilt=L | Single Axis Track on adj. Tilt |
| I. Tube-in-Plate | 1 | 0.02 | 0.9 | 0.1 | 0.86 | 4.3 | 620 | 720 | 800 | 980 | 1170 |
| 2. | 2 | 0.08 | 0.9 | 0.1 | 0.73 | 2.9 | 670 | 740 | 820 | 970 | 1150 |
| 3. | 2 | 0.02 | 0.9 | 0.1 | 0.83 | 2.9 | 840 | 920 | 1010 | 1170 | 1390 |
| 4. | 3 | 0.08 | 0.95 | 0.95 | 0.72 | 3.1 | 610 | 680 | 760 | 910 | 1090 |
| 5. | 3 | 0.08 | 0.9 | 0.1 | 0.68 | 2.2 | 710 | 790 | 860 | 980 | 1180 |
| 6. | 3 | 0.02 | 0.95 | 0.95 | 0.86 | 3.1 | 850 | 930 | 1030 | 1190 | 1420 |
| 7. | 3 | 0.02 | 0.9 | 0.1 | 0.81 | 2.2 | 950 | 1020 | 1120 | 1260 | 1490 |
| 8. | 4 | 0.08 | 0.95 | 0.95 | 0.67 | 2.5 | 640 | 710 | 790 | 920 | 1090 |
| 9. | 4 | 0.08 | 0.9 | 0.1 | 0.64 | 1.8 | 730 | 800 | 870 | 980 | 1170 |
| 10. | 4 | 0.02 | 0.95 | 0.95 | 0.85 | 2.5 | 950 | 1040 | 1130 | 1280 | 1530 |
| 11. | 4 | 0.02 | 0.9 | 0.1 | 0.80 | 1.8 | 1020 | 1090 | 1190 | 1310 | 1560 |
| 12.Transparent |  |  |  |  |  |  |  |  |  |  |  |
| Honeycomb | 1 | 0.02 | $0.95{ }^{(1)}$ | $0.95^{(2)}$ | 0.86 | 4.6 | 570 | 670 | 750 | 930 | 1110 |
| Evacuated: |  |  |  |  |  |  |  |  |  |  |  |
| 13. Tubes | 1 | 0.02 | 0.9 | 0.1 | 0.76 | 1.3 | 1100 | 1160 | 1260 | 1360 | 1620 |
| 14.Plate | 1 | 0.02 | 0.9 | 0.1 | 0.86 | 0.9 | 1320 | 1390 | 1500 | 1600 | 1900 |
| Notes: (1) Reduced by the honeycomb to 0.9 effective (2) Roduced by the honeycamb to 0.5 offective (6) Mormat inctutence: tifis is reluced for angles |  |  |  |  |  | (4) Com <br> (5) All <br> (6.) Ac | mputed buquergu cirracy | for $15^{\circ} \mathrm{C}$ <br> He, N.M. <br> astamated | mbient, 5 ta 1959 to be $=5$ | $\mathrm{m} / \mathrm{sec}$ wind parcent for | speed. <br> data used |

5. Single-axis tracking about a tilted north-south axis, adjusted seasonally to the difference between the latitude and the declination.

After normalizing the outputs for all other deployment conditions to that for fixed tilt at $35^{\circ}$, the average increase or decrease in annual output was computed and is listed in Table 4-3.

The averages in Table 4-3 indicate the approximate limit on the increase in collector cost that could be allowed and still not have a higher cost of heat than the cost of heat from the collector with a fixed tilt.

## TABLE 4-3

Comparison of Annual Output for Different Collector Deployment Conditions

| Deployment | Average, Compared <br> to Fixed Tilt | Variation for <br> Different Collector |
| :--- | :---: | :---: |
| Horizontal | 0.91 | $\pm 0.04$ |
| Seasonal $(\beta=\mathrm{L}-\delta)$ | 1.10 | $\pm 0.02$ |
| Single Axis Tracking | 1.27 | $\pm 0.12$ |
| Single Axis, Adj. Tilt | 1.51 | $\pm 0.15$ |

5.0 FLAT-PLATE COLLECTOR COST ESTIMATE

Several detailed cost estimates have been made for flat-plate collectors with different design and complements of materials. It was found that for the present manufacturing techniques, the collector cost is materials intensive, with the cost of installation and assembly costs ranking second and third.

A major problem encountered concerned estimates for the cost of a new process for large quantity production. For example, the application of low reflectivity coatings to glass has been done for some time by the Optical Coating Laboratory, Inc. for relatively small orders on small glass samples using a batch process. They have recently been applying low reflectivity coatings with a continuous process on glass up to 30 in . $\times 40 \mathrm{in}$. $(0.76 \mathrm{~m} \times 1.0 \mathrm{~m})$. This could be done for about $\$ 0.50$ per $\mathrm{ft}^{2}$ ( $\$ 5.38$ per $\mathrm{m}^{2}$ ) for quantities on the order of $10^{6}$ square feet for coatings on one side. To process larger glass sheets would require a new machine; however, the large quantity price was estimated to be the same. Some manufacturers are now able to produce low reflectivity with surface etching, but none is offering this in quantity. The cost has been estimated to be as $10 w$ as $\$ 0.10 / \mathrm{ft}^{2}$ for treatment of both sides, but it is difficult to establish an accurate 1973 cost.

Other pricing problems included the absorber, selective absorbing surfaces, and manufacturing costs; however, various independent estimates made for similar collector designs were reasonably close, and it is felt that, for the assumptions made, the present cost estimate should be within 20 percent of what would actually have been obtained if the collectors were built and installed in 1973 with large quantity manufacturing processes.

The following assumptions were used to limit the number of design variables. Additional assumptions are stated in subsequent sections.

1. The solar plant would be located in the southwest near AIbuquerque, New Mexico.
2. The flat-plate collectors and support frame would be assembled at an on-site fabrication facility. This would eliminate post-fabrication transportation costs and facilitate service during installation.
3. Shipping charges for major materials (glass, absorber subassembly, sheet metal, construction stell, etc.) were estimated for Chicago or Pittsburgh to Albuquerque.
4. The design variables carried through for illustration here are:
(a) Three or four glass plates
(b) Low reflectivity treatment on all glass plates, or all plates untreated
(c) Absorber coated with nonselective black or with a selective surface, $t=0.1$ to 0.2 .
(d) The general configuration is show in Figure 5-1a, b
5. All materials are to be purchased in large enough quantities to obtain lowest base prices.
6. Entire cost estimate is based on 1973 dollar values.

The following section delineate the designs and costs for the absorber, glass, insulation, collector housing, fabrication, and field installation.


Figure 5-1a. Concept for Construction of Flat-Plate Collector.


Figure 5-1b. Concept for Flat-Plate Collector Installation.

### 5.1 Collector Materials Costs

### 5.1.1 Absorber Cost Estimate

Type: $\qquad$
 and welded carbon steel sheets.

Size:

Material:
$36^{\prime \prime} \times 96^{\prime \prime}(0.91 \mathrm{~m} \times 2.44 \mathrm{~m})$
Area: $24 \mathrm{ft}^{2}\left(2.23 \mathrm{~m}^{2}\right)$

22/22 gauge carbon steel
$2.5 \mathrm{lb} / \mathrm{ft}^{2}$, should suffice for
pressures up to 160 psia at saturation temperature $364^{\circ} \mathrm{F}$ $\left(184{ }^{\circ} \mathrm{C}\right.$ )

## 18/14 gauge carbon steel

$5.13 \mathrm{lb} / \mathrm{ft}^{2}$, should suffice for saturation pressure up to 350 psia at saturation temperature $427^{\circ} \mathrm{p}$ $\left(225{ }^{\circ} \mathrm{C}\right)$

About $1.3^{\prime \prime}$ wide $\times 0.3^{\prime \prime}$ deep with adjacent tubes spaced about $0.3^{\prime \prime}$ for resistance welding.

Tube Pattern:

Manufactured Cost:

Not specified.
(without absorbing surface)
22/22 gauge, $\$ 1.00 / \mathrm{ft}^{2}\left(\$ 10.76 / \mathrm{m}^{2}\right)$
Based on budget estimate for carload
quantities from Tranter Manufacturing,
Inc., Lansing, Michigan, August $197^{3}$.
$18 / 14$ gauge, $\$ 2.03 / \mathrm{ft}^{2}\left(\$ 21.85 / \mathrm{m}^{2}\right)$
Based on the additional material cost and same manufacturing complexity factor as for $22 / 22$ gauge.

Absorbing Surface:
(Applied)

Black paint $(\alpha=\varepsilon \simeq 0.95), \$ 0.01 / \mathrm{ft}^{2}$ ( $\$ 0.107 / \mathrm{m}^{2}$ )

Selective surface ( $\alpha=0.9 \quad \varepsilon=0.2$ ) $\$ 0.15 / \mathrm{ft}^{2}\left(\$ 1.62 / \mathrm{m}^{2}\right)$, based on estimate from Alcoa for treating aluminum panels.

Freight:
Rail freight for steel is about \$0.035/
T-mi (Oct. 1973). For 1300 mi from
Chicago to Albuquerque, freight rate is $\$ 0.022 / 1 \mathrm{~b}$.

Freight Charge
Gauge
22/22
0.055
$\$ / m^{2}$
0.59

18/14
0.113
1.22

Summary and Recommendation for Absorber:

The use of $18 / 14$ gauge will allow higher temperature operation and longer life; however, the added costs are probably not justified for the established $150{ }^{\circ} \mathrm{C}$ operating limit for flat-plate collectors. The following table gives the total cost of an absorber panel made from 18/14 Steel and $22 / 22$ gauge steel and shipped to a fabrication facility in Albuquerque.

## TABLE 5-1

## Cost per Absorber Panel



Outer layer - tempered $1 / 8^{\prime \prime}$ water clear, similar to PPG Herculite K

Inner layers - double strength $B$ quality (DS-B) , $1 / 8^{\prime \prime}$ thick ( 0.0032 m ) water clear

Low reflectivity coatings estimated at about
$\$ 0.20 / \mathrm{ft}^{2}$, applied at the glass factory.

Size:
Herculite $K$ is available in sheets up to $68^{\prime \prime} \times 96^{\prime \prime}$. Use $36^{\prime \prime} \times 96^{\prime \prime}(0.91 \mathrm{~m}$ $x 2.44 \mathrm{~m}$ ) to be compatible with absorber.

DS-B is available in sheets up to $60^{\prime \prime} \times 80^{\prime \prime}$. Use two $36^{\prime \prime} \times 48^{\prime \prime}(0.91 \mathrm{~m}$ X 1.22 m) per layer. Join sheets with impermeable, resilient bond.

The following table gives the cost for carload quantities and shipping to Albuquerque. Glass costs were obtained from PPG Industries Inc., June 1973.

TABLE 5-2

## Cost of Carload Quantities of Glass



For shipping from Pittsburgh to Albuquerque, add $\$ 0.022 / \mathrm{lb}$. ( $\$ 0.0485 / \mathrm{kg}$.)

Summary of Glass Cost:
TABLE 5-3
Cost of Glass for Collectors (Includes Shipping)

|  |  | \$/m ${ }^{2}$ |  |
| :---: | :---: | :---: | :---: |
| Item | $\mathrm{kg} / \mathrm{m}^{2}$ | Noncoated | All coated |
| 1 Sheet (Herculite K) | 8.06 | 4.70 | 6.85 |
| 1 Sheet (DS-B) | 8.06 | 2.77 | 4.92 |
| $\begin{aligned} & 2 \text { Sheets ( } 1 \text { Herculite } K \text {, } \\ & 1 \text { DS-B) } \end{aligned}$ | 16.12 | 7.47 | 11.77 |
| $\begin{aligned} & 3 \text { Sheets (I Herculite K, } \\ & 2 \text { DS-B) } \end{aligned}$ | 24.18 | 10.24 | 16.69 |
| $\begin{aligned} & \text { 4. Sheets (1 Herculite K, } \\ & 3 \text { DS-B) } \end{aligned}$ | 32.24 | 13.01 | 21.61 |

Type: $:-1+2-1+2$

Fiberglass flat sheets with no foil backing.

The most economical thickness has recently been studied, using 1972-73 economic data, by the Thermal Insulation Manufacturers' Association (TIMA) (1973).

Their recommendations were tabulated for two classes of insulation (mineral wool and fiberglass, calcium silicate and cellular glass) and three applications (commercial, process, and utility).

For utilities, with an operating temperature of $50^{\circ} \mathrm{C}$, ( $305^{\circ} \mathrm{F}$ ), TIMA recommends $5^{\prime \prime}(0,13 \mathrm{~m})$ thick fiberglass, or mineral wool, as optimum.

The Building Cost File (1974)
gives about $\$ 9 / \mathrm{m}^{3}$ for $5^{\prime \prime}$ thick insulation. This is for less than carload quantities in 1974 including
shipping. For carload quantities in 1973, use a material cost of $80 \%$
of the above and de-escalate at $8 \%$.
Thus, cost $=\$ 9.00 \times 0.8 / 1.08=\$ 6.70 /$ $\mathrm{m}^{3}$. For a thickness of 0.13 m , the unit cost is $\$ 6.70 \times 0.13=\$ 0.87 / \mathrm{m}^{2}$.

### 5.1.4 Collector Housing Cost Estimate

Type: Box break formed from cold rolled carbon steel sheet. The sheet should be galvanized or otherwise coated to prevent rusting.

Size:
Large enough to accept $36^{\prime \prime} \times 96^{\prime \prime}$ abosrber, the various layers of glass, and various insulation thicknesses. Assume 2 cm . spacing between glass layers and allow for 0.13 m insulation. The following chart gives total housing depths in metres for $150{ }^{\circ} \mathrm{C}$ operation.

TABLE 5-4
Depth of Housing for 3 and 4 Sheets of Glass

| No. of <br> Glass Layers | Depth <br> Metres | Stee1Sheet Area <br> $\mathrm{m}^{2}$ |
| :---: | :---: | :---: |
| M | 0.19 | 3.8 |
| 4 | 0.21 | 4.0 |

Material:
Sheetmetal - Use about 18 gauge carbon steel (galvanized). This
is 0.0478 inches $(0.0012 \mathrm{~m})$ thick
and weighs $2.01 \mathrm{~b} / \mathrm{ft}^{2}\left(9.76 \mathrm{~kg} / \mathrm{m}^{2}\right)$.

Bracing:

Spacers:
Use redwood spacers gIued to sides of box $(2 \mathrm{~cm}, x 1 \mathrm{~cm}$.$) .$
Use: $1^{\prime \prime} \times 1^{\prime \prime} \times 1 / 8^{\prime \prime}$ steel angle which weighs $0.8 \mathrm{lb} / \mathrm{ft}$. Each box will require about 11 ft . or 8.8 lbs .

Cost:

TABLE 5-5
Cost of Materials for Housing

5.1.5 Summary of Materials Costs

## TABLE 5-6

## Summary of Materials Costs

Item

| Absorber (22/22) Nonselective | 11.46 | 11.46 |
| :--- | :---: | :---: |
| Absorber (22/22) Selective | 12.97 | 12.97 |
| G1ass-Noncoated | 10.24 | 13.01 |
| Glass-Coated | 16.69 | 21.61 |
| Insulation | 0.87 | 0.87 |
| Housing | $\underline{7.21}$ | $\underline{7.55}$ |
|  | 29.78 | 32.89 |
|  | Lowest combination Total | 37.74 |

### 5.2 Cost of Collector Fabrication and Installation

### 5.2.1 Fabrication Cost

Assume that materials are shipped to an on-site fabrication facility. The following estimate is for the time required to construct the first unit (with no major problems) and the labor estimate will be based on the time for the 1000 th unit ( 0.365 of the first) using a $90 \%$ learning curve. Union scale wages will be assumed only for specialized trades where construction may be controlled by codes.

The time estimate in Table $5-7$ is based upon the manufacturing flow chart shown in Figure 5-2. The labor rates at Albuquerque are about $96 \%$ of those in the Denver area (Building Cost File, 1974). From Table 5-7, the labor cost for factory fabrication is calculated below using $13-1 / 2 \%$ fringe benefits, $80 \%$ overhead, and a labor efficiency of

75\% productive time (estimated by Westinghouse Manufacturing Development Laboratory, 1973).

| Item |
| :--- |
| Labor |
| Fringe Benefits @ $13-1 / 2 \%$ |
| Overhead, $80 \%$ |
|  |
| Efficiency, $75 \%$ |
| $\quad 1.97$ |
| Total Labor |

The total cost for the fabricated collector including materials is shown in Table 5-9 for the eight configurations considered. The burdens include $10 \%$ G\&A added to labor plus materials, and $10 \%$ profit. This is a total factor of 1.21 times the direct labor, overhead, and materials.

### 5.2.2 Installation Cost

The installation costs are based on field labor for site preparation and collector installation, plus the cost of materials such as concrete footings, steel supports, and plumbing connections to the main heat transport lines and are itemized in Table 5-9. Fabrication cost of the support frame is estimated in Table 5-8.

### 5.3 Total Installed Cost

The total installation cost of $\$ 20.59$ is combined with fabrication costs in Table 5-10 to give total estimated installed cost. For the three and four plate collectors, there is less than 20 percent variation

Labor Estimate for Fabrication of $36^{\prime \prime} \times 96^{\prime \prime}$ Flat-Plate Collector

| Item/Operation | $\frac{\text { Estimated Hours }}{\text { Unit } 1}$ | Labor Rate <br> $\$ / \mathrm{Hr}$. | Total Cost <br> 1000th Unit |  |
| :--- | :--- | :--- | :--- | :--- |
| Receive, Inspect and Store |  |  |  |  |


| Sheet steel | 0.1 | 0.04 |
| :--- | :--- | :--- |
| Glass | 0.2 | 0.08 |
| Angle Iron | 0.05 | 0.02 |
| Absorbers | 0.1 | 0.1 |
| Test and Inspect | $\underline{0.2}$ | $\underline{0.08}$ |
|  | 0.65 | 0.32 |

Fabrication

| Cut and drill steel | 0.2 | 0.08 |  |
| :--- | :--- | :--- | :--- |
| Form steel | 0.1 | 0.04 |  |
| Weld corners | 0.1 | 0.04 |  |
| Weld braces | 0.2 | 0.1 |  |
| Install Insulation | 0.02 | 0.006 |  |
| Install Absorber | $\underline{0.1}$ | $\underline{0.04}$ |  |
|  | 0.72 | 0.306 | 5.00 |

Glass Installation

| Glue Spacer | 0.03 |  | 0.01 |  |
| :--- | :---: | :---: | :---: | :---: |
| Glass Sheet | $\underline{0.03}$ |  | $\underline{0.01}$ |  |
| 3 Sheets | 0.06 | 0.02 |  |  |
| 4 Sheets | 0.18 | 0.06 |  |  |
| Insta11 Top Seal |  |  |  |  |
| Subtotal |  |  |  |  |
| 3 Sheets | 0.24 | 0.08 | 4.00 | 0.28 |
| 4 Sheets | 0.21 | $\underline{0.01}$ | 0.07 | 0.36 |

TABLE 5-7
(Continued)

## Final Test and Inspection

| Test | 0.2 | 0.1 |  |  |
| ---: | :---: | :---: | :---: | :---: |
| Inspection | $\underline{0.2}$ | $\underline{0.05}$ |  |  |
| Totals: | 0.4 | 0.15 | 7.50 | 1.13 |
| 3 Sheets |  | 0.846 |  | $4.54 \times 0.96=4.36$ |
| 4 Sheets |  | 0.866 | $4.62 \times 0.96=4.44$ |  |

$\$ / m^{2}$ © $4.40 / 2.23 m^{2}=\$ 1.97 / m^{2}$

in cost between the collector with the non-selective surface, and nontreated glass compared to the one with selective surface and treated glass.

In Table 5-11 the three and four plate collectors costs are broken down by percentages to show the sensitivity of collector cost to components.

TABLE 5-8
Cost Estimate for Support Frame Assembled at On-Site Facility

Item
Angle, $1^{\prime \prime} \times 1^{\prime \prime} \times 14^{\prime}$
Angle, $2^{\prime \prime} \times 2^{\prime \prime} \times 1 / 8^{\prime \prime} \times 19^{\prime}$
Pipe, $1^{\prime \prime} \times 0.133^{\prime \prime} \times 8^{\prime}$
Footing Plates, $1 / 4^{\prime \prime} \times 2^{\prime \prime} \times 3^{\prime \prime}$ 5 each

Shipping @ \$0.022/1b.
Total Materials
Weight, Ibs.
11.2

31,4
13.4
3.6
59.6 lbs .

Total Steel Price © $\$ 0.10$ per $1 b$.
Total Steel Price © $\$ 0.10$ per $1 b$. ..... 5.96
Labor ..... 5.07
Overhead ( $100 \%$ )5.07
Total Direct Costs ..... 17.41

## Cost Estimate for Field Installation

|  | Total Each | \$/m $\mathrm{m}^{2}$ |
| :---: | :---: | :---: |
| Site Preparation ( 0.33 m - hr *) | 1.32 |  |
| Assemble Frame ( 0.4 m -hr.) | 1.60 |  |
| Install Collectors (0.2 m-hr.) | 0.80 |  |
| Make Plumbing Connection ( 0.2 m -hr.) | 0.80 |  |
| Labor Subtotal | 4.52 |  |
| Overhead, $80 \%$ | 3.62 |  |
|  | 8.14 |  |
| Efficiency, 75\% | $\times \quad 4 / 3$ |  |
| Total Direct Labor | 10.85 | 4.87 |
| Concrete Footings | 0.44 | 0.20 |
| Prefabricated Frame Materials (Table 5-8) | 17.41 | 7.81 |
|  |  | 12.88 |
| Burden ( $10 \%$ GEA, $10 \%$ Profit) | c | 2.70 |
| Total |  | 15.58 |

* Man-hours at $\$ 4.00$ per hour for the 1000 th unit.

TABLE 5-10
Summary of Cost Estimate
Total Cost of Fabricated and Installed Flat-Plate Collector (Dollars/Metre ${ }^{2}$ of Collector Area)

|  |  |  | lates |  |  |  | lates |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | sel |  | 1 | Non | -se1 |  | 1 |
|  | NC | C | NC | C | NC | C | NC | C |
| Labor \& Overhead | 5.37 | 5.37 | 5.37 | 5.37 | 5.36 | 5.37 | 5.37 | 5.37 |
| Direct Materials | 21.78 | 36.23 | 31.29 | 37.74 | 32.89 | 41.19 | 34.40 | 43.00 |
| Sub Total | 35.15 | 41.60 | 36.66 | 43.11 | 38.26 | 46.56 | 39.77 | 48.37 |
| Total Fabrication Cost | 42.53 | 50.34 | 44.36 | 52.16 | 46.29 | 56.34 | 48.12 | 58.53 |
| (Includes burden factor of 1.21) |  |  |  |  |  |  |  |  |
| Installation | 15.58 | 15.58 | 15.58 | 15.58 | 15.58 | 15.58 | 15.58 | 15.58 |
| Total Installed Cost ( $\$ / \mathrm{m}^{2}$ ) | 58.11 | 65.92 | 59.94 | 67.74 | 61.87 | 71.92 | 63.70 | 74.11 |

3, 4 Plates - Glass Plates including 1 sheet of Herculite K.
Non-se1 - Absorber painted black (22/22).
Sel - Absorber etched with a selective surface (22/22).
NC - Non-treated Glass Sheets
C - All Glass Sheets treated to reduce reflectivity,

TABLE 5-11
Sensitivity of Flat-Plate Collector Cost to each of Component


* Totals may not be sum of parts because of round-off.


### 5.4 Flat-Plate Collector Cost Reduction

To reduce the collector costs given in Table 5-10 a greater volume of production must be assumed as well as a cost reduction for manufacturing experience.

In Table 5-12 collector costs are broken into increments. In the first column are the increments that went into the cost estimate for the fabrication and installation of collectors for one power plant. In the second column are the increments as limited by estimated material costs. Substitution of materials might take possible the further reduction of some of these numbers. The third column contains an estimate of incremental costs based on a higher volumn of production and increased experience. Combining these incremental costs results in installed collector costs which are 50 to 70 percent of the costs estimated for a single plant.
TABLE 5-12

6.0 COST OF HEAT

Using the approximate cost relationships of Table 5-12 for continuous production of flat plate collectors, an estimate of installed collector cost can be made for each of the collector types of Table 4-2 above. Then from the estimated annual output, Table 4-2 and the annualized cost, i6 percent of the investment, the approximate cost of heat can be compared for flat plate collector types. The results are shown in Table $6-1$, with the cost of heat at the collector given by

$$
\begin{equation*}
C_{h}=C_{1}(0.16) / Q_{0} \quad \$ / \mathrm{kWh}_{t} \tag{6-1}
\end{equation*}
$$

where $C_{I}$ is the installed collector cost per square-metre and $Q_{S}$ is the total annual thermal output. The collector efficiency was estimated for normal incidence insolation at $1 \mathrm{~kW} / \mathrm{m}^{2}$, so it is not an average for all operating conditions. Using an average ambient temperature of $15{ }^{\circ} \mathrm{C}$ the efficiency may be computed from

$$
\begin{equation*}
\eta=\left[1000(\overline{\tau \alpha})-\mathrm{U}_{\mathrm{L}}(85)\right] / 10 \text { percent } \tag{6-2}
\end{equation*}
$$

and the cost per kW (thermal) in the last column of Table 6-1 is computed from

$$
\begin{equation*}
\$ / \mathrm{kW}=100 \times \text { Installed cost/Efficiency } \tag{6-3}
\end{equation*}
$$

After acknowledging the possible errors in estimating both the annual heat output and the installed collector cost, it is difficult to draw an absolute conclusion as the the best flat-plate collector type.

Making relative comparisons, within the limits of the cost and performance assumptions, one could conclude that:

1. A low cost treatement to reduce the reflectivity of the glass should be sought.
2. Honeycombs are probably not cost effective unless a better material than mylar is found.
3. Where several layers of glass are used, the emissivity of the absorber surface is not important to performance or cost.
4. If reliable, low-cost evacuation is possible it promises the lowest cost of heat from flat plate collectors,

An over all consideration of the average cost of heat from flat plate collectors and the low efficiency of energy conversion at thess temperatures makes it difficult for STEPS system using flat-plate collectors to compete with systems using concentrating collectors. However, Clark, et.al, (1974), have proposed some low cost flat-plate collectors which they estimate to be competitive with concentrating systems.

$$
\text { TABLE } 6-1
$$

Estimated Cost of Heat from Flat Plate Collectors, $100^{\circ} \mathrm{C}$, Fixed Tilt


[^7]
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## APPENDIX E

## CONCENTRATING COLLECTORS
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## INTRODUCTION

The relationships that are required to translate a solar concentrating collector design into performance and cost are developed in this appendix. The approach developed here is quite general and can be used to analyze such diverse collector types as a paraboloid and a tower-heliostat system. This approach makes it possible for the first time to express concentrating collector performance and cost in concise soluable mathematical form strictly in terms of the collector design variables. This achievement is crucial in being able to effectively find minimum cost solar thermal electric power systems.

The collector performance analysis is divided into the analysis of two subsystems, the concentrator and the absorber-heat exchanger. This is done to make the number of design variables in the optimization manageable. This can be seen in Appendix B. The decoupling of the concentrator and absorber-heat exchanger is accomplished by a Hottle-Whillier-Bliss analysis and the specification of two parameters, one that indicates the amount of radiation that a concentrator can deliver and the other that specifies the distribution of the concentrated radiation in the target area. These two parameters along with target shape convey all of the information about the concentrator subsystem that is needed in the absorber-heat exchanger subsystem analysis. These performance relationships are developed in Sections 2 and 3 of this Appendix.

In order for the optimization approach of Appendix B to be efficient, the computation in costing of a specific design must be accomplished rapidly. This is achieved by generating parametric
cost models from the manufacturing cost estimation analysis. Mathematicu expressions and tables that relate concentrator and absorber-heat exchanger costs to design parameters are given in Section 4 of this Appendix.

### 2.0 CONCENTRATOR PERFORMANCE

Concentrated solar radiation has three fundamental features which distinguish it from nonconcentrated radiation: (1) greater intensity, (2) intensity variation as a function of position, and (3) directional variation of delivered concentrated radiation. The intensity of concentrated radiation varies from a maximum at the theoretical focus of the concentrator, to a much smaller value a short distance away from the focus. Actual intensity variation is, of course, functionally related to the size, configuration and accuracy of a particular concentrator.

The performance of other subsystems in a system using solar concentrators depends on the values of the three properties of concentrated radiation, irrespective of the concentrator design features. This latter point can not be overemphasized as it is the key to the general applicability of the method presented for concentrator performance comparison. Thus, the determination of these three measures of concentrated radiation provides the basis for concentrator performance comparison.

Consider first the equation for useful thermal power from a collector:

$$
\begin{equation*}
Q_{u}=F^{\prime}\left[I_{D} A_{p} D_{\text {ave }} \tau \alpha \gamma r-U_{L} A_{L}\left(T_{a v e}-T_{a}\right)\right] \tag{2-1}
\end{equation*}
$$

The original form of this equation was used to characterize flat-plate collectors and is due to Hottel and Whillier (1958) and Bliss (1959). It is also valid in this form for concentrating collectors as may be seen in the development by Duff (1974).

Equation (2-1) may be rewritten as:

$$
\begin{equation*}
Q_{u}=F^{\prime}\left[I_{D} E T \alpha G(g, a) \pi-U_{L} A_{L}\left(T_{\text {ave }}-T_{a}\right)\right] \tag{2-2}
\end{equation*}
$$

where $E$ is the effective aperture and is equal to $A_{p}$ times the average fraction over the concentrator aperture of direct radiation reflected or transmitted. $\bar{G}$ is a statistical distribution in a with a parameter $g$, a measure of spread of the concentrated radiation, It will be shown below that, in contrast to the intercept factor $\gamma$, G is an expression whose form depends only on the type of concentrator and not on the properties of the absorber-heat exchanger. It will also be shown that $g$ depends on the design and type of concentrator and on only the "shape" of the target. $I_{D}$ is independent of both the concentrator and absorber-heat exchanger properties and $r$ depends on the type of collector tracking. The rest of the quantities in equation (2-2) depend only on the properties of the absorber-heat exchanger. Thus by specifying $E, g$ and target shape, the concentrator may be decoupled from the absorber-heat exchanger and any subsequent subsystems. Table: 2-1 is a breakdown of specific types of collectors into catagories that are implied by the decoupling operation.

When delivered concentrated radiation is fully specified by assigning values to the parameters $E$ and $g$ and when target shape and concentrator focus types are both given, it is possible to find designs that will provide the given delivered radiation for various concentrator types. For example, for given $E, g$, target shape and concentrator focus type, many different designs for Fresnel lenses, Fresat reflectors and paraboloids can be determined that result in the desired

| CONCENTRATOR TYPE | POINT FOCUS |  | DINE FOCUS |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Spherical Target | Pancake Target | Round Target | Flat Target |
| Parabolic <br> (multiple or single reflector elements) | - Paraboloid | - Paraboloid | - One and two axis tracking parabolic troughs. | - One and two axis tracking parabolic troughs. |
| Planar <br> (Multiple or single reflector/ refractor types) | - Multiple flats with structurally integrated common focus. <br> Fresnel circular reflectors and lenses. <br> Multiple flats with fixed common focus (tower concept). <br> Small quasi paraboloid array with common focus. | - Multiple flats with structurally integrated common focus. <br> - Fresnel circular reflectors and lenses. <br> - Multiple flats with fixed common focus (tower concept). <br> - Small quasí paraboloid array with common focus. | - One and two axis tracking Fresnel strip reflectors and lenses. <br> - Multiple flats in a strip array. | - One and two axis tracking Fresnel strip reflectors and lenses. <br> - Multiple flats in a strip array. |

radiation. Each design can then be costed and the minimum cost design selected to provide the desired radiation output.

The relationship of various rays from the sun are shown in Figuse
$2-1$. The angle between the reflected random ray, o-d, from the random plane, and the reflected ray, o-a, from a perfect optical surface is $2 \phi+\psi$. The angles $\psi$ and $\phi$ are shown in the figure. The surface irregularity over a finite area of the reflector can be expected to be random, and the solar rays within the confines of the sun diameter may also be considered random. Thus, if $\psi$ and $\phi$ are assumed to be normally distributed with mean zero, then the standard deviation of the angle of a reflected random ray from a reflected perfect optics ray from the sun center is $\sqrt{4 \sigma_{\phi}^{2}+\sigma_{\psi}^{2}}$ where $\sigma_{\psi}$ is the standard deviation of the distribution of radiation across the diameter of the sun and $\sigma_{\phi}$ is the standard deviation of the concentrator surface irregularities expressed in terms of angular deviation from a perfect surface.

The reflected radiation intercepted by spherical targets can be closely approximated by those intercepted by a plane, A, nomal to the perfect optics ray from the sun center and having the dimensions of the projected cross-section of the target. The distribution of reflected radiation on the plane is expressible as analytic function, $G(g, a)$, where $g$ is the measure of spread of the reflected radiation.

The function $G(g, a)$ is a probability distribution of concentrated radiation which includes the absorber dimension, $a$, as well as g. This distribution takes on two different forms, normal or exponential, depending on whether point or line focusing concentrators are used. The expression for $g$ changes for different types of targets and optical arrangements.


Figure 2-1. Geometric Representation of the Angular Deviation of a Solar Ray.

Table 2-2 lists some of the distributions $G$ and expressions for movable concentrators. The derivation of $G(g, a)$ and of $g$ for movable concentrators will be illustrated by considering a line focusing concentrator with a round target and flat optics. Figure 2-2 (a) depicts an incoming solar ray falling on such a round target and part (C) of the figure illustrates the flat optics case. It is evident that:

$$
y=r \tan (2 \phi+\psi)
$$

where $x$ is the determined geometrically to be:

$$
r=\frac{A_{p} \cot \theta_{\max }}{2 \cos \theta}
$$

Recognizing that $2 \phi+\psi$ is a small angle, we find that:

$$
y \cong \frac{A_{p} \cot \theta_{\max }(2 \phi+\psi)}{2 \cos \theta}
$$

Using Equation (2-5), the variance of the sum of independent normally distributed random variables is found to be:

$$
\sigma_{y}^{2}=\frac{A_{p}^{2} \cot ^{2} \theta_{\max }\left(4 \sigma_{\phi}^{2}+\sigma_{\psi}^{2}\right)}{8 \theta_{\max }} \int_{-\theta_{\max }}^{\max } \frac{\mathrm{d} \theta}{\cos ^{2} \theta}
$$



Notes for Table 2-2:
(1)
(2)
(3) Approximate expressions.

(a)

Round and Flat Targets

(b)

Parabolic Optics

(c)

Flat Optics

Figure 2-2. Optics of Parabolic and Flat-Concentrators and Incidence of a Solar Ray on a Round or Flat Target.

The above integration is required in order to effectively sum over all incident points of incoming radiation on the concentrator surface. Figure 2-2 showed that the derived distribution for $y$ is a function of $\theta$, while the radiation output required in the analysis is the sum over the entire concentrator surface. The result of the above integration is the expression for $g$ in Table $2-2$. Here $g$ is the standard deviation of the normal distribution that describes the variation in the radiation intensity over the target.

A similar analysis may be performed for the parabolic optics case in part (b) of the figure. It should be noted that the method is the same. Only the expression for $r$ needs to be altered to account for the geometrical differences. The new expression for $r$ is:

$$
x=\frac{A_{p}\left(1+\cos \theta_{\max }\right)}{2 \sin \theta_{\max }(1+\cos \theta)}
$$

Since the statistical nature of incoming solar radiation does not change when it is incident upon a point focusing concentrator as opposed to a line focusing concentrator (see Dudko and Dudko, 19(8) it is obvious that the expressions for $g$ in the point focusing case will be functionally related to the line focusing case just derived. The form of the transformation is $\pi r^{2}$ and this transformation results in an exponential distribution with the parameters given in Table 2-2.

As can be seen in Figure $2-2$, an approximation of the form:

$$
z \cong \frac{y}{\cos \theta}
$$

is possible for the case of a line focusing concentrator with
a flat target. Thus, an approximation expression for the variance of the radiation intensity of a line focus concentrator with flat optics and a flat target is

$$
\begin{equation*}
\sigma_{z}^{2}=\frac{A_{p}^{2} \cot ^{2} \theta_{\max }\left(4 \sigma_{\phi}^{2}+\sigma_{\psi}^{2}\right)}{8 \theta_{\max }} \int_{-\theta_{\max }}^{\theta_{\max }} \frac{d \theta}{\cos ^{4} \theta} \tag{2-9}
\end{equation*}
$$

Performing the indicated integration yields:

$$
\begin{equation*}
\sigma_{z}^{2}=\frac{A_{p}^{2}\left(4 \sigma_{\phi}^{2}+\sigma_{\phi}^{2}\right)}{2 \theta_{\max }}\left[\frac{2+\cos 2 \theta_{\max }}{3 \sin 2 \theta_{\max }}\right] \tag{2-10}
\end{equation*}
$$

An expression for parabolic optics if found in a similar manner. It should be emphasized that the goodness of the apprximation hinges on the angle in Figure $2-2$ being close to $90^{\circ}$. Figure $2-3$ compares the point focusing concentrator expressions for $g$ from Table $2-2$ using a normalized form of the expressions. Notice that, as might be expected, all expressions are the same for small rim angles. Notice also that the approximation agrees closely with Aparisi's expression (see Umarov, 1967) up to a rim angle of about $45^{\circ}$. Since this expression has been verified experimentally, (see Zakhidov and Teplyakov, 1966) it serves as a verification of the results developed here.

To illustrate the method, assume that an average radiation intensity of $60 \mathrm{~kW} / \mathrm{m}^{2}$ from a concentrator with an effective aperture, $E$, of 2 metres squared and a radiation dispersion, $g$, equal to . 02 metres squared is required. Using the expression derived, it is possible to find an infinite number of point designs which will result in the required radiation output. For example, consider a spherical target with area $=.022 \mathrm{~m}^{2}$. A paraboloidal concentrator with $\theta_{\max }=90^{\circ}$,


Figure 2-3. Comparisons of Point-Focus Concentrators with Different Targets.
$\rho_{\text {ave }}=.85, \quad A_{\mathrm{p}}=2.35 \mathrm{~m}^{2}$, and $\sigma_{\phi}=1^{\circ}$ would yield the desired radiation. Similarly, a circular Fresnel reflector with $\theta_{\max }=50^{\circ}$ and all other design parameters the same will also result in the same radiation output. The concentrator optimization procedure of Appendix B developes a large number of concentrator designs that achieve a desired $E$ and $g$, costs each design and selects the design with minimum cost.

### 2.2 Tower/Heliostat System

Because the sun is not constantly normal to the plane of the heliostat field, the analytical model lacks the symmetry of the models for the Fresnel reflector or the paraboloid. A considerable effort has been made by other research teams to optimize field shape, tower placement, and heliostat spacing. See for example Sheldahl-Foster Wheeler (1974) and University of Houston-McDonnel Douglas (1973).

In the modeling done for this project an optimization of the above factors was not attempted. Instead a round field with a tower at the center was assumed. Average reflecting area and mirror spacing factors were estimated and expressed as functions of the rim angle. From these expressions the effective aperture, $E$, and spread factor $g$ were calculated for use in the search for the tower height, field size and heliostat size producing the lowest cost electrical output.

As a starting point, the heliostat array analysis by SheldahlPoster Wheeler (1974) was used for basic geometric relationships and for its expressions for ideal performance of close-packed mirrors. The field geometry is expressed in terms of the unit vectors $\bar{n}, \bar{t}$, and $\bar{s}$, indicating respectively the directions normal to the mirror, toward the tower top from the mirror and toward the sun from the mirror. Figure

2-4 shows the relationships and the angles of azimuth, $\beta$, and zenith, $\theta$, for each vector. While $\bar{s}$ is the same for each mixron at a particular time, $\bar{t}$ uniquely expresses the position of the mirror in the field.

In a field of closely packed mirrors, that is, when mirror area equals ground area, varying amounts of the mirror surface are in use at different times of day and for different locations in the field. There are losses when (1) a mirror shadows a neighboring mirror from the sun or (2) light striking a mirror is screened from the tower because it hits the back of a neighboring mirror.

The analysis by the Sheldahl team of closely packed mirrors produced expressions for losses owing to shading and screening and an average utilization factor, which is plotted in Figure 2-5. This efficiency $\pi$ is converted to reflected solar power by

$$
Q_{r}=n p_{m} \quad A_{f} I_{D} \quad \text { watts }
$$

where
$\rho_{\mathrm{m}}$ is the average specular reflectivity of the mirrors,
$\mathrm{A}_{\mathrm{f}}$ is mirror field area, $\mathrm{m}^{2}$, and
$I_{D} \quad$ is direct insolation, $\mathrm{W} / \mathrm{m}^{2}$.

The curve for ${ }^{\theta}{ }_{s}=0$ applies to a Fresnel reflector.
The efficiency curves of Figure $2-5$ are parametric in sun's zenith angle. The sun will never be normal to a horizontal field. In fact, the most probable angles for the sun are between $40^{\circ}$ and $70^{\circ}$ depending on the latitude. See Threlkeld (1970) for example. The relative frequency of the sun's zenith angle falling in a given angular range for all daylight hours of the year is plotted in Figure 2-6 for


Figure 2-4. Tower-Heliostat Field Geometry.


Figure 2-5. Concentrator Area Efficiency.

Figure $2-6$. Relative Frequency of the Sun Zenith Angle.
latitudes of $30^{\circ}$ and $35^{\circ}$. From this figure the relative frequencies were used to weight the efficiency curves of Figure 2-5, giving an annual average efficiency for a closely packed (ideal) mirror field. This average is the dashed line in Figure 2-5.

A closely packed mirror field is not economical because there are portions of many mirrors which are shaded or screened continuously, A better placement of mirrors would reduce the mirror area lost to shading and screening. In so doing, there is a cost saving, but some additional loss of solar power reflected to the target.

To provide a reasonable mirror spacing the spacing required to prevent shading or screening was computed for various sun angles and various points in the field. The geometry used to determine mirror spacing is shown in Figure 2-7. The distance $x_{m t}$ is the separation of the mirrors if no shading or screening is permitted. When $\theta_{s}<\theta_{t}$, tower screening dominates and $\mathrm{X}_{\mathrm{mt}}>\mathrm{X}_{\mathrm{ms}}$.

Then let $x_{m}$ equal the spacing required to prevent shading or screening:

$$
x_{m}=\left[\frac{1+\cos \theta_{s} \cos \theta_{t}+\sin \theta_{s} \sin \theta_{t} \cos \left(\beta_{s}-\beta_{t}\right)}{\sqrt{2} \cos \theta}\right]^{\frac{1}{2}}
$$

where

$$
\begin{aligned}
& \theta=\theta_{S} \text { if } \theta_{s}>\theta_{t} \\
& \theta_{t} \text { if } \theta_{t}>\theta_{s}
\end{aligned}
$$

The other angles are defined by Figure 2-4.

a) Plan View

b) Side View

The following procedure was used to establish a mirror spacing and evaluate the effectiveness of the mirror field:

1. The average value of $x_{m}$ was computed using the distribution of sun angles, Figure 2. This average $\bar{x}_{m}$ was used as the mirror spacing. This is plotted in Figure $2-7$ a, against $\beta=\beta_{s}-\beta_{t}$ and $\theta_{t}$. The angle $\beta=0^{\circ}$ at noon for mirrors North of the tower.
2. A new useful mirror area was computed for mirrors spaced by $\bar{x}_{\mathrm{m}}$. This is

$$
A_{\mathrm{u}}=\left\{\begin{array}{lll}
1 & \text { if } & x_{\mathrm{m}} \leq \overline{\mathrm{x}}_{\mathrm{m}} \\
\frac{\bar{x}_{\mathrm{m}}}{\bar{x}_{\mathrm{m}}} & \text { if } & x_{\mathrm{m}} \geq \bar{x}_{\mathrm{m}}
\end{array}\right.
$$

3. The useful mirror area multiplied by $\bar{n} \cdot \bar{s}=x_{m s} \cos \theta_{3}$ $=x_{m t} \cos \theta_{t}$ (the cosine of the angle to the sun)
is the effective area of the unit mirror or its apparent area as it is viewed from the tower is the effective mimror area. The effective mirror area was averaged for all sun angles by the distribution of Figure $2-5$. This average effective area is designated $\bar{A}_{m}$, and includes the shading and screening as well as the foreshortening effect because of its tilt. Average effective area is plotted in Figure 2-8, against $\beta=\beta_{s}-\beta_{t}$ and $\theta_{t}$.
4. Mirror spacing and apparent mirror area were averaged over the circular field by averaging first in $\beta$ and finally in ${ }^{\theta} t$, weighting the values by the increase in area as ${ }^{\theta_{t}}$



increases. The weighting factor for the ring of mirrors between $\theta_{1}$ and $\theta_{2}$ is proportional to $\left(\tan ^{2} \theta_{2}-\tan ^{2} \theta_{1}\right)$.

Averages, over the year and over the mirror field, of mirror spacing and apparent area are plotted against rim angle, $\theta_{\text {pax }}$, in Figure 2-9. These factors are used in computing the field effective aperture, $E$, as follows:

The number of mirrors in a field is

$$
N=A_{f} /\left(1.2 A_{\mathrm{m}} \bar{S}\right)
$$

where
A is actual mirror area
$\overline{\mathrm{S}} \quad$ is average mirror spacing to reduce shadowing (Figure 2-9)
The factor 1.2 accounts for an arbitrary mirror spacing side to side.

The solar flux reflected to the target area is

$$
Q_{r}=N I_{D} \rho_{m} A_{m} \bar{A}_{e}
$$

or

$$
\mathrm{m}_{\mathrm{r}} \mathrm{D} \quad \mathrm{~m} \text { e }
$$

$$
Q_{r}=A_{f} I_{D} \rho_{m} \quad \bar{A}_{e} / 1.2 \bar{S}
$$

where $\bar{A}_{e}$ is the average effective mirror area (Figure 2-9) and the other factors have been discussed above.

The effective aperture for the tower heliostat field is

$$
E=A_{f} \rho_{\mathrm{m}} \quad \bar{A}_{\mathrm{e}} / 1.2 \quad \overline{\mathrm{~s}}
$$



As a comparison to the efficiency of the ideal, close
packed, field represented by Figure $2-5$, the average efficiency of the spaced mirrors is (neglecting the 1.2 for side spacing)

$$
n_{s}=\bar{A}_{e} / \bar{S}
$$

This efficiency is plotted in Figure $2-6$ and compares to the average efficiency plotted in Figure: $2-5$.

The spread factor, $g$, for the radiation at the top of the tower is

$$
g=\pi \sigma^{2}
$$

where $\sigma_{m^{2}}^{2}$ is the mean-squared spread of the radiation from all the mirrors in the plane of the target.

First the spread from a single mirror wíll be derived; then the average effect for the whole field will be found. In Figure $2-10$, the side view of a plane mirror reflecting the sunlight to the target area is shown. Each side of the mirror is $W$ meters in length and the ray distance from the center of the target to the ray intercept point is shown in one dimension only. The actual distance in the plane of the target from the center to the striking point of the ray is

$$
\mathrm{r}_{t}=\left[\left(x+2 L \phi_{x}\right)^{2}+\left(y+2 L \phi_{y}\right)^{2}\right]^{\frac{1}{2}}
$$

where $y$ is the distance normal to $x$ in the plane of the target and $\phi_{y}$ is the suxface error of the mirror measured in the plane normal to the planes of $\phi_{x}$ and the mirror. The errors $\phi_{x}$ and $\phi_{y}$ are assumed to be independent with Gaussian distributions .


Since it may be assumed that each ray from the mirror has an equal intensity at the target, the mean squared value of $\mathrm{r}_{\mathrm{t}}$ is

$$
\overline{r_{t}^{2}}=\mathcal{E}\left[\left(x+2 L \phi_{x}\right)^{2}+\left(y+2 L \phi_{y}\right)^{2}\right]
$$

where $\varepsilon$ is the expected value operator. For the mirror represented in Figure 2-10 with angle between the sun and the target in the plane of the diagram,

$$
\varepsilon\left(x^{2}\right)=\frac{\left(\mathrm{WA}_{\mathrm{m}}\right)^{2}}{12}
$$

where $A_{m}$ is the effective height of the mirror as viewed by the tower. Then

$$
\overline{r_{t}^{2}}=\varepsilon\left\lceil\frac{W^{2}}{12}\left(1+A_{m}^{2}\right)+4 L^{2} \sigma_{\phi}^{2}\right]
$$

Effective mirror height $A_{m}$ is a function of position in the mirror field and $L$ is a function of $\theta_{t}$, the angle to the tower. To find $\sigma_{m}{ }^{2}$, the average spread of the radiation from all mirrors, $\overline{r_{\mathrm{t}}^{2}}$ is averaged over the field, weighting the contribution from each element of the field by the average radiation density reflected from that element. This means each contribution is divided by the mirror spacing at that point in the field. Then

$$
g=2 \pi \text { Avg }\left[\frac{W^{2}}{12}\left(\frac{1+A_{e}^{2}}{s}\right)+\frac{H^{2} \theta_{e}^{2}}{s \cos ^{2} \theta_{t}}\right]
$$

where $L$ has been replaced by $H / \cos \theta_{t}$ and

$$
\sigma_{e}^{2}=4\left(\sigma_{\phi}^{2}+\sigma_{\psi}^{2}\right)
$$

to represent both surface and pointing errors in the mirror.
Avg [ ] is the average effect over the entire heliostat field and produs a value of $g$ which is independent of azimuth because it has been averate over all azimuths, as it was averaged over all sun angles.

After averaging, $g$ may be expressed by

$$
g=A_{1} A_{m}+A_{2} H^{2} \sigma_{e}^{2}
$$

where $A_{1}$ and $A_{2}$ are tabulated below for different rim angles.

| $\theta_{\mathrm{m}}$ | $\mathrm{A}_{1}$ | $\mathrm{~A}_{2}$ |
| :---: | :---: | :---: |
| 15 | 0.906 | 6.53 |
| 30 | 0.987 | 7.35 |
| 45 | 0.879 | 9.49 |
| 60 | 0.832 | 15.65 |
| 75 | 0.724 | 45.68 |

Using curve fitting techniques the coefficient $A_{1}$ and $A_{2}$ may be represented by

$$
A_{1}=0.573+0.671 \cos \theta_{\max } 0.338 \cos ^{2} \theta_{\max }
$$

and

$$
A_{2}=2.02+1.82 / \cos \theta_{\max }+2.45 / \cos ^{2} \theta_{\max }
$$

Thus, the expressiong for $E$ and $g$ for the tower-heliostat concentrating system as expressed above were used with the cost equations in the optimization procedure to determine the optimum tower height and field size to provide lowest cost electrical output.

A logical refinement of the technique would be the inclusion of the tower position in the field as another variable.

The other solar collector subsystem is the absorber-heat exchanger. The performance parameters, $E$ and $g$, of the concentrator subsystem can be considered to be design parameters of the absorber-heat exchanger subsystem since they convey all the information about the concan trated radiation that is needed in the absorber analysis. Because of thils a Hottel - Whillier - Bliss analysis can be used as a basis for a generall treatment of absorber-heat exchanger performance.

The Hottel-Whillier-Bliss approach has been used extensively to analyze the performance of flat-plate collectors. It can be extended to concentrating collectors as was suggested in Löf and Duffie (1963). Section 3.1 below verifies this by deriving the detailed $H-W-B$ relationsiff for concentrating collectors that were developed as part of this study.

The types of absorber-heat exchangers that were considered in this study are given in Table 3-1.

Section 3.2 details the heat transfer and other models that were required as part of the H-W-B analysis. Also included in this section are other heat transfer models that were required to complete the absorber-heat exchanger analysis, such as tube wall burn-out checks.

### 3.1 Hottel-Whillier-Bliss Analysis

The flat-plate $H-W-B$ relations extend in a fairly straight forward manner to most concentrating collector absorber-heat exchangers now that expressions for $E, g$ and $G$ have been developed. The situation where the heat exchanger tube is non-uniformly radiated and the heat transfer fluid is water, is somewhat more complicated. Since the development for this case is representative of the development for

## $1-\varepsilon \quad 378 \mathrm{VI}$

Categories for the Absorber-Heat Exchanger Subsystem by Collector Type


[^8]the uniform intensity case and the changes for the uniform intensity case are fairly obvious, this case will be used to illustrate the general development of the $H-W-B$ relations for concentrating collectors. A schematic representation of this case is given in Figure 3-1.

The tube that transports the fluid in flat-plate collectors and the absorber-heat exchangers of line focusing solar collectors are exposed to a uniform lengthwise radiation. Even in the case of spherical absorber-heat exchangers in point focusing collectors the assumption of a uniform lengthwise radiation may be a reasonable approximation. Here there is often a cyclical variation of radiation intensity over many cycles and the integrated effect may be approximated by assuming a constant radiation level along the tube length. This is not the case of a pancake absorber with a helical heat exchanger tube.

Figure 3-2 is a schematic representation of the distribution of radiation from a point focusing concentrator on a pancake absorber. As can be seen the intensity of the radiation is highest at the center of the pancake absorber and drops off toward the outer edges. Thus, the radiation intensity varies from one end of the heat exchanger tube to the other and increases rapidly near the tube outlet as was indicated in Figure 3-1. The flow direction of the fluid is taken to be from the outside of the pancake absorber to the inside as in counterflow heat exchangers. This maximizes the amount of energy exchanged and provides an added advantage that will be discussed below.

Let $x$ be the distance along the tube from the fluid infet at the outside of the absorber toward the outlet at the center of the absorbri For a constant radial spacing of the helix, the expression for the local useful rate of energy gain per unit area is



Figure 3-1. Pancake Absorber with a Helical Heat Exchanger Tube


Figure 3-2. Non-Uniform Radiation Intensity on a Pancake Target.

$$
\begin{align*}
& q_{u}=\frac{\ell m m^{\prime} p}{A_{L}} \cdot \frac{d T_{b}(x)}{d x} \\
& =F^{\prime \prime}\left[I_{D} E \alpha \tau \exp \left(-(l-x) A_{L} / \ell g\right) / g-U_{L}\left(T_{b}(x)-T_{a}\right)\right] \tag{3-1}
\end{align*}
$$

The original form of this equation was used to characterize flat-plate collectors and is due to Hottel and Whillier (1958) and Bliss (1959). The expression $I_{D} E \alpha r$ represents the total radiation delivered to the focal zone. The expression $\exp \left(-(l-x) A_{L} / l g\right) / g$ is the radiation intensity at $x$ normalized by $I_{D} E \alpha \tau$. This expression arises from the fact that the normalized radiation intensity for point focusing collectors follows an exponential distribution with parameter $g$. This was shown by Duff and Lamerio (1974) and in section 2 of this appendix.

$$
\begin{align*}
& F^{\prime \prime} \text { in equation } 3-1 \text { is given as } \\
& F^{\prime \prime}=\frac{F\left(A_{L}-\ell d\right)}{A_{L}}+\frac{\ell d}{A_{L}} \tag{3-2}
\end{align*}
$$

in equation $3-2, F$ is the fin efficiency factor.

$$
\begin{equation*}
F=\frac{\tanh \left[\sqrt{U_{L} / k_{\operatorname{fin}^{t}}{ }^{\text {fin }}}\left(A_{L}-\ell d\right) / 2 \ell\right]}{\sqrt{U_{L} / k^{\prime} \operatorname{fin}^{t}{ }^{\text {fin }}}\left(A_{L}-\ell d\right) / 2 \ell} \tag{3-3}
\end{equation*}
$$

Equation 3-1 may be written in terms of the local fluid temperature rather than the local fin base temperature.

$$
\begin{align*}
& q_{u}=\frac{\ell m C_{p}}{A_{L}} \cdot \frac{d T_{f}(x)}{d x} \\
= & F^{\prime}\left[I_{D} E \alpha \tau \exp \left(-(\ell-x) A_{L} / \ell g\right) / g-U_{L}\left(T_{f}(x)-T_{a}\right)\right] \tag{3-4}
\end{align*}
$$

Here F, is

$$
F^{\prime}=F^{\prime \prime} \frac{I+F^{\prime \prime} U_{L} A_{L}}{h_{0} \pi \ell d}
$$

The above factors $F, F^{\prime}$ and $F^{\prime \prime}$ have been generalized from the factorsif flat-plate collectors that are available in the literature -- for instanif see Kline, Duffie and Beckman (1974). The factors are those where the heat exchanger tube is integral with the fin. These generalized forms of the factors are applicable to most types of absorber-heat exchangers inclu pancake or spherical absorbers for point focusing collectors, flat or round absorbers for line focusing collectors and for flat-plates.

Solving Equation $3-4$ for the local fluid temperature we have

$$
\begin{align*}
T_{f}(x) & =\frac{F^{\prime} I_{D} E \alpha \tau \exp \left(-A_{L} / g\right)}{F^{\prime} U_{L} g+\dot{m}_{p}} \exp \left(A_{L} x / l g\right)-\exp \left(-F^{\prime} U_{L} A_{L} x / \min _{\mathrm{p}}\right) \\
& +\left(T_{i n}-T_{a}\right) \exp \left(-\mathrm{FU}_{L} A_{L} x / \ell \dot{m}_{p}\right)+T_{a}
\end{align*}
$$

The average temperature of the fluid in the tube; $T$ ave may then be determined by integrating along the tube length and dividing by the tube length.

$$
\begin{aligned}
& T_{\text {ave }}=\frac{F^{\prime} I_{D} E_{\alpha \tau} \exp \left(-A_{L} / g\right)}{F^{\prime} U_{L} g+\dot{m}_{p}} \frac{g}{A_{L}}\left[\exp \left(A_{L} / g\right)-1\right] \\
& +\frac{\dot{m}_{p}}{F^{\prime} U_{L} A_{L}}\left[\exp \left(-F^{\prime} U_{L} A_{L} / \dot{m i}_{p}\right)-1\right] \\
& -\frac{\left(T_{i n}-T_{a}\right) \dot{m} C_{p}}{F^{\prime} U_{L} A_{L}}\left[\exp \left(-F^{\prime} U_{L} A_{L} / / C_{p}\right)-1\right]+T_{a}
\end{aligned}
$$

The total useful rate of energy gain of the absorber may now be expressed as

$$
\begin{equation*}
Q_{u}=F^{r}\left[I_{D} E \alpha T\left[1-\exp \left(-A_{L} / g\right)\right]-U_{L} A_{L}\left(T_{a v e}-T_{a}\right)\right] \tag{3-8}
\end{equation*}
$$

Again the expression $1-\exp \left(-\mathrm{A}_{L} / \mathrm{g}\right)$ arises from the fact that the radiation is exponentially distributed with parameter g . This expression is the fraction of available radiation that is intercepted by the absorber. Tave is found by succussively approximating the average temperature on the right hand side of Equation 3-7. $T$ ave is then used to find $Q_{u}$ in Equation 3-8. The average fluid temperature is used for evaluating $U_{L}$ in Equations $3-7$ and $3-8$ since it usually differs very little from the average fin base temperature.

These equations are useful for conducting performance comparisons, as will be shown below, as well as for the optimization. The performance of pancake absorbers with helical heat exchangers and water as the heat transfer fluid is illustrated in Table 3-2 for 10 design variations. The first design in the table is for the $A_{L}$ that yields maximum performance in terms of useful heat output with the other design parameters held constant. The design parameters were then varied one at a time using this design as a base. The effect on performance of each design variation is also given in the table.

A further comparison is made with the performance predicted by Equations 3-7 and 3-8 and the performance using analogous equations derived under the assumption of uniform radiation. These comparisons are also shown in the table. These differences are expressed in percentage change from the nonuniform radiation performances. As can be seen, the average
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temperature of the absorber-heat exchanger predicted by each of the assumptions varies quite significantly. Also, the performance differences between the two assumptions is accentuated when the inlet temperature is elevated or when the mass flow rate is lowered.

A significant result of the comparison between the uniform and nonuniform radiation assumptions is illustrated in Figure 3-3. In this figure it can be seen that the optimum size of the pancake absorber when the other design parameters are fixed at their values in the base design is quite different depending upon which assumption is made. The optimum size pancake absorber under the more realistic assumption of nonuniform radiation turns out to be $30 \%$ larger than the optimum absorber under the assumption of uniform radiation. Also, there is a difference between the maximum performance predicted in each case of 1.5\%. The most significant aspect of this comparison, however, is the fact that the nonuniform radiation assumption predicts a very gradual fall off in performance as the absorber increases in size beyond the optimum, whereas the uniform radiation assumption predicts a steep fall off. This is rather important in terms of actually manufacturing an absorber-heat exchanger for a solar collector. In manufacturing solar collectors, variations in the amount of spread of the radiation distribution from one collector to another will occur. It is very useful to know that the absorber can be made oversize to compensate for this variation without penalizing the optimal performance of an individual collector to a significant degree.

The reason for this difference is illustrated in Figure 3-4.
Shown in this figure is the fact that the absorber temperature is always lower for nonuniform radiation and thus radiative and convective losses will


Figure 3-3. Non-Uniform Irradiance Pancake Absorber Helical Heat Exchanger Performance.


Figure 3-4. Fluid Temperature Distribution Along the Heat Exchanger Tube.
be lower. When the absorber is made larger these differences are accentuated.

Extrapolating these observations to the absorber-heat exchanger of other types of point focusing collectors has implications for their design as well. For instance, in the case of a spherical or conical absorber and water as the heat transfer fluid, it may be desirable to arrange the heat absorber tube so that the radiation intensity increases from the inlet to the outlet. This could also be accomplished by perturbing the design of the concentrator so that a hot spot on the absort is created or intensified. This would then allow a larger size absorber to be used without significantly penalizing performance.

The performance models of absorber-heat exchangers using water as the heat transfer fluid are listed in Table 3-3. These equations are all developed in the same manner as the equations for the pancake absorber with a helical heat exchanger tube.

For absorber-heat exchangers where only latent heat is added, the difference between the fluid temperature, $T_{S}$, and the average tube wall temperature, $T_{w}$, can be significant. Thus the equation for $\mathrm{Q}_{\mathrm{u}}$ in Table 3-3 becomes

$$
Q_{u}=P^{\prime \prime}\left[I_{D} E L \alpha T G(g, a)-U_{L} A_{L}\left(T_{w}-T_{a}\right)\right]
$$

$Q_{u}=F^{\prime \prime}\left[I_{D} \operatorname{ELat} G(g, a)-U_{L} A_{L}\left(T_{w}-T_{a}\right)\right]$

For boiling absorber-heat exchangers, $Q_{u}$ can also be expressed as

$$
\mathrm{Q}_{\mathrm{u}}=\pi \mathrm{d} \ell \mathrm{~h}_{\mathrm{B}}\left(\mathrm{~T}_{\mathrm{w}}-\mathrm{T}_{\mathrm{s}}\right)
$$

TABLE 3-3


Notes for Table 3-3
(1)

$$
F_{R}=\frac{\dot{m} C_{p}}{U_{L} A_{L}} \quad\left[1=e^{-F^{\prime} U_{L} A_{L}} \frac{\dot{m} C_{p}}{}\right]
$$

(2) For the uniform radiation case only, $Q_{U}$ can be written as

$$
Q_{u}=F_{R}\left[I_{D} E L a t G(g, a)-U_{L} A_{L}\left(T_{i n}-T_{a}\right)\right]
$$

$$
\begin{equation*}
T_{W}=\frac{\pi d \ell \pi h_{B} T_{B}+F^{\prime \prime} I_{D} E_{L} \alpha \tau G(g, a)+F^{\prime} U_{L} A_{L} T_{a}}{\pi d \ell h_{B}+F^{\prime \prime} U_{L} A_{L}} \tag{3-11}
\end{equation*}
$$

$\tau_{w}$ is then found by successively approximating the average temperature on the right hand side of Equation 3-11. $T_{w}$ is then used to find $Q_{u}$ in equation $3-9$ or $3-10$.

### 3.2 Physical Property Models

The major physical property models required to use the performance models are given below. These models are drawn from many different sources. As is often the case in the thermal sciences, a number of alternative choices were available for most models. The choice of a particular model was based on two considerations: (1) its adequacy in reflecting relative differences between designs and (2) the speed of computation. As mentioned previously, computational speed enhances the efficiency of the optimization procedures.

Minimum tube internal diameter to insure turbulent water flow:

$$
.007 \mathrm{~m} \mathrm{~T}_{\text {out }}(\mathrm{m})
$$

Minimum tube diameter to avoid clogging by internal impurity build up:

$$
.002 \quad(\mathrm{~m})
$$

Where tube diameters were still too large compared to the size of the absorber, the diameter was decreased to provide sufficient wrap around length:

Minimum tube wall thickness to withstand pressure $p$ in bars:

$$
\mathrm{d}_{\mathrm{p}} / 2040 \quad(\mathrm{~m})
$$

Minimum tube wall thickness for structural ridgity:

$$
.0001 \quad(\mathrm{~m})
$$

Radiative component of $\mathrm{U}_{\mathrm{L}}$ :

$$
\varepsilon \sigma\left[\left(\mathrm{T}_{\text {ave }}+273.15\right)^{4}-\left(\mathrm{T}_{\mathrm{a}}+268.15\right)^{4}\right] /\left(\mathrm{T}_{\text {ave }} \mathrm{T}_{\mathrm{a}}\right)\left(\mathrm{W} / \mathrm{m}^{2}-{ }^{\mathrm{O}} \mathrm{C}\right)
$$

$\mathrm{U}_{\mathrm{L}}$ for nonevacuated covered absorber-heat exchanger tubes when the wind velocity is $5 \mathrm{~m} / \mathrm{sec}$ (regression curve fit to curves on pages 53 and 54 of the October 1973 STEPS report):

$$
7.0867+\left[.0547\left(\mathrm{~T}_{\text {ave }}+273.15\right)-15.4987\right] \varepsilon\left(\mathrm{W} / \mathrm{m}^{2}-{ }^{\circ} \mathrm{C}\right)
$$

$\mathrm{U}_{\mathrm{L}}$ for evacuated covered absorber-heat exchanger tubes when the wind velocity is $5 \mathrm{~m} / \mathrm{sec}$ (regression curve fit to curves on pages 53 and 54 of the October 1973 STEPS report):

$$
.6492+\left[.0547\left(\mathrm{~T}_{\text {ave }}+273.15\right)-15.4987\right] \varepsilon\left(\mathrm{W} / \mathrm{m}^{2}-{ }^{\circ} \mathrm{C}\right)
$$

Heat transfer coefficient between circulating water and the tube wall for laminar flow in the entrance region * (Whillier, ASHRAE)

$$
\frac{\mathrm{k}_{\mathrm{f}}}{\mathrm{~d}}\left[4.36+\frac{.0668 \mathrm{~d} \operatorname{Pr} \operatorname{Re} / \ell}{[1+.04(\mathrm{dPr} \operatorname{Re} / \ell)]^{.66}}\right] \quad\left(\mathrm{W} / \mathrm{m}^{2}-^{\circ} \mathrm{C}\right)
$$

Heat transfer coefficient between circulating water and the tube wall for laminar flow * (McAdams, Heat Transmission) :

[^9]$3.66 \frac{\mathrm{k}_{\mathrm{f}}}{\mathrm{d}} \quad\left(\mathrm{W} / \mathrm{m}^{2}-{ }^{\circ} \mathrm{C}\right)$

Heat transfer coefficient between circulating water and the tube wall for turbulent flow * (McAdams, Heat Transmission) :

$$
0.23 \frac{\mathrm{k}_{\mathrm{f}}}{\mathrm{~d}} \mathrm{Pr}^{.4} \mathrm{Re}^{.8} \quad\left(\mathrm{~W} / \mathrm{m}^{2}-{ }^{\circ} \mathrm{C}\right)
$$

Heat transfer coefficient for the convection component of ${ }_{U_{L}}$ for a flat absorber-heat exchanger * (Rohsenow and Choi):

$$
.916 P_{T}^{1 / 3} \mathrm{Re}^{\frac{1}{2}} \frac{k}{d}, \quad R e \leq 5 \times 10^{5}
$$

$$
\frac{.937 \mathrm{C}_{\mathrm{p}} \mathrm{pV}}{\mathrm{Re}^{.2} \mathrm{Pr}^{2 / 3}} \quad \mathrm{Re}>5 \times 10^{5}
$$

Heat transfer coefficient for the convection component of $\mathrm{U}_{\mathrm{L}}$ for a spherical absorber-heat exchanger * '(Eckert and Drake, Analysis of Heat and Mass Transfer) :

$$
.37 \mathrm{Re}^{.6} \frac{\mathrm{k}}{\mathrm{~d}} \quad\left(\mathrm{~W} / \mathrm{m}^{2}-{ }^{\circ} \mathrm{C}\right)
$$

Heat transfer coefficient for the convection component of $\mathrm{U}_{\mathrm{L}}$ for a cylindrical absorber-heat exchanger * (Holman):

$$
.3 \mathrm{Re}^{.56} \operatorname{Pr} .33 \frac{\mathrm{k}}{\mathrm{~d}} \quad\left(\mathrm{~W} / \mathrm{m}^{2}-{ }^{\circ} \mathrm{C}\right)
$$

[^10]Heat transfer coefficient between circulating unsaturated steam and the tube wall (Strack, NASA-TN D-5813) ;

$$
.0828 \frac{\mathrm{k}_{\mathrm{f}}}{\mathrm{~d}} \mathrm{Pr}^{.4} \operatorname{Re}^{.8}\left(\operatorname{Re} \frac{\mathrm{~d}^{2}}{\mathrm{~d}_{\mathrm{m}}^{2}}\right)^{.05} \quad\left(\mathrm{~W} / \mathrm{m}^{2}-{ }^{\circ} \mathrm{C}\right)
$$

Value of radiation intensity where tube burnout occurs (Lowdermill et.al., NASA TN-4382) :

$$
2,365,000 \quad\left(\mathrm{~W} / \mathrm{m}^{2}\right)
$$

The maximum radiation intensity on the absorber-heat exchanger 1

$$
\frac{I_{D} E}{g} \quad\left(\mathrm{~W} / \mathrm{m}^{2}\right)
$$

for point focus concentrators and

$$
\frac{I_{D} E}{\sqrt{2 \pi g}} \quad\left(\mathrm{~W} / \mathrm{m}^{2}\right)
$$

for line focus concentrators as can be easily derived from $G(g, a)$.

[^11]The objective in costing the concentrating collectors is to provide the optimizing model with costs on a wide range of alternative collector designs with different performance characteristics in such a way that biases are not introduced favoring one type of collector over another.

Concentrator designs were selected to cover the range of economically attractive possibilities in terms of performance, configuration, materials, and manufacturing techniques. Types considered for analysis included paraboloids, partial spheres, catenaries of revolution, heliostats for power towers, troughs, Fresnel lenses and reflectors, and inflated plastic cylinders. Estimates were obtained for paraboloids set both collectively on supporting racks and individually on their own mounts. Focusing possibilities included parallel and series absorbers for each reflector, as well as more than one reflector focusing on a common absorber. Linear absorbers for troughs included exposed pipe, shielded pipe, and pipe inside an evacuated glass tube.

This selection of reflectors and absorbers covers the range of the more relevant possibilities as of this date. As life tests on thin reflective films under tension become available, these too could warrant consideration. Partial spheres and catenaries of revolution were dropped from the list early in the study because they possess little, if any, cost advantage over the paraboloids in compensation for their poorer performance; and inflated plastic cylinders were dropped because of their short anticipated life and consequently high replacement and maintenance costs.

Alternative parameters considered for the reflective shells
were those of aperture width, rim angle*, reflectivity, contour accuracy and tracking accuracy. Aperature widths ranged from ten centimeters to 7.5 meters. Rim angles were from 45 to 115 degrees. Reflectivities in the neighborhood of 85 to 90 percent resulted from the choice of reflective materials. Contour accuracy of 0.1 degree is obtainable from standard manufacturing processes for paraboloidal shells; but lesser accuracies result when fabricating sections and when mounting more than one shell on a common frame. Reliable estimates of efffective contour accuracies require experimental testing, which was not part of this research effort. Similarly, tracking accuracy of 0.1 degree can be obtained from proper selection of motor drives and gears; but actual tests of performance are required to estimate overall accuracy.

The principal parameters influencing the costs of absorbers were those of temperature and pressure. Temperatures that were considered extended from a low of $100{ }^{\circ} \mathrm{C}$ to a high of $315^{\circ} \mathrm{C}$, while pressures ranged from 14.7 psia to 2,365 psia. Parameters less important to overall costs were absoptivity and emissivity, which were on the or der of 95 percent and 10 percent respectively.

Wind loads of 45 meters per second were used in estimating the structural and foundation requirements of the installations. For loadings above this level, low-cost shear-pin assemblies were assumed to protect the installations by allowing a collector to position itself more favorably to the wind. Wind loads for performance were not parameterized in comparing the costs of alternative designs. Structural

[^12]design coupled with wind-tunnel testing would probably be required to arrive at reliable estimates of cost-performance relationships.

The relevant costs for comparison of the various alternatives include those of investment, maintenance, operation, and replacement. Given the significance of investment to overall costs coupled with the lack of information on component lives and maintenance procedures, most of the costing effort centered on initial investment. Investment costs cover manufacturing, field facilities and structures, and installation. Comparative costs substantially favor manufacture and pre-assembly over field construction. Accordingly, collectors were assumed to be built in modular units ready for quick assembly in the field. Transportation clearances of 4.3 meters limited the maximum size of modular units to approximately 3.65 meters on one side. Two $3.65 \times 7.3$ meter sections could be shipped and installed in the field to give a frame with multiple reflectors that is 7.3 meters square or a circular section 7.3 meters in diameter. To the extent practicable, the absorbers would be part of this pre-assembled package. Field structures and facilities would include the supports and foundations for the modules and tracking and electrical installations.

Normal maintenance and operating costs were assumed to be similar to other outdoor facilities, such as those encountered in the electric utility industry. Similarly, estimates of the lives of structures, gears, motors, electrical connections, and the like were obtained from industry sources, Overall life of the installations was assumed to be 30 years. Estimating the maintenance and replacement costs of the reflective surfaces, however, presented a more difficult problem because of the lack of experience and data on such items. A sensitivity analysis (Section 4.7.3)
indicates that frequent cleaning of the surfaces is not as economical as allowing the surfaces to become dirty and building additional surface area to make up for the loss in reflectivity. Non-routine cleaning of the surfaces following particularly unfavorable conditions, such as: heavy dirt deposits from combined rain and dust storms, would be done. The effective lives and the costs of replacing the reflective surfaces are even more difficult to estimate with confidence. As a first appror. imation, these costs have been assumed to be similar for all types of installations and have been omitted from the analysis until more reliabla information is obtained.

### 4.1 Methods of Estimation

The large collection of reference material on solar energy (technical journals, conference proceedings, etc.) located at C.S.U. was screened for relevant data on concentrating collectors. Categories of data collected included: types of concentrators and absorbers, materials, dimensions, performance, tracking methods and devices, methods of manufacture, manufacturers of concentrators, reflective materials, absorber components, operation and maintenance procedures, and costs.

Cost data obtained from this search served as points of reference, but could not be used directly in the modelling because of the general lack of detail and its specificity to particular designs. Accordingly, reliance for costing information was shifted to three alternative and complementary sources: the Manufacturing Development Laboratory (MDL) of the Westinghouse Electric Corporation, data currently being developed by investigators of point designs such as B1ack and Veatch (Consulting Engineers), and project staff at C.S.U. MDL pro-
vided cost estimates for the large-scale manufacture of collectors driving and control mechanisms, and for maintenance and operation of the system. Black and Veatch, among other things, made available their detailed estimates of piping connections to the collectors and costs on power towers. C.S.U. staff provided estimates of absorber, field, and installation costs, as well as developed the cost functions for the range of parameters required for the optimizing model.

Cost data derived from the foregoing sources were used as building blocks for the various collector designs. For instance, costs for modular frames, drives, and tracking were first developed for sets of small parabaloids mounted on racks. These costs were essentially the same as for heliostats used to focus on the power towers. Such costing procedures wherein only the differences in conditions require additonal cost estimates reduced the amount of costing effort and yielded consistency among the alternatives.

All cost values were adjusted to estimates in dollars. In making these estimates, large-scale production was assumed. That is, if economically or otherwise feasible, solar enexgy plants were assumed to comprise a significant amount of new generating capacity. This led to an admittedly crude estimate of annual installations of 17.5 million square meters of projected surface area.* This level of installation is sufficiently large to confirm that installation of solar facilities

[^13]at this rate indeed involves large-scale production on the part of potential manufacturers of concentrating collectors.

Westinghouse staff specialized in the fields of materials, production equipment, and manufacturing processes combined their knowledge to select what in their opinions were the most suitable materials and processes for concentrating collectors over the aforementioned ranges of parameters. Conceptual designs were set and from these flowed estimates of quantities of materials, labor, and equipment. Methods of production, such as in-house forming of structural frames and cutting of gears, large quantity costs for materials, 1 abor rates, and production equipment costs were obtained through suitable contacts within Westinghouse and from other organizations. Estimates of overhead rates, profit levels, and other costs of the manufactured collectors and absorbers came from a variety of sources. Throughout, emphasis was on breadth of coverage and consistency of estimates rather than on detailed estimates for a limited number of designs.

### 4.2 Paraboloids

The paraboloid was the first type of concentrating collector studied by the CSU/Westinghouse team. As a result, it serves as a basis for developing portions of the cost data for other types of concentrating collectors--particularly the heliostat and circular Fresnel lenses and reflectors. Moreover, the analytical approach to design and costing for paraboloids is more thoroughly studied and described than for other types of collectors. This does not mean, however, that the results for the other types are less reliable, since the paraboloid was used as a learning process in developing the design and costing metho-
odologies. The sections that follow reflect these circumstances and include discussions of manufacturing materials and processes for concentrators and absorbers, field structures and installations, cost breakdowns for two of the lower-cost alternatives, and parametric relationships for aperture width, reflectivity and rim angle.

### 4.2.1 Manufacturing Materials and Processes for Concentrators

Alternative materials and processes were systematically listed and described, followed by a review of the most suitable combinations for the ranges of parameters being considered. Eight characteristics (e.g., reflectivity, costs per square meter of applied surface, and useful life) for 19 surface materials (e.g., silver, aluminum, chromium and rhodium) were tabulated. Similarly, 22 characteristics (e.g., costs per kilogram, ease of forming, coefficients of thermal expansion, and tensile strength) for 32 shell materials (e.g., aluminum, steel, cast iron, glass, epoxies, and lightweight concrete were also tabulated. For both categories of materials an initial weighting system was applied to the various characteristics to identify those materials apparently most favorable for the requisite conditions. The weighting served to highlight various possibilities rather than to serve as the basis for the final selection. For example, thermally evaporated silver and chromium plating ranked high as potential surface materials, while pressed glass and fiber glass reinforced cement ranked high as shell materials.

Descriptions of alternative manufacturing processes were obtained from published sources to identify the relevant possibilities. Of primary concern were accuracy of forming, rates of output per machine, and costs per machine. Assuming that production of collectors
is to come from five plants strategically located across the United States, annual output for 250 working days per year would be 14,000 square meters of projected area per day.* By knowing the nominal production rate and the limits of a machine's capabilities to produce different aperture widths, the number of machines required for different aperture widths can be detemined. Thirteen alternative processes are plotted in Figure $4-1$. By way of illustration, injection molding of collectors with one meter aperture would call for about 10 machines each producing at the rate of 2 per minute; whereas, the same process producing collectors with apertures of 10 centimeters would call for about 100 machines each producing at the rate of 20 per minute. The foregoing machines operating on a two-shift basis would in both cases turn out 14,000 square meters of projected surface area each day.

The foregoing information was augmented by discussions with process technologists to arrive at production techniques and materials most suitable for the various sets of collector parameters. The coice for the smallest aperture range ( 10 to 30 centimeters) was pressed glass with vapor deposited aluminum for reflectivity of 85 percent and silver for reflectivity of 90 percent.

Aluminum sheets were selected for the shell material for the paraboloids of medium ( 0.5 to 3 meters) and large ( 3.5 and 7.5 meters) apertures. Diaphragm hydro-drawing would be used in shaping the mediun sizes and spin forming would be used for the larger sizes. Initially, explosion forming had been favored for the latter, but was dropped
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Figure 4-1. Production of Paraboloidal Collectors $14,000 \mathrm{~m}^{2} / \mathrm{plant} /$ day,
because of excessive costs. Aluminum alloy \#3002-0 is reflector grade and when highly buffed and anodized will give reflectivities of 85 percent for several years. A less expensive grade of aluminum, alloy \#1100, gives reflectivities from 75 to 85 percent when buffed and not anodized. Duration of such reflectivities are short, being on the ordey of only a few weeks. Anodizing the \#1100 grade will give reflective lives comparable to the \#3002-0 grade, but then reflectivity drops to about 60 percent.

Building paraboloids in excess of 7.5 meters aperture diameter was found to be impracticable due to limitations, but in the size of sluminum sheets and to transportation restrictions. Welding sheets together and shipping the paraboloids in sections would overcome these 1 imitation, then field erection costs would increase substantially.

None of the processes are limited by variances in the rim angle, Altering the reflectivity by depositing different materials on glass doet not seem to pose a problem. On the other hand, ease and accuracy of sher materials other than aluminum needs further study. Electroplating surface materials on steel does not appear to be an attractive possibilt due to the length of time it takes to carry out this process and to the difficulties of controlling quality. The use of more expensive materiali, such as chromium and titanium, appear impracticable.

Conceptual, rather than detailed, designs were developed for th: three processes: pressed glass, diaphragm hydro-drawing, and spin formbs Paraboloids produced by the first two processes have been designed for installation on racks of from 4.5 to 6.1 meters square depending on the size of the paraboloids. These racks are made of structural steel in whlo the supports for the individual collectors are small box beams, which th turn are supported by a cross frame made of larger box beams. Collectors are positioned in the openings between the small box beams and attacled
by means of simple fasteners. Each rack is mounted on balanced gimbled joints that are driven by either high-torque stepping motors or synchronous gear motors, depending on the particulax tracking control system adopted.

### 4.2.2 Types and Characteristics of Absorbers

The characteristics of "point" focusing absorbers for paraboloids depend upon the types of collectors and the means for circulating the absorbing fluid. If the paraboloid is singly mounted and the absorber remains in a fixed position, flexible hoses and couplings can be omitted; but if the absorber moves as the paraboloid tracks the sun, flexible hoses and couplings are needed. Where multiple paraboloids with individual absorbers are set in a frame and the frame tracks the sun, then flexible couplings are also needed. On the other hand, where multiple paraboloids focus on a single absorber, the possibilities are similar to those for singly mounted paraboloids.

The multiple paraboloids could be connected in series or in parallel, and the amount of material would vary accordingly. If the rim angle is less than 90 degrees, the absorber could be in the form of a continuous pipe with suitable openings and surface coating. But if the rim angle is more than 90 degrees, the absorber spurs would have to branch into the reflector or else portions of the reflector would have to be notched out.

Components of the absorber unit are the absorber pipe or tubing, the coating, connecting pipe or tubing, insulation, and connections. Valves between the main pipeline network and collector modules are included as part of the piping network. For singly mounted paraboloids, the absorber would be a single unit located at the focal point. The size
of the absorber depends on the concentration ratio. For modeliling purpou three types of paraboloidal absorbers were considered: the sphere, hells pancake and cavity. Whatever the shape, manufacturing techniques are available to meet practical requirements. Paints for low temperatures and metalizing processes for higher ones are under study elsewhere. Overall costs are not sensitive to the types of coatings on "point" focusing absorbers because of the small amount of material and processin involved.

The absorber and connecting pipe would be of stainless steel to prevent corrosion and to guard against fouling of the lines. Caleium silicate with protective aluminum jackets was selected for the insulating material. If the absorbers are stationary, standard tees and elbows would be used for connections; but if the absorber moves, flexible couplings of braided metal and either synthetic rubber or themmoplastics would be used. Costs escalate rapidly as the temperatures and diameters of flexibly hose and couplings increase. In fact, those manufacturers of flexible connections that were contacted during the study do not offer warranties for their products when operating temperatures exceed $230{ }^{\circ} \mathrm{C}$ for more than brief periods.

### 4.2.3 Field Structures and Installations

The assembly of paraboloidal shell (or shells) and absorber (or absorbers) would be mounted on heavy-walled pipe machined at the top to accept the assembly inserts. The pipe would first have been set in the ground and backfilled with a chemical foaming material known as "Poleset". This material is reported to have long life, is easy to use. and develops strength greater than the surrounding soil at a cost that is
competitive with conventional backfilling material, Forward Enterprises, Inc. (1974). The possibility of setting the pipe supports in heavy concrete slabs was eltminated because of the excessive amounts of concrete required to resist overturning during high winds if the slabs are at the surface. Buried slabs could be smaller, but this would require considerable excavation. Also, the use of precast piles driven into the ground would generally be more expensive than augering and backfilling. Piles would therefore not be used except where soil conditions do not permit the cheaper method.

Setting the pipe, installing the modules, and connecting the motors, tracking devices, and other components would be done by contractors. Close supervision would be required to insure that the absorbers and reflectors were in proper alignment. If properly planned, the installation of pipe and the setting of the collector modules is expected to be accomplished at a fairly rapid pace. Three-man crews operating with a truck and crane are expected to be able to install and align four of the larger-sized modules per day. Ten such crews installing models with 7.3 meter aperture widths would be able to complete the collector field for a 50 megawatt plant in approximately one year. This ought to be well within the construction schedule for power plants of this capacity.

Tracking can be accomplished in a number of ways. One way would be to install optical sensors and power amplifiers on each model. Another way would be to use a mini-computer to program and actuate the modules according to a pre-programmed schedule based on the known position of the Sun relative to each module location. This latter arrangement is estimated to be more economical for paraboloidal collectors. To improve upon the reliability of the tracking system, five telescopes were assumed to be
located in the collector field to act as feed-back mechanisms. Eventuasil additional study will be justified to review the practicality and cosis of alternative tracking methods.

### 4.2.4 Breakdown of Lowest-Cost Alternatives

Least costs for the various methods of manufacturing and instalii reflective shells tend to approach a value of $\$ 50.00$ per square meter of projected area, as shown in Figure 4-2. This resuit applies to the small pressed-glass reflectors, the somewhat larger hydro-drawn reflectors, the groups of four spin-formed reflectors, and the large singly-mounted reflectors. Savings in unit costs occur as the size of the reflectors and modules increase. Breaks in the curve are caused by limitations in the manufacturing processes and by transportation restrictions. Thus, the pressed-glass process is applicable only up to 30 centimeters; the hydroforming process can only be used for sizes up to 2.0 meters; and modular units are limited by bridge and other clearances of 3.65 meters.

A more critical factor in total costs is the variance in absorber costs according to the type of module. Providing absorbers for the arrays of small paraboloids is expensive, approaching the cost of the modules themselves, which was the basis for eliminating this type of module. Also. unit absorber costs decrease as do the number of reflectors per module, to the point where the cheapest absorber cost per square meter of reflective area is for the largest, singly-mounted reflector. Representative absorber costs are $\$ 8.70$ per square meter of reflective area for the modules of fout and $\$ 4.30$ per square meter of reflective area for the singly-mounted 7.3 meter paraboloid.

The singly-mounted paraboloid with an aperture width of 7.3 meters

Figure, 4-2. Cost-Aperture Relationships for Paraboloidal Concentrators
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and fixed absorber is the lowest cost alternative of this group, with a total cost of $\$ 58.10$ per square meter of projected area. The next lowesp type is the module of four paraboloids each with aperture widths of 3.0 meters. Total costs for this installation are $\$ 61.10$ per square meter of projected area. Although, the level of uncertainty in the estimates is such that these differences in costs are not significant. Both estimates are based on rim angles of 80 degrees and reflectivities of 85 percent for reflective grade aluminum. Breakdowns of these costs are given in Table 4-1.

Materials, labor and overhead constitute the costs of the manufictured modules, which would be partially assembled and crated for shipment to the solar plant site. As is apparent, materials dominate manufacturifit costs. Labor and overhead costs are a small percentage because of the highly automated process and the large volume of through-put. According to MDL staff, it is not uncommon for the most highly automated processes to have direct labor costs of less than five percent of total manufacturin costs, as is the case in this estimate. Overhead costs include general and administration, plant maintenance and services, building rental, and return on investment in equipment and working capital. Return-on-investur costs were calculated assuming equipment lives of eight years for light equipment and 16 years for heavy equipment and an after-tax opportunity cost of capital of ten percent. Annual output per factory would be 3.5 million square meters of projected surface area.

Transportation costs for the modules and other materials were based on the assumption that the solar site would be approximately 350 miles from the factory producing the modules and that the average rate for this distance is $\$ 20.00$ per ton. These are admittedly approximate figurs

Itemized Costs for Minimum-Cost Paraboloids with Reflectivity of $85 \%$ and Rim Angle of $80^{\circ}$

| $\frac{\$ / \mathrm{m}^{2}}{}$ |  |
| :---: | :---: |
| Item | $\frac{\text { Sing1y Mounted }}{(7.5 \mathrm{mi})}$ |

## Installed Cost, Without Absorbers

Materials

| Aluminum sheil | 18.50 | 11.90 |
| :--- | :--- | :--- |

Framing for shell
$1.20 \quad 1.20$
Gears and motors
4.70
6.90

Other
1.10
1.50

Labor and overhead to manufacture
4.90
3.80

Pipe support
6.40
7.20

Foundation
6.40
7.20

Tracking mechanisms and controls
2.90
3.70

Transportation
0.90
1.10

Installation of modules
4,00
5.00

Subtotal
51.00
49.20

Contingency (5 percent)
2.60
2.50

TOTAL
53.60
52.00

Absorbers
Materials
2.90
6.20

Labor and overhead to manufacture
and install
Subtotal
1.40
2.50

Contingency ( 5 percent)
4.30
8.70
-oral
TOTAL
0.20
0.40
coral
4.50
9.10

GRAND TOTAL
58.10
61.10
but the relative magnitude of transportation costs is not critical to the overall estimate.

In contrast, field construction and installation costs proved to much higher than originally anticipated. While it is possible that thesin costs can be reduced through more careful analysis and consideration of other alternatives, theix overall significance to the total estimate is expected to remain.

As noted earlier, absorber costs will vary according to the pressures and temperatures of the working fluid, the diameters of the connect tubing or pipe, and whether or not flexible couplings are required. The values shown in Table 4-1 were for pressures of about 500 psia and temperatures below $250{ }^{\circ} \mathrm{C}$. The diameter of absorber pipe assumed for the 7.3 meter paraboloid was 6 centimeters, while those for the 4 -unit modules were 2.5 centimeters. Absorber costs for pipe, insulation, connections, and the absorber are fairly evenly divided for the 7.3 meter paraboloid; but for the 4 -unit module, the costs for flexible couplings and for insulation are relatively more important than the other two cost items.

The contingency factor of five percent is included to cover oversights and unexpected difficulties in production and installation. It is an estimate reflecting expectations that costs will actually be higher than those tabulated; it is not an allowance for inflation or to cover whatever financial difficulties might arise should costs exceed the estimates.

### 4.2.5 Cost-Parameter Relationships

Sensitivity of collector costs to changes in aperture width and module size were shown in Figure 4-2, based on rim angle of 80 degrees
and reflectivity of 85 percent. Figure $4-3$ shows that as rim angles increase or decrease from 80 degrees the costs vary accordingly. Changes in the amount of material required for shells with different rim angles are primarily responsible for these cost changes. Equipment selected for each process are, for the most part, capable of producing the different rim angles without difficulty and at essentially the same speed.

Figure 4-4 shows the effect on costs of changing the reflectivity from 85 percent to 60 percent. These changes also are the result of different material costs. Reduced costs result from using aluminum alloy \#1100 that yields reflectivities on the order of 60 percent. Cost reductions are greater as the rim angles increase and as the aperture width of the spin-formed paraboloids increase. A single curve is shown for hydro-drawn paraboloids because the thickness of the shell material is approximately the same over the relevant range of 0.5 to 1.5 meters aperture width; but for the spin-formed paraboloids shell thickness increases with larger diameters. Reflectivities for aluminum that are of sufficiently long duration lying between 60 and 85 percent may exist, but were not uncovered during the study.

Figures $4-2,4-3$, and $4-4$ can be used to obtain costs for various aperture widths, reflectivities, and rim angles. For example, the cost of a spin-formed paraboloid of 7.3 meters width, reflectivity of 60 percent, and rim angle of 115 degrees would cost $\$ 57.00$ per square meter of projected area. This involves adding \$58.10 from Table 4-1 and $\$ 5.30$ from Figure $4-3$, and subtracting $\$ 6.40$ from Figure $4-4$. Or, if reflectivity of 85 percent is desired, the cost would be the sum of the first two values; namely, $\$ 63.40$ per square meter.


Figure 4-3. Cost Increments for Rim Angles of Various Rirabolatd Sizes. ( $\rho$ ave $=0.85$ ).


Figure 4-4. Cost Increments for Rim Angle and Reflectivity for Various Paraboloid Sizes.

## 4.3 <br> Heliostats

### 4.3.1 Description and Method of Estimation

The estimates of costs for heliostats flowed directly from the earlier estimates of the costs for small-sized paraboloids mounted on frames that track the sun. In the preceeding section, it may be remegbered that modules of pressed glass reflectors could be manufactured and installed at a cost of about $\$ 50.00$ per square meter of projected area; but this possibilitiy was eliminated because of the high cost of absorbers. The heliostat is essentially the foregoing type of module, but without the absorbers. As a result, cost estimates for the modules of small-sized pressed glass reflectors served as the basis for estimating the costs of heliostats. The only significant difference, besides the absence of absorbers, is the use of 6.4 millimeter plate glass for the heliostats instead of somewhat thinner pressed glass for the paraboloids. The recommended thicker glass for the heliostats results from the larger spans and the lesser structural stength of flat surfaces compared with curved ones.

### 4.3.2 Breakdown of Costs

Figure $4-2$ shows that modules of glass reflectors can be produced at slightly less cost than can the other types of modules. Alternations in estimates to allow for the particular characteristics of the heliostat bring overall costs back into the range of $\$ 50.00$ per squar? meter of projected area. One of the adjustments is the slightly thicker plate glass. Another is the use of back-silvered glass to obtain a reflectivity of 90 percent in place of 85 percent reflectivity obtained by back-coating with aluminum. Overall material costs are somewhat
lower than for the paraboloids, but the cost of installation and field adjustments to individual reflectors is higher. The cost breakdown shown in Table 4-2 is for an overall module size of 6.1 meters square with individual reflectors that are 1.5 meters square.

### 4.3.3 Cost Parameter Relationships

Cost-design relationships were tested for variances in reflectivity and in module and reflector sizes. Thermal-evaporated aluminum on glass can be substituted for back-silver glass to give reflectivities of about 85 percent at a savings on the order of $\$ 0.90$ per square meter. Variances in costs due to changes in module and reflector sizes are expressed by the following formula;

$$
\text { Cost }-68.4-3.3 W+1.26(W+d) / W d+(0.59+0.23) / d^{2}
$$

Where, costs are in 1972 dollars per square meter of projected area; $W$ is the length of the square module in meters, and $d$ is the length of the square reflector in meters.

### 4.4 Circular Fresnel Lenses and Reflectors

Alternative to curved surface reflectors, such as paraboloids, are Fresnel lenses and reflectors. Plastic disks molded under conditions similar to the production of phonograph records could be placed on modular racks as were the small-sized paraboloids. Current manufacturing techniques limit the size of Fresnel disks to approximately 2.3 meters diameter. Thus, the alternatives for multiply mounted Fresnel lenses with individual absorbers would be either to mount four of these 2.3 meter disks on a frame of $4.7 \times 7.4$ meters, or to mount nine, six-

TABLE 4-2
Itemized Costs for Heliostats Module Size, 6.1 metres; Reflector Size, 1.5 metres and Reflectivity, 90 percent
Item
$\$ / \mathrm{m}^{2}$

Materials
Back-silvered glass $\quad 4.20$
Fasteners and supports $\quad 1.10$
Main structure 1.20
Gears and motors $\quad$ 7.40
$\begin{array}{ll}\text { Other } & 2.40\end{array}$
Labor and overhead to manufacture 4.00
$\begin{array}{ll}\text { Pipe supports } & 7.00\end{array}$
Foundation $\quad 7.00$
Tracking mechanisms and controls $\quad 3.70$
$\begin{array}{ll}\text { Transportation } & 1.60\end{array}$
Installation and adjustments $\quad 7.70$
Subtotal 47.30
Contingency (5 percent) 2.40

| TOTAL |
| :--- | :--- |
| 49.70 |

teen, or more smaller disks on larger frames. In either case, costs per square meter of projected are not competitive with other types of concentrating collectors because of high unit absorber costs. Overall unit costs increase as the size of the frame decreases and as the number of absorbers per module increase.

### 4.4.1 Description of a Viable Fresnel Lens Arrangement

An alternative that does not suffer from the foregoing drawbacks involves the assembly of individual Fresnel lenses in facet form that focus on a common absorber located at the center of the module. Each lens would have grooves that, when combined, form concentric circles. A laminate of glass and polycarbonate was found to be more economical than a single sheet of plastic with sufficient thickness to maintain sufficient rigidity. The glass has higher structural strength and is lower in cost, Six-millimeter plate glass backed by three-millimeter polycarbonate should be reasonably resistant to breakage. The plastic material would be placed so that the grooves are nearest the absorber. This positioning is favored on three counts: 1) the glass will shield the plastic from ultraviolet rays, 2) dirt and other particles are less apt to accumulate in the grooves, and 3) the grooves do not interfere with the path of the sun's rays, as shown in Figure 4-5. However, when positioned in this manner, the focal length must be greater than roughly 0.4 times the diameter of the widest groove. This limitation is set by the index of refraction for the polycarbonate material.

As with small paraboloidal reflectors, the laminate would be supported by small steel cross-beams. Other portions of the module are


Focal Area

Figure 4-5. Non-Interference with the Sun's Rays through a lresnel Lens.
assumed to be the same as for the racks of paraboloids, except that a more elaborate supporting structure is required to permit the central absorber to be positioned below the lens instead of above the assembly.

### 4.4.2 Breakdown of Costs for Fresnel Lens Module

Large singly focusing modules of Fresnel lenses appear to have a slight cost advantage over large singly mounted aluminum paraboloids (Compare Table 4-3 with Table 4-1). Total costs for the lenses are $\$ 54.30$ per square meter of surface area compared with $\$ 58.10$ per square meter of projected area for the paraboloids. However, the structural design for this type of Fresnel lens arrangement may be more complex than for the large paraboloids, which could reduce this apparent cost advantage. Firmer conclusions must await more detailed structural design.

Various comments on Table 4-3 follow: Costs of glass and plastic making up the Fresnel lens are based on large-volume purchases and through-put. Structural framing costs reflect the more complex nature of the supports relative to that for the 7.3 meter paraboloid. Gears and motors are slightly more costly because of the greater torque. MDL staff indicate that a Fresnel lens of a size comparable to that of a spin-formed paraboloid would take about three times as long to produce. This, and the extra labor required, account for the higher cost figure for labor and overhead to manufacture. Pipe supports are shorter for the Fresnel lens, thus the lower cost. Transportation costs are somewhat higher because of the heavier weight and more fragile material. Other costs are not substantially different.

## TABLE $4-3$

## Itemized Costs for Circular Fresne 1 Lens 7.3-metre Module with Single Focus

## Item

## Installed Cost, Without Absorbex

Materials
Fresnel lens and metal supports 11.70
$\begin{array}{ll}\text { Structural frame } & 4.10\end{array}$
Gears and motors $\quad 5.40$
Other 1.10
Labor and overhead to manufacrure $\quad 6.50$
Pipe supports 4.00
Foundation 6.40
$\begin{array}{lr}\text { Tracking mechanisms and contro1s } & 2.90\end{array}$
Transportation $\quad 1.80$
Installation of modules $\quad \underline{4.00}$
Subtotal 47.90
Contingency (5 percent) $\quad 2.40$
TOTAL 50.30

Absorber
$\begin{array}{ll}\text { Materials } & 2.60\end{array}$

Labor and overhead to manufacture and install
1.20
$\begin{array}{ll}\text { Subtotal } & 3.80\end{array}$
Contingency ( 5 percent) 0.20
TOTAL 4.00
GRAND TOTAL

### 4.4.3 Cost-Parameter Relationships for Lenses

Of the various parameters under consideration, two were costed out for singly mounted, single focusing Fresnel lenses. Some provisional values for various module widths and focal lengths are shown below. Focal lengths are in terms of module widths. Costs, in 1972 dollars per square meter of surface area, are for the installed module including absorber. Absorber and Fresnel laminate costs are roughly constant over the indicated ranges of values. Structural, installation, and other such costs account for the variances in costs.

In addition to the above, different thicknesses of plastic and glass and different spacings of steel supports were tested for their cost effects on contour accuracies. In this case, contour accuracy was taken as being the weighted average amount of sag in the lens surface. Results were not particularly cost sensitive so that the foregoing values apply to conditions of 0.1 degree contour error. No evaluations were made for variances in tracking error, for the reasons given earlier.

### 4.4.4 Description of Fresnel Reflectors

From a construction standpoint, the Fresnel reflector has a number of advantages over the lens and paraboloids that in some instances more than offset its disadvantages. Favorable factors include: 1) the plastic material can be lower-cost since it does not have to be transparent, 2) because transparency is not a factor, effective life of the plastic should be longer, 3) lack of transparency requirements also mean that supportive materials less expensive than glass can be used, and 4) structures supporting the Fresnel material are less complex for reflectors than for lenses. Countering these advantages are: 1) un-
certainties about whether or not high quality, durable reflectors can be made, 2) effective area is reduced by interference of the grooves; and 3) higher absorber costs.

The literature search on concentrating collectors carried out by CSU/Westinghouse staff turned up little on the practicality of constructing such reflectors; although, the possibilities seem encouraging. In view of the favorable outcome of certain cost estimates, further study is surely warranted. The overall effects of groove interference in the paths of portions of the reflected rays can be quantified. The cause of the interference is illustrated in Figure 4-6. The functional relationship between the percentage reduction of reflective area due to groove interference and the ratio of focal length to reflector radius is given in Figure 4-7. The higher the ratio, the lower the reduction, But, as the ratio increases the cost of the absorber unit increases: the length of the connecting tubing and the amount of insulation increase and the structural support to keep the absorber in place becomes larger. The cost effects of these increases are not great, however, and optimal designs will probably indicate rather long focal lengths. Results are not particularly sensitive to the number of grooves per inch.

### 4.4.5 Cost Breakdown for Fresnel Reflector Module

Various configurations of Fresnel reflector assemblies were considered. The more interesting possibilities are those employing small diameter, medium and low pressure tubing for a single absorber mounted on a large circular reflector of fron silvered plastic. Rotating the reflector about a fixed absorber does not appear to be practicable, which means that flexible hose and couplings are needed for absorber connections. These costs are modest for combinations of pres-


Figure 4-6. Interference with the Sun's Rays on a Fresnel Reflector.


Figure 4-7. Reduction in Reflectivity of Fresnel Reflector from Groove Interference. ( 100 Grooves per Inch).
sures below 500 psia and diameters less than 2.5 centimeters. Accordingly, the cost breakdown in Table 4-4 is for an absorber that utilizes 1.3 centimeter tubing operating under pressures less than 500 psia.

Total costs of $\$ 48.50$ per square meter of surface area shown in Table 4-4, are almost $\$ 10.00$ below those for the large paraboloid whose costs are shown in Table 4-1. For comparison purposes, however, three factors should be noted: first, the paraboloid does not require flexible couplings and therefore can accommodate larger absorber tubing and pressures without significant increases in unit costs, whereas the Fresnel reflector cannot; second, interference of the Fresnel grooves reduces the effective area of the reflector; and third, reflectivities of front-silvered plastic and reflective grade aluminum are probably not comparable over extended periods. The first factor eliminates the Fresnel reflector for high pressure, large diameter combinations. The second factor can be taken into account by using the information contained in Figure 4-7. For example, if a focal length to Fresnel radius were 1.5 , the costs of $\$ 48.50$ should be divided by 91 percent to obtain an equivalent cost of $\$ 53.30$ per square meter of reflective area. Finally, experimentation is required for long-term comparisons of different reflective surfaces. Most of the individual costs are similar in one way or another to those for other types of concentrating collectors. Only a few comments will be added. The Fresnel reflector is assumed to be made of PVC, placed on low-cost material, and supported by small tubular steel cross-members. Large volume purchase of PVC is about 45 percent of the cost of polycarbonate. Costs for the reflector and supports are reasonably firm. Labor and overhead to manufacture are less certain and might well be reduced by further investigation. The absorber support could be an insulated steel pipe through which

Itemized Costs for Circular Fresnel Reflectors Single Focus, 7.3-metre Width; 1.3-Centimeter Absorber Tubing Under Pressures Less than 500 psia, Reflectivity Over 90 percent

## Item

Installed Cost, Without Absorber Materials

Fresnel reflector and supports
Structural frame
Gears and motors
4.70

Other
1.10

Labor and overhead to manufacture 6.50
$\begin{array}{ll}\text { Pipe supports } & 6.40\end{array}$
$\begin{array}{ll}\text { Foundation } & 6.40\end{array}$
$\begin{array}{lrl}\text { Tracking mechanisms and controls } & 2.90\end{array}$
Transportation 1.20
Installation of modules 4.00
Absorber support $\quad 0.90$
Subtotal 41.50
Contingency (5 percent) 2.10
$\begin{array}{lll}\text { TOTAL } & 43.60\end{array}$

Absorber
$\begin{array}{ll}\text { Materials } & 3.10\end{array}$
Labor and overhead to manufacture and insta11 1.60
$\begin{array}{ll}\text { Subtotal } & 4.70\end{array}$
Contingency ( 5 percent) 0.20
TOTAL 4.90
GRAND TOTAL
48.50
the absorber tubing passes. Its principal function is to keep the absorber from moving when subjected to dead weight and wind loadings.

### 4.4.6 Cost-Parameter Relationships for Reflectors

Cost-parameter relationships parallel those for Fresnel lenses regarding module sizes. Minor adjustments are required to account for differences in the costs of absorbers and supporting absorber pipe. Unit costs for varying focal lengths are primarily affected by the percentages shown in Figure 4-7. Front-silvered plastic was assumed to have a reflectivity of over 90 percent, which is some 5 to 10 percent above that anticipated for an aluminized surface. The applied cost of deposited silver is about $\$ 1.00$ per square meter higher than that for deposited aluminum, Warping of the material supporting the plastic refelctor could be a problem in obtaining high contour accuracies. This factor, together with tracking errors, has not been quantified.

### 4.5 Parabolic Troughs

A number of alternatives were considered undex the general heading of single curvature reflectors. Circular and catenary shapes were discarded after MDL staff considered them to have no cost advantage over the more efficient parabolic trough. Relying on knowledge gained from double curvature reflectors, the smaller range of troughs was not investigated. Instead, attention was directed to parabolic troughs with aperture widths of one meter and larger. Cost estimates for Fresnel strip lenses and reflectors showed no cost savings. In fact, Strip lenses proved slightly more expensive than some of the troughs due primarily to the compactness of the trough and the consequent savings in structural materials. As a result, the remaining portions
of this section are devoted to the parabolic trough in its various forms.

### 4.5.1 Description of Two Types of Troughs

Conceptual designs were obtained for two basic types of parabolls troughs. One of these involves an assembly line of roll-form equipment to produce troughs that have aperture widths of two meters and are 18.5 meters long. The trough would be formed by top and bottom sheets of aluminum and a honeycomb core material of "Hexcell" aluminum. The top would be highly reflective aluminum roll sheets of the same quality as that used for obtaining the 85 percent reflectivity for the paraboloids, The trough would be mounted on oil-less journal bearings, driven by worm gears and $1 / 8$ th horsepower stepping motors, and supported by ten centimeter aluminum channels. This assembly in turn would be set on individual concrete beams designed to resist overturning due to high winds.

The foregoing process is applicable for widths not exceeding two meters. For greater widths, a less automated process is required. Cost estimates were prepared for an assembly 7.5 meters wide by 29.2 meters long. Eight half-sections, designed to meet railway and highiway clearance requirements, would be fabricated in the shop and delivered for assembly in the field. These sections would be made of structural steel ribs and stringers that support highly reflective aluminum sheets. They would be set on du-type oil-less slider bearings and driven by drive gears and gear motors with $50: 1$ reduction. Five such sets would be required per installation. Six-inch channels set on individual concrete beams would support the structure at each of five points.

Four different linear absorbers were considered for these reflectors. One would simply be an unprotected stainless steel pipe with a suitable absorptive coating. An insulated pipe shield with a bottom opening could encase the absorber to reduce convective losses. A third type would involve enclosing the absorber in an evacuated glass tube. This type would require suction pumps installed in the field to maintain the required vacuum. The fourth type of absorber is the combination of stainless steel absorber pipe, evacuated glass tubing, and a pipe shield around them. All would require flexible couplings, since the absorber moves with the reflector. Rotating the reflector about a fixed absorber would require relatively more expensive structures and hence higher overall costs, except for installations with large diameter absorbers operating in high pressure ranges.

Field structures and installations would be somewhat different from those described for paraboloids and circular Fresnels. Concrete beams as mounts for the troughs and to resist overturning would be set in the ground similar to railroad ties. Wind forces acting on the larger troughs would be considerably greater than for the largest paraboloids. Pairs of piles sitting under each support were found to be more costly an alternative than these concrete beams. Installation would be accomplished by contractors who, because of the greater number of field connections and more awkward nature of the sections, would require comparatively more time, on a square meter basis, than would be needed to install the paraboloids. One-axis tracking for the smaller-sized troughs would make use of the type of mini-computer noted earlier. However, for the larger-sized troughs a lower-cost alternative is the installation of individual sensory devices on each
trough. Finally, troughs can be positioned horizontally or be incling, if the latter, the inclination can be fixed, or varied with the seasomel position of the sun. Varying the inclination was assumed to be acconplished automatically rather than manually.

### 4.5.2 Cost Breakdown

Unit costs for varying aperture widths are shown in Figure 4-8, These costs are for troughs with reflectivities of 85 percent and xim angles of 80 degrees. The automated process by which parabolic cross sections are turned out was found to be the least cost approack; and increasing the width of the trough produces the lowest costs. Unfortunately, this process can be employed for widths only up to two meters, Unit costs for the structural steel method decline as the widths appronet the 7.5 meter limit. But at $\$ 53.00$ per square meter of projected area, this method is still $\$ 6.00$ above the unit costs of $\$ 47.00$ for the smaller alternative. It may have been observed that these costs are not significantly below those for the paraboloids.

Low pressure absorbers made of stainless steel pipe with pipe shields would cost $\$ 12.80$ per square meter of projected area for the larger trough, compared with $\$ 7.80$ per square meter for the smaller trough. This difference increases the overall advantage for the smaller trough to $\$ 11.00$. Higher pressures and smaller concentration ratios would further increase the spread in absorber costs for these two types of troughs.

The nature of the various cost components is not unlike that described earlier for the paraboloids. Some additional comments pertinent to the troughs are in order, however. Material costs for the two types of troughs are roughly the same (see Table 4-5). The


Figure 4-8. Costs of Parabolic Troughs Mounted Horizontally, $\left(\rho_{\text {ave }}=85 \%, \theta_{\max }=80^{\circ}\right)$.

Itemized Costs for Parabolic Troughs Horizontally Mounted


Materials

| Spine and ribs | 11.80 |  |
| :---: | :---: | :---: |
| Bottom sheet and honeycomb core | --..- | 12.40 |
| Surface sheet | 6.80 | 6.80 |
| Framing | 1.00 | 0.40 |
| Gears and motors | 3.60 | 2.10 |
| Other | 1.00 | 0.60 |
| Labor and overhead to manufacture | 5.30 | 2.50 |
| Foundation and base hardware | 11.90 | 10.20 |
| Tracking mechanisms and controls | 0.90 | 3.60 |
| Transportation | 1.70 | 0.70 |
| Installation of troughs | 6.70 | 5.80 |
| Subtotal | 50.70 | 45.10 |
| Contingency (5 percent) | 2.50 | 2.30 |
| TOTAL | 53.20 | 47.40 |
| Absorbers | (9.4 cm) | (2.5 ciil) |
| Materials | 9.50 | 5.40 |
| Labor and overhead to manufacture and install | 2.70 | 2.00 |
| Subtotal | 12.20 | 7.40 |
| Contingency (5 percent) | 0.60 | 0.40 |
| TOTAL | 12.80 | 7.80 |
| GRAND TOTAL | 66.00 | 55.20 |

greater volume of structural material for the 7.5 meter trough is offset by its lower cost per pound, compared with the aluminum sections. Being heavier, the troughs require larger gears and motors. Major savings in labor and overhead to manufacture accrue to the automated process. Foundation costs are surprisingly high for both types. This result occurs because of the need to protect the installations against overturning, or lateral displacement, from high winds. Further examination of foundation designs is needed before fianlly accepting these estimates. Unit costs of tracking mechanisms are considerably less for the larger troughs because fewer of them are needed. Individual sensor units costing $\$ 200.00$ each are part of the 7.5 meter design; for the 2.0 meter design the mini-computer is the lower-cost alternative. Transportation and installation costs are also less for the 2.0 meter trough because of its lighter weight and greater ease of handling.

Absorber costs shown in Table 4-5 are only illustrative, since many alternatives are possible. Higher costs for large diameter pipe and flexible couplings more than offset the savings in unit costs arising from individual absorber lengths that serve wider sections.

### 4.5.3 Cost-Parameter Relationships

Variances in costs arising from different rim angles, reflectivities, types of absorbers, and positioning of the trough were examined, in addition to the changes relating to different aperture widths previously shown in Figure 4-8. Below are the alternations in unit costs that should be made when considering different rim angles and reflectivities. These apply to both types of parabolic troughs and should be added (or subtracted) to the grand totals in Table 4-5.

| Reflectivity | $45^{\circ}$ |  | $60^{\circ}$ |  | $75^{\circ}$ |  | $80^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -1.15 | -1.10 |  | -0.50 |  | 0 | +0.80 |
| $8 \%$ | -3.75 | -3.70 | -3.20 | -2.10 | -2.10 | -0.50 |  |
| $60 \%$ |  | -3.50 |  |  |  |  |  |

Considering the magnitude of total costs for troughs, the alternations an not great. Cost savings from using standard grade aluminum (\#1100) inst of the reflective grade (\#3002-0) do not justify the loss in reflectivit) Future examination of other reflective surfaces would probably turn up ap in which the drop in reflectivity is not so great.

Unit absorber costs for the parabolic trough are a function of number of variables: namely, width and length of trough, operating pres and temperature, diameter of stainless steel pipe or tubing, length of sur ports, diameter and length of flexible hose and couplings, type of absorptive coating, and sizes of insulated pipe shield and evacuated glass tubtro if they are used. Cost functions were developed for the optimizing model that made use of cost tables for the above factors. No attempt was made to express all of these various combinations in graphical form, Rather doing so here, some examples of costs for different components will be gin so as to reveal their relative importance. To illustrate, unit absorber from Table 4-5 are made up of the following components:

## Parameters

Absorber diameter
Pressure
Module length
Module area

## Cost Item

Flexible hose and couplings
Absorber pipe
Pipe shield
Insulation around shield
Absorptive coating
Pipe supports
Total

## Values

| 9.4 cm. | 2.5 cm. |
| :--- | :--- |
| 100 psia. | 100 psia. |
| 29.3 m. | 18.3 m. |
| $219.5 \mathrm{sq} . \mathrm{m}$. | $36.6 \mathrm{sq} . \mathrm{m}$. |

$\$ / \mathrm{m}^{2}$
$4.65 \quad 0.80$
$2.45 \quad 2.00$
$1.80 \quad 1.40$
$0.45 \quad 1.05$
$0.10 \quad 0.10$
$\underline{0.05} \quad \underline{0.05}$
$\underline{\underline{9.50} \quad \underline{5.40}}$

If pressure is increased to 566 psia., flexible hose and couplings must be of higher strength. Such a change would add $\$ 2.50$ and $\$ 0.50$ per square meter of projected area to the larger and smaller aperture troughs, respectively. Placing the absorber in an evacuated glass tube and providing the necessary vacuum pumps would add $\$ 2.00$ per square meter of projected area to the larger trough compared with $\$ 10.50$ for the smaller trough. The greater number of pumps per unit area account for this significant increase.

Finally, the costs of additional structures to place the trough on a fixed tilt (according to latitude) were estimated. Adding to these estimates were the costs of power units to mechanically adjust the tile according to the season of the year. Comparisons of unit costs for differenc aperture widths and for the three types of installations are shown below:

|  | $\$ / \mathrm{m}^{2}$ |  |  |
| :---: | :---: | :---: | :---: |
| Aperture Width <br> (meters) <br> 1.0 | $\frac{\text { Horizontal }}{\text { Type of Mounting }}$ |  |  |
| 2.0 | 52.60 | $\frac{\text { Fixed Tilt }}{}$ | $\frac{\text { Adjustable Tilt }}{}$ |
| 5.0 | 47.00 | 48.10 | 83.00 |
| 7.5 | 56.80 | 60.30 | 64.10 |
|  | 52.90 | 59.30 | 69.30 |
|  |  |  | 66.30 |

The large increase in unit costs for the smallest trough with adjustable tilt results from the greater number of power units per solar field. Structures for the largest trough with fixed tilt must be stronger, as well as being higher, which accounts for their higher unit costs.

As with most of the earlier cases, the effects on costs of variances in contour and tracking accuracies were not estimated in other than cursory fashion.

### 4.6 Annualized Costs of Operation

As mentioned elsewhere in this report, an objective of this research effort is to compare the costs of alternative solar thermal electric power systems. Costs are to be in dollars (cents or mils) per kilowatt-hour. To obtain the necessary cost data associated with the foregoing investments in concentrating collectors, two other types of data are needed. These are the economic lives of the installations and the annual costs of their operation, maintenance, and replacement.

### 4.6.1 Economic Lives of Concentrating Collectors

The economic life of an asset is the length of time it "pays" to keep the asset in service. Even though the asset may be able to continue its physical performance, its economic life for the intended purpose has ended once it becomes more economical to replace it with either an improved unit or a new unit of the same type.

In conformance with industry standards, the assumed life of the solar installation is assumed to be 30 years. This may well be an optimistically long life, inasmuch as the initial versions of new technologies are often quickly replaced by improved versions. Countering this argument, however, is the nature of this type of installation in which the predominant costs are associated with initial investments rather than annual operating costs. If this is indeed the case, once the system has been installed it could economically remain in service eval

* Additional these requirements are estimates of 1) the capitalization factor for the relevant types of electric utilities, 2) rates and types of utilization of the solar powered systems, and 3) other investment lives and costs and the costs of their maintenance, operation, and replacement.
though less expensive versions subsequently become available.
In estimating the economic lives of system components, the reasonabie assumption has been made that the solar field will be properly maintained. Furthermore, maintenance procedures and economic lives of many of the components are expected to be similar to field installation already owned and operated by existing public utilities and the U.S. Bureau of Reclaimation. The following estimates of lives were obtained primarily from such sources:


| Motors | $>10$ |
| :--- | :--- |
| Gears | $>20$ |
| Bearings | $>10$ |
| Exposed cables | $>30$ |
| Underground cables | $>30$ |
| Steel structures | $>30$ |
| Aluminum structures | $>30$ |

More difficult to estimate, and crucial to the selection of STEPS alternatives, are the lives of different types of reflective surfaces. Experimental data of sufficiently long duration are only now becoming available: Several years of testing probably are still required before reasonably accurate data can be fed into optimizing models. Until such information is available, reliable designs for reflective materials and means for their efficient replacement cannot be made. For want of such data, and in the light of current judgement about surface lives exposed to the elements, the assumption has been made that all surface types will have to be replaced or refinished
every 10 years. That is, no allowances are mado for what will suroly be economic advantages for some surface types.

### 4.6.2 Annual Costs

Annual operating costs associated with concentrating collectors comprise their operation, routine and special maintenance, and replace. ments. Operating costs would not be great since the collectors are assumed to operate automatically. A minimum staff of sixteen workers are assumed to be needed for a 50 megawatt plant to operate the minicomputer and related equipment, to adjust the modules when they fail to function properly, and for other tasks. Little basis currently exists for distinguishing between alternative concentrator types. Thus, an annual cost of $\$ 150,000.00$ per year is uniformly assumed for this activity.

Maintenance of reflective surfaces and other components of the concentrating collectors is also considered to require only minimal effort. As noted in Section 4.7, the sensitivity analysis suggests that the apparently most economic alternative is to allow the reflective surfaces to remain dirty rather than attempt to keep them cleaned.

Maintenance of other components will cover such tasks as periodic painting of steel structures, greasing and adjustments of certain types of equipment, and so on. However, it should be noted that the climate in a number of the assumed locations is arid and thus problems of corrosion, requiring careful attention to protective coatings, would not be serious. Moreover, wherever possible, sealed and maintenance-free types of components suitable for outdoor conditions have been part of the conceptual design and costed accordingly. Foulin!
of moving parts from dust and sand particles is a consideration that eventually deserves study. As with operating costs, no attempt has been made to distinguish among different types of concentrator designs in estimating annual costs of maintenance. Special and routine maintenance of components other than surfaces is assumed to be $\$ 50,000.00$ annually.

Replacement of components at the end of their useful lives involves the costs of the components themselves, as estimated for the original investment, to which delivery and installation costs should be added. For want of more precise information, delivery and installation costs are assumed to be ten percent of the original equipment cost.

When considering costs that occur over time, the question of how to allow for inflation arises. Two approaches are possible. If the assumption is made that inflation uniformly affects all costs, including the capital market, then present-day costs and a deflated cost of capital can be employed. If this assumption is unrealistic, then differential rates of inflation must be applied to all future expenditures and the cost of capital should incorporate anticipated inflationary effects on the capital market. The optimizing model employed for this project is capable of handling either approach. Considering the uncertainty of much of the annual and replacement information, the similarities in components, and the difficulties of predicting future inflation rates, the constant cost approach has been applied.

### 4.7 $\quad$ Breakeven Analyses on Whether or Not to Clean the Reflectivo

When reasonably accurate estimates of costs are difficult to make, a breakeven analysis will sometimes yield sufficient information for choosing among alternatives. This proved to be the case in the choice between cleaning the reflective surfaces of the collectors and allowing them to remain dirty. The question of cleaning the surfaces arises as a result of the degradation of reflectivity due to the accumulation of dirt and other foreign matter.

The approach, described below, consists of setting the equivalm uniform annual cost of investing in additional collectors equal to the annual cost of cleaning them. The results show that neither mamal nor automatic washing is as cheap as allowing the surfaces to remain dirty and providing additional surface area to obtain comparable levels of radiation.

### 4.7.1 Additional Surface Versus Manual Washing

Assume installed collector and absorber costs of $\$ 60.00$ per square meter broken down as follows: surface and shells with a cost of $\$ 15.00$ per square meter and lives of five years; motors, gears, and slivilar items with a cost of $\$ 15.00$ per square meter and lives of ten years and basic structure and other components with a cost of $\$ 30.00$ per squir meter and lives of 30 years. Let the required before-tax return on investment for the typical electric utility by 15 percent. Then, the equily alent uniform annual cost per square meter of projected area would be:*

The following notation is more or less standard for calculations in engineering economy. For example, see the text by Grant and Ireson (1970).

$$
\begin{aligned}
& \$ 30(\mathrm{~A} / \mathrm{P}, 15 \%, 30 \text { years })=30 \times 0.1523=\$ 4.57 \\
& \$ 15(\mathrm{~A} / \mathrm{P}, 15 \%, 10 \text { years })=15 \times 0.1993=2.99 \\
& \$ 15(\mathrm{~A} / \mathrm{P}, 15 \%, 5 \text { years })=15 \times 0.2983=\frac{4.48}{} \\
& \text { Total }=\$ 12.04 / \text { Square Meter } \\
& \text { where, for example, the term }(\mathrm{A} / \mathrm{P}, 15 \%, 30 \text { years }) \text { is the } \\
& \text { capital recover factor that converts an initial amount, } \\
& \mathrm{P}, \text { into an equivalent uniform annual amount, } \mathrm{A}, \text { using an } \\
& \text { interest rate of } 15 \text { percent and a life of } 30 \text { years. The } \\
& \text { formula for obtaining the value of } 0.1523 \text { is } \\
& 15 \%(1=15 \%)^{30} \cdot\left((1+15 \%)^{30}-1\right)^{-1} \text {. In this case } \\
& \mathrm{P}=\$ 30 \text { and } \mathrm{A}=\$ 4.57 .
\end{aligned}
$$

Additional to investment are the costs of maintaining the extra surface area and the labor to replace the worn out shells, motors, and other items having lives of 5 and 10 years. Equivalent uniform anmual costs per square meter of projected area are as follows:

Labor to replace reflectors every 5 years:
$\$ 2.00(\mathrm{~A} / \mathrm{F}, 15 \% 5$ years $)=2 \times 0.148=\$ 0.30$
Labor to replace motors, etc. every 10 years:
$\$ 1.00(\mathrm{~A} / \mathrm{F}, 15 \%, 10$ years $)=1 \times 0.049=\$ 0.05$
Marginal maintenance cost for extra surface area:
$5 \% \times \$ 60.00$ (original investment) $=\$ 3.00$

$$
\text { Total }=\$ 3.35 / \text { Square Meter }
$$

where the term $(A / F, 15 \%, 5)$ is the sinking fund factor that converts a future amount, F , into an equivalent uniform annual amount, A, using an interest rate of 15 percent and a life of 5 years. The formula for obtaining the value of 0.148 is $15 \%\left((1+15 \%)^{5}-1\right)^{-1}$. In this case $\mathrm{F}=\$ 2.00$ and $\mathrm{A}=\$ 0.30$.

Combining the annualized investment costs of $\$ 12.04$ with maintenance and replacement costs of $\$ 3.35$ gives a total of $\$ 15.39$ per square mietint of projected area.

With an average reflectivity of 85 percent when initially instal and a reduction of 8 percent to a level of 78.2 percent in 9 weeks that Stabilizes at this level, then the average reflectivity of the surface that is cleaned every 9 weeks would be 81.6 percent, provided the rate of degradation is uniform over this 9 -week period. This last assumption actually favors cleaning, since it is more likely that the degradation is more rapid at the outset so that the average reflectivity of the washed surface would be less than 81.6 percent.

Comparable radiation would result from the two maintenance prosel (i.e., washing and no washing) if the projected surface area for the cest of no washing were increased by 4.3 percent (i.e., $81.6 \% \div 78.2 \%-1$ ). The equivalent uniform annual cost of this increased area is $\$ 0.66$ per square meter (i.e., $4.3 \% \times \$ 15,39$ ). For a module of 16 collectors of 1.5 meters aperture width, the projected surface area is 28.2 square meters and the equivalent uniform annual cost would be $\$ 18.61$ per module (i.e., $\$ 0.66 \times 28.2$ ).

The foregoing value can now be compared with the cost of manually washing the surfaces. Assume a comprehensive field labor cost of $\$ 8.00$ per hour in which the hours of actual cleaning are 80 percent of total hours on the job. With the modules being cleaned every nine weeks, the total number of cleanings per year would be 5.8. One can now find the breakeven point in terms of the length of time to clean such a module: $(\$ 8.00 /$ hour $\times 5.8$ times per year $\times \mathrm{H}$ hours $/$ module $) \div 80 \%=\$ 18 . \mathrm{et}$ $H=0.32$ hour or about 19 minutes of washing time per module.

Nineteen minutes per module is quite a short time and certainly does not allow for the type of hand cleaning assumed for the Honeywell experiments. Thus, it seems safe to conclude that hand cleaning of the reflector surfaces is not justified.

### 4.7.2 Additional Surface Versus Automated Washing

Assume that a simple system of one-inch diameter piping is placed adjacent to the reflectors in four rows of approximately 6.0 meters 1 ength each for a total of 24 meters of piping for each module and that about 16 meters of connecting pipe are required, giving a total of 40 meters per reflector. With an installed cost for such a piping system of $\$ 6.50$ per meter and a cost of $\$ 40.00$ for valves and solenoids, the total cost per module would be $\$ 300.00$. The equivalent uniform annual cost of this installation, assuming an interest rate of 15 percent and a life of 15 years, would be:

$$
\$ 300 \times(\mathrm{A} / \mathrm{P}, 15 \%, 15 \text { years })=300 \times 0.17102=\$ 51.30 .
$$

This annual amount, which excludes costs of water and other services, is greater than the annual cost of $\$ 18.61$ per square meter for increasing the area of collector surface. In conclusion, automated washing would also appear to be an inferior alternative, even if the washing were to be so frequent as to raise the reflectivity to approximately its original value.

### 4.8 A Note on the Construction and Costs of Tall Towers

There are many factors involved in the design and construction of tall towers. One of the primary factors which largely influences the cost, is the type of loading which the tower will encounter. These include top vertical loads, horizontal pull-off loads, wind loading, and
seismic stresses.
Another important influence upon the structure and costs is the risk factor involved. For antenna towers in remote locations where thr are no structures or people living near the tower, the safety factor employed is usually less than that used for towers in cities. The remoteness of the location can have a significant impact upon costs, For remote areas the logistics involved raise both the material and int costs.

A summary of the amounts of material and the approximate costs on a number of steel towers is given by Watt (1967) and based on tall towers. No attempt is made here to describe the detailed procedures of tower design, but rather to show how certain factors determine the amount of materials which may be involved in their construction. Theov types of towers are considered: (a) guyed steel towers; (b) selfsupporting steel towers; and (c) steel reinforced concrete towers. The guyed steel towers usually require the least amount of material over thr height and loading range generally considered for antennas. They have 1 good performance record when properly designed and installed; however. there have been a number of cases where marginally designed guyed sted towers have collapsed. In Figure 4-9, the weight of structural materlal involved as a function of tower height is shown for several conditions. The lower dashed curve indicates the amount of structural steel involve over a range of heights for a number of actually designed and installed guyed steel towers, with a top horizontal pull-off capability in the of 40 tons. The amount of material appears to vary in an exponential f: where for this particular condition the amount of steel required for the guyed steel towers is $W_{t}=18 \times 10^{\mathrm{h} / 200}$. The initial constant (18)


Figure 4-9. Weight of Tower Materials.
in this case) describes the amount of vertical top loading which may in involved and the exponent is the slope with which the tower weight frictur as a function of height. It is instructive to note that on the semi-lup plot shown, that a straight line intersects the $h=0$ line at the initial constant, and that the slope is determined by simply dividing by the height change required to cover one decade in weight.

In a similar manner, the amount of structural steel required fo a number of self-supporting steel tower designs is plotted as the upper dashed curve, which is seen to have a significantly higher $h=0$ intercept ( 83 in this case) but essentially the same slope.

The amount of structural material required for reinforced concrel towers is even greater than that in self-supporting steel towers. Therf are two actual tower data points shown for 180 meters and 450 meters as the upper solid curve in this figure. It is imporatnat to note thint slope of this line is appreciably lower than that for the steel towers. If an idealized reinforced concrete tower is designed by considering only vertical loading with no horizontal forces, and the reinforced concrete with a density of 3.5 is uniformally stressed at a conservative 350 metn tons $/ m^{2}$ value, the solid curve labelled "calculated uniform stress in concrete, no wind," is obtained with a 100 ton vertical top load is apple to the tower. Such a tower, of course, would not meet other requirements of stresses and is only included here as a manner of arriving at the slow involved and to determine the rate at which the tower weight must build up with height for uniform compressional stress with height.

The curved solid line shown near the top of this figure represen! the tower weight required to safely withstand wind loading for a trapizoidal tower with a 10 percent taper. This curve is for a wind velocit
of 70 metres per second. Typical design winds range from 50 to 100 $\mathrm{m} / \mathrm{sec}$. For the case where the concrete does not go into tension, the tower weights required are calculated as follows:

The upsetting moment due to the wind is calculated on the basis of a wind pressure $p=0.06 \mathrm{~V}^{2}$; where p is in $\mathrm{kg} / \mathrm{m}^{2}$ and V is the wind velocity in /second. The force exerted on a cylindrical segment of the tower is calculated using an effective area 1,5 times the actual area, i.e., $1.50 \Delta h$, where $D$ is the tower diameter at the height being considered, and $\Delta h$ is the differential height of the segment.

For a conical shaped tower with a 10 percent taper, the differential upsetting moment is

$$
\Delta M_{u}=1.5 \times 0.06 \mathrm{v}^{2} \times 0.1\left(\mathrm{~h}_{\mathrm{t}}-\mathrm{h}\right) \mathrm{h} \Delta \mathrm{~h}
$$

the resulting total moment is

$$
M_{u}=9 \times 10^{-3} v^{2} \int_{0}^{h_{t}}\left(h_{t}-h\right) h \Delta h=1.5 \times 10^{-3} v^{2} h_{t}^{3 .}
$$

The righting moment due to tower weight $W_{t}$ and the base diameter which equals $0.1 h_{t}$ is $M_{r}=W_{t} \times 0.1 h_{t} / 2$. For a safe tower, this moment is chosen as twice the upsetting moment. As a result

$$
\begin{gathered}
W_{t} \times 0.1 \mathrm{~h}_{t} / 2=2 \times 1.6 \times 10^{-3} \mathrm{v}^{2} \mathrm{~h}_{\mathrm{t}}^{3}, \\
\text { and } W_{t}=6 \times 10^{-2} \mathrm{v}^{2} \mathrm{~h}_{t}{ }^{2} .
\end{gathered}
$$

If $\mathrm{V}=50 \mathrm{~m} / \mathrm{sec}, \mathrm{W}_{\mathrm{t}}=150 \mathrm{~h}_{\mathrm{t}}{ }^{2}$, and the tower weight in metric tons is $0.15 \mathrm{~h}^{2}$, for a wind velocity of $70 \mathrm{~m} / \mathrm{sec}(=168 \mathrm{mph})$, $W_{t} \tau^{0.3 h^{2}}$.

It is important to note that the square law relationship derived on the basis of wind loading only will not provide for sufficient increase
in concrete with height for heights above 400 meters to meet the unibor safe compressional stress criteria. This means that the calculations of required structural mass on a basis of wind alone is not sufficient, There are many other factors, of course, which enter into the amount it materials required, including dynamic stresses, torsion, wind vibration and wind and inertial loading of structures on the top of the tower, which must be considered carefully in arriving at the eventual desigil. Since the tower structural weight cannot continue to rise at only a square law relation for large tower heights, but must have a rate of increase with height that is at least equal to the exponential of the uniform compressional loaded tower the weight is expected to follow the shape of the upper curve on Figure 4-9.

The cost of towers is shown in Figure 4-10. The costing is obtained by employing a value of $\$ 1,000.00$ per ton of structural stecl for the total installed cost and $\$ 66.00$ per ton $\left(\sim \$ 180 / \mathrm{yd}^{3}\right)$ for concruti The solid curve, marked, "steel, self-supporting" shows the constructed costs in 1972 dollars for a heavy duty self-supporting steel tower. By way of reference, the cost in height for the steel self-supporting Tokyo TV tower is shown to fall quite close to this curve. The curve labelled, "concrete", is that for steel reinforced concrete towers. The upper circle is for the Toronto tower, and the lower circle represents detailed reinforced concrete tower design cost at the height shown. It is important to note that the transition point where the cost of the tower increases more rapidly than $h^{2}$ which is a crucial point in tall tower solar plant design, occurs in the 200 meter region for the steel towers. On the other hand, it appears that the transition for concreto towers is somewhat higher perhaps in the 250 meter height range. The

Heat Transport Optimization Printout for a Thermal Power Level of 1.0 MW

| HE | FOL | HNG | DATA | APE COM | UTED AT |  |  |  | WER | F |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STM | RET | FLO | ENG | INS | PIPE | ORT | PIPE | PUMP | INS | HEAT | RET |
| TMP | TMP | RATE | EFF | THCK | DIA | VEL | CQST | CUST | COST | COST | CaSt |
| DEG | DEG | KG/ | 2 | CM | CM | M/ | s/YR | S/PR | S/YR | S/YR | SPYR |
| C | C | SEC |  | ĐUT RET | GUT RET | SEC | /M | /M | /M | /M |  |
| 100 |  | 0.112 | 12 | 5.4 2.7 | 25.2 2.61 | 4. 2 | 5.465 | 0.63 | 0.825 | 1.16 | 1.065 |
| 90 | 94 | A3. 461 | 10 | 5.35 .1 | 21.418.6 | 1.3 | 4.694 | 0.45 | 0.705 | 1.03 | 6.07 |
| 80 | 84 | 14.770 | 8 | A. 9 4. 5 | 12.811 .2 | 1.2 | 2.930 | 0.27 | 0. 137 | 0.72 | 3.799 |
| 70 | 74 | 9.038 | 5 | $4.7 \quad 4.1$ | 10.19 .2 | 1.2 | 2.398 | $0 \cdot 21$ | 0.352 | 0.63 | 3.080 |
| 60 | 64 | 6.585 | 2 | $\begin{array}{llll}4.6 & 3.8\end{array}$ | 8.78 .1 | 1.1 | $2 \cdot 103$ | 0.18 | 0.308 | 0.57 | 2,684 5/2 |



200
 $\begin{array}{llllllllllllllllll}170 & 168 & 7.317 & 24 & 6.1 & 5.6 & 9.0 & 8.2 & 1.3 & 2.148 & 0.19 .10 .462 & 0.76 & 3.877 & 7.1\end{array}$

 $140 \quad 135 \quad 3.55120 .5 .7 \quad 4.8 \quad 6.4 \quad 6.1 \quad 1.3 \quad 1.620 \quad 0.1310 .345 \quad 0.81 \quad 2.433504$
 120114 2.710 16 5.5 4. $16 \quad 5.6 \quad 5.5 \quad 1.31 .4680 .120 .311 \quad 0.76$ 2.152 A.
 $100952.223125 .44 .1 \quad 5.15 .1 \quad 1.21 .371 \quad 0.11 \quad 0.289 \quad 0.731 .951$ क. 2.2 FLQW EFF INSUL DLAMETER VEL PIPE PUMP INS HEAT RET TITI
 240 242 28.25531 7.6 7.2 17.314.3 1.5 3.850 0.36 0.944 1.64 6.30017 .41

 $\begin{array}{lllllllllllllllllllll}180 & 167 & 2.671 & 25 & 6.0 & 5.0 & 5.6 & 4.7 & 1.4 & 1.465 & 0.12 & 0.354 & 0.90 & 2.349 & 5.1\end{array}$

 FLOH EFF INSUL DIAMETER VEL PIPE PUPAP INS HEAT RET TOIS $300 \quad 0.40034 \quad 6.42 .5 \quad 5.41 .9 \quad 3.6 \quad 1.426 \quad 0.12 .0 .385 \quad 1.02 \quad 1.004$ त. $29029120.628347 .5 \quad 7.410 .910 .83 .1 \quad 3.703$ 1.61 0.691 1.44 7.29914,

 230206 2.16.5 $30 \quad 6.45 .2 \quad 5.2 \quad 4.1 \quad 1.4 \quad 1.381 \quad 0.11 \quad 0.372 \quad 1.00 \quad 2.323$. $2101841.779 .23 \quad 6.3 \quad 4.9 \quad 4.7 \quad 3.7 \quad 1.4 \quad 1.289 \quad 0.10 \quad 0.346 \quad 0.262 .104$ 190 163 1.532 $266.24 .6 \quad 4.4 \quad 3.5 \quad 1.4 \quad 1.225 \quad 0.09 \quad 0.329 \quad 0.031 .940$
 $\begin{array}{llllllllllllllllllll}150 & 125 & 1.829 & 21 & 6.0 & 4.1 & 4.0 & 3.1 & 1.4 & 1.141 & 0.08 & 0.305 & 0.89 & 1.700\end{array}$


350
$340 \quad 338$ $\begin{array}{lllllllll}280 & 241 & 1.610 & 33 & 6.7 & 5.4\end{array}$ $\because 60 \times 17 \quad 1.362 \quad 3$ 3 6.5 5.0 240 1.95 1.201 31 6.5 14. 8 230) $1751.0137 \quad 29 \quad 6.4 .4 .5$ (x) 150 1.0000 27 6.3 A. 3 1 หо 139 12.237357 .6 7. 4 3.115 35 6.7 6.2 2. $0056 \quad 34 \quad 6 \cdot 8 \quad 5.6$ $\begin{array}{llll}1.201 & -11 & 6.5 & 4.8 \\ 1.0157 & 29 & 6.4 & 4.5\end{array}$ $0.931 \quad 35 \quad 6.3 \quad 4.1$

8.58 .43 .7 4.200 1.73 日...1: 1. 在 7.0691 4.B A.5 3.0 1.545 (1.62 0.3H/4 $1.09 \quad 3.234$
 4.8 3.5 1.6 1.296 0.10 0.3K3 1.09 2. $3 \times 2 \times$ $4.43 .2 \quad 1.6 \quad 1.229 \quad 0.09 \quad 0.380 \quad 1.05$ 2. 124 1.2 3.01 1.81 .171 0. ח4 0.345 1.02 4.02 .9 1.5 1.1.34 0.03 0.233 1.01 1 $3.512 .71 .51 .10513 .08 \quad 0.394 \quad 0.99 \quad 1$. $\begin{array}{lllllllll}3.7 & 2.7 & 1.3 & 1.081 \quad 0.08: & 0.317 \mathrm{n} .98 \quad 1\end{array}$

DIAMETER VEL RIPE PUMP INS HEAT RET TUIL $9.92 .5 .6 .42 .351 \quad 0.23 \quad 0.507 \quad 1.02 \quad 1.037$ 5. 2.21 $18.915 .9 \quad 1.4 \quad 4 * 176 \quad 0.39 \quad 0.909 \quad 1.49 \quad$ 6. $1.16617+1$


Figure 4-10. Estimated Costs of Steel and Steel Reinforced Concrete Towers.

Heat Transport Optimization Printout for a Thermal Power Level of 10.0 MW
THE FGLLEHING DATA AKE COMPUTED AT A TRANSFERRFD PGWER OF 10.00 MW

| STN | RE | FLOW | F.NG |  | NS |  | PIPE | CPT | PIPE | PUMP | INS | AT | KET | TOTAL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1MF | TMP | RA1E | EFF |  | HCK |  | DIA | VEL. | COST | C3ST | COST | COST | COST | COST |
| DEG | DEG | KG/ | $z$ |  | CM |  | CM | M/ | S/YR | S/YR | STYR | \$/YR | \$/YR | S/YR |
| C | C | SEC |  | gUT | RET | 3ut | T RET | SEC | /M | /M | /M | /M | /M | /M |
| 100. |  | 4. 118 | 1.2 | 5.8 | 3.3 | 57.6 | 66. | 7. | . 069 | 7.47 | 1.858 | 2.24 | . 15 | 30.80 |
| 90 |  | 4.611 | '10 | 5.7 | 5.6 | 18.9 | 948.9 | 2. | $2+370$ | 5.38 | 1.579 | 1.9 | . 1 | $42 \cdot 43$ |
| 80 | 84 | 7.700 | 8 | 5.6 | 5.1 | 38.8 | 833.8 | 1.3 | B. 238 | 0.81 | 1.257 | . 62 | 1. 3 | 2.27 |
| 70 | 74 | 90.3 | 5 | $5 \cdot 5$ | 4.7 | 0. |  | -3 | . 594 | . 64 | . 001 | . 35 |  |  |
|  | 64 | 65.850 | 2 |  | 4. 4 |  |  |  |  |  |  |  |  |  |

FLOW EFF INSUL DIAMETER VEL PIPE PUMP INS REAT RET TOTAL

| 150 | 3.949 | 21 | 6.7 | 3.3 | 36.0 | 6.415 .0 | 6.840 | 3.10 | 1.436 | 1.96 | 2.11215 .44 |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 140 | 144394.128 | 20 | 6.9 | 6.8 | 46.346 .3 | 2.611 .131 | 4.83 | 1.839 | 2.3820 .07440 .25 |  |  |  |
| 130 | 132133.968 | 18 | 6.7 | 6.2 | 36.431 .1 | 1.4 | 7.745 | 0.76 | 1.452 | 1.9710 .36322 .30 |  |  |
| 120 | 121 | 81.929 | 16 | 6.5 | 5.8 | 28.824 .8 | 1.4 | 6.196 | 0.60 | 1.157 | 1.66 | 8.24017 .85 |
| 110 | 110 | 59.634 | 14 | 6.4 | 5.5 | 24.821 .2 | 1.3 | 5.378 | 0.52 | 1.001 | 1.49 | 7.08615 .47 |
| 100 | 100 | 17.262 | 12 | 6.3 | 5.2 | 22.219 .2 | 1.3 | 4.857 | 0.46 | 0.911 | 1.37 | 6.33313 .94 |
| 90 | 90 | 39.404 | 10 | 6.3 .5 .0 | 20.417 .7 | 1.3 | 4.491 | 0.43 | 0.841 | 1.29 | $5.78 R 12.9 .4$ |  |
| 80 | 81 | 33.979 | 8 | 6.2 | 4.7 | 19.116 .6 | 1.3 | 4.219 | 0.40 | 0.789 | 1.24 | 5.36812 .01 |

FLOW EFF INSUL DIAMETER VEL PIPE PUMP INS HEAT RET TOTAL $200 \quad 3.92487 \quad 7.4 \quad 3.3$ 30.2 $6.36 .96 .481 \quad 0.71 \quad 1.405 \quad 2.062 .08012 .74$ 190193347.075 26 7.8 7.7 43.543 .5 2.7 9.860 4.53 2.004 2.7018.97138.07 $180 \quad 180118.865257 .67 .134 .328 .9 \quad 1.5 \quad 7.314 \quad 0.721 .5882 .2610 .30022 .18$ $17016873.12324 \quad 7.46 .72 \% .223 .1 \quad 1.5 \quad 5.866 \quad 0.571 .276 \quad 1.91 .8 .22517 .84$ 16015753.461 22 $7.26 .423 .419 .71 .45 .1010 .491 .113 \quad 1.727 .09315 .51$ $15014542.503217 .16 .121 .017 .81 .44 .611 \quad 0.441 .006 \quad 1.606 .35214 .01$ $\begin{array}{llllllllllllllll}140 & 135 & 35.510 & 20 & 7.0 & 5.8 & 19.316 .4 & 1.4 & 4.266 & 0.40 & 0.930 & 1.51 & 5.81512 .92\end{array}$ $\begin{array}{llllllllllllllllll}130 & 124 & 30.659 & 18 & 6.9 & 5.5 & 18.115 .3 & 1.4 & 4.006 & 0.35 & 0.872 & 1.45 & 5.39912 .10\end{array}$ $12011427.048166 .9 \quad 5.3$ 17.11.4.5 1.4 3.804 $0.360 .827 \quad 1.40 \quad 5.06611 .45$ $110105 \quad 24.377146 .8 \quad 5.1 \quad 16.313 .9 \quad 1.4 \quad 3.641 \quad 0.340 .792 \quad 1.36 \quad 4.79110 .92$ 10095 22.234 12 6.8 4.9 $15.613 .31 .3 \quad 3.508 \quad 0.32 \quad 0.762 \quad 1.32 \quad 4.55710 .47$

FLOW EFF INSUL DIAMETER VFI, PIPE PUNP INS HEAT RET TOTAL $250 \quad 3.91231 \quad 7.53 .216 .95 .6$ 8.9 3.913 $1.820 .9241 .62 \quad 2.13810 .11$ 2^0 24P882.552 31 8.4 8.3 35.635.5 3.616.277 7.12 1.8.49 2.6827.71155.64 220215 61.291 297.7 7.R 18.818.6 2.7 4.795 2.13 1.022 1.73 9.24618.92 $20019036.42927 \quad 7.76 .719 .716 .1 \quad 1.54 .337 \quad 0.41 \quad 1.064 \quad 1.78 .6 .59114 .18$ $\begin{array}{lllllllllllllllllll}180 & 167 & 26.705 & 25 & 7.5 & 6.2 & 17.013 .9 & 1.5 & 3.792 & 0.35 & 0.930 & 1.631 & 5.62912 .33\end{array}$ $160145 \mathrm{R1.462} 227.45 .7 \quad 15.412 .6 \quad 1.4 \quad 3.460 \quad 0.32 \quad 0.843 \quad 1.53 \quad 5.01911 .18$ $\begin{array}{lllllllllllllllll}140 & 186 & 14.167 & 20 & 7.3 & 5.3 & 14.311 .7 & 1.4 & 3.232 & 0.30 & 0.792 & 1.46 & 4.58010 .36\end{array}$

300 270 P59 46.744 32: $8=0.7 .5 \quad 15.515 .1 \quad 3.5 .7 .103$ 250231 26.734 31 7.7 6.9 12.712.? 3.2. 4.883 2301206 21.648 30 7.5 $6.4 \quad 11.210 .8 \quad 3.1 \quad 3.886$ $21018417.733828 \quad 7.4 \quad 6.0 \quad 10.410 .0 \quad 3.0 \quad 3.371$ $\begin{array}{lllllll}190 & 163 & 15.318 & 26 & 7.3 & 3.7\end{array}$ $\begin{array}{llllll}170 & 143 & 13.533 & 24 & 7.2 & 5.3\end{array}$ $\begin{array}{llllll}150 & 125 & 12.892 & 21 & 7.2 & 5.0\end{array}$ 11.7 5. 6 7. 8 4.2.20 28.728 .54 .523 .687 | 1.410 .0 | 3.0 | 3.371 |
| :--- | :--- | :--- |
| 9.8 | 9.4 | 2.9 |
| .0 .035 |  |  | $9.38 .92 .8 \quad 2.798$

FLOIV EFF INSUL DIAMEIER VEL PIPE PUMP INS HEAT RET TOTAI
DIAMETER VEL PIPE PUMP 8.98 .6 2.8 2.579 1.14 0.581 1.29 4.356.9.95

FLGN EFF INSLIL DIAMETER VEL. PEPE PUMP INS HFAT RET TOTAL $3504.31636 \quad 7.6 \quad 3.1 \quad 8.75 .0 \quad 6.44 .3031 .78 \quad 0.618 \quad 1.43 \quad 2.62510 .75$ 340 338122. 365359.18 .922 .321 .85 .526 .63711 .041 .428 2 4232.91881 .45
 30026920.564 a4 7.9 7.0 10.6 9.8 n.1 6.3101 2.6.7 U.735 1.54 9.57020. 266






differing slope would appear to indicate that for towers above 300 meters that reinforced concrete may be less expensive than self-suprom steel. When safety factors and top loading permit guyed steel towers to be employed it is likely that particularly for the lower heights and low values of top loading that such towers may be cheaper.

Based on these results and over the range of heights from 150 A 500 meters, the cost in 1972 U.S. dollars can be approximated for selfsupporting structures as:

$$
\begin{aligned}
& \$ / \text { stee } \text { tower }=8.3 \times 10^{4} \times 10^{\mathrm{h} / 210} \\
& \$ / \text { concrete tower }=2.6 \times 10^{5} \times 10^{\mathrm{h} / 350}
\end{aligned}
$$

The cost-parameter relationships used by the optimization model are based on earliex cost estimates. As such, they tend to understate tower costs. These models are:

```
$/towers up to }150\mathrm{ meters = 1000 (200 + h)
$/steel towers 150-500 meters = 1000 *.0001 h}\mp@subsup{}{}{3
$/concrete towers 150-500 meters =2.6 \times10 5 }\times1\mp@subsup{0}{}{5/350
```

    Parametric Cost Models
    Many of the parametric cost models for use in the concentrator optimizations have been given in sufficient detail in the previous section of this appendix. Those that were not, are given below. Most of thest expressions were derived by multiple regressions or hand curve fitting if results given in this and other appendices and in previous STEPS reports. In all cases they correspond closely with the original data.

Heat transport costs for tower-heliostat system:

$$
7.73 \mathrm{~h}\left(\frac{A_{p}}{850}\right)^{.79}, \quad A_{p}<6,000
$$

region of Figure 7-4. In this small pipe regime, steam is superior only above $175{ }^{\circ} \mathrm{C}$. In the large pipe regime ( 10 MW ), on the other hand, steam is superior above $150{ }^{\circ} \mathrm{C}$ and the differential is much larger at higher temperatures.

The above results were necessary for the consideration of preliminary systems designs. They are also important data for the verification of results of the more complex total system optimization, Many of the formulations developed for this heat transport subsystem optimization have been included in the overall system optimization.

$$
21.76 h\left(\frac{A_{p}}{850}\right)^{.308}, A_{p} \geq 6,000
$$

Fresnel Strip reflector costs:


Add-on costs for inclining and making the collectors mobile are the same as for parabolic troughs.

Concentrator related absorber-heat exchanger costs for point focus concentrators (except for Fresnel reflectors):

$$
66+3.08(x+.6096)
$$

where

$$
\begin{aligned}
x= & A_{p} / 2 \quad, \theta_{\max }>90^{\circ} \\
& A_{p} / 2 \sin \theta_{\max }, \quad \theta_{\text {max }} \leq 90^{\circ}
\end{aligned}
$$

Concentrator related absorber-heat exchanger costs for
Fresnel circular reflectors:

$$
70.5+3.08(f+.6096)
$$

Surface contour error add-on cost for movable concentrators:

$$
\begin{array}{cl}
\left(a+b A_{p}\right) & \frac{.00247}{\sigma_{\phi, \lambda}}, \sigma_{\phi, \lambda} \geq .00247 \\
\infty & , \sigma_{\phi, \lambda}<.00247
\end{array}
$$

where $a$ is the cost per concentrator and $b$ is the cost per $\mathrm{m}^{2}$ of concentrator aperture for accuracy tolerances of $\sigma_{\phi}=.1^{0}$ and $\sigma_{\lambda}=.1^{0}$.

Surface contour error add-on cost for heliostat fields:

$$
\begin{array}{rl}
\left(\mathrm{a}+\mathrm{b} W^{2}\right) \mathrm{N}_{\mathrm{w}} & .00247, \sigma_{\phi, \lambda} \geq .00247 \\
\infty & , \sigma_{\phi, \lambda}<.00247
\end{array}
$$

where $a$ is the cost per heliostat and $b$ is the cost per $m^{2}$ of hiul area for accuracy tolerances of $\sigma_{\phi}=.1^{0}$ and $\sigma_{\lambda}=.1^{\circ}$

Point focus concentrator absorber-heat exchanger costs 1 tes soncentrator related costs:

$$
48331 \ell \mathrm{dt}_{W}
$$

Pumping costs for absorber-heat exchangers:

$$
.0357 \mathrm{~d}^{.8} \mathrm{~V}_{\mathrm{f}}^{2.8} \cdot\left(\mathrm{D}_{\mathrm{A}_{\mathrm{p}}}+1.2192+\ell\right) / .16
$$

Non-evacuated covered cylinder absorber-heat exchanger cor

$$
.006(1.27 \mathrm{~d})^{3} \mathrm{~L}+(1.27 \mathrm{~d})^{2}+1.27 \mathrm{~d}
$$

Evacuated covered cylinder absorber-heat exchanger cost:

$$
.006(1.27 \mathrm{~d})^{3} \mathrm{~L}+285(1.27 \mathrm{~d})^{2}+1.27 \mathrm{~d}
$$

Meinel-type absorber-heat exchanger cost:

$$
\begin{gathered}
.0357 \mathrm{~d}^{-8} \mathrm{~V}_{\mathrm{f}}{ }^{2.8}\left({ }^{\left(D_{\mathrm{Ap}}\right.}+1.2192+\mathrm{L}\right) / .16 \\
+(100 \mathrm{~d})^{1.3} \mathrm{~L}+7680 \mathrm{~d}-139
\end{gathered}
$$
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## APPENDIX F

## HEAT TRANSPORT

## BY

A. D. WATT,
G. L. WILCOX, JR.,

AND
D. $Q$, HOOVER

The natural resource being harvested by solar energy systems has a low average power density with appreciably greater peak power values. With insolation values in the U.S. ranging from 2 to $4 \mathrm{kWh} / \mathrm{m}^{2}$ day in January to 6 to 7 in July, the average power flux over 24 hours ranges from 80 to $300 \mathrm{~W} / \mathrm{m}^{2}$ of horizontal surface. Clear day average values may range as high as $400 \mathrm{~W} / \mathrm{m}^{2}$. Instantaneous values of up to $1400 \mathrm{~W} / \mathrm{m}^{2}$ have been recorded for short periods of time, but a more normal clear sky summer noon value is $1100 \mathrm{~W} / \mathrm{m}^{2}$ for direct plus diffuse radiation.

The area of the collector field $A_{f}$ over which the heat must be transported can be arrived at in several different ways. A preliminary estimate of field size, $A_{f}$ in square meters, can be made from the relation

$$
A_{f}=\frac{P_{\text {rated }} C_{f}}{P_{h}^{\prime} \eta_{o}\left(1-S_{f}\right)} \quad m^{2}
$$

where: $P_{\text {rated }}$ is the rated electrical output in watts, $C_{f}$ is the capacity factor; i.e., the effective fraction of time that the plant operates at a rated output, $P_{h}^{\prime}$ is the average solar power density on a horizontal surface, in $\mathrm{W} / \mathrm{m}^{2}, \Pi_{0}$ is the average overall conversion efficiency, and $\mathrm{S}_{\mathrm{f}}$ is a spill factor which is equal to the average fraction of insolation within the field area which misses the collectors.

For example, if $\mathrm{P}_{\text {rated }}=100 \mathrm{MW}, \mathrm{C}_{\mathrm{f}}=0.5, n_{0}=0.17, \mathrm{P}_{\mathrm{h}}^{\prime}=$ $300 \mathrm{~W} / \mathrm{m}^{2}$, and $S_{f}=0.5$, the required area is $2 \times 10^{6} \mathrm{~m}^{2}$. If a rectangular field and piping system is employed, the field is 1.4 km on a side and this is also the distance over which heat must be transported from the farthest
collector (if a rectangulax pipe layout is used and the heat engine is located in the center of the field).

The magnitude of the transport piping involved can be obtained by considering a square layout as in Figure 1-1. The number of collectors $N_{c}$, is equal to the field area divided by the area of each collector unit, $A_{c}$, divided by a fill factor $\mathrm{F}_{\mathrm{f}}$. The length of piping one way is equal to the number of collectors times the distance between collector centers. Since in a square grid this distance is approximately $\left(\mathrm{A}_{\mathrm{c}} / \mathrm{F}_{\mathrm{f}}\right)^{1 / 3}$ the one way length of pipe on a rectangular grid is

$$
\begin{aligned}
& L=N_{c}\left(A_{c} / F_{f}\right)^{1 / 2}=A_{f}\left(F_{f} / A_{c}\right)^{1 / 2} m \\
& =\frac{P_{\text {rated }} C_{f} F_{f}}{P_{h}^{\prime} \eta_{0}\left(I-S_{f}\right) A_{c} 1 / 2} \quad m
\end{aligned}
$$

Using the values given for the 100 MW example and: $\mathrm{A}_{\mathrm{c}}=25 \mathrm{~m}^{2}$, and $F_{f}=0.25$, yields 20,000 collectors and $2 \times 10^{5}$ metres of pipe for the going and also for the return paths.

The thernal power levels involved range from the individual collector output which, with a solar flux density of $1000 \mathrm{~W} / \mathrm{m}^{2}$, a collector area of $25 \mathrm{~m}^{2}$, and a collector efficiency $\eta_{e}$ of 0.5 , is $12.5 \mathrm{kK} \mathrm{t}_{\mathrm{t}}$ : The maximum thermal power into the turbine and storage is

$$
P_{t m}=P_{\max }^{1} A_{c} N_{c} n_{c}
$$

Watts
If $P_{\max }^{\prime}=1200 \mathrm{~W} / \mathrm{m}^{2}, A_{c}=25, N_{c}=40,000$ and the collector efficiency, $n_{c}$, is 0.5 , the maximum thermal power from the field, $P_{t m}$, is $600 \mathrm{MW}_{\mathrm{t}}$.

The range of temperatures involved is limited by either collector performance, heat transport material characteristics or the heat enging and its working fluid. Since collector output temperatures may range from a hundred to more than a thousand degrees $C$, the temperature limits


Figure 1-1. Solar Thermal Electric Power System.
will be largely imposed by the materials in the heat absorber, heat trim, port, or heat engine.

There are many factors which enter into the choice of heat transport materials. For a 100 MW plant, 2,000 to 20,000 tons of transport fluid must be circulated at high temperatures, velocities, and in some cases, high pressure. The possibility of pipe failure and the resulting loss of fluid makes it important to choose a fluid which is non-toxic and non-flammable. Other important factors are the collecte efficiency versus temperature, input to output temperature range and the nature of the heat load, i.e., power versus the temperature at which heat is delivered.

In addition to transporting heat over a large distance (an average length for a square field of about $1 / 2$ the field width or 700 metres in the 100 MW example) the transport system may also contribute a great deal of the large concentration of power which may start with it radiation flux density of $1,000 \mathrm{~W} / \mathrm{m}^{2}$ and end with $2 \times 10^{9} \mathrm{~W} / \mathrm{m}^{2}$ at the turbine inlet for an overall effective concentration of $2 \times 10^{6}$.

There are three well known methods of heat transport: conduction, convection, and radiation. The transfer of energy from the sun to earth is by radiation which in systems involving optical concentration is redirected by reflection or refraction to an absorbing surface. In systems such as the tower mounted absorber, much of the transfer of energy is by radiation.

The three methods have differing performance characteristics and cost relationships which should be considered in a well balanced heat transport design. The normal sequence involved is first, radiation to the absorber, next, conduction in the absorbing material, and then transfer via a film coefficient to some convective fluid which may also be the heat engine working fluid. If another working fluid is used, further transfer via film coefficients and conduction is involved in heat exchangers or steam generators.

The temperature drop for conduction in a uniform cross-section
is

$$
\Delta T=\left(P_{t} / A\right) \ell / \sigma \approx P^{\prime} n_{c} \ell / k_{i} \quad{ }^{\circ} \mathrm{C}
$$

where $\Delta T$ is in degrees $C,\left(P_{t} / A\right)$ or $P^{\prime} \eta_{c}$ is the heat power flux density in $W / \mathrm{m}^{2}, \ell$ is the transfer length, $\mathrm{k}_{\mathrm{i}}$ is the thermal conductivity in watts per metre degree $C$, $P^{\prime}$ is the solar flux in watts $/ m^{2}$, and $\pi_{c}$ is the collector efficiency. For steel, $k_{i}$ is in order of 50 , and as a result,

$$
\Delta T / \ell \approx 0.02\left(P_{t} / A\right) .
$$

$$
{ }^{\circ} \mathrm{C} / \mathrm{m}
$$

For conduction through a thin sheet in a flat-plate collector where the heat flux density may be $500 \mathrm{~W} / \mathrm{m}^{2}$, the temperature drop is
only $10^{\circ} \mathrm{C} / \mathrm{m}$, or a fraction of a degree for a normal wall thickness, If a tube on sheet arrangement is employed, the temperature rise with distance, $l$, from the tube center on a sheet of thickness $S$ is

$$
\Delta T=\mathrm{P}^{\prime} n_{\mathrm{c}} / 2 / 2 \mathrm{k}_{\mathrm{i}} \mathrm{~S} . \quad \quad{ }^{\circ} \mathrm{C}
$$

For $\mathrm{P}^{\prime} \eta_{\mathrm{C}}=500 \mathrm{~W} / \mathrm{m}^{2}, \ell=0.1$ metre, $\mathrm{k}_{\mathrm{i}}=50 \mathrm{~W} / \mathrm{m}^{\circ} \mathrm{C}$, and $\mathrm{S}=5 \times 10^{-4}$ metres, $\Delta T$ is $100^{\circ} \mathrm{C}$. Using a copper sheet would change the temperatury difference to about $10^{\circ}$ and an aluminum sheet would result in a $\Delta T$ of $20^{\circ} \mathrm{C}$. It is apparent from this discussion that the transfer or concentration of heat by conduction is fine for distances in the order of a centimeter or so, but that it is impractical for long distances.

Transfer of heat by forced connection, as we shall see, is usually not desirable for short distances and low power levels. In Section 7.1, it is shown that for a pumped fluid

$$
\Delta T=\frac{P_{t}}{C_{p} \rho(\pi / 4) d^{2} V} \quad{ }^{\circ} \mathrm{C}
$$

where $C_{p}$ is the specific heat of the fluid in watt-sec/kg. ${ }^{\circ} \mathrm{C} . \quad \mathrm{p}$ is its density in $\mathrm{kg} / \mathrm{m}^{3}$, d is the pipe diameter in metres and $V$ is the effective fluid velocity in metres $/ \mathrm{sec}$.

For water, $C_{p} \rho$ is relatively constant at $4 \times 10^{6}$ in the temperatur range of 100 to $300^{\circ} \mathrm{C}$ and a good velocity is $1 \mathrm{~m} / \mathrm{sec}$. The resulting temperature difference is

$$
\Delta \mathrm{T} \approx 3 \times 10^{-7} \mathrm{P}_{\mathrm{t}} / \mathrm{d}^{2}
$$

$$
{ }^{\circ} \mathrm{C}
$$

or solving for transfer power yields

$$
\begin{equation*}
P_{t}=7.5 \times 10^{6} \Delta \mathrm{~T} \mathrm{~d} \tag{W}
\end{equation*}
$$

Note that if $\Delta T=20^{\circ} \mathrm{C}$, and the pipe diameter $\mathrm{d}=1 \mathrm{~cm}$ that $\mathrm{P}_{\mathrm{t}}=15$ kNF , which is the order of magnitude for a single collector output, and if $d=1$ metre, $P_{t}=150 \mathrm{MW}$. These values are not optimum but are shown to indicate the order of magnitude of diameters and power levels involved. Because of the fact that the cost of small pipes (less than 1 cm dia) is insensitive to diameter, and in the range 1 to 30 cm , varies only as the first power of diameter, the cost of transporting heat by forced convection in $\$ / \mathrm{kW}$ decreases almost directly with power level in the range from 1 kW to 1 MW . This makes it very important in heat transport field layout design to combine the outputs of collectors quickly and have a minimum length of low power level piping.

If there is a need for moderate distance heat transport 0.5 to 5 metres) with a low temperature drop, natural convection in a heat pipe may be a good choice. In this distance region, conduction will be very expensive, and for a single path the initial cost of a pump for forced convection will make such a solution very expensive on a unit length basis. When multiple moderate length paths are involved and pumping power is needed for associated long distance transport, a system of capillaries may be most effective provided the capillaries are not too small.

Insulation of heat transport lines is an important factor in solar system design. The thermal conductance per metre length of pipe diameter $\mathrm{d}_{1}$ with an insulating jacket diameter $\mathrm{d}_{2}$ and thermal conductance $k_{i}$ is

$$
\mathrm{G} / \ell=2 \pi \mathrm{k}_{\mathrm{i}} \quad \ln \left(\mathrm{~d}_{2} / \mathrm{d}_{1}\right) \quad \mathrm{W} / \mathrm{m}{ }^{\circ} \mathrm{C}
$$

as an example, when $\mathrm{d}_{2} / \mathrm{d}_{1}=2$, and $k_{i}=0.04 \mathrm{~W} / \mathrm{m}{ }^{\circ} \mathrm{C}$ (typical for glass
wool), $G / l=0.17 \mathrm{~W} / \mathrm{m}^{\circ} \mathrm{C}$. If the temperature drop across the insulatiga is $200^{\circ} \mathrm{C}$, the power loss per metre length of pipe is $35 \mathrm{~W} / \mathrm{m}$. Such a tos is negligible for a large pipe carrying 100 MW where $\pi_{t}$ (efficiency of transport) for a km long pipe would be 0.9996 . For a small pipe carrying 10 kW , a length of 10 metres has a transfer efficiency of 0.96 . Thieker. insulation can be used to reduce the heat loss; however, increasing the diameter ratio by 10 (i.e., to 20) only reduces the loss by a factor of 4. From this it can be seen that insulation with a low value of $k_{i}$ is important for small pipes. The large percentage heat losses from small pipe is another reason why it is desirable to combine heat flow into larger pipes as soon as feasible.

From these considerations, it is apparent that forced convection of some heat transport fluid through insulated pipes must serve as the major thermal transport mechanism. In "tall tower" type systems, much of the transport, as well as concentration, is carried out with the electr magnetic energy.

### 3.0 MATERIALS - PROPERTIES AND PRICES

A wide variety of materials are available to transport heat. Conductive transport is of primary interest in collectors and heat exchangers, and only a few materials and their thermal conductivity are listed in Table 3-1.

TABLE 3-1
Thermal Conductivity in the $200{ }_{k_{i}}{ }^{\circ} \mathrm{C}$ Region

| Material | $\mathrm{W} / \mathrm{m}^{\circ} \mathrm{C}$ |
| :--- | :--- |
|  |  |
| water | 0.65 |
| glass | 1.2 |
| stainless steel | 18 |
| iron | 65 |
| zinc | 100 |
| aluminum | 260 |
| copper | 400 |

Some materials used in forced convection are Iisted in Table 3-2. The second set of values, $H \quad \rho$, gives a relative comparison of the volumetric merit of the materials for heat transport, where

$$
\mathrm{H}=\int_{0}^{\mathrm{T}} \mathrm{CpdT}
$$

is the heat content of the material at temperature $T$ in Watt-sec/kg, relative to that at $\mathrm{T}=0^{\circ} \mathrm{C}$, Water stands out above all the others in this comparison. When pressure is added to the figure of merit in the last set, it is seen that for this figure of merit water drops off a great deal at the high temperatures. Steam, which increased markedly in the previous comparison, remains rather uniform in the region of 0,42 . The liquid metals and vegetable oils rate better as temperature increases due to their low vapor pressures. It is essential that oils be kept as free of fatty acid as possible if they are to be used near their upper temperature
TABLE 3-2
Comparison of Heat Transfer Properties of a number of Fluids. Primarily for comparison
purposes, as some of the values were obtained by the product of averages in place of a precise integration.
$\mathrm{H}^{*}, \mathrm{kWh} / \mathrm{kg}$
$100-200$
100
0.116
0.74
0.037
Material $T,{ }^{0} \mathrm{C}=$ Water
Steam (saturated)
Na
Therminol 77
Soybean 0 il
0.41
0.028
0.024
0.406
0.015
0.234
0.769
51
40
0.03
0.04
0.024
0.02

limits of 200 to $250^{\circ} \mathrm{C}$. This can be done by a special refining process during use.

Using still another figure of merit derived in Section 7.8, which includes viscosity and pumping loss, a number of fluids are compared over the temperature range of interest in Figure 7-2. This figure of merit, which is valid for pipe diameters of 0.1 metre or greater, represents relative pipe and pumping costs, and also inciudes the transport material costs. The factor which increases the cost of the sodium transport is the requirements for stainless steel pipe. For example, stainless may cost 15 times as much as carbon steel. This fact raises the cost of sodium txansport above the steam and water curves as shown.

The approximate cost of a number of heat transport fluids is given in Table 3-3, To compare transport material cost with pipe, pumping and heat loss costs given in Section 7, the cost per metre length of pipe is given in Table 3-4.

TABLE 3-3
Approximate Cost of Materials in 1973 U.S. Dollars


* for treatment and ion control


Figure 3-1. Thermal Conductivity of Various Insulating Materials.

TABLE 3-4
Cost of Metre Length of Pipe

Pipe diameter metres
$10^{-2}$
$10^{-1}$
1.0

## .

$\qquad$
$\mathrm{m}^{3} / \mathrm{m}$
$7.8 \times 10^{-5}$
$7.8 \times 10^{-3}$
0.78
$\qquad$
$\$ / m$
Dowtherin
$9.4 \times 10^{-2}$
9.4

940

The above costs can be annualized by multiplying by 0.16 for a direct comparison with the other piping costs in $\$ / m-y r$. When this is done, the cost of transport materials is seen to be sinall for pipes less than $10^{-1}$ metres in diameter. For the larger pipe, 1 metre diameter, the transport material cost becomes dominant for Dowtherm.

The effective cost of pipe materials in $\$ / \mathrm{kg}$ varies with pipe diameter, being higher at the smaller diameters in some cases by about 1.5 to 1 . The average 1973 cost of seamless pressure piping using A 106 steel is about 0.4 to $0.5 \$ / \mathrm{kg}$. Stainless steel (304) is estimated to cost about $\$ 8 / \mathrm{kg}$ in the same time interval. For hot rolled steel, the ultimate tensile strength is about $35 \times 10^{6} \mathrm{~kg} / \mathrm{m}^{2}$, with a working strength, $t_{w}$, of $6 \times 10^{6} \mathrm{~kg} / \mathrm{m}^{2}$. The material density is $7.8 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$.

The thermal conductivity of insulating materials over their useful temperature range are shown in Figure 3-1. For temperatures below $100{ }^{\circ} \mathrm{C}$ the urethane and styrofoams are good. Molded fiberglass is useful into the $200{ }^{\circ} \mathrm{C}$ region. Spun glass can be used up to about $400{ }^{\circ} \mathrm{C}$ and calcium silicate can be used at temperatures as high as $1,000^{\circ} \mathrm{C}$.

The cost of insulating materials has about doubled in the past
few years, and it is difficult to get an accurate costing which yields a precise comparison of the various materials. Another factor is the large range of quoted costs for a given material. The values quoted in Table 3-5 for the large volume case were arrived at after lengthy discussions and analysis of several price estimates by potential suppliers, Because of the large amount of material, a special factory is envisioned along with an automated installation procedure which has a far different costing rate than that involved in one-of-a-kind petrochemical plants with complex piping.

TABLE 3-5

## Costs of Insulating Materials <br> 1974 U. S. Dollars

| Material | $\begin{array}{r}\text { Norn } \\ \text { Bulk } \\ \hline\end{array}$ | quote <br> Molded | automated installation |
| :---: | :---: | :---: | :---: |
|  | \$/m ${ }^{3}$ | \$/m ${ }^{3}$ | \$/m $\mathrm{m}^{3}$ |
| Urethane foam | 100 | 180 | 150 |
| Styrofoam | 60 | 110 | 90 |
| Molded fiberglass | 60 | 110 | 90 |
| Spun glass | 80 | 160 | 120 |
| Calcium silicate | 100 | 200 | 150 |

The insulation of piping is required to control the heat loss which occurs via several different mechanisms and paths. First, there is the transfer of heat from the fluid itself through a convective film to the inside wall of the pipe. Next, via conduction, the heat is transferred through the pipe wall to the inside surface of the insulating jacket. At this point, the primary control mechanism occurs,
which is the resistance to the flow of heat through the insulating jacket from its inside to the outside surfaces. At the outside surface, heat is lost by two mechanisms to the surroundings. First, there are convective losses to the air itself, and in parallel with this loss, a transfer of energy via radiation from the outer surface of the insulation to the surroundings.

The first two mechanisms involved can usually be neglected and we can write the power loss per length of pipe for the remaining three mechanisms as

$$
\begin{align*}
& \mathrm{P} / \ell=\Delta \mathrm{T}_{1} \mathrm{k}_{i} 2 \pi / \ln (1+2 \mathrm{t} / \mathrm{d}) \quad \mathrm{W} / \mathrm{m}  \tag{3-1}\\
& \text { conduction }
\end{align*}
$$

where $k_{i}$ is the thermal conductivity of the insulation. The other symbols are defined in Figure 3-2. The power loss from the outer surface of the insulation to the air can be approximated as

$$
\begin{align*}
& \mathrm{P} / 2 \approx \Delta \mathrm{~T}_{2} 10 \pi \mathrm{~d}_{0}\left(1+0.1 / \mathrm{d}_{\mathrm{o}}\right)^{0.5} \mathrm{~V}_{\mathrm{w}}^{0.67}, \mathrm{~W} / \mathrm{m}  \tag{3-2}\\
& \text { convection }
\end{align*}
$$

In parallel with this convective flow is a radiative loss which is

$$
\begin{align*}
& \mathrm{P} / \ell=\pi \mathrm{d}_{0} 5.67 \times 10^{-8} \varepsilon\left(\mathrm{~T}_{2}^{4}-\mathrm{T}_{3}^{4}\right) \quad \mathrm{W} / \mathrm{m} \\
& \text { radiation }  \tag{3-3}\\
& \approx \pi \mathrm{d}_{0} 2.3 \times 10^{-7} \varepsilon \Delta \mathrm{~T}_{3} \mathrm{~T}_{2}^{3} *
\end{align*}
$$

where $\Delta \mathrm{T}_{3}=\left(\mathrm{T}_{2}-\mathrm{T}_{3}\right)=\Delta \mathrm{T}_{2}$ and $\varepsilon$ is the surface emissivity. The latter two power loses must add up to equal the conduction loss, which is equal to the total power loss from the pipe. The conduction loss is seen to be directly proportional to the temperature difference between the inner and

[^15]
$\Delta T_{1}=T_{1}-T_{2}$
$\Delta T_{2}=T_{2}-T_{A}$
$T_{F}=$ Fluid Temperature
$T_{A}=$ Ambient Air Temperature
$\mathrm{V}_{\mathrm{w}}=$ Wind Velocity, $\mathrm{m} / \mathrm{sec}$
$d$ = Pipe Diameter
$d_{0}=$ Insulared Pipe Diameter
$t=$ Thickness of Insulation

Figure 3-2. Definition Sketch for Symbols.
outer surfaces of the insulation, $\Delta T_{1}$, as well as to the conductivity of the insulation. The geometric factor which controls heat loss is the logarithm of the ratio of inner to outer diameters, or $(1+2 t / d)$, where $t$ is the thickness of insulation. The amount of insulation contained in a jacket with these dimensions is important in determining the cost of reducing the heat loss. Both of these factors, the heat loss factor $\mathrm{F}_{1}$ and the volume factor $F_{v}$ are shown in Figure 3-3. Also shown in this figure is the insulation effectiveness factor, whech starts at 1 for very thin layers of insulation, and progressively becomes less effective as the thickness to diameter ratio increases. For example, it can be seen that by the time that the thickness equals the diametex, the insulation as a whole has becone about $3 / 10$ as effective as it was for the first initial layer.

In determining the $\Delta T_{1}$ to use, it is necessary to first check the temperature differentials $\Delta \mathrm{T}_{2}$ and $\Delta \mathrm{T}_{3}$ which are involved in the convection and radiation transfers of heat from the outer surface of the pipe to the enviromment surrounding it. For normal wind velocities $V_{w}$, the convective heat loss is seen to be directly proportional to the diameter for large diameter pipe and insulation, and increases with wind velocity. For pipe of a 1 metre outside diameter, the power loss per meter length of pipe with a 5 metre per second wind is equal to $95 \Delta \mathrm{~T}_{2}$. If the outer diameter, on the other hand, is reduced to 1 cm , the power lost by convection becomes $3.1 \Delta \mathrm{~T}_{2}$.

The amount of heat lost via radiation is directly proportional to the outside diameter and to $\Delta \mathrm{T}_{3}$, which is usually about equal to $\Delta \mathrm{T}_{2}$, as well as to the outside surface temperature cubed. For a 1 metre dianeter pipe with a surrounding temperature of $0{ }^{\circ} \mathrm{C}$, the power loss for $\Delta \mathrm{T}_{3}=10{ }^{\circ} \mathrm{C}$ is 150 watts per metre length of pipe. The power loss as a function of temperture differential

can be obtained with the aid of Rigure 3-4 for all three mechanisms. The insert correction factor is to be used for the radiation values when the surrounding temperature $T_{3}$ is not equal to zero. The amount of loss occuring for a 0.1 metre diameter pipe at $200{ }^{\circ} \mathrm{C}$ and $\mathrm{T}_{3}=0$ is solved by a few iterations. Choosing a $\Delta \mathrm{T}_{2}=\Delta \mathrm{T}_{3}=20^{\circ}$ yields a $\mathrm{P} / \ell=60$ watts per metre for $P$ radiation plus $P$ convection. The remaining $\Delta T$, yields a $\mathrm{P} / \ell=80$. If $\Delta \mathrm{T}_{2}=25, \mathrm{P} / \ell$ conv $+\mathrm{rad}=75$ watts per metre, the remaining $\Delta \mathrm{T}_{1}=75$ yields a $\mathrm{P} / \mathrm{Q}=76$ watts per metre which is well within the limits of the expressions used.

The preliminary optimization of insulation thickness can be visualized by looking at Figure 3-3. If the loss factor $F_{1}$ is assigned a given value in terms of dollars per kWh of energy lost, and the volume factor is assigned a cost related to the amount of insulation in $\$ / \mathrm{m}^{3}$, we have two cost factors which can be annualized by proper methods to arrive at the cost of heat loss on a $\$ /$ metre-yr basis, as well as the cost of insulation on a $\$ /$ metre-yr basis. The minimum of the sum of these two will, for example, on the figure shown occur near the cross-over point. As the thickness to diameter ratio changes and the cost of heat or the cost insulation shift, the slopes at the cross-over point may not be equal, in which case there will be a displacement of the cost minimum from the cross-over. In such a case, the total cost per year will not be precisely equal to twice the value at the cross-over point. It is important to note that in the optimization procedure, that it is the minimization of the cost of heat output of the transport section which is important. This follows from the relation

$$
\begin{equation*}
\$ / \mathrm{kWh}_{\text {out }}=\frac{\$ / \mathrm{kWh}_{\text {in }}+l_{1} R_{T} / \mathrm{P}_{\mathrm{t}} \mathrm{C}_{\mathrm{f}} 8760}{n_{\mathrm{t}}} \tag{3-4}
\end{equation*}
$$

where $l_{1}$ is the length of transport piping, $R_{T}$ is the annualized cost of heat transport defined in Section 7.7 (equation $7-21$ ), $p_{t}$ is the ther power transfer rate in $k W$, and $C_{f}$ is the capacity factor of the transpin Ine. The transfer efficiency of this length of piping is given by:

$$
\begin{equation*}
\eta_{t}=\frac{p_{\text {in }}-(P / l) l_{1}}{P_{\text {in }}} \tag{3-5}
\end{equation*}
$$

It is useful to examine how the cost of themal energy varies along a transmission Iine. In Equation (3-4) we assume the cost of inter thermal power is $\$ 0.006 / \mathrm{kWh}$, the length is 100 metres, the cast of transfer piping is $\$ 3 / m-y r$ for a 100 kW level of transfer (see Table $7-1$ ), mad the capacity factor is 0.25 . If $n_{t}$ is equal to 0.96 , the resulting cost of thermal energy out of this 100 metre length of pipe is seen to have increased appreciably to $\$ 0.0077 / \mathrm{kWh}$. It can be seen that by proper iteration, the minimum cost of thermal energy out of this segment of pipe can be readily obtained.

The results of the pretiminary optimizing of pipe costs, pumping thri insulation, etc. will be described in detail in section 7. It is instruct to note, however, that, from Figure $3-4$, if the cost of insulation and ar heat are increased by a given ratio that the total cost of transport dire to these two components will increase by approximately the square root of the ratio by which the increases occurred, provided that the thickness-to-diameter ratio is in the vicinity of 0.5 . As the actual ratio departs from this value, the cost becomes more sensitive to the cost of insulation at higher thickness-to-diameter ratios and more sensitive to energy cost: at the lower thickness-to-diameter ratios.


Figure 3-4. Thermal Power Transfer in Watts per Metre Length of Pipe.

The transfer of energy by conduction methods has been described in Section 2. Since it was shown to be very ineffective for transmitting heat for long ranges, we will not consider it in much detail here. The cost of heat by conduction can be determined by considering a rectangulaz bar of cross section A and length L through which thermal energy is flowin, The bar has a thermal conductivity $k_{i}$, a cross section area $A$ and a length $\ell$. The temperature drop for a given power flow is

$$
\begin{equation*}
\Delta T=\frac{\mathrm{P}_{\mathrm{t}} \ell}{\mathrm{k}_{\mathrm{i}} \mathrm{~A}} \quad{ }^{\circ} \mathrm{C} \tag{4-1}
\end{equation*}
$$

The cost of the bar can be obtained from the relation

$$
\begin{equation*}
\text { Cost }=\ell A \rho_{\mathrm{m}} \mathrm{R}_{\mathrm{m}} \tag{4-2}
\end{equation*}
$$

where $\rho_{\mathrm{m}}$ is the density of pipe material in $\mathrm{kg} / \mathrm{m}^{3}$ and $R_{m}$ is its cost in $\$ / \mathrm{kg}$. Combining these two equations yields a cost of heat transport as a function of the power level, the temperature drop, the length of transfer, the thermal conductivity, the density of the material, and the cost of the material.

$$
\begin{equation*}
\operatorname{Cost}=\left(\mathrm{P}_{\mathrm{t}} / \Delta \mathrm{T}\right) l^{2} k_{i}^{-1} \rho_{m} R_{m} \tag{4-3}
\end{equation*}
$$

Aluminum has one of the best heat conductivities per price of material. For aluminum, $k_{i}=2.5 \times 10^{2} \mathrm{~W} / \mathrm{m}^{\circ} \mathrm{C}, \rho_{\mathrm{m}}=2.7 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$, and $R_{\mathrm{m}}=0.5 \$ / \mathrm{kg}$. If $\left(\mathrm{P}_{\mathrm{T}} / \Delta \mathrm{T}\right)=10^{3} \mathrm{w} /{ }^{\circ} \mathrm{C}$ and $\ell=1$ metre, the cost is $\$ 5,400.00$. At an anortization rate of 0.16 this becomes $\$ 864.00$ per year for a 1 metre distance. For a $10^{\circ} \mathrm{C}$ drop the amount to a power transfered would be only 10 kW , and it can be readily seen that the cost of heat transport by conduction is very high.

The exact relations for the transfer of heat via film coefficients from a fluid to a solid surface are very complex and will not be treated in detail here since considerable literature is available on the subject. Several simplified relations will be given which can be used in determining either order-of-magnitude solutions or trends required in overall optimization. These results can be applied either at the initial pickup of heat by the transfer fluid on the collector absorber, or in the transfer from one fluid to another in a heat exchanger.

For forced convection, the film coefficient can be rather well approximated by the relation.

$$
\mathrm{P} / \mathrm{\ell}=\mathrm{kd}(1+0,1 / \mathrm{d})^{1 / 2} \mathrm{v}^{0.67} \mathrm{~W} / \mathrm{m}
$$

where $d$ is the pipe diameter in metres, $V$ is the velocity of the fluid in metres per second, and $k$ is a constant which is 3,000 for water and 30 for air. For flat surfaces the relation can be employed by using a film coefficient which is $h=1,000 v^{0.67}$ for water, and $h=10 v^{0.67}$ for air, where both film coefficients are in watts $/ \mathrm{m}^{2}{ }^{\circ} \mathrm{C}$.

The transport of heat via forced convection is covered in considerable detall in Section 7 and we will only summarize here some of the results on the basic properties. In Section 7 it is shown that the basic transfer of heat is cheaper via pressurized water as compared to steam. This result is valid provided that the heat load extracts heat energy over a temperature range in a miform manner, rather than extracta a large amount of heat at a constant temperature as is the case for the production of steam. Under such conditions where a steam generator 15 required, either a large differential temperature is required between the going and return paths, or else large volumes of pressurized water must be circulated with concomnitant pumping losses and effective increast in the cost of transporting heat energy for the production of steam, The basic cost versus length, which was seen to vary with $\ell^{2}$ in the conduction case, is now linearly related to length so that convection methods are more cost effective for long distances.

The sensitivity of the costing rate to various factors can be obtained from relations derived in Section 7.7. For large pipes, where the wall thickness is determined by pressure, the costing rate in $\$ / 0$ $y r$ is

$$
R_{T_{\text {min }}}=\frac{2.72 \mu^{0.06}}{\rho^{0.6}}\left(\frac{C_{f} R_{e}}{\eta_{p}}\right)\left(\frac{R_{p} \rho_{p} r_{a}}{t_{w}}\right)^{0.7}\left(\frac{P_{t} / \Delta T}{C_{p}}\right)^{0.8} \$ / m-y r \quad(6-1)
$$

where $\mu$ is the fluid viscosity, $\mathrm{kgm} / \mathrm{sec}, \rho$ is density, $\mathrm{kg} / \mathrm{m}^{3}, \mathrm{C}_{\mathrm{f}}$ is the factor, $R_{e}$ is the cost of electrical energy in $\$ / k W h$ electric, $\pi_{p}$ is $p$ unim ing efficiency, $R_{p}$ is the cost of pipe materials, $\rho_{p}$ their density, $t_{w}$ thily tensile strength, $r_{a}$ is the rate of amortization, $p$ is the pressure
in $\mathrm{kg} / \mathrm{m}^{2}$ and $C_{p}$ is the average specific heat of the fluid in joules/ $\mathrm{kg}{ }^{\mathrm{O}} \mathrm{C} .{ }^{\mathrm{P}}{ }_{\mathrm{t}} / \Delta \mathrm{T}$ is the power transfer rate per degree C . It can be noted that the cost of transferring energy increases with the power level to the 0.8 power and with the increase in pressure to the 0.7 power. If the load factor or cost of electrical energy varies, the costing rate varies as the .3 power of these factors. This solution is an analytic one derived for the case where the cost of transfer fluid or the cost of thermal insulation are negligibly small compaxed to the cost of pipe and pumping pewer, A similar relation for small pipe, where the wall thickness is determined by manufacturing techniques, as opposed to pressure, is

$$
R_{T_{\min }}=34.4 \frac{\mu}{00.34}\left(\frac{C_{f} R_{e}}{\eta_{\mathrm{P}}}\right)^{0.17}\left(x_{a_{p}}\right)^{0.83}\left(\frac{\mathrm{P}_{\mathrm{t}}}{\mathrm{C}_{\mathrm{p}} \Delta T}\right)^{0.48} \$ / m-y r \quad(6-2)
$$

It can be seen that under these conditions the cost minimum is independent of pressure, is less sensitive to the costs of electricity, and is also less sensitive to the cost of money. The sensitivity to power level is also lower for small pipe than it is for large pipe.

The costing derived by the iterative program described in Section 7 is summarized in Figure 6-1, where the cost of steam pipe only, as well the steam plus return pipe, insulation, and pumping costs, are shown as a function of power transfer level ranging from 1 kW to 100 MW . The costing rate in $\$ / m-y r-k W$ is also shown on this curve, using the righthand ordinate. It is instructive to note the rather rapid decrease in the costing rate as a function of power level. This decrease is one of the reasons, as we shall see in the field layout section, that it is important to combine the flow of thermal power whenever feasible.

$$
M y \cdot 1 k \cdot m / \$ \text { 'atoy Bultsoz }
$$



Early in this research program the relationships among the physical and economic heat transport variables were formulated analytically. The resulting equations were incorporated into a computex program for the purpose of selecting the minimum cost combination of pipe size and insulation thickness for the transport of heat using forced convection of steam or water. The derivation of some of these equations was presented in Appendix C of the original CSU/Westinghouse proposal to the National Science Foundation.

### 7.1 Transport Velocity Equation

The heat rate transport equation for water or steam is:

$$
\begin{equation*}
\mathrm{P}_{\mathrm{T}}=(\Delta H \rho) \frac{\mathrm{rd}^{2} V}{4} \text { watts } \tag{7-1}
\end{equation*}
$$

where $P_{T}$ is the power transferred from collector to the heat engine or heat exchanger in watts; $\Delta H$ is the enthalpy drop through the engine and exchanger in joules $/ \mathrm{kg}$; $\rho$ is the density of the fluid in $\mathrm{kg} / \mathrm{m}^{3}$; $d$ is the diameter of the transfer pipe in metres; and $V$ is the mean velocity of the transfer fluid in the pipe in metres per second. Solving for the velocity in terms of diameter yields

$$
\begin{equation*}
V=\frac{4 P_{T}}{\Delta H \rho \pi d^{2}} \quad \mathrm{~m} / \mathrm{s} \tag{7-2}
\end{equation*}
$$

7.2

## Pumping Cost

Pumping power is added at the heat engine condenser or at the steam generator exit. This power is furnished by electricity obtained
from the heat engine. Conversion efficiency for thermal to electrical power is assumed here to be $0.8{\eta_{n}}_{x}$, the Rankine cycle efficiency. If all of the pumping power is conserved as the heat of friction in the transfer, then the cost of pumping is $\left(1-0.8 \eta_{r}\right) / \eta_{p}$ times the cost of electricity ( $\eta_{p}$ is the efficiency of the pump). The relationship betw pumping cost and piping cost suggests a minimum cost exists because smaller, less expensive pipes necessitate more pumping power to transport a glven amount of heat.

The pumping power required with a cylindrical pipe or duct can be obtained by first noting that the friction head can be obtained fre

$$
\begin{equation*}
\mathrm{h}_{\mathrm{f}}=\frac{\mathrm{f} \mathrm{\ell} \mathrm{~V}^{2}}{2 g \mathrm{~g}} \quad \text { metres } \tag{7-3}
\end{equation*}
$$

where
$f$ is a friction factor shown in Figure $7-1$ as a function of the Reynolds number, $\mathrm{N}_{\text {Re }}$, and parametric in relative pipe roughness, $\varepsilon / d$,
l is the length of pipe,
$V$ is the velocity of the heat transfer fluid,
g is the acceleration due to gravity $=9.8 \mathrm{~m} / \mathrm{sec}^{2}$, and d is the pipe diameter.

The friction head on a per anit length basis is given by

$$
\begin{equation*}
h_{f} / \ell=5.1 \times 10^{-2} \& v^{2} d d^{-1} \tag{7-4}
\end{equation*}
$$

For smooth pipes, an approximation for the friction factor is

$$
\begin{equation*}
\mathrm{f}=\frac{0.2}{\mathrm{~N}_{\mathrm{Re}}} \tag{7-5}
\end{equation*}
$$


which is valid for Reynoids numbers greater than $10^{4}$ and less than $10^{7}$, Since $N_{R e}=\rho V d / u$, the friction factor becomes

$$
\begin{equation*}
f=0.2\left(\frac{\mu}{\rho v d}\right)^{\frac{1}{5}} \tag{7-6}
\end{equation*}
$$

where $\mu$ is the viscosity of the fluid in $\mathrm{kg} / \mathrm{m}-\mathrm{sec}$. Frictional head as a dimensionless ratio can now be obtained by combinine Equations (7-4) and (7-6). The result is
$h_{f} / \ell=10^{-2} H^{0.2} v^{1.8} \rho^{-0.2} d^{-1.2}$ metres
The frictional power loss per unit length of pipe for incompressible fluids is the force applied times the distance through which this force is exerted per unit of time. The force is equal to the frictional head multiplied by the density of the fluid, the acceleration of gravity, and the area. Then the frictional loss in watts per metre of pipe length is

$$
P_{f}^{\prime} \approx \rho g A V h_{f} / \ell=\rho g \frac{\pi d^{2}}{4} V h_{f} / \ell \quad \mathrm{W} / \mathrm{m}
$$

Combining Equations (7-7) and (7-8) gives a general expression for the frictional power loss in the pipe per metre length of pipe.

$$
\begin{equation*}
P_{f}=7.7 \times 10^{-2} p_{H^{0.2}}^{0.8} \mathrm{~d}^{0.8} \mathrm{v}^{2.8} \quad \mathrm{~W} / \mathrm{m} \tag{7-9}
\end{equation*}
$$

This is the pumping power required to move the fluid along a metre of pipe with inside diameter d at a velocity V . The cost of pumping is then

$$
\begin{equation*}
R_{\text {pump }}(\$ / \mathrm{yr} m)=8.76 \mathrm{P}_{\mathrm{f}} \mathrm{C}_{\mathrm{f}} \mathrm{R}_{\mathrm{e}} \frac{\left(1-0.8{\left.\eta_{\mathrm{r}}\right)}_{n_{\mathrm{p}}}^{(1-2}\right.}{} \tag{7-10}
\end{equation*}
$$

where $R_{e}$ is the cost of electricity in $\$ / \mathrm{kWh}, \mathrm{C}_{\mathrm{f}}$ is the diurnal capacity factor, and $n_{p}$ is the mechanical efficiency of the pump. The factor 8.76 is used to convert $\$ / \mathrm{kWh}$ to $\$ / \mathrm{W}-\mathrm{yr}$.

### 7.3 Pipe Cost

The cost of pipe for transferring thermal energy from a collector field depends on the amount required, and the type of material used. For the case where the pipe thickness $s$ is small compared to the diameter $d$, the force per unit length tending to push the pipe apart is simply $p$ times $d$ where $p$ is the pressure and $d$ is the diameter. The restraining tension of the material can be considered as divided equally between the two halves of a pipe and as a result the wall thickness required is

$$
\begin{equation*}
s=\frac{p \mathrm{~d}}{2 t_{w}} \quad \text { metres } \tag{7-11}
\end{equation*}
$$

where the pressure is in $\mathrm{kg} / \mathrm{m}^{2}$, the diameter and thickness are in metres, and $t_{W}$ is the working tensile strength of the pipe material in $\mathrm{kg} / \mathrm{m}^{2}$. For steel, the ultimate tension, $t_{u}$, is approximately equal to $30 \times 10^{6}$ $\mathrm{kg} / \mathrm{m}^{2}$, and if $t_{w}=0.2 \mathrm{t}_{\mathrm{u}}$, it equals $6 \times 10^{6} \mathrm{~kg} / \mathrm{m}^{2}$. For these conditions,

$$
\begin{equation*}
\mathrm{s}=8.3 \times 10^{-8} \mathrm{p} \mathrm{~d} \quad \text { metre } \tag{7-12}
\end{equation*}
$$

The cost of pipe can now be obtained from the relation

$$
\begin{align*}
\text { Pipe Cost } & =\pi d s \rho_{p} R_{p} \\
& =\frac{1.57 d^{2} p \rho_{p} R_{p}}{t_{w}} \tag{7-13}
\end{align*}
$$

where $\rho_{p}$ is the density of the material in kilograms per cubic metre, and $R_{p}$ is the cost of the materials in dollars per kilogram. As an example, for steel pipe, $\rho_{p}=7.8 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$ and $t_{w}=6 \times 10^{6} \mathrm{~kg} / \mathrm{m}^{2}$, so the annualized pipe cost in dollars per metre per year becomes

$$
\begin{equation*}
R_{\text {pipe }}(\$ / m y r)=1.75 \times 10^{-3} \mathrm{p}^{2} \mathrm{R}_{\mathrm{p}} \mathrm{r}_{\mathrm{a}} \tag{7-14}
\end{equation*}
$$

where $r_{a}$ is the rate of return on investment.

### 7.4 Insulation Cost

Using an insulating material whose costing rate is $\mathrm{C}_{\text {ins }} \$ / \mathrm{m}^{3}$, the cost of insulating a one metre length of pipe of diameter d with insulation $f$ thickness $t$ is

$$
\begin{equation*}
R_{i}=C_{\text {ins }} \pi(d+t) t . \tag{7-15}
\end{equation*}
$$

and annualized with a rate of return on investment of $r_{a}$,

$$
\begin{equation*}
R_{I}=x_{a} C_{i n s} \pi(d+t) t . \tag{7-16}
\end{equation*}
$$

### 7.5 Heat Loss Cost

The thermal power loss from a one metre section of cylindrical pipe is given by

$$
\begin{equation*}
\mathrm{P}_{\text {loss }}^{\prime}=\frac{2 \pi \mathrm{k}_{\mathrm{i}} \Delta \mathrm{~T}}{\ln \left(\mathrm{r}_{2} / \mathrm{r}_{1}\right)}=\frac{2 \pi \mathrm{k}_{\mathrm{i}} \Delta \mathrm{~T}}{\ln \left(1+\frac{2 t}{\mathrm{~d}}\right)} \tag{7-17}
\end{equation*}
$$

where $k_{i}$ is the thermal conductivity of the insulating material in $\mathrm{W} / \mathrm{m}{ }^{\circ} \mathrm{C}, \Delta \mathrm{T}$ is the difference in temperature between the pipe and the surrounding air in ${ }^{\circ} \mathrm{C}$. The radii, $\mathrm{r}_{1}$ and $\mathrm{r}_{2}$ are respectively, the inside and outside diameter of the insulation, and $t$ is the thickness of insulation.

In order to compute the cost of heat lost, a reasonable value for the cost of thermal energy, $R_{t e}$, of $\$ 0.006 / \mathrm{kWh}$ was assumed. Accurate field layout optimization requires $R_{\text {te }}$ to be determined at each point in the field, which cannot be done in a non-parametric optimization. The assumed value was arrived at from two directions; first, using reasonable costs for collector components $\left(\$ 50 / \mathrm{m}^{2}, 16\right.$ percent rate of return on investment and $5.5 \mathrm{kWh} /$ day) ; second, assigning a competitive busbar electric energy cost of $\$ 0.03 / \mathrm{kWh}$ e and a conversion efficiency of 20 percent (so thermal energy costs 20 percent of electric energy). The cost of heat loss per metre length of pipe is:

$$
\begin{equation*}
R_{H}=\frac{2 \pi k_{i} \Delta T R_{t e} 8.76 \mathrm{C}_{\mathrm{f}}}{\ln \left(1+\frac{2 t}{\mathrm{~d}}\right)} \quad \$ / \mathrm{m}-y \mathrm{r} \tag{7-18}
\end{equation*}
$$

if the plant is in use a fraction of the year equal to $C_{f}$.

### 7.6 Heat Transport Materials Cost

The volume of transport material per unit pipe lengih is $V / \ell=(\pi / 4) d^{2}$, If its density is $p$, the cost per metre of transport material is

$$
\begin{equation*}
\mathrm{R}_{\mathrm{tm}}(\$ / \mathrm{m} y r)=\mathrm{r}_{\mathrm{a}}(\pi / 4) \rho \mathrm{R}_{\mathrm{tm}} \mathrm{~d}^{2} \tag{7-19}
\end{equation*}
$$

where $R_{t m}$ is the cost of transport material in dollars per kilogram.

### 7.7 Tota1 Transport Cost

An analytical solution for the cost of transporting heat energy in dollars per metre of pipe per year can be obtained by combining Equations $(7-10),(7-14),(7-16),(7-18)$ and $(7-19)$. The annualized total cost of heat transport is then given by:

$$
\begin{aligned}
& R_{T}=R_{p u m p}+R_{p i p e}+R_{I}+R_{H}+R_{t} \\
&=8.76 C_{f}\left(P_{p f}^{\prime} R_{e} \frac{1-0.8 \eta_{\mathrm{P}}}{\eta_{p}}+\frac{2 \pi k_{i} \Delta T R_{t e}}{\ln \left(1+\frac{2 t}{d}\right)}\right) \\
&+r_{a}\left[C_{\text {ins }} \pi(d+t) t+d^{2}\left(\frac{\pi \rho R_{t m}}{4}+1.75 \times 10^{-3} p R_{p}\right)\right]
\end{aligned}
$$

For the purpose of solving for the lowest cost with respect to pipe material and pumping power (i.e., no insulation, no heat loss and negligible fluid costs) we obtain the following cost:
$R_{p p}\left(\frac{\$}{y x-m}\right)=1.75 \times 10^{-3} \mathrm{pd}^{2} R_{p} r_{a}$
$+\left(7.7 \times 10^{-2}\right)(8.76)\left(\frac{4}{\pi} \cdot \frac{P_{T}}{\Delta H}\right)^{2.8} \frac{\mu^{0.2} C_{f_{e}}^{R} e^{\left(1-0.8 n_{r}\right)}}{n_{p} \rho^{2} d^{4.8}}$
(7-21)
To obtain the minimum cost solution, we take the derivative of the cost with respect to pipe diameter and solve when the derivative is equal to zero.
$0=2 \times 1.75 \times 10^{-3} \mathrm{pd} \mathrm{R}_{\mathrm{p}} \mathrm{T}_{\mathrm{a}}$
$-(8.76)\left(7.7 \times 10^{-2}\right) 4.8\left(\frac{4 \mathrm{P}_{T}}{\pi \Delta H}\right)^{2.8} \frac{H^{0.2} \mathrm{C}_{f} \mathrm{R}_{\mathrm{e}}\left(1-0.8 \eta_{\mathrm{r}}\right)}{n_{\mathrm{p}} \rho^{2} d^{5.8}}$

Solving for $d_{\text {opt }}$ we obtain:
$d_{o p t}=3.02\left(\frac{p_{T}}{\Delta H}\right)^{0.41}\left(\frac{R_{e} c_{f}\left(1-0.8 n_{r}\right)}{r_{a} p R_{p} \eta_{p}}\right)^{0.15}\left(\frac{\mu^{0.03}}{p^{0.29}}\right)$

Substituting back into Equation (7-2), we obtain the expression for optimum transport velocity

$$
\begin{equation*}
V_{o p t}=\frac{4 \mathrm{P}_{\mathrm{T}}}{\pi \Delta \mathrm{H}_{\mathrm{p}}}\left(\frac{1}{\mathrm{~d}_{\mathrm{opt}}^{2}}\right) \tag{7-24}
\end{equation*}
$$

The fluid flow rate in $\mathrm{kg} / \mathrm{sec}$ is given by

$$
\begin{equation*}
\mathrm{F}=\pi \rho \nabla_{\text {opt }} \mathrm{d}_{\mathrm{opt}}^{2} / 4 \tag{7-25}
\end{equation*}
$$

The cost of heat transfer can be obtained by substituting the optimum diameter obtained from ( $7-23$ ) into Equation ( $7-21$ ). After simplification this cost minimum is
,$\left(\$ / \mathrm{m} \cdot y_{r}\right)=\frac{1.1 \times 10^{-6} \mu^{0.06}}{\rho^{0.56}}\left(\frac{C_{f} R_{e}}{\eta_{p}}\right)^{0.28}\left(P_{T} / \Delta H\right)^{0.8}\left(\rho_{p} R_{p} p r_{a}\right)^{0.72}$
$+2.4 \times 10^{-6}\left(\frac{C_{f} R_{e}}{\eta_{p}}\right)^{0.3}\left(\rho_{p} R_{p} p_{a}\right)^{0.7} \frac{\left(\mathrm{P}_{\mathrm{T}} / \Delta H\right)^{0.8}{ }_{\mu}^{0.06}}{\rho^{0.6}}$

Since the exponents of both halves of the summation of pipe and pumping costs have approximately the same value, an approximate solution can be written as
$(\$ / \mathrm{m} \cdot \mathrm{yr})=\frac{4.9 \times 10^{-5} \mu^{0.06}}{\rho^{0.6}}\left(\frac{C_{f} R_{e}}{\eta_{\mathrm{p}}}\right)^{0.3}\left(R_{\mathrm{p}} \rho_{\mathrm{p}} r_{\mathrm{a}} \mathrm{p}\right)^{0.7}\left(\mathrm{P}_{\mathrm{T}} / \Delta H\right)^{0.8}$

### 7.8 Preliminary Results

Before the completion of the above formulation and its implementation in a computer program, approximations were made to obtain preliminary data and to verify computer generated data. A working fluid was
selected using a relative costing figure derived from Equation (7-27),

$$
\begin{equation*}
R_{p p}(\$ / m y x) \quad \therefore \frac{p^{0.7} \mu^{0.06} c^{0.7}}{p^{0.6} \Delta H^{0.8}} \tag{7-28}
\end{equation*}
$$

where p is the pressure, $I$ the viscosity, $\rho$ the density, $\Delta H$ the enthalpy change from the high temperature to $50{ }^{\circ} \mathrm{C}$ (all in consistent units), and $C$ the relative pipe material cost (carbon steel $=1.0$ ). This costing rate includes the cost of plumbing and pumping, and in the case of Dowthe the cost of the fluid itself. Cost comparisons of transport using varinup are presented in Figure 7-2. Only relative costs are shown. The Dowthen curve (plotted for a 1 metre diameter pipe) reflects the higher fluid costs for this material. Because of the abundance of technical data for water and steam and since no fluid is clearly less expensive, water and steam were selected for detailed study.

### 7.9 Preliminary Estimates of Pipe Size and Insulation Thickness

Before the complete heat transport preliminary optimization had been implemented on the computer, it was necessary to create graphical estimates of minimum cost heat transport designs. The cost of installed insulated pipe was initially estimated using Figures $7-3$ and $7-4$. Assumlin a pipe diameter, $d$, in order to find the minimum cost design, the point must be found where the sum of the cost of heat lost, $R_{H}$, and insulation cost, $\mathrm{R}_{\mathrm{I}}$, have a zero slope:

$$
\begin{equation*}
\frac{d}{d t}\left[R_{H}+R_{\mathrm{I}}\right]=0 \tag{7-29}
\end{equation*}
$$

where $t$ is the insulation thickness in metres. Using Equations (7-16) for $R_{I}$ and $(7-18)$ for $R_{H}$ and differentiating yields the relation

$1 \mathrm{~m} / \mathrm{m} / \mathrm{\$}$ 'iso on entroley

$$
\left(1+\frac{2 t}{d}\right)^{2}\left[\ln \left(I+\frac{2 t}{d}\right)\right]^{2}=\frac{4(8.76) C_{f_{e}} t e^{k_{i} \Delta T}}{C_{i n s}{ }_{a}}
$$

The basis for selecting insulation thickness, $t$, is shown in Figure $7-3$, Values of $t$ were obtained from Equation (7-30) using thin insulation approximations to eliminate the logarithm in the heat loss expression. This gives

$$
\begin{equation*}
t^{2}\left(1+\frac{2 t}{d}\right)=\frac{8.76 \mathrm{C}_{\mathrm{f}} \mathrm{R}_{\text {te }} \mathrm{k}_{1} \Delta \mathrm{~T}}{\mathrm{C}_{\text {ins }} \mathrm{r}_{\mathrm{a}}} \tag{7-31}
\end{equation*}
$$

and solving for $t$ yields

$$
\begin{equation*}
t_{\min }=\left[\frac{8.76 \mathrm{C}_{\mathrm{f}} \mathrm{R}_{\mathrm{te}} \mathrm{k}_{\mathrm{i}} \Delta \mathrm{~T}}{\mathrm{C}_{\text {ins }} \mathrm{r}_{\mathrm{a}}}\right]^{1 / 2} \tag{7-32}
\end{equation*}
$$

The following parameter values were used

| Capacity Factor, $\mathrm{C}_{\mathrm{f}}$ | $=0.25$ |
| :--- | :--- |
| Cost of Thermal Energy, $\mathrm{R}_{\text {te }}$ | $=\$ 0.006 / \mathrm{kWh}_{\mathrm{t}}$ |
| Insulation Conductivity, $\mathrm{k}_{\mathrm{i}}$ | $=5 \times 10^{-2} \mathrm{~W} / \mathrm{m}^{2}{ }^{\circ} \mathrm{C}$ |
| Insulation Cost, $\mathrm{C}_{\text {ins }}$ | $=\$ 100 / \mathrm{m}^{3}$ installed |
| Rate of Amortization, $\mathrm{r}_{\mathrm{a}}$ | $=0.16$ |

The cost of installed insulation pipe is shown in Figure 7-4.
The cost of pipe was determined by using Equation (7-13). An insulation cost modifier (insert) is included in this figure to correct for increased insulation thickness at higher temperatures. The discontinuity in the modifier curve at $500{ }^{\circ} \mathrm{C}$ results from a transition from glass wool to calcium silicate, a higher temperature material. The price modifier and basic insulation cost product yield insulation costs for temperatures other than $200{ }^{\circ} \mathrm{C}$. The knee in the insulation curve


Figure 7-3. Optimum Insulation Thickness as a function of $\Delta T$.


Pipe Diameter, $d$, metres

Figure 7-4. Insulation and Pipe Costs for Various Pipe Diameters. Different Temperature Lines allow for Elevated Pressures of Saturated Steam and Nater.
which occurs at a pipe diameter of 6 cm , corresponds to the point at which the insulation thickness approaches the pipe diameter. The different temperature lines for pipe costs include the costs of additional wall thickness at the elevated pressures of saturated steam and water at those temperatures. Pipes with less than $10^{5} \mathrm{~kg} / \mathrm{m}^{2}$ stressing are not manufactured, and the $175{ }^{\circ} \mathrm{C}$ pipe is the thinnest walled obtainable. Smaller pipes are not manufactured with a wall thickness less than $0.39 \mathrm{~cm}\left(0.154^{\prime \prime}\right)$ and therefore the lower portion of the solid curve indicates that the cost varies directly as pipe diameter.

### 7.10 Final Costing of Steam and Hot Water Heat Transport

The heat transport preliminary optimization program determines the flow rate, pipe diameter, and fluid velocity required to deliver a given amount of energy at a given temperature with a given fluid using Equations (7-24), (7-25) and (7-26). This pipe diameter, along with the given temperature, is then used to calculate the optimum insulation thickness. An initial insulation thickness is estimated using Equation (7-33). The result of an iterative search is an optimum choice of insulation for this pipe diameter. Another outer iteration is employed to find the minimum total cost. Other pipe diameters are used to compute new costs of pipe, pump, heat, and insulation until a minimum overall cost is attained:

$$
\begin{equation*}
R_{T}=\min \quad\left[R_{H}+R_{I}+R_{\text {pipe }}+R_{\text {pump }}\right] \tag{7-33}
\end{equation*}
$$

Final costs of a preliminary optimized heat transport subsystem were generated by the computer program for different thermal power levels from 10 kW to 20 MW . At each power level, the pipe size, flow rate, insu-
lation thickness, and the costs associated with piping, pumping power, insulation, and heat loss were computed. The $0.1,1.0$ and 10.0 Mw result are shown in Table $7-1,7-2$, and $7-3$ for steam and water transport for various temperatures. The transport fluid temperature is shown in the fle line of each section of the print-out (i.e., 100, 150, etc.). The firs: line of each section represents the case of steam generation in the collector and direct transport to the turbine. In the case of hot water transport in the field (lower lines in each print-out section), the flov rate necessary to create turbine steam via a steam generator is calculat: using the thermodynamic model shown in Figure 7-5. The different flow rates (3rd column) imply different steam temperatures (lst column), different field return temperatures (2nd column), different heat engine efficiencies (4th column), different return system costs (next to last column), and different total transport costs (last column).

The results of transport cost computations for $0.1,1.0$, and 10 MW power levels and for various transport temperatures are shown in Figures $7-6,7-7$ and $7-8$. These results differ from those presented in the semiannual report because of the inclusion of a $\$ 2 / \mathrm{m}$ installation charge in the pipe cost and the addition of return pipe costs. The solid curves represent direct steam transport and the dashed curves show the cost of hot water transport for different steam generator temperature drops. The abcissa shows the temperature of steam produced, not the transport fluid temperature; they are the same only in the case of steam. The lower temperature drops in the steam generator are associated with higher transport costs because of the higher required flow rate. The 0.1 and 1.0 MW curves are essentially similar since these power levels require pipe diameters mostly in the lower

Heat Transport Optimization Printout for a Thermal Power Level of 0.1 MW

| THE | FOt.LOWING |  | DATA | ARE |  | TED AT |  | A $T$ | TRANSFERRED |  | PQUER GF |  | 0.10 mW |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STM | RET | FLO: | ENG |  | NS |  | IPE | 1)PT | PIPE | PIMM. | INS | HEAT | RET | TOTAL |
| TMP | TMP | RATE | EFF |  | HCK |  | IA | VEL | COST | cost | CuST | Cisst | COST | Cosit |
| DEG | DEG | KG, | 8 |  | CM | CM |  | M/ | S/YR | $5 / Y R$ | S/YR | \$/YR | S/Y'R | 5/YR |
| C | C | SEC |  | OUT | RET | OUT | RET | SEC | 1 M | CM | /M | /M | /M | 1 m |
| 100 |  | 0.041 | 12 | 4.5 | 2.2 | 8.3 | 1.01 | 3.1 | 2.016 | 0.20 | 0.294 | 0.56 | 0.661 | 3.73 |
| 90 | 94 | 4.346 | 10 | 4.4 | A. 3 | 7.1 | 6.7 | 1.2 | 1.762 | 0.15 | 0.255 | 0.51 | 2.438 | 5. 11 |
| 80 | 84. | 1. 477 | 8 | 4.0 | 3.7 | 4.2 | 4.3 | 1.1 | 1.180 | 0.09 | 0.163 | 0.39 | 1.681 | 3.50 |
| 70 | 74 | 0.904 | 5 | 3.8 | 3. 4 | 3.3 | 3.6 | 1.1 | 1.002 | 0.07 | 0.135 | 0.35 | 1.422 | 2. 98 |
| 60 | 64 | 0.659 | 2 | . 7 | $3 \cdot 1$ | 2.9 | 3.1 | 1-1 | 0.908 | 0.06 | 0.120 | 0.33 | 1.271 | 2.68 |


| 150 |  |
| ---: | ---: |
| 140 | 144 |
| 130 | 132 |
| 120 | 121 |
| 110 | 110 |
| 100 | 100 |
| 90 | 90 |
| 80 | 81 |

FLOW EFF INSUL DIAMETER VEL PIPE PUMP INS HEAT RET TOTAL $0.040214 .82 .2 \quad 4.9 \quad 1.08 .2 \quad 1.3130 .120 .2330 .570 .6552 .88$ $\begin{array}{llllllllllllllllllllll}3.941 & 20.1 & 5.0 & 6.6 & 6.4 & 1.2 & 1.673 & 0.14 & 0.303 & 0.66 & 2.559 & 5.33\end{array}$ 1.340 18. 4.6 4.4 A.0 A.1 1.2 1.127 $0.08 \quad 0.197 \quad 0.52 \quad 1.797 \quad 3.72$ $\begin{array}{llllllllllllll}0.819 & 16 & 4.4 & 4.1 & 3.1 & 3.4 & 1.2 & 0.958 & 0.06 & 0.164 & 0.47 & 1.534 .3 .19\end{array}$ $\begin{array}{lllllllllllllllllllll}0.596 & 14 & 4.2 & 3.8 & 2.7 & 3.0 & 1.1 & 0.870 & 0.06 & 0.146 & 0.44 & 1.380 & 2.89\end{array}$
 $\begin{array}{llllllllllllllllll}0.394 & 10 & 4.0 & 3.4 & 2.2 & 2.5 & 1.1 & 0.773 & 0.05 & 0.127 & 0.40 & 1.189 & 2.54\end{array}$ $\begin{array}{llllllllllllllllll}0.340 & 8 & 4.0 & 3.2 & 2.1 & 2.4 & 1.1 & 0.7 .44 & 0.04 & 0.121 & 0.39 & 1.119 & 2.42\end{array}$

| 200 |  |
| :--- | :--- |
| 190 | 193 |
| 180 | 180 |
| 170 | 168 |
| 160 | 157 |
| 150 | 145 |
| 140 | 135 |
| 130 | 124 |
| 120 | 114 |
| 110 | 105 |
| 100 | 95 |


| ELOW |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.039 | 27 | 4.9 | 2.2 | 3.3 | 1.0 | 5.9 | 0.989 | 0.09 | 0.203 | 0.60 | 0.651 | 2.51 |
| 3.471 | 26 | 5.7 | 5.6 | 6.2 | 6.0 | 1.3 | 1.591 | 0.13 | 0.339 | 0.80 | 2.653 | 5.51 |
| 1.189 | 25 | 5.1 | 4.9 | 3.7 | 3.9 | 1.3 | 1.080 | 0.08 | 0.224 | 0.63 | 1.895 | 3.90 |
| 0.731 | 24 | 4.8 | 4.6 | 3.0 | 3.2 | 1.2 | 0.923 | 0.06 | 0.188 | 0.57 | 1.630 | 3.37 |
| 0.535 | 22 | 4.6 | 4.3 | 2.5 | 2.8 | 1.2 | 0.839 | 0.05 | 0.168 | 0.54 | 1.474 | 3.07 |
| 0.425 | 21 | 4.5 | 4.1 | 2.3 | 2.5 | 1.2 | 0.786 | 0.05 | 0.155 | 0.51 | 1.363 | 2.87 |
| 0.355 | 20 | 4.4 | 3.9 | 2.1 | 2.4 | 1.2 | 0.749 | 0.04 | 0.146 | 0.50 | 1.278 | 2.71 |
| 0.307 | 18 | 4.4 | 3.8 | 2.0 | 2.2 | 1.2 | 0.720 | 0.04 | 0.140 | 0.49 | 1.208 | 2.59 |
| 0.291 | 16 | 4.3 | 3.6 | 1.9 | 2.1 | 1.2 | 0.699 | 0.04 | 0.134 | 0.43 | 1.149 | 2.59 |
| 0.244 | 14 | 4.3 | 3.5 | 1.8 | 2.0 | 1.1 | 0.681 | 0.04 | 0.130 | 0.47 | 1.097 | 2.41 |
| 0.222 | 12 | 4.8 | 3.3 | 1.7 | 2.0 | 1.1 | 0.666 | 0.03 | 0.126 | 0.46 | 1.051 | 2.34 |

250
2402.12

220215
$200 \quad 190$
$180 \quad 167$
160 145
$\begin{array}{ll}140 & 126\end{array}$

FLOW EFF INSUL DIAMETER VEL PIPE PUMP INS HEAT RET TOTAI, $0.03931 \quad 5.0 \quad 2.1 \quad 2.4 \quad 0.8 \quad 4.4 \quad 0.8090 .05 \quad 0.136 \quad 0.63 \quad 0.638 \quad 2.32$ $\begin{array}{llllllllllllllllll}2.826 & 31 & 6.1 & 5.8 & 5.7 & 4.9 & 1.4 & 1.483 & 0.12 & 0.359 & 0.90 & 2.683 & 5.55\end{array}$ $\begin{array}{llllllllllllllllll}0.613 & 5.2 & 4.8 & 2.7 & 2.6 & 1.3 & 0.879 & 0.06 & 0.204 & 0.66 & 1.661 & 3.46\end{array}$ $0.364274 .94 .4 \quad 2.12 .1 \quad 1.30 .756 \quad 0.040 .171 \quad 0.601 .4012 .97$ $\begin{array}{llllllllllllllll}0.267 & 25 & 4.7 & 4.0 & 1.8 & 1.8 & 1.2 & 0.697 & 0.04 & 0.155 & 0.57 & 1.251 & 2.71\end{array}$ $\begin{array}{llllllllllllllllllllll}0.215 & 12 & 4.6 & 3.7 & 1.7 & 1.7 & 1.2 & 0.661 & 0.03 & 0.145 & 0.55 & 1.143 & 2.53\end{array}$ $\begin{array}{llllllllllllllllll}0.182 & 20 & 4.5 & 3.5 & 1.6 & 1.6 & 1.2 & 0.636 & 0.03 & 0.138 & 0.54 & 1.057 & 2.40\end{array}$

300 $290 \quad 291$ $270 \quad 259$ $250 \quad 231$ 230806 210184 190 i63 170143 150125

FLOW EFF INSUL DIAMETER VEI PIPE PUMP INS HEAT RET TOTAL $0.04034 \quad 5.0$ 2.0 $1.3 \quad 0.7 \quad 3.30 .685 \quad 0.04 \quad 0.171 \quad 0.66 \quad 0.621 .2 .17$ 2.063 3n $6.3 \quad 6.0$ 5.0 $4.0 \quad 1.5 \quad 1.349 \quad 0.10 \quad 0.3630 .98 \quad 2.604$ S. 41 $\begin{array}{lllllllllllllllll}0.467 & 30 & 5.4 & 4.9 & 2.5 & 2.1 & 1.4 & 0.824 & 0.05 & 11.214 & 0.74 & 1.629 & 3.45\end{array}$ $0.287315 .1-4.3 \quad 2.0 \quad 1.7 \quad 1.3 \quad 0.720 \quad 0.04 \quad 0.182 \quad 0.68 \quad 1.386 \quad 3.01$
 0.178 28 $4.9 \quad 3.9 \quad 1.6 \quad 1.41 .3 \quad 0.639 \quad 0.030 .157 \quad 0.63 \quad 1.446 \quad 2.60$
 0.13624 .4 .7 3.2 $1.4 \quad 1.2 \quad 1.3 \quad 0.603 \quad 0.03 \quad 0.145 \quad 0.60 \quad 1.001 \quad 2.30$ $\begin{array}{llllllllllllllllllllllll}0.123 & 2.7 & 4.7 & 1.3 & 1.2 & 1.3 & 0.591 & 0.03 & 0.141 & 0.59 & 0.913 & 2.30\end{array}$

FLAW EFF INSUL DFAMETER VEL PIPE PUMP INS IEFAT RET TATAL,
350
$370 \quad 338$
$320 \quad 300$
$300 \quad 269$ $0.04336,5.02 .0$ 1.2.2A $35.6 .5 \quad 6.0$ 0.315345 .6 4.9 0.206345 .34 .5 1.40 .72 .50 .6030 .030 .1610 .690 .6362 .11 4.23 .2 1.6 1. 170 0.09 $0.345 \quad 1.02 \quad 2.509 \quad 5.13$ $2.2 \quad 1.6 \quad 1.5 \quad 0.762 \quad 0.04 \quad 0.216 \quad 0.3301 .817 \quad 3.44$
 1.6 1.2 1.40 .6420 .030 .1750 .71 1.861 P. 0.8 P $1.51 .1 \quad 1.4 \quad 0.617 \quad 10.03 \quad 0.166 \quad 0.70 \quad 1.167$ b. 1.18 $1.41 .1 \quad 1.40 .601 \quad 0.030 .160$ 0.68 1.093 2.57 $1.3 \quad 1.0 \quad 1+40.588 \quad 0.09 \quad 0.1560 .67 \quad 1.032 \quad 2.48$ $1.31 .011 .40 .579 \quad 0.103 \quad 0.1 .130 .67 \quad 0.979$ 8.40 $\begin{array}{llllllllllllll}1.2 & 1.0 & 1.4 & 0.571 & 0.03 & 0.150 & 0.66 & 0.932 & 2.34\end{array}$

## TABLE 7-2

## Heat Transport Optimization Printout for a Thermal Power Level of 1.0 MW

THE FOLLQDING DATA ARE COMPUTED AT A TRANSFERRED POWER OF

|  |  |  | ATA | Ane | P1 |  |  |  |  | - |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STM | RET | FL9 ${ }^{\text {d }}$ | ENG | 1 NS | PIPE | OPT | PIPE | UMP. | NS | HEAT |  |
| TMIP | TMP | RNTE | EF | THCK | DIA | VEL. | cost | CUST | Cost | CJST |  |
| DEG | DEG | KG\% | 2 | CM | CM | M/ | S/YR | S/YR | \$/YR | STYR | SeYr \%/ty |
| C | C | SEC |  | ØUT RET | OUT RET | SEC | /M | IM | M | M |  |
| 100 |  | 0.412 | 12 | 5.412 .7 | 25.22 | A. 2 | 5. 465 | 0.63 | 0.825 | 1.16 | . 065 |
| 90 | 94 | 43.461 | 10 | 5.3 5.1 | 2!.418.6 | 1.3 | 4. 694 | 0.45 | 0.705 | 1.03 |  |
| B0. | 84 | 14. 770 | 8 | 4.9 4. 5 | 12.811.2 | 1.2 | 2.930 | a.27 | 0.437 | 0.72 |  |
| 70 | 74 | 9.038 | 5 | A. 7 A. 1 | 10.19 .2 | 1-2 | 2.348 | 0.21 | 0.352 | 0.63 | 3.080 |
| 60 | 6.4 | 6. 583 | 2 | 4.6.3.8 | 8.78 .1 | 1.1 | 2.10 | 0.18 | 0.30 | 0.5 | , |


| 150 |  |  |
| ---: | ---: | ---: |
| 140 | 144 | 3 |
| 130 | 132 | 1 |
| 120 | 121 |  |
| 110 | 110 |  |
| 100 | 100 |  |
| 90 | 90 |  |
| 80 | 81 |  |

FLOIV EFF INSUL DLAMETER VEL RIPE PUMP INS HEAT RET MITI $0.400 \quad 21 \quad 6.02 .714 .6 .2 .5 \quad 8.9 \quad 3.333 \quad 0.35 \quad 0.620 \quad 1.05 \quad 1.0 .08$ bus 39.413 20 $6.3 .6 .020 .117 .1 \quad 1.4$ 4.425 0.420 .823 1.28 6.1501311 $\begin{array}{lllllllllllllllllllll}13.297 & 18 & 5.7 & 5.3 & 12.010 .6 & 1.3 & 2.767 & 0.25 & 0.512 & 0.92 & 3.90281\end{array}$ $\begin{array}{lllllllllllll}6.193 & 16 & 5.5 & 5.0 & 9.5 & 8.7 & 1.3 & 2.257 & 0.20 & 0.414 & 0.80 & 3.190 \\ 5.963 & 14 & 5.3 & 4.7 & 8.2 & 7.6 & 1.2 & 1.987 & 0.17 & 0.363 & 0.74 & 2.797\end{array}$ 4.726 12 5.2 A.4 $7.3 \quad 6.9 \quad 1.2 \quad 1.816 \quad 0.15 \quad 0.330 \quad 0.70$. 2.534 5. $3.940 \quad 10 \quad 5.1 \quad 4.2 \quad 6.7 \quad 6.5 \quad 1.2 \quad 1.695 \quad 0.14 \quad 0.307 \quad 0.672 .337$ 3.398 \& 5.13 .9 6.3 6.1 1.2 1.605 0.13 0.290 0.65 R.185 A.1

FLON EFF INSUL DIAMETER VEL PIPE PUMP INS HEAT RET Tatll $0.392276 .2 .2 .7 \quad 9.92 .56 .42 .3510 .230 .5071 .021 .037$.5.7. $34.708 \quad 26 \quad 7.06 .7 \quad 18.915 .9 \quad 1.4 .4 .176 \quad 0.39 \quad 0.909 \quad 1.496 .1661114$




 3.006 18 5.6 4.6 $6.0 \quad 5.8 \quad 1.3 \quad 1.535 \quad 0.12 \quad 0.326 \quad 0.78$ 2.279 3.
 2.438 14 5.5 $4.2 \quad 5.4 \quad 5.3 \quad 1=2 \quad 1.415 \quad 0.11 \quad 0.299 \quad 0.74 \quad 2.045$ 4.


FLOW EFF INSUL DIAMETER VEL PIPE PUMP INS HEAT RET TAT $0.39134 \quad 6.42 .6 \quad 7.3 \quad 2.1 \quad 4.8 \quad 1.8040 .16 \quad 0.439 \quad 1.0 R 1.029$ ath 240 242-28.255 31 $7.6 \quad 7.2 \quad 17.314 .3 \quad 1.5 \quad 3.850 \quad 0.36 \quad 0.944 \quad 1.64 \quad 6.30013 .1$
 $\begin{array}{lllllllllllllllllllllllllllll}200 & 190 & 3.643 & 27 & 6.2 & 5.4 & 6.5 & 5.4 & 1.4 & 1.644 & 0.13 & 0.399 & 0.96 & 2.699\end{array}$
$\begin{array}{lllllllll}6.5 & 5.4 & 1.4 & 1.644 & 0.13 & 0.399 & 0.96 & 2.699 & 4.4 \\ 5.6 & 4.7 & 1.4 & 1.465 & 0.12 & 0.354 & 0.90 & 2.349 & 31\end{array}$ $\begin{array}{lllllllll}5.1 & 4.3 & 1.3 & 1.355 & 0.10 & 0.327 & 0.86 & 2.114 .3 \text { tha }\end{array}$ $4.7 \quad 4.1 \quad 1.3 \quad 1.280 \quad 0.10 \quad 0.308 \quad 0.83 \quad 1.940 \quad 4.4$
$\begin{array}{lll}180 & 167\end{array}$ 160 I 45 $140 \quad 126$

## 200 <br> 190193 180180 $170 \quad 16 R$ $160 \quad 157$ $150 \quad 145$ $140 \quad 135$ $130 \quad 124$ 120114 110105 $100 \quad 95$

250 240242 2.67: 25 6.0 5,0 2. 146 22 5.9 4. 6 $1.81720 \quad 5.8 \quad 4.3$

FLOR EFF INSUL DIAMETER VEL PIPE RUMP INS HEAT RET TOTG $0.400346 .42 .5 \quad 5.41 .9 \quad 3.6$ 1.426 $0.12 \quad 0.385 \quad 1.02 \quad 1.004$ $290291 \quad 20.628 \quad 34 \quad 7.5: 7.4 \quad 10.910 .8 \quad 3.1 \quad 3.703 \quad 1.61 \quad 0.691 \quad 1.44 \quad 7.8991 \mathrm{~nm}$ 250 23: 230206 $210 \quad 184$ $190 \quad 163$ $170 \quad 143$ $150 \quad 125$

350
$340 \quad 338$ $320 \quad 300$ 300269 280 2a1 ?60 217 $\begin{array}{ll}240 & 195\end{array}$ 820115 (10) 13f $\begin{array}{ll}180 & 139\end{array}$

2.873 31 6.6 S. 81 $2.165 \quad 30 \quad 6.4 \quad 5.2$ $1.779 \quad 2136.34 .9$ $1.532 .26 \quad 6.2 \quad 4.6$ 1. $358 \quad 2.4$ 6.1 4.3 1.229216 .0 4.1 $\begin{array}{lllllllll}5.9 & 4.7 & 1.5 & 1.533 & 0.12 & 0.414 & 1.06 & 2.648\end{array}$ $5.2: A=1 \quad 1: 4 \quad 1.381 \quad 0.11 \quad 0.372 \quad 1.0018 .323$ A.7 3.7 1.4 1.789 0.10 0.3.76 0.7.26.2.104 4.43 .5 1.4 1.225 $0.192 \quad 0.329 \quad 0.031 .940$ $4.2 \quad 3.3 \quad 1.4 \quad 1.178 \quad 0.09 \quad 0.315 \quad 0.01 \quad 1.802 \quad$ A. 1 $4.0 \quad 3.1$ 1.4 1.141 0.075 $0.305 \quad 0.89 \quad 1.700$ a

FLOW EFF INSUL DIAMETER VFL FIPE PLMP INS NFAT RET THill
 $\begin{array}{lllll}12.0 & 57 & 35 & 7.6 & 7.4\end{array}$ 3. 145 $356.7 \quad 6.2$ 2. 0: 6 3. 6.8 . 5.8 $1.610 \quad 33 \quad 6.7 \quad 5.4$ 1.362326 .55 .0 1.201 al 6.5 介. 8 1.007 2986.4 4.3 1. 0001876.3 1. 3 $0.931 \quad 25 \quad 6.3 \quad 4.1$
8.5 8.4 3-7 4.200 1.13 0. 6il? । 4.8 4.5 3.0 1.5A5 0.62 0.38. 1.119 3.23n fot 5.43 .9 1.6 1.416 0.11 0.419 1.14 2. M. mo 4.8 3.5 1.6 1.296 0.10 0.3183 1.09 ?.32月 $4.43 .2 \quad 1.6 \quad 1.282 \quad 0.09 \quad 0.3 k 0 \quad 1.05 \quad 2.125$ $n .23 .0 \quad 1$ - 51.171 0.n9 0.3131 .021 .911

 3.78 .7 1.5 1.081 0.OR 0.317 0.28

Heat Transport Optimization Printout for a Thermal Power Level of 10.0 MW

| THE | Fol | HING | DATA | Are CO | UIE: AT | A | RANSF | RE) | POWER | OF | 10.0 | MW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S F | RET | FLow | ENG | INS | PIPE | CPT | PIFE | PUMP | INS | HEAT | KE. T | TOTAL |
| 1 MP | TMP | KAIE | EFF | THCK | UIA | VELL | cast | Cost | COST | COST | COST | COST |
| DEG | DEG | KG\% | $z$ | CM | CM | M/ | S/YR | S/YR | S/YR | S/YR | S/YR | S/YR |
| C | C | SEC |  | QUT RET | BUT RET | SEC | 1 M | IM | /M | IM | IM | /M |
| 100 |  | 4. 118 | 12 | 5.83 .3 | 57.6 6.62 | 27.21 | 17.069 | 7.47 | 1.858 | 2.24 | 2.15 | 30.80 |
| 90 | 944 | 34.611 | 10 | 5.75 .6 | 18.948.9 | 2.41 | 12.370 | 5.39 | 1.579 | 1.952 | 1. 15 | 42.43 |
| 80 | 841 | 47.700 | 8 | 5.6 5.1 | 38.833 .8 | 1.3 | 8.238 | 0.81 | 1.257 | 1.621 | 10.346 | 22.27 |
| 70 | 74 | 90.376 | 5 | 5.54 .7 | 30.726.8 | 1.3 | 6.594 | 0.64 | 1.001 | 1.35 | 8.19 | 17.79 |
| 60 | 64 | 6S.B50 | 2 | 5.4 4,4 | 26.523.2 | 1.2 | 5,728 | 0.55 | 0.866 | 1.21 | 7.037 | 15.39 |

FLGW EFF INSUL DIAMETER VEL PIPE PUMP INS MEAT RET TOTAL $150 \quad 3.999216 .73 .3$ 36.0 6.415.0 6.840 3.10 1.436.1.96 2.11215.44 $140144394.128 \quad 20 \quad 6.96 .8 \quad 46.346 .3$ 2.611.131 4.83 1.839 2.3820.07440.25 $130 \quad 132133.968186 .76 .2 \quad 36.431 .1 \quad 1.47 .7450 .76$ 1.452 1.9710 .36322 .30 $\begin{array}{lllllllllllllllllllllll}120 & 121 & \text { B1. } 229 & 16 & 6.5 & 5.8 & 28.824 .8 & 1.4 & 6.196 & 0.60 & 1.157 & 1.66 & 8.24017 .85\end{array}$ $110110 \quad 59.63 A-146.45 .5 \quad 24.821 . R 1.35 .378 \quad 0.521 .001 \quad 1.49 \quad 7.08615 .47$ $100100 \quad 47.262126 .35 .222 .219 .21 .34 .857 \quad 0.46 \quad 0.911 \quad 1.37 \quad 6.33313 .94$ $90 \quad 90 \quad 39.404 \quad 10 \quad 6.3 \quad 5.0 \quad 20.417 .7 \quad 1.3 \quad 4.491 \quad 0.43 \quad 0.841 \quad 1.29 .5 .78812 .84$ $\begin{array}{lllllllllllll}80 & 81 & 33.979 & 8 & 6.2 & 4.7 & 19.116 .6 & 1.3 & 4.219 & 0.40 & 0.789 & 1.24 & 5.36812 .01\end{array}$

## FLOW EFF INSUL DIAMETER VEL PIPE PUMP INS HEAT RET TQTAL

 2003.92427 7.4 3.3 30.2 6.3 6.9 6.481 0.71 1.405 2.06 2.08012.74 $190 \quad 193347.075 \quad 26 \quad 7.8 \quad 7.7143 .543 .5 \quad 2.79 .860 \quad 4.53 \quad 2.004 \quad 2.7018 .97139 .07$ 180 180118.865 25 7.6 7.1 34.328.9 1.5 7.314 0.72 1.588 2.2610.30022.18 $\begin{array}{lllllllllllllllll}170 & 168 & 73.123 & 24 & 7.4 & 6.7 & 27.223 .1 & 1.5 & 5.866 & 0.57 & 1.276 & 1.91 & 8.22517 .84\end{array}$ $16015753.461227 .26 .423 .419 .7 \quad 1.4 \quad 5.101 \quad 0.49 \quad 1.113 \quad 1.727 .09315 .51$ $15014542.50321 \quad 7.16 .121 .017 .81 .44 .611 \quad 0.44 \quad 1.006 \quad 1.60 \quad 6.35214 .01$ $140 \quad 135.35 .510 \quad 20 \quad 7.0: 5.8 \quad 19.316 .4 \quad 1.44 .266 \quad 0.40 \quad 0.930 \quad 1.51 \quad 5.81512 .92$ $\begin{array}{lllllllllllllll}130 & 124 & 30.659 & 18 & 6.9 & 5.5 & 18.115 .3 & 1.4 & 4.006 & 0.35 & 0.872 & 1.45 & 5.39912 .10\end{array}$ $12011427.098 \quad 16 \quad 6.95 .3 \quad 17.114 .5 \quad 1.43 .804 \quad 0.36 \quad 0.827 \quad 1.40 \quad 5.06611 .45$ 11010524.377146 .85 .116 .313 .9 1.4.4.3.641 0.340 .7921 .36 A. 79110.92 $100.9522 .23412 \quad 6.8 \quad 4.9 \quad 15.613 .3 \quad 1.3 \quad 3.508 \quad 0.32 \quad 0.762 \quad 1.32 \quad 4.55710 .47$FLCU EFF INSUL DIAMETER VEI PIPE PUMP INS HEAT RET TOTAL $2503.91231 \quad 7.5 \quad 3.216 .95 .6 \quad 8.9$ 3.913 $1.820 .924 \quad 1.62 \quad 2.13810 .11$ 240 242882. 552 31 B. 4 8.3 35.635 .53 .616 .277 7.12 1.949 2. 6527.71155 .64 22021561.291297 .7 7.? 18.818 .6 2.7 4.795 2.13 1.022 1.73 9.24618.92 $20019036.429 \quad 27 \quad 7.76 .719 .716 .1 \quad 1.5 \quad 4.337 \quad 0.41 \quad 1.064 \quad 1.78 \quad 6.59114 .18$ IBO 167 26. $70525 \quad 7.5 \quad 6.2 \quad 17.013 .9 \quad 1.5$ 3.792 $0.35 \quad 0.930 \quad 1.63$ 5. 62912.33
 $\begin{array}{llllllllllllllllll}140 & 1 \% 6 & 18.167 & 20 & 7.3 & 5.3 & 14.311 .7 & 1.4 & 3.232 & 0.30 & 0.792 & 1.46 & 4.58010 .36\end{array}$

FLGN EFF INSUL DLAMETER VEL PIPE PUMR INS HEAT RET TOTAL $300 \quad 4.003 \quad 34 \quad 7.63 .211 .75 .67 .64 .220 \quad 1.850 .7361 .49$ 2.16110.45 290 291205.279 348.98 .7 28.728.5 4.523.637 9.81 1.672 2.5837.08074.82 270 259 46.744 32 8.0 7.5 15.515.1 3.5 7.103 3.033 0.941 1.7512.03924.866 250231 28.734 $317.7 \quad 6.9$ 12.712.2 $7.24 .883 \quad 2.040 .7881 .56 .8 .37917 .65$ $23020621.649307 .56 .411 .210 .8 \quad 3.1 \quad 3.8861 .69 \quad 0.7071 .46 \quad 6.77114 .51$

 17014313.533 2A 7.2 5.3 9.3 8.9 2.8 ?. 79 名 $1.180 .604 \quad 1.32 .4 .71710 .62$ $\begin{array}{llllllllllllllllll}150 & 125 & 12.292 & 21.2 & 5.0 & 8.9 & 8.6 & 2.8 & 2.579 & 1.14 & 0.581 & 1.29 & 4.356 & 9.95\end{array}$

FLGI EFF INSIL DIAMETER VEI HTPE PMOTP INS HTAT RET TOTAL $350 \quad 4.31636 \quad 7.6 \quad 3.1 \quad 8.75 .0 \quad 6.14 .3031 .78 \quad 0.618 \quad 1.43 \quad 2.62510 .75$ 340 338122. 36835 9.1 8.9 22.321.8 5. 326.63711 .04 1.428 D.4239.91861. 15 $32030031.450 \quad 35 \mathrm{B.8} 7.6 \quad 12.712 .0 \quad 4.3 \mathrm{B.937} 3.82 \quad 1.862 \quad 1.7513 .4632 \mathrm{~B}$. 33







region of Figure $7-4$. In this small pipe regime, steam is superior only above $175{ }^{\circ} \mathrm{C}$. In the large pipe regime ( 10 MW ), on the other hand, steam is superior above $150{ }^{\circ} \mathrm{C}$ and the differential is much larger at higher temperatures.

The above results were necessary for the consideration of preliminary systems designs. They are also important data for the verification of results of the more complex total system optimization. Many of the formulations developed for this heat transport subsystem optimization have been included in the overall system optimization.



Figure 7n6. Heat Transport Cost at 0.1 MW Thermal.


Figure 7-7. Heat Transport Cost for 1.0 MW Thermal.


Figure 7-8. Heat Transport Cost for 10.0 MW Thermal.

One of the important factors involved in the layout of a solar collector field is to know how to optimally join several heat sources into a single pipe. In Section 6,0 it was shown that the cost of heat transport by pressurized water or steam varies as the transfer power level raised to the exponent 0.48 or 0.8 , depending upon whether the pipe costs are vaying directly as the diameter of the pipe or as the square of the pipe diameter. The ranges of pipe sizes and saturated steam temperatures where these two conditions occur were shown in Figure $7-4$.

When pipe diameters are small and the pressures are not too high, the cost per unit length tends to increase directly with diameter. When either pipe diameter increases or the pressure increases, a region is reached, as shown in Figure 7-4, where the cost per unit length varies as the square of the pipe diameter.

Starting with the basic relationships:

$$
\$ / \mathrm{m}=\mathrm{kP}{ }^{0.48} \text { and } \$ / \mathrm{m}=\mathrm{kP}{ }^{0.82}
$$

we will examine pipe costs for combining heat from various sources by manifolding arrangements for transfer to a central location.

Figure 8-1 shows the general configuration in which heat is flowing from right to left at a power transfer level of rP up to the point where two additional pipes, each carrying power at a level $P$, join the main trunk. To the left of the junction the trunkline is carrying power at a rate $(x+2) P$. It is possible to solve for a minimum cost, by noting the differential pipe configurations shown in Figure 8-2, where the differential trunk length is


Figure 8-1. Pipe Junctions in Heat Transport System.


Figure 8-2. Differential Pipe Lengths.
$d x$ and the differential spur pipe lengths are $d y$. The junction angle, as shown, is defined as $\beta$, and from the configuration it can be seen that $\mathrm{dy} / \mathrm{dx}=\cos \beta$.

If the junction is located at $x_{1}$, the cost of transporting heat from point $x_{1}$ to point $x_{2}$ is equal to

$$
\begin{equation*}
[(x+2) p]^{k} d x \tag{8-1}
\end{equation*}
$$

If, on the other hand, the junction were at point $x_{2}$, the variable cost portion would be a reduced cost for $d x$ and the additional cost of two dy sections which is given as

$$
\begin{equation*}
(\mathrm{rP})^{\mathrm{k}} \mathrm{dx}+2 \mathrm{P}^{\mathrm{k}} \mathrm{dy} \tag{8-2}
\end{equation*}
$$

It can be seen that the minimum cost solution occurs when the cost of transporting heat from a junction at $x_{1}$ and then to $x_{2}$ is equal to transporting to point $x_{2}$ as dx becomes differentially small. Equating Equation (8-1) and (8-2) we obtain

$$
\begin{equation*}
\left((r+2)^{k}-r^{k}\right) d x=2 d y . \tag{8-3}
\end{equation*}
$$

Solving for the cosine $\beta$ yields

$$
\begin{equation*}
\frac{d y}{d x}=\cos B=\frac{(x+2)^{k}-x^{k}}{2} . \tag{8-4}
\end{equation*}
$$

It is instructive to examine a range of numerical examples where the power ratio varies from $r=0$ to 1,000 , as shown in Table 8-1. When $r=0$ there is no trunkline and we are merely dealing with the combining of two spur power sources into a single powerline. Under these conditions, if the large pipe relations are obtaining where the cost of pipe is varying as the square of the diameter, the optimum

## TABLE 8-1

## Optimum Junction Angles

| Power ratio <br> r | Optimum Junction angle, <br> (large pipe) $\mathrm{k}=0.82$ | B, degrees <br> (sma1i pipe) $\mathrm{k}=0.48$ |
| :---: | :---: | :---: |
| 0 | 28 | 45.8 |
| 1 | 43 | 69.6 |
| 2 | 47.5 | 74.0 |
| 4 | 52 | 77.9 |
| 10 | 57.8 | 83.6 |
| 100 | 69.1 | 88 |
| 1000 | 76.3 | 89.6 |

junction angle is $28^{\circ}$. If the small pipe relations are holding such that the power constant is equal to 0.48 , the optimum angle is seen to be $45.8^{\circ}$. When the junction is to a large trunkline, the optimum junction angle increases considerably as shown, and in particular for the small pipe, it approaches very close to a $90^{\circ}$ junction angle.

In applying these optimum junction angles to the field layout optimization, it will be necessary to apply feasibility restrictions. The actual fabrication of pipe junctions on a large scale will require the selection of several standard junction angles (e.g., 30, 45, 60, 75, $90^{\circ}$ ). The selection of a given angle can be made on the basis of the relative power levels involved.

APPENDIX G

HEAT STORAGE

BY
T. B, JONES

## 1.0

## INTRODUCTION

The purpose of this aspect of the STEPS study has been to consider heat storage systems for solar-thermal electric power applications. The significant results reviewed below include a review of thermal storage concepts, and detailed performance and cost calculations for the two prime candidate systems, steam accumulators and hot water displacement storage tanks.

As in solar home heating, there is good reason to consider energy storage for solar-thermal electric power plants. Numerous energy storage concepts might be realistically considered, including thermal, mechanical (kinetic or potential), chemical, and electrical methods. However, of these, only thermal energy storage can be reasonably thought of as an integral part of a solar-thermal electric power plant. Other systems, for example pumped storage, might be compatible with a solarthermal plant, but consideration of these hybrid systems is not within the scope of the STEPS project. Thus this study is limited to thermal energy storage systems.

### 1.1 Rationale for Considering Integral Thermal Storage

Numerous attractive features about thermal storage can be cited as evidence that storage should be an important system component, For example, the nature of insolation suggests storage as a means of gaining generation system flexibility. Storage can be used to extend the generation of electricity from the sun beyond sunset, and it can also be used to smooth out the unpredictability of insolation. Such arguments are attractive to the layman but not necessarily to the power company
engineer, who wants to know if storage can cut the costs of solar-thermal power. If the conservative assumption is made that solar-thermal power plants are never going to produce a significant portion of the nation's total electrical energy needs, then it may be argued that the small amom of energy generated by solar plants will always be "useful", obviating storage. Hence, another more easily verified rationale for the consideration of storage is presented here. Figure 1-1 shows a representative solar-thermal power generation curve. With no storage, a plant designed to use all the thermal energy supplied by a collector field must have a turbine which has a capacity equal to the maximum oceurring at solar nown This capacity is utilized for only a short time each day, and the turbint is operated off-design at lower efficiency during the remainder of the day. With storage, it is possible to use a smaller turbine which runs: at capacity for a much more extended period, as the Figure 1-1 shows. Initial calculations reviewed in an earlier report [CSU/Westinghouse, (1973)] show that such a turbine/storage capacity trade-off may be cost effective.
1.2 Preliminary Decisions on Design and Optimization Strategy for Storage

The investigative procedure for this part of the STEPS project was based in part on the three decisions reviewed below:
(i) Electrical power generated from a solar-thermal power plant is assumed to be useful whenever it is generated; thus, thermal storage is to be considered as a possibly cost-effective trade-off for turbine capacity.
(ii) The costs per $k$ Wh stored per day for thermal storage systems are calculated for various system parameters such as temperature, etc.

Figure 1-1. Typical Utilization of Thermal Storage.
(iii) The optimized storage system is ultimately to be determined by the results of system simulation, which properly accounts for insolation, charging, and discharging by consideration of various decision making strategies for energy handling.
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### 2.1 Review of Systems Considered

Thermal storage systems may be divided conveniently into two fundamentally different categories, sensible and phase change schemes.

### 2.1.1 Sensible Heat Storage

Sensible heat storage is the easiest to implement, partly because of the existence of conventional heat exchanger technology. The temperature variability required in sensible heat storage is a disadvantage, but not necessarily a severe one if condensing turbines are used. Practical sensible heat storage schemes are naturally divided into (i) fluid and (ii) solid schemes. Often the fluid is also the working fluid of the system (e.g.; water), which makes the heat exchange problem less significant. Principal among working fluid heat storage schemes are the steam accumulator, where the working fluid is steam and the storage medium is water (steam, condensed under pressure and then re-boiled), and the stratified hot water displacement tank, where pressurized water serves as both working fluid and storage medium. One sensible heat storage scheme using a solid material (iron) is the superheat accumulator [Marguerre, F., (1933) and Dolezal, R., (1962)], but the relatively low temperature of solar-thermal systems precludes serious consideration of superheated steam. Iron can be placed directly in hot water sensible heat storage tanks, but it is not attractive on a tank volume (cost) basis. No other practical solid heat storage medium has been located.

### 2.1.2 Change of Phase Heat Storage

Because material phase transitions occur isothermally, usually
with the release or absorption of significant latent heats, change of G-5
phase heat storage is a concept with great potential. Many different phase change concepts have been considered.

Solid-Liquid Phase Changes--The heat of fusion of some solids such as salt-hydrates, alloys, and eutectics [Locklin, D. W., Droege, J. Ward, J. J. and Eibling, J. A., (1958); Goldstein, M., (1961); University of Pennsylvania, (1971); Aerospace Corp., (1972)] make them attractive as potential heat storage media. There is some experience with salt hydrater in solar home heating storage systems [Telkes, M., (1964); Telkes, M., and Raymond, E., (1949)], but problems of phase separation and cumulative material degradation are significant [Hodgins, J. W., and Hoffman, T. M., (1955)]. Also, their temperature range is generally below the range of solar-thermal plants.

Work with eutectics has produced a number of new potential storage media, such as LiOH-LiF which melts at $420{ }^{\circ} \mathrm{C}$ [Aerospace Corp. (1972)], but their temperatures are generally above the realistic range of solar-thermal plants. Further, problems in the design of heat exchangers and sub-cooling effects exist.

## Solid-Solid Phase Changes--Certain phase transitions from one

 solid state to another have been considered for heat storage [Goldsteill. M., (1961)], but the latent heats of these transitions are smaller that those of fusion. They are not actively being considered at this time.Heat of Vaporization--The utilization of the heat of vaporization in storing thermal energy is not in itself attractive because of the requirement of a huge costly vapor containment vessel. However, Goldstein (1961) has proposed a vaporization-distillation scheme which uses two liquid tanks, one of which absorbs water vapor into solution, (e.g.. sulphuric acid absorbs water into solution without too large a heat of solution) boiled away from the other tank. With the vapor volume problef
thus solved, this scheme looks attractive. Unfortunately no effort has been devoted to development of this potentially attractive heat storage scheme past the conceptual stage, and there is no basis for engineering feasibility studies.

Others--Heats of solution have been proposed [Goldstein, M., (1961)] but problems of material segregation are likely to be encountered.

### 2.1.3 Hybrid Systems

The Minnesota-Honeywell research team has discussed the possibility of placing a matrix of capsules of a eutectic material into a steam accumulator [University of Minnesota/Honeywel1, (1972)]. Presumably the water is displaced by a eutectic or salt-hydrate with an increased thermal energy storage density. Further, the small capsules insure good heat transfer. Whether incongruent melting and sub-cooling problems can be avoided by encapsulation is completely unknown.

### 2.2 Discussion of Heat Storage Systems

### 2.2.1 Materials

Liquids--Liquids considered for working fluid/storage media include water, organic liquids, such as the insulating dielectrics, alcohol, etc., and inorganics, such as fluorocarbons, and ammonia. By any measure (storage and heat transfer properties, cost, availability of engineering data, etc.) water is the best possible fluid in the expected operating range of a solar-thermal electric power plant. Thus, water is the only sensible heat storage material seriously considered here.

Solids--On a per volume basis, iron is not as attractive as
water. Other metals with good heat transfer properties are either too
scarce, too expensive, or, in the case of sodium, too dangerous. Sensib) heat in solids has been eliminated from consideration.

## 2.2 .2 <br> Systems

Reference has been made above to numerous heat storage systems, some of which have been extensively developed (e.g., the steam accumil1ator [Goldstern, W., (1970); Lamb, W., (1962-3)], some of which have been tested experimentally (e.g., the salt-hydrate fusion systems [Telkes, M., (1964); Telkes, M., and Raymond, E., (1949); Hodgins, J. K. and Hoffman, T. W., (1955)]), and some of which are strictly conceptual (e.g., the vaporization-distillation scheme [Goldstein, M.. (1961)]). In this study, data covering the physical properties of a large number of possible heat storage materials have been collected, but, aside from the steam accumulator and the salt-hydrate heat storage system used in the Dover house [Telkes, M., and Raymond, E., (1949)], no useful engineering data on systems have been obtained.

For many of the systems or concepts discussed above, it is only possible at this point to state problems already encountered or anticipated by engineers. For heat of fusion systems, these problems include degradation of materials, incongruent melting, heat exchanger problems, toxicity and/or fire hazards of certain materials. To this list should be added the pragmatic matter of unknown materials cost and availability. The vaporization-distillation concept is untested experimentally, as is the encapsulation of eutectics in hot heat trans: fer fluids. Major uncertainties in the design and cost of all these systems cannot be denied.

### 2.3 Result of Initial Screening of Thermal Storage Systems

The predictable result of the initial screening and data collection process is the choice of two sensible heat storage systems, both of which use water: the steam accumulator (see Section 3.0) and the stratified hot water displacement system (see Section 4.0). In the following two sections, these two storage schemes are considered in detail. Performance and cost data are presented. The good reliability of these figures should provide useful benchmarks for comparison to new heat storage systems as more useful engineering and cost data on these new systems become available. One might reasonably expect a breakthrough in intermediate temperature eutectics $\left(100{ }^{\circ} \mathrm{C}\right.$ $300{ }^{\circ} \mathrm{C}$ ) to make an inmediate impact on heat storage technology for solar-thermal electric power system applications.

### 3.1 Operation of Steam Accumulators

Refer to Figure 3-1 which shows a cut-away view of a steam accumulator. The steam accumulator is essentially a pressure vessel filled to about 90 percent with water at elevated temperature and pressure. It accepts and delivers steam, while storing the thermal energy as sensible heat in the water. To store heat, live steam is bubbled into the vessel through a special nozzle shown in the figure. The nozzle is located axially (with vertical steam accumblators) inside a circulation pipe. When steam is introduced through the nozzle, it rises in the circulation pipe, drawing water with it. The eirculation thereby set up mixes the water and helps to maintain nearequilibrium conditions in the water mass. As the steam flows in, the water temperature rises, while the water mass increases slightly.

The accumulator is discharged by valving off the steam volume above the water to drop the pressure slightly, Boiling results, and, if the accumulator is not discharged too quickly, dry saturated steam is delivered to the turbine. An internal network of tapered discharge structures is usually used to maximize mixing and minimize local super: heating of the water, to avoid explosive boiling. See Figure 3-1.

Typically, the water volume of a steam accumulator varies from *60-70 percent uncharged to $w^{90}$ percent fully charged. Larger accumulators exhibit considerable expansion and contraction during the charge discharge cycle and so must be specially designed to account for this, The maximum rate of discharge for dry steam generation in a steam accumulator is proportional to the steam volume, and is also dependent


Figure 3-1. Cut-Away View of Vertically Mounted Steam Accumulator Thermal Storage Tank.
upon pressure and water purity. Further details of steam accumulator design and operation are found in Goldstern (1970). Multiple tanks are connected in paralle1, as shown in Figure 3-2.

### 3.2 Previous Applications of Steam Accumulators

Steam accumulators find widespread application in Etrope
[Goldstern, W., (1970)], where they are used primarily in process plants which have fluctuating steam demands. Their advantage in such applications is a savings of energy which results from being able to operate boilers at a constant firing rate, where the boiler fuel utilization efficiency is maximized, Two electrical power plants, in Malmö (Sweden) and Berlin (Germany), are equipped with steam accumulators. These facilities are designed to compensate for electric power demand fluctuations, The Berlin-Charlottenburg facility is interesting, because it consists of 16 vertically mounted tanks, each with a volume of $312.5 \mathrm{~m}^{3}$. The pressure varies from $14 \mathrm{kgf} / \mathrm{cm}^{2}$ (200 psia) down to $1.5 \mathrm{kgf} / \mathrm{cm}^{2}(21 \mathrm{psia})$. When the accumulators are discharged, two special 20 MW steam storage turbines are used to produce electrical energy from the steam. It is interesting to note that under optimal (unthrottled) discharge conditions, a steam accumulator facility of this size has the potential to deliver in excess of $88,000 \mathrm{kWh}_{\mathrm{e}}$.

### 3.3 Standardized Design

All performance and cost calculations have been based on a steam accumulator vessel of standardized size and configuration. The economic advantages of this approach are obvious, and the results of the calculations are easily converted to a per unit volume basis. The
To Turbine

tank size chosen is the largest shop fabricated vessel consistent with readily available rail transport equipment.

The configuration is a vertically mounted vessel with an inside diameter of 12 feet ( 3.66 meters) and an inside length of 48 feet (14.63 meters). Refer to Figure 3-1 again, and also to Table 3-1. Note that the vessel thickness is a parameter dependent on the maximum operating pressure and temperature. Also note that the vessel is supporth by three claws which rest on rollers to permit expansion and contraction.

TABLE 3-1
Standard-sized Steam Accumulator
Specifications and Data

* CONFIGURATION: Cylindrical Shell with Hemispherical Heads
(Shop Welded, 100 percent X-rayed A-515 (A) Stcel]
* INSIDE LENGTH: 14.6 meters ( 48 feet)
* INSIDE DIAMETER: 3.66 meters ( 12 feet)
* VOLUME: $\quad 141 \mathrm{~m}^{3}$ (4977 $\left.\mathrm{cu} . \mathrm{ft}.\right)$
* Water fill

VOLUME AT
FULL CHARGE: $126.9 \mathrm{~m}^{3}$ ( $4480 \mathrm{cu} . \mathrm{ft}$.)

* features: 24 in . Manway

Charging Nozzle and Circulation Pipe
Tapered Discharge Structure
Vertical Mounting

### 3.4 Performance Model

3.4.1 Thermodynamics

Under typical operating conditions, the water and steam in an accumulator are essentially in equilibrium, that is, they are saturated.

Thus, the thermodynamic state of the accumulator is completely determined by a specification of either temperature or pressure. If certain conditions are maintained on the rate of discharge (not too rapid, with good mixing), the evolved steam is dry and saturated, and the discharge is a reversible process. Typically, the accumulator and all inter-connecting piping are well-insulated, so the adiabatic condition may be assumed. Thermodynamic irreversibility is introduced if the accumulator is charged with steam at a higher temperature than that of the accumulator. The attendant lose in energy availability is measured by means of the efficiency of storage, "storage"

$$
\begin{equation*}
n_{\text {storage }}=\frac{E_{\text {electric }}}{E_{\text {electric }, 0}} \tag{3-1}
\end{equation*}
$$

where $E_{\text {electric, } 0}=\eta_{\text {cycle }} E_{\text {thermal }}$ is the electric energy provided directly from the thermal energy $E_{\text {thermal }}$, at constant temperature $T_{2}$, and $E_{e l e c t r i c}$ is the electric energy produced from the discharge of a storage system which has been charged with the same thermal energy $E_{\text {thermal }}$ at the same temperature $T_{2}$. It is easy to show that

$$
\begin{equation*}
\eta_{\text {storage }}\left(T_{2}, T_{1}, T_{c}\right)=\frac{\frac{1}{T_{2}-T_{1}} \int_{T_{1}}^{T_{2}}{ }_{c y c l e^{\left(T, T_{c}\right)} d T}^{n_{c y c l e}\left(T_{2}, T_{c}\right)}}{n_{c}} \tag{3-2}
\end{equation*}
$$

where $T_{2}=$ maximum temperature of storage (same as design operating temperature),
$\mathrm{T}_{1}=$ minimum temperature of storage, and
$\mathrm{T}_{\mathrm{c}}=$ heat sink (condenser) temperature.

If the cycle efficiency is a constant fraction of Carnot efficiency, then the constant fraction cancels out of Equation (3-2) and

$$
\begin{equation*}
=\frac{\frac{1}{T_{2}-T_{1}} \int_{T_{1}}^{T_{2}} n_{\text {carnot }}\left(T, T_{c}\right) d T}{n_{\text {carnot }}\left(T_{2}, T_{c}\right)} \tag{3-3}
\end{equation*}
$$

But

$$
\begin{equation*}
\eta_{\text {carnot }}\left(T, T_{c}\right)=\frac{T-T_{c}}{T} \tag{3-4}
\end{equation*}
$$

and so the storage efficiency may be shown to be [Hottel, H. C., (1974)]:

$$
\begin{equation*}
\eta_{\text {storage }}\left(T_{2}, T_{1}, T_{c}\right)=\frac{\left(T_{1 m}-T_{c}\right) / T_{I m}}{\left(T_{2}-T_{c}\right) / T_{2}} \tag{3-5}
\end{equation*}
$$

where $T_{1 \mathrm{~m}}=\left(T_{2}-T_{1}\right) / \ln \left(T_{2} / T_{1}\right)$ is the $\log$-mean temperature difference. Equation (3-5) clearly shows the loss in energy availability suffered by the cyclic process of storing thermal energy supplied at constant temperature in an accumulator and then withdrawing and delivering it under conditions of decreasing temperature to a turbine/generator. The relevance of the result, Equation $(3-5)$, to the real accumulator-turbine/generator subsystem considered here hinges on the validity of the assumption that cycle efficiency is a constant fraction of Carnot efficiency. This assumption may be checked by reference to the calculated off-design condensing turbine performance data provided by Westinghouse (Section 11.0 [CSU/Westinghouse, (1973)]). The fraction
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of Carnot efficiency is constant within $\sim 5 \%$ for a given turbine with a given design operating temperature and capacity, but this fraction varies significantly with respect to these parameters. Thus, the simplified efficiency of storage expression, Equation (3-5), is of limited use in parametric studies, such as the one undertaken here.

### 3.4.2 Dynamics

The dynamics of charging and discharging a steam accumulator are more relevant to simulation studies than to the performance calculations, but the constant steam volumetric flow rate condition, which is maintained over a wide range of saturated steam infet temperature conditions in condensing turbines [CSU/Westinghouse, (1973)], makes the discharge dynamics trivial. The only problem is to check that the maximum discharge rate condition of the accumulator itself is not exceeded. This condition is empirically described by the equation below [Goldstern, W., (1970)]:

$$
\begin{equation*}
\mathrm{d}=(2.35+.014 \mathrm{p}) \mathrm{D}_{\mathrm{W}}^{-.715} \tag{3-6}
\end{equation*}
$$

where $d=\frac{\text { metric tons steam/hour }}{\mathrm{m}^{3} \text { steam volume }}$,

$$
\begin{aligned}
& \mathrm{p}=\text { pressure (atmospheres), and } \\
& \mathrm{D}_{\mathrm{W}}=\text { density of water (degree of purity), }{ }^{\mathrm{o}_{\text {Baume. }}}
\end{aligned}
$$

For typical conditions, and $90 \%$ maximum water fill, this maximum flow rate is not exceeded except when a very small storage installation is coupled with a very large turbine.

The dynamics of charging can only be dealt with in simulation studies, where various power generation strategies can be tested, Therefore, this aspect of the dynamics problem is not considered here.

### 3.4.3 Discharge Equations

The choice of turbine capacity and maximum operating tenperature: determines the total amount of electrical energy available in the discharga of an accumulator between two temperatures $T_{2}$ and $T_{1}$. Because of tho nature of the turbine data, a numerical approach using tabular efficiency and flow data is used. The condition of constant volumetric steam flow rate is assumed to hold over the entire discharge temperature range (from $T_{2}$ down to $T_{1}$ ). The differential equations are:

$$
\begin{equation*}
d E_{\text {thermal }} \approx-m(T) d h_{f}-h_{f}(T) d m \tag{3-7}
\end{equation*}
$$

$$
\begin{equation*}
d m=-\frac{d E_{\text {thermal }}}{h_{f g}(T)} \tag{3-8}
\end{equation*}
$$

where the heat content of the steam in the accumulator has been neglected in Equation (3-7). Combining Equation (3-7) and (3-8),

$$
\begin{equation*}
\mathrm{dE}_{\text {thermal }}=-\left[\mathrm{h}_{\mathrm{fg}}(\mathrm{~T}) \mathrm{m}(\mathrm{~T}) \frac{\mathrm{d} h_{\mathrm{f}}}{\mathrm{dT}} /\left(\mathrm{h}_{\mathrm{fg}}-\mathrm{h}_{\mathrm{f}}\right)\right] \mathrm{dT} \tag{5-9}
\end{equation*}
$$

The dynamics of the accumulator discharge are constrained by the condensim turbine to a constant volumetric flow of steam. Thus,

$$
\begin{equation*}
\mathrm{dE}_{\text {thermal }}=\left\{\left[\mathrm{h}_{\mathrm{g}}(\mathrm{~T})-\mathrm{h}_{\mathrm{f}}\left(\mathrm{~T}_{\mathrm{c}}\right)\right] \dot{\mathrm{V}} / \mathrm{v}_{\mathrm{g}}(\mathrm{~T})\right\} \mathrm{dt} \tag{3-10}
\end{equation*}
$$

and, from the cycle efficiency, we can calculate the electric energy.

$$
\begin{equation*}
\mathrm{dE}_{\text {electric }}=n_{\text {cycle }}\left(\mathrm{T}_{2}, \mathrm{~T}, \mathrm{~T}_{\mathrm{c}}\right) \mathrm{dE}_{\text {thermal }} \tag{3-11}
\end{equation*}
$$

The time interval associated with a temperature drop dT is then

$$
\begin{equation*}
d t=-\frac{h_{f g}(T) \frac{d h_{f}}{d T} V(T) v_{g}(T)}{\dot{v} v_{f}\left[h_{f g}(T)-h_{f}(T)\right]\left[h_{g}(T)-h_{f}\left(T_{c}\right)\right]} d T \tag{3-12}
\end{equation*}
$$

The Equations $(3-10),(3-11)$, and (3-12) can be numerically integrated quite conveniently using small temperature increments to calculate important performance quantities such as the available electric energy, the thermal charging energy, the discharge time, and the water mass and volume remaining in the tank.

Note that the thermal energy $E_{\text {thermal }}$ refers to the heat content of steam, not water. The results of these calculations may be used directly if it is assumed that the heat transport medium is steam, produced directly in the absorber. However, if hot water is the working fluid in the collector system and if the water is used to produce steam in a heat exchanger-boiler, then additional energy availability is lost and the cycle and storage efficiency functions cannot be used as a complete description of the conversion efficiency from heated water to electric power.

All the data are presented for a condenser temperature ( $T_{c}$ ) of $40{ }^{\circ} \mathrm{C}$. The results can be altered to any different condenser temperature $T_{c}^{\prime}$ by accounting for the cycle efficiency transformation provided below.

$$
\begin{equation*}
\eta_{\operatorname{cycle}}\left(T, T_{c}^{\prime}\right)=\frac{1-T_{c}^{\prime} / T}{1-T_{c} / T} \cdot \eta_{\text {cycle }}\left(T, T_{c}\right) \tag{3-13}
\end{equation*}
$$

### 3.4.4 Summary of Performance Calculation Results

All the performance results are obtained on a per tank basis for turbines of various design temperatures and capacities. The computur program used to make the numerical calculations provides data on varions discharge parameters at temperature intervals during the discharge. In so doing, we gain knowledge of the dynamics of the discharge cycle under the assumed constant steam volume flow rate conditions. A typical normalized plot of the thermal and electrical energies and powers is shown in Figure 3-3. Note the times of $90 \%$ and $95 \%$ electrical energy discharg. are marked on the curves. These times give a measure of the time dependence of the electric power, which starts at the full power level and decreases rapidly with time as the accumulator temperature drops.

Other more useful performance data are plotted in Figures 3-4 and $3-5$. Figure $3-4$ shows the thermal charging energy and the availablo electrical energy per standard tank (as specified in Table 3-1) as a function of the design maximum storage temperature (turbine design temperature). The turbine data used for these calculations is a 10 MW electric capacity unit, the important specifications of which are reviewed in Table 3-2. The table shows the lower limit $T_{1}$ on the discharge of the accumulator, which is somewhat arbitrarily limited to the lowest temperature at which valid turbine data has been supplied [CSU/Westinghouse, (1973)]. Figure 3-5 shows the times required for $90 \%, 95 \%$ and $100 \%$ discharge of the electrical energy available in the accumulator.

The data supplied in Figures $3-4$ and $3-5$ is actually of general validity and can be used with other size accumulators and condensing


Figure 3-3. Normalized Plot of Time Dependence of Important Parameters in Steam Accumulator Discharge. (Basis: 10 MW Turbine, $\left.\mathrm{T}_{\mathrm{C}}=40^{\circ} \mathrm{C}, \mathrm{T}_{1}=170^{\circ} \mathrm{C}, \mathrm{T}_{2}=250^{\circ} \mathrm{C}\right)$.


Figure 3-4. Steam Accumulator Thermal and Electrical Energy Storage per Standard Tank (Basis: 10 MW Turbine, $\mathrm{T}_{\mathrm{c}}=40^{\circ} \mathrm{C}$ ).


Figure 3-5. Steam Accumulator Storage Time per Standard Vessel. (Basis: 10 MW Turbine, $\mathrm{T}_{\mathrm{c}}=40^{\circ} \mathrm{C}$ ).

## TABLE 3-2

Summary of 10 MW Condensing Turbine Off-Design Efficiency and Mass Flow Rate Data

## $\mathrm{T}_{2}=150^{\circ} \mathrm{C}\left(302{ }^{\circ} \mathrm{F}\right), \mathrm{T}_{\mathrm{c}}=40^{\circ} \mathrm{C}\left(111{ }^{\circ} \mathrm{F}\right)$

off-design temperatures cycle efficiencies mass flow rate (kg/lir).
$150{ }^{\circ} \mathrm{C}\left(302{ }^{\circ} \mathrm{F}\right)$
$140^{\circ} \mathrm{C}\left(284^{\circ} \mathrm{F}\right)$
$130^{\circ} \mathrm{C}\left(266{ }^{\circ} \mathrm{F}\right)$
$120^{\circ} \mathrm{C}\left(248^{\circ} \mathrm{F}\right)$
$110^{\circ} \mathrm{C}\left(230^{\circ} \mathrm{F}\right)$
$100^{\circ} \mathrm{C}\left(212^{\circ} \mathrm{F}\right)$
. 1877
.1791
. 1667
. 1506
. 1304
. 1060
$\mathrm{T}_{2}=200^{\circ} \mathrm{C}\left(392{ }^{\circ} \mathrm{F}\right), \mathrm{T}_{\mathrm{c}}=40^{\circ} \mathrm{C}\left(111^{\circ} \mathrm{F}\right)$
$200{ }^{\circ} \mathrm{C}\left(392{ }^{\circ} \mathrm{F}\right) \quad .2379$
$180^{\circ} \mathrm{C}\left(356{ }^{\circ} \mathrm{R}\right)$
. 2231
. 1989
. 1648
. 1142
$\underline{T_{2}}=250{ }^{\circ} \mathrm{C}\left(482{ }^{\circ} \mathrm{F}\right), \mathrm{T}_{\mathrm{C}}=40^{\circ} \mathrm{C}\left(111{ }^{\circ} \mathrm{F}\right)$
$250{ }^{\circ} \mathrm{C}\left(482{ }^{\circ} \mathrm{F}\right) \quad .2761$
$230^{\circ} \mathrm{C}\left(446^{\circ} \mathrm{F}\right)$
. 2653
$210{ }^{\circ} \mathrm{C}\left(410{ }^{\circ} \mathrm{F}\right) \quad .2483$
$190^{\circ} \mathrm{C}\left(374^{\circ} \mathrm{F}\right) \quad .2242$
$170{ }^{\circ} \mathrm{C}\left(338{ }^{\circ}{ }^{\circ} \mathrm{F}\right) \quad .1909$
$150{ }^{\circ} \mathrm{C}\left(302{ }^{\circ} \mathrm{F}\right)$. 1481
$\underline{T_{2}}=300{ }^{\circ} \mathrm{C}\left(572^{\circ} \mathrm{F}\right), \mathrm{T}_{\mathrm{C}}=40^{\circ} \mathrm{C}\left(111{ }^{\circ} \mathrm{F}\right)$

| $300{ }^{\circ} \mathrm{C}\left(572{ }^{\circ}{ }^{\circ} \mathrm{F}\right)$ | .3040 |
| :--- | :--- |
| $260{ }^{\circ} \mathrm{C}\left(500^{\circ} \mathrm{F}\right)$ | .2847 |
| $220{ }^{\circ} \mathrm{C}\left(428{ }^{\circ} \mathrm{F}\right)$ | .2448 |
| $180^{\circ} \mathrm{C}\left(356{ }^{\circ} \mathrm{F}\right)$ | .1744 |

$4.738 \cdot 10^{4}$
$2.441 \cdot 10^{4}$
$1.197 \cdot 10^{4}$
$0.532 \cdot 10^{4}$
mass flow rate assuming constant volumetric flow condition.
turbines, if the appropriate multipliers are employed. To calculate the thermal energy or electrical energy in a vessel of a different volume $V^{\prime}$, use the multiplier $V^{\prime} / 141$ on data from Figure 3-4, where $V^{\text {. }}$ is in cubic meters. The data in Figure $3-4$ is roughly independent of turbine capacity for turbines in the size range 3 MW to 300 MW . To calculate the discharge time for $90 \%, 95 \%$ or $100 \%$ withdrawal of an accumulator of volume $\mathrm{V}^{\prime}\left(\mathrm{m}^{3}\right)$ through a turbine of capacity $\mathrm{P}^{\prime}$ (MW), use the multiplier ( $V^{\prime} / 141$ )/( $P^{\prime} / 10$ ) on data from Figure 3-5.

### 3.5 Cost Model

A very detailed approach to the costing of installed steam accumulators is possible. The results of this calculation are reviewed in this section.

### 3.5.1 Breakdown of Costs and Assumptions

The breakdown of cost items in steam accumulators is shown in the Table 3-3. Two obvious omissions from this table are off-loading and hauling to the plant site. These costs are actually expected to be quite small, and have been neglected. Another cost item not considered is maintenance. Steam accumulators of this size would presumably be subject to yearly internal inspection [Garver, W. L. (1974)]. (For this reason, a manway is included in the vessel design.)

## TABLE 3-3

## Steam Accumulator Costing Breakdown

I VESSEL FABRICATION \& TESTING
A. Shell and Heat Costs
B. Shop Preparation, Stress Relief
C. Manways

II CONTROLS \& PERIPHERALS
A. Valves and Actuators (Inlet, Outlet, Safety, etc.)
B. Liquid Level Gauge
C. Nozzle and Charging Pipe
D. Painting
E. Discharge Structure
F. Insulation

III SUPPORT STRUCTURE
A. Reinforcing Ring
B. Support Claws
C. Concrete Columns and Foundation

IV TRANSPORT \& SITE WORK
A. Rail Transportation
B. Erection of Vesse 1
C. Installation of Valves and Fittings

V CONTINGENCY (5\%)

The cost of such maintenance/inspection would be largely accrued in the down-time essential to such inspection. This type of cost is most easily accounted for by considering the value of steam accumulators when temporarily shut down. This matter is not considered here, because of the far greater uncertainties in the costs of collector system maintenance.

It is assumed that pressure shop fabricated vessel costing procedures are applicable to steam accumulators. The inclusion of $1 / 16^{\prime \prime}(.16 \mathrm{~cm})$
corrosion safety factor in wall thickness calculations is intended to account for corrosion due to the presence of pressurized water in the vessel [Brinkman, W. H. (1973)]. Several sources on pressure vessel costing have been located [Clark, F. C., and Terni, S. P., (1972); Reilly, A. J. (1960)], but the easiest to use and the most complete are the Richardson Engineering Services documents [Richardson Engineering Services, Inc. (1973)]. These documents contain not only pressure vessel cost data, but also information on much of the peripheral equipment needed for the steam accumulators, plus installation and erection costs.

Note that all costs are in mid-1972 dollars. A standard $\pm 10 \%$ cost accuracy [Richardson Engineering Services, Inc. (1973)] must be assumed to apply to all results given here.

### 3.5.2 Cost Calculation Results

The costs are per standard vessel unless otherwise specified. Cost per volume can be obtained by dividing the tank cost by $141 \mathrm{~m}^{3}$ to get the cost per unit volume.

The maximum charging temperature of a steam accumulator, $\mathrm{T}_{2}$, is equal or almost equal to the design operating temperature of the steam turbine. Thus, this maximum accumulator temperature is a very important system parameter. The cost of a standard vessel is a strong function of $T_{2}$ because the vessel thickness is proportional to the maximum pressure associated with the maximum temperature. Figure 3-6 shows a plot of vessel weight and total installed cost versus $T_{2}$. Another very useful cost function is the cost per unit of electrical energy available from a full accumulator charge. Since an accumulator will undoubtedly be designed on the basis of a daily charge/discharge


Figure 3-6. Steam Accumulator Storage Standard Vessel Weight and Cost (installed).
cycle, the available electric energy is considered as kilowatt-hours per day. This cost function is not too easily used in comparing accumulator and turbine costs, because information on insolation is needed, but it is a very useful function for (i) comparisons amongst storage schemes, and (ii), sub-optimal choices of system parameters such as operating temperatures. This cost function is plotted in Figure $3-7$. Also plotted in Figure $3-7$ is the cost per unit thermal charging energy, This plot shows that the cost per unit useful energy is minimized at around $210^{\circ} \mathrm{C}$. This minimum is not too sharp, indicating that steam accumulator storage may be cost effective over a rather broad range of operating temperatures.

The thickness of a standard vessel is over 15 cm . at $300{ }^{\circ} \mathrm{C}$ operating temperature. Such vessels are not easily fabricated in shops, and, because Richardson (1973) does not consider thick-walled vessels, an approximate vessel cost multiplier, [F. D. Clark and S. P. Terni (1972)], has been used to account for this factor. Thus, an additional $\pm 10 \%$ uncertainty exists for the $300^{\circ} \mathrm{C}$ cost data in Figures $3-6$ and $3-7$.


Figure 3-7. Steam Accumulator Cost per kWh (thermal and electrical). (Basis: 10 MW Turbine, $\mathrm{T}_{\mathrm{c}}=40^{\circ} \mathrm{C}$ ).
4.0 STRATIFIED HOT WATER DISPLACEMENT HEAT STORAGE: DESIGN, PERFORMANCE, COSTING

### 4.1 Operation of Hot Water Storage

Refer to Figure 4-1, which shows the essential features of a stratified hot water displacement heat storage tank. The vessel used must be mounted vertically with a large enough aspect ratio to allow a stable stratification layer to prevent mixing of hot and cold water during withdrawal. The heat from the collector field is stored by pumping hot water into the tank from the top, displacing cold water which drains out the bottom and flows into the collector. When the stored hot water is to be used, it is drawn off the top and fed into a heat exchanger-boiler. The water returning from the heat exchanger is pumped into the storage tank at the bottom. The energy is stored as sensible heat in the tank, and usually it is advantageous to discharge the tank by a series of cyclic passes through the heat exchanger, each cycle producing steam at a lower (off-design) temperature than the previous cycle. As a result, the hot water displacement storage system requires a more complex energy control system than the steam accumulator. Figure 4-2 shows the arrangement of several hot water storage tanks connected in series.

### 4.2 Other Applications of Hot Water Storage

Hot water storage has been proposed for use in central heating plants for large apartment complexes [Schonholzer, E. (1969)]. Comion hot water heater systems rely on thermal stratification to maintain constant hot water temperatures until all the heated water has been


Figure 4-1. Stratified Hot Water Displacement Storage Tank.


Figure 4-2. Arrangement of Hot Water Storage Tanks.
used up. No serious consideration of hot water displacement storage utilization in conventional electric power plants has been found in the literature.

### 4.3 Standardized Design

As in the case of the steam accumulator, a standardized design for stratified hot water displacement storage systems has been employed in all performance and cost calculations. The important design featires are reviewed in the Table $4-1$. The individual tanks are one meter in diameter and ten meters in length. Each tank is vertically mounted on three support legs. The tanks are mounted in seven tank clusters and they are series connected to avoid balancing problems in charging and discharging. Two valves are included per cluster; one is a safety blow-down and the other is the charge-discharge valve. Each cluster of seven vertical tanks is fitted with a skirt and steel support hoops to give the tanks added integral support.

TABLE 4-1
Standard Sizod Stratified Hot Water
Displacement Storage Tank

- CONFIGURATION:
- INSIDE LENGTH:
- INSIDE DIAMETER:
- VOLUME:
- FEATURES:

Cylindrical Shell with Hemispherical Heads (shop welded, $100 \%$ X-rayed A-515 (A) steel)

10 meters ( 32.81 ft. )
1.0 meter ( 3.28 ft.$)$
$53.15 \mathrm{~m}^{3}$ (1877 cu. ft.)
-- Clusters of seven tanks
-- Vertical Mounting
-- One skirt per cluster

## 4.4

## Performance Model

### 4.4.1 Thermodynamics

The heat extracted from a displacement hot water tank operated between temperatures $\mathrm{T}_{\mathrm{hw}}$ and $\mathrm{T}_{\mathrm{cw}}$ is

$$
\begin{equation*}
E_{\text {thermal }}=V\left[\frac{h_{f}\left(T_{h w}\right)}{v_{f}\left(T_{h w}\right)}-\frac{h_{f}\left(T_{c W}\right)}{v_{f}\left(T_{c w}\right)}\right] \text {. } \tag{4-1}
\end{equation*}
$$

The tank does not have to be completely discharged all at once, but can be discharged through several intermediate temperatures until eventually the lower operating temperature limit of the turbine is reached. During each step of the discharge cycle, the hot water is delivered at a constant temperature which is lower than the previous step. Thus, the turbine operates in a step-wise fashion, with steam at successively lower operating temperatures, much like the turbine run from an accumulator. The total electrical energy available from storage is

$$
\begin{equation*}
E_{\text {electric }}=\sum_{i=1}^{N-1} \eta_{\text {cycle }}\left(T_{i, \text { steam }}\right) V\left[\frac{h_{f}\left(T_{i, \text { water }}\right)}{v_{f}\left(T_{i, \text { water }}\right)}-\frac{h_{f}\left(T_{i+1, \text { water }}\right)}{v_{f}\left(T_{i+1, \text { water }}\right)}\right] \text {, } \tag{4-2}
\end{equation*}
$$

where $T_{1}$,steam is the design operating steam temperature of the turbine/collector system, and $\mathrm{T}_{\mathrm{N}-1}$, steam is the minimum operating steam temperature of the turbine as defined in Section 3,4,4. Because turbines cannot be operated safely under rapidly varying steam temperature conditions, the water temperature drops, $T_{i, \text { water }}-T_{i+1 \text {, water }}$, must be kept small so that the steam temperature drop, $T_{i \text {, steam }}-T_{i+1}$, steam, is not too large.

It should be noted that the discharge process, and not the charging process, is irreversible in hot water displacement storage, This is just opposite to the situation in steam accumulator storage. Further, the energy storage density is somewhat lower for hot water displacement storage than for accumulators. This is because of the significantly greater net mass change in an accumulator from a fully charged to fully discharged state. These differences show up in the performance and cost figures for the two systems.
4.4.2 Dynamics and Heat Transfer

To consider the dynamics, the operating characteristics of the turbine and the heat exchanger-boiler must be taken into accourt. The constant volumetric flow condition for the condensing turbine is employed to calculate the steam mass flow rate. Then the heat exchanger-boller relations are used to calculate the temperatures.

For a given hot water temperature $T_{h w}$, condenser temperature $T_{c^{\prime}}$ the steam temperature $T_{\text {stean }}<T_{h w}$, and the pinch point $T_{\text {steam }}<T_{\text {pinci }}$ $T_{h w}$ are chosen. If it is assumed that the heat exchanger boiler produces dry saturated steam and that the process is adiabatic, then the following relations hold amongst the operating parameters.

$$
\begin{equation*}
T_{c w}=T_{\text {pinch }}-\frac{\left[h_{f}\left(T_{\text {steam }}\right)-h_{f}\left(T_{c}\right)\right]}{h_{f g}\left(T_{\text {steam }}\right)} \cdot\left(T_{h w}-T_{\text {steam }}\right) \tag{4-3}
\end{equation*}
$$

$$
\begin{equation*}
\dot{\mathrm{m}}_{\mathrm{hw}} \approx \frac{\mathrm{~h}_{\mathrm{g}}\left(\mathrm{~T}_{\text {steam }}\right)-\mathrm{h}_{\mathrm{f}}\left(\mathrm{~T}_{\mathrm{c}}\right)}{\mathrm{h}_{\mathrm{f}}\left(\mathrm{~T}_{\mathrm{hw}}\right)-\frac{\mathrm{v}_{\mathrm{f}}\left(\mathrm{~T}_{\mathrm{hw}}\right)}{v_{\mathrm{f}}\left(\mathrm{~T}_{\mathrm{cw}}\right)} h_{\mathrm{f}}\left(\mathrm{~T}_{\mathrm{cw}}\right)} \cdot \dot{\mathrm{m}}_{\text {steam }} \tag{4-4}
\end{equation*}
$$

Using Equations 4-3 and 4-4, with the appropriate turbine data and Equation 4-2, the stored thermal and available electric energies can be calculated, as well as the discharge times, etc.

### 4.4.3 Summary of Performance Calculation Results

Using the formalism reviewed above, Equations 4-1 through 4-4, plus the same turbine data, Table 3-2, the performance of the stratified hot water displacement storage system has been studied parametrically. The data presented here are for the standardized seven tank cluster described in Table 4-1. A pinch point of $\mathrm{T}_{\text {steam }}+5^{\circ} \mathrm{C}$ was considered to be an adequate choice regarding the operating characteristic of the heat exchanger-boiler. The range of temperature drops $T_{h w}-T_{\text {steam }}=$ $10,20,30,40,50^{\circ} \mathrm{C}$ was chosen for parametric study initially, though it was decided that the larger values $\left(30,40,50^{\circ} \mathrm{C}\right)$ might be unacceptable for safe turbine operating practice. Table 4-2 shows a typical step-wise discharge of a tank cluster into a 10 MW turbine with a design operating temperature of $200^{\circ} \mathrm{C}$. Note that the initial hot water temperature is $210{ }^{\circ} \mathrm{C}$, and that it drops in 13 temperature steps of $\sim 7^{\circ} \mathrm{C}$ each down to a final value of $123^{\circ} \mathrm{C}$, delivering steam at a final temperature of $119^{\circ} \mathrm{C}$. The initial few steps occur in very short time intervals, suggesting the possibility of combining the first few into a somewhat bigger temperature step, which would take longer and require less sophisticated controls. Actually, one cluster represents very little storage capacity ( $\sim 19$ minutes) for a $200^{\circ} \mathrm{C}$ steam, 10 MW plant, and so one would reasonably expect several of these clusters per 10 MW to provide a more realistic amount of storage capacity. Operated in
TABLE 4-2
Performance Data for Discharge of Standard Hot Water Storage Tank Through 10 MW Condensing Turbine, $T_{C}=40^{\circ} \mathrm{C}$, $\Delta T_{\text {pinch }}=5^{\circ} \mathrm{C}$.

parallel, they would increase the time per step linearly with the number of tanks. Thus, this issue is not a real problem for real hot water storage systems.

The performance data is plotted in a more useable form in
Figure $4-3$ and $4-4$. Figure $4-3$ plots the thermal charging energy and available electric energy (per standard cluster) for $T_{h w}-T_{\text {steam }}=$ $10,20{ }^{\circ} \mathrm{C}$ against the design operating temperature of the steam turbine. Note that this temperature, $T_{1, s t e a m}$, is not equal to the maximum hot water temperature, $T_{1 \text {, water }}$. Figure $4-4$ plots the storage time for the same parameters versus the same temperature, $T_{1}$,steam ${ }^{\text {. The data }}$ in Figures 4-3 and 4-4 can be generalized by the same multipliers described in Section 3,4,4.
4.5 Cost Model

The similarity of the components in hot water displacement tanks and steam accumulators means that essentially the same detailed methods as those reviewed in Section 3.5 can be applied here. The tank costs are computed using pressure vessel cost data [Richardson Engineering Services, Inc. (1973)]. A breakdown of the important cost items is outlined in Table 4-3. Comparison of Table 4-3 to Table $3-3$ shows that the necessary costing information for hot water storage tanks is quite similar to that for steam accumulators. One important difference exists, however, in relation to valve costs, and, as a result, stratified hot water displacement storage costing presents a much more complex problem.


Figure 4-3. Hot Water Thermal and Electrical Storage per Standard Tank Cluster. (Basis: 10 MW Turbine, $\mathrm{T}_{\mathrm{c}}=40^{\circ} \mathrm{C}, \Delta \mathrm{T}_{\text {pinch }}$


Figure 4-4. Hot Water Storage Discharge Time per Standard Cluster. (Basis: 10 MW Turbine, $\mathrm{T}_{\mathrm{C}}=40^{\circ} \mathrm{C}$, $\left.\Delta \mathrm{T}_{\text {pinch }}=5^{\circ} \mathrm{C}\right)$.

## TABLE 4-3

## Stratified Hot Water Displacement Storage Tank Costing Breakdown

I VESSEL EABRICATION AND TESTING
A. Shell and Head Costs
B. Shop Preparation, Stress Relief
C. Manways

II CONTROLS AND PERIPHERALS
A. Valves and Actuators (Inlet, Blowdown)
B. Nozzles (Inlet and Outlet)
C. Painting
D. Insulation

III SUPPORT STRUCTURE
A. Support Hoops
B. Support Legs
C. Concrete Foundation

IV TRANSPORT AND SITE WORK
A. Rail Transportation
B. Erection of Vessels
C. Installation of Valves and Fittings
$V$ CONTINGENCY (5\%)
4.5.1 Hot Water Storage Costs Exclusive of Control Valve

The cost components not dependent on the rate of discharge can be summed separately and plotted versus the maximum hot water storage temperature. Figure $4-5$ plots this cost data and the vessel weight together. In Figure 4-6, the cost per available kWhe and per $\mathrm{kWh}_{t}$, are plotted versus the design operating turbine temperature to show the dependence of cost on this parameter. For $T_{h w}-T_{\text {steam }}=$

Figure 4-5. Hot Water Storage Weight and Cost (installed) per Standard Cluster.


Figure 4-6. Hot Water Storage per kWh (electric and thermal) Exclusive of Control Valve. (Basis: 10 MN furb $\mathrm{T}_{\mathrm{c}}=40^{\circ} \mathrm{C}, \Delta \mathrm{T}_{\text {pinch }}=5^{\circ} \mathrm{C}$.

10 and $20{ }^{\circ} \mathrm{C}$, optima occur near $\mathrm{T}_{\mathrm{i}}$, steam $=200^{\circ} \mathrm{C}$, but the case of $T_{h W}-T_{\text {stean }}=20^{\circ} \mathrm{C}$ is somewhat cheaper per $k W_{\mathrm{e}}$.

### 4.5.2 Valve Costing for Hot Water Storage

As opposed to steam accumulators, the cost of valves for stratified hot water displacement storage tanks is a significant fraction of the total system cost. This is because the energy flow per unit mass during discharge is from one to two orders of magnitude lower for hot water storage than for steam accumulators. Further, the energy avallability is lower due to the irreversibility of the heat exchanger stage. The valve cost for a storage system will depend on the required rate of withdrawal (the turbine capacity). For purposes of this parametric cost study, the storage time is chosen as the additional parameter. (Note that for steam accumulators, the storage time is not a significant storage parameter except for impractically short storage times.)

If annualized valve costs are traded off against pumping head costs (i.e., cost of the power required to overcome the frictional losses of the valve), a reasonably well optimized choice of valve sizes may be made for a given maximum mass flow rate [Watt, A. D. and Wilcox, G. L. (1974)]. The simple relation

$$
\begin{equation*}
c_{\text {valve }}=.001244 \dot{\mathrm{~m}}_{\mathrm{hw}} \tag{4-5}
\end{equation*}
$$

where $C_{\text {valve }}$ is in dollars (1972) and $\dot{m}$ is the hot water mass flow rate in $\mathrm{kg} / \mathrm{hr}$, may be used to calculate the cost of the optimum valve for this application. In Figure 4-7, $C_{\text {valve }}$ is plotted versus design


Figure 4-7. Control Valve Cost per Hot Water Storage Facility, (Basis: $10 \mathrm{MW}_{\mathrm{e}}$ Turbine $\mathrm{T}_{\mathrm{c}}=40^{\circ} \mathrm{C}, \Delta \mathrm{T}_{\text {pinch }}=5^{\circ} \mathrm{C}$ ).
operating stean turbine temperature for a standard tank cluster used with a 10 MW turbine operated with $\mathrm{T}_{\mathrm{c}}=40^{\circ} \mathrm{C}$. The multiplier $\mathrm{P} / 10 \mathrm{n}$ may be used to adjust the valve cost per cluster to an $n$ cluster system used with a turbine capacity of $P$ (in MW).

### 4.5.3 Results

Typical results of hot water storage costs are plotted in Figures $4-8 a$ and $b$. The plots are of cost per kWh versus design steam temperature, with the total storage time as a parameter. The parametric studies show that as the storage time is increased, the cost per $k$ Wh ${ }_{e}$ approaches the cost function of Figure $4-6$. This is because, as the amount of storage increases, the valve cost per tank decreases until it becomes a negligible fraction of the total.

The general observations can be made that for realistic storage times ( $>.5$ hours), the valve cost becomes insignificant rather rapidly. Further, the cost per available electrical energy unit is minimized for design steam temperatures around $200{ }^{\circ} \mathrm{C}$. Also, somewhat cheaper storage is obtained for larger temperature drop discharge steps (i.e, , Thw $\left.T_{\text {steam }}=20^{\circ} \mathrm{C}\right)$. Finally, it appears that hot water storage is roughly twice as expensive as steam accumulator storage over the realistic operating temperature range of solar-thermal electric power systems.


Figure 4-8a. Total llot Water Storage Cost per kiVh (thermal and elcetrif (Basis: 10 MW Turbine, $\mathrm{T}_{\mathrm{c}}=40^{\circ} \mathrm{C}, \Delta \mathrm{T}_{\text {pinch }}=5^{\circ} \mathrm{C}$ ).


Figure 4-8b. Total Hot Water Storage Cost per kWh (thermal and electric). (Basis: 10 MV Turbine, $\mathrm{T}_{\mathrm{C}}=40^{\circ} \mathrm{C}, \Delta \mathrm{T}_{\text {pinch }}=5^{\circ} \mathrm{C}$ ).

### 5.1 Summary of Results

A large number of thermal storage systems have been considered for application to solar-thermal electric power plants. Of these, all but two systems have been eliminated from further consideration. Most of the rejected systems have been eliminated because of the lack of any engineering data and performance-figures for them. The remaining two concepts are both sensible heat storage systems using water as both working fluid and storage medium: steam accumulators and stratified hot water displacement tanks. The choice of these two systems, with the rather well-known engineering data base and the detailed, $\pm 10 \%$ accurate cost figures, provides a set of reliable benchmarks for performance and costs of thermal storage systems (for both solar-thermal and conventional thermal electric power plant applications). It should be possible to assess new heat storage technology in terms of these benchmarks.

Steam accumulators have been analyzed in terms of a standard accumulator design unit, the specifications of which are detailed in Table 3-1, These units are capable of storing in excess of 35 kWh e of available electrical energy per cubic meter of vessel volume depending on temperature. The accumulator delivers dry saturated steam at a temperature and pressure which decrease with time. The condensing turbine used is designed to handle such variable steam inlet conditions. The costs of storage depend on the maximum storage temperature, which is the same as the turbine design temperature. At around $210^{\circ} \mathrm{C}$ this
cost is minimized at $\sim \$ 16 / \mathrm{kWh}_{\mathrm{e}}{ }^{*}$ which coincides with $\approx \$ 3 / \mathrm{kWh}_{\mathrm{t}}$ as a cost of storing delivered steam.

Stratified hot water displacement storage tanks have been analyzed in terms of a standard tank cluster of seven individual units connected in series (see Table 4-1). These units are capable of storing in excess of 19 kWh e available electrical energy per cubic meter of vessel volume depending on temperature. Hot water is pumped from the displacement storage tanks through a heat exchanger-boiler which produces dry saturated steam to run the condensing turbine. The cold water coming out of the heat exchanger is rum into the bottom of the storage tank to replace the hot water removed at the top. Again, storage costs depend on temperature parameters, but they further depend somewhat on the storage time. For reasonable storage times, costs of $\pi \$ 38 / \mathrm{kWh}$ e, or $\sim \$ 7 / \mathrm{kWh}$ for storing delivered hot water, are achieved.

These cost figures are high enough to raise the question of whether or not hot water storage can really be used to trade off against turbine capacity. Still, the figures are presented here because of their possible value in assessing and optimizing total solar-thermal electric power systems.

Earlier calculations (CSU/Westinghouse, 1973) indicated that the steam accumulator presented a possible cost effective trade-off with peak heat engine capacity. The definitive answer to the question of whether and under what conditions such a trade-off would decrease the cost of solar thermal electric power must await a considerable extension of the simulation studies. Still, some simple calculations reported here reflect continued optimism about steam accumulator storage at lower operating temperatures in smaller sized plants. To compare heat

[^16]engine costs, which are commonly given per unit of generating or heat rejection capacity, and steam accumulator costs, which are given per unit of deliverable electric energy, a common basis must be established, This common basis is conveniently provided by converting the heat enging generator costs to dollars per kWhe generated per day. Using the turbine generator cost figures from Appendix H (Figure 4-2) and the condenser and cooling tower cost data from Appendix I (Figures 2-2, 2-3, 3-4), approximate total capital costs per unit electrical power can be calculated. These figures are tabulated in the third column of Table s-1. These cost figures may be converted to capital costs per unit electric energy per day by division by the average time per day which a plant operates effectively at capacity. The limited simulation results in Appendix J, Table 4-1, provide us with simulated performance of a 12 MW distributed collector plant at Albuquerque, New Mexico, El Paso, Texas, and Inyokern, California. The effective times at capacity for the four xuns are tabulated below:

| Albuquerque, N.M. | 1962 | 6.1 hours; |
| :--- | :---: | :--- |
| Albuquerque, N.W. | 1959 | 6.0 hours; |
| E1 Paso, Texas | 1962 | 6.4 hours; |
| Inyokern, California | 1962 | 6.9 hours |

The fourth column in Table $5-1$ is obtained by dividing the figures in column three by 6.0 hours, which is appropriate to the 1959 Albuquerque data. A direct comparison of these cost figures to the steam accumulator cost figures of Figure $3-7$ is misleading, because Figure 3-7 does not account for storage efficiency (see Figure $5-1$ ). The cost data from Figure 3-7 are divided by the storage efficiency figures, and tabulated in column five of Table 5-1.

Comparisons of the heat engine/generator and steam accumulator costs shows that, at least in certain operating conditions, storage can

TABLE 5-1

Comparison of Steam Accumulator and Heat Engine Costs for Various Plant Sizes and Design Operating Temperatures

|  | Installed Heat Engine Cost, <br> including Turbine Generator, <br> Condenser, Cooling Tower |  | Installed <br> Steam Accum. <br> Cost |  |
| :---: | :---: | :---: | :---: | :---: |
| Turbine Size <br> MW | Design <br> Operating <br> Temp. $\left({ }^{\circ} \mathrm{C}\right)$ | Per Unit <br> Capacity <br> $\left(\$ / \mathrm{kW}_{\mathrm{e}}\right)$ | Per Unit <br> Energy <br> Per Day* | Per Unit <br> Energy <br> Per Day <br> $(\$ / \mathrm{kWh})$ |
| 10 | 150 | 160. | 27. | 29. |
| 10 | 200 | 140. | 23. | 21. |
| 10 | 250 | 138. | 22. | 21. |
| 10 | 300 | 128. | 21. | 23. |
| 30 | 200 | 112. | 19. | 21. |
| 10 | 200 | 88. | 15. | 21. |

* Based on 6 hours of "effective capacity" operation per day (Albuquerque, New Mexico, 1959).


Figure 5-1. Storage Efficiencies for Steam Accumulator and Hot Water Displacement. (Basis: 10 MW Turbine $\mathrm{T}_{\mathrm{e}}=40^{\circ} \mathrm{C}$ ).
be used cost effectively to trade off against turbine peak capacity. The small amount of data in Table 5-1 show that the trade-off will be more cost effective for temperatures from $-200^{\circ} \mathrm{C}$ to $-250^{\circ} \mathrm{C}$ and for plant capacities of $\sim 30 \mathrm{MW}$ or smaller. Parallel calculations with E1 Paso or Inyoker data show storage to be less feasible economically at such sites than at Albuquerque or other less favorable locations. The figures in Table 5-1 must be qualified by several factors, principally the choice of the effective hours at capacity. The most important thin to be learned from these calculations is that steam accumulator storage, besides being an attractive means to gain power generation flexibility, improved performance, and reliability, still promises to provide a cost effective trade-off for turbine generator capacity in small plants operated at low temperatures. A more precise statement of these limits on temperature, capacity, and other factors, including storage time, will await more extensive simulation results with a variety of solar plant types.
5.2 Comparison of Systems

The steam accumulator system indeed appears as the cheapest thermal storage system, if Figures $3-7$ and $4-8 \mathrm{a}, \mathrm{b}$ are compared. Accumulator storage is essentially half as expensive per $\mathrm{kWh}_{e}$ as hot water displacement storage. On this basis, hot water storage might be eliminated from further consideration. However, such subsystem optimization is neither really justifiable nor in the spirit of this study. The main reason for the cheaper cost of steam accumulator storage is the greater effective storage density of accumulators. Even though both accumulators and displacement tanks are sensible heat systems, the accumulator turns
out to be more attractive because of the fact that an accumulator actually loses mass as it is discharged, whereas the hot water storage tanks gain mass. The loss of mass in an accumulator contributes to a more complete exhaustion of useable thermal energy per unit volume during discharge. The performance figures of Figures $3-4$ and $4-3$, when converted to a per unit volume basis, confirm this point.

There is a further advantage to the steam accumulator, which is shown in the plots of storage efficiency in Figure 5-1. The plots clearly show the improved availability of energy stored in a steam accumulator, versus the availability of the same energy stored in a stratified hot water displacement tank. Note further that, overall, the larger temperature drop heat exchanger system $\left(20^{\circ} \mathrm{C}\right)$ reflects lower efficiency than the $10^{\circ} \mathrm{C}$ system. The storage efficiency calculation of Figure 5-1 for steam accumulators is based on the delivery of thermal energy to the accumulator as steam. It therefore does not take into account any loss in availability due to a heat exchangerboiler somewhere between the collector and the accumulator. Still the curve does relate directly to the efficiency of the storage cycle itself, because the same loss of energy availability occurs for the steam used to run the turbine as that used to charge the accumulator:

The curve for the steam accumulator in Figure $5-1$ represents the worst case thermodynamically (that of charging steam at the turbine design temperature). It might be possible to charge an accumulator with lower temperature steam at the beginning of the day as the collector system is heating up. In this way, further improvements in the storage efficiency might be effected. It would not appear possible to achieve a similar effect in hot water storage, due to the presence of the heat exchanger/boiler.
5.3 Recommended Future Work

Further refinements in the design of steam accumulators and stratified hot water displacement storage could be of some use, but experimental work with turbine/thermal storage systems would be of greater benefit. The study of potential heat storage materials, such as eutectics, and systems, such as fusion heat exchangers, will be very important to solar energy exploitation in particular, and energy resource conservation in general.
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## 1.0

## INTRODUCTION

The choice of an engine for converting heat into work depends on the temperature and the rate at which heat is supplied. In internal combustion engines the source of the heat is important, but in engines for which the working fluid is heated outside of the engine, the source of the heat is immaterial as long as the characteristics of the heat supplied are identical.

When solar energy is used as a heat source in place of a fuel, the principal difference in the character of the sumplied heat is its time variability. Thus in solar energy use the temperature may be chosen, but the rate of heat is dependent on collector and storage subsystem design, and the variable nature of the sunshine that reaches the earth.

Many technical areas can be imrediately defined which require intensive investigation in order to develop a solar operated heat engine having the characteristics and capability to operate reliably, and in many instances, in parallel with existing large generating systems. Only three technical areas will be identified and reviewed in this appendix.

The first area is the problem of choice of themodynamic heat cycle. This includes the choice of working fluids and consideration of the cycle limitations. The second is the power conversion system, particularly the principles and problems of heat engines. The third and final area of consideration is the heat rejection system of the heat cycle and its characteristics.

In addition, it could be noted that an operating fluid in any heat cycle is subjected to the same four sequences of events-namely,
(1) compression, (2) heating, (3) expansion, and (4) cooling, What mañ has been able to invent are merely ingenious ways of utilizing those fundamental principles to ultimately produce machines that extract more useful work.

Few areas of modern technology have benefited from more consistent and fruitful development than the design of cycles and equipment for the conversion of heat into work. Clearly, there is no unique choice of cycle or equipment which provides the best source of power for all applications. Rather, several very different classes of prime movers have enjoyed parallel development because of their marked advantages in dissimilar applications.

### 2.1 Commonly Used Cycles

The reciprocating Otto and Diesel Cycles use air as a working fluid and find wide application as inexpensive, small scale power sources, but by no means do they approach Carnot efficiency. They are inherently limited in power output by large size requirements for a given fluid mass flow rate.

The gas turbine is finding greater and greater use as a power sources for moderate to high output and moderate efficiency. The design is well adapted to handling very high working fluid mass flow rates, and in fact its use at low output levels requires small, highly toleranced, and expensive engine components. Attainment of reasonable efficiency has been historically tied to attainment of very high turbine inlet temperatures, which are generally avallable only with direct internal combustion. Many enhancements to the simple gas turbine cycle are possible which can significantly improve efficiency. Their application, however, requires extensive heat transfer apparatus which is capable of transferring heat With low losses to very large volumes of working fluid per unit of power output.

For large central station power generation, a modified Rankine cycle has dominated the market due to its unexcelled efficiency, reliability, and adaptability to large output designs. Because practical embodiments of the Rankine cycle have most closely approached the ideal Carnot efficiency, this cycle must be very attractive for solar power applications, where collection of input heat, especially at high temperatures, is very difficult. The discussions which follow are most specifically directed toward Rankine cycle engines; not to the exclusion of other alternatives, but to provide a logical background to the state of the art in central station cycle development.

An interesting candidate for solar power applications is the Stirling cycle, which promises theoretical efficiencies approaching the ideal. For this reason alone, it merits considerable attention. But since practical embodiments of the cycle involve reciprocating machinery similar to that of the Otto and Diesel Cycles, application seems best suited to small power outputs. The fact that heat input requires convective heat transfer to large volumes of low density gas reinforces the same conclusion.

### 2.2 The Rankine Cycle

Although the Carnot cycle provides a theoretical means of obtaining maximum conversion efficiency, its practical application leaves much to be desired. For instance, application of the Carnot cycle to steam could involve compression and expansion of excessively moist fluids, which lead to erosion problems in engines, as well as high aerodynamic losses. In addition, the work required to compress a vapor or gas is a rather high fraction of that which is extracted through
expansion. This not only involves large compressors, but reduces the net work output from the cycle.

A more practical cycle is achieved by modifying the Carnot cycle to accomplish the compression process in the liquid phase. In this way the work of compression is minimized by the low fluid volume, Such a cycle is shown in Figure 2-1 and is known as an ideal Rankine cycle. The isentropic compression of the Carnot cycle is replaced by three processes which include condensation of the vapor at constant pressure along the path AA', isentropic compression of the fluid along the path $A^{\prime} B^{\prime}$, and isobaric heating of the fluid to the point B. State B' is drawn off scale simply to illustrate the compression process which would not otherwise be visible.

The efficiency of this cycle is lower than that of the Carnot cycle operating with the same upper and lower temperature limits. This can be recognized by dividing the overall cycle into a large number of arbitrarily narrow Garnot cycles as shown in Figure $2-2$. The cycle is now approximated by many smaller cycles, some of which operate with the original Carnot efficiency, but many of which convert a portion of the input heat to useful work with efficiency somewhat below that of the parent cycle.

Theoretically, this net degradation of efficiency can be completely eliminated through the use of regenerative feedwater heating. The T-S diagram of a regenerative Rankine cycle is shown in Figure 2-3. Almost all of the heat is added to the fluid at the maximum cycle temperature along the path $A B$, before passing into the engine. At some point $C$ during the expansion process, a small fraction of the fluid is



Figure $2-3$. Rankine Cycle Eirploying Three Stages of Regenerative Feedwater Heating.
extracted from the turbine and condensed at nearly constant pressure. Its latent heat is used to supply the heat requirements of the isobaric feedwater heating process IJ, and the condensate is itself mixed with the feedwater. Only a small quantity of heat is required below the maximum cycle temperature to raise the feedwater temperature from state I to state A. Several similar stages of steam extraction and feedwater heating are encountered during the expansion, and perhaps only 65 percent of the engine inlet mass flow reaches the condenser. If a cycle could be constructed with an infinite number of feedwater heaters with infinitesimal resistance to heat transfer, then the cycle could be made entirely reversible and thus equal the ideal Carnot efficiency. Practically speaking, modern steam cycles use five to seven heaters to minimize irreversibilities in the regenerative feedheating process.

Two important benefits accrue from the use of regenerative feedwater heating in the conventional steam Rankine cycles. First, a larger portion of the cycle work is obtained from steam at the highest cycle pressures. This allows the use of more compact machinery. The engine condensing end, which is large due to the very low exhaust steam density, must be made only large enough to handle the inlet steam flow minus the steam extracted for feedheating.

Secondly, there is potential for moisture removal during extraction. Engines can be designed so that the extracted steam contains a higher than average fraction of moisture, leaving higher quality steam to continue expansion. Such designs, especially applicable to today's nuclear plant low pressure turbines, can significantly reduce blade erosion damage due to moisture.

Modern steam power cycles embody two additional features which surprisingly decrease the theoretical efficiency of the cycle relative to the Carnot cycle. These are superheat and resuperheating. This anomally requires some explanation.

The critical point for steam occurs at $705.4^{\circ} \mathrm{F}$ and a pressure of 3206.2 psia. The Rankine cycles which have been illustrated thus far involve evaporative heat input which is both isothermal and isobaric, so that most heat input occurs at the maximum cycle temperature. This is a sound theoretical objective only insofar as it does not place a limit on the maximum cycle temperature. This indeed is the case with water in conventional steam plants. Metallurgically, heat engines and steam generators can be designed to operate continuously at temperatures exceeding $1100{ }^{\circ} \mathrm{F}$, so that more efficient cycles are indeed possible. It is not, however, practical to add all of the heat at such a temperatift because this would require a complex process of heating with a well controlled decrease in pressure. But several means are available for approaching a goal of maximum heat input at the highest cycle temperatures.

First, the fluid is superheated to raise the maximum temperature to perhaps $1100^{\circ} \mathrm{F}$. Introducing the concept of replacing a cycle by an arbitrarily large number of hypothetical Carnot cycles, it is evident that the addition of superheat, as illustrated by the cycle ABCDE in Figure 2-4, will increase the overall cycle efficiency. However, a majority of the heat is still added at lower temperatures during the evaporative process.

A greater proportion of heat may be added above the saturation temperature by introducing one stage of resuperheating by the cycle ABCDEFG as shown in Figure 2-5. By expanding the superheated steam


Figure 2-4, Rankine Cycle with Superheat.


Figure 2-5, Rankine Cycle with Single and Multiple Resuperheating Stages:
to lower pressures, then resuperheating it to the maximum cycle temperature, and repeating this process for an arbitrarily large number of cycles, one can approach the controlled pressure decrease which is necessary for isothermal heat input from states D to F. Actually the practical limit to such an ideal strategy is in the cost of moving fluids to and from the engine from the heat source, but an ultimate limit results from irreversible pressure losses which degrade the cycle performance. Aside from the benefits of superheat and resuperheating to theoretical cycle efficiency, they are necessary to limit moisture formation in the low pressure end of the engine, thus greatly reducing erosion of critical engine components.

An alternative method of increasing the average temperature of heat input to the engine is to add heat at supercritical pressures. This results in a modest improvenent in efficiency but is primarily justified by providing higher heat transfer rates in the heat input portion of the cycle, and thus more economical equipment,

## 2.3 The Ideal Working Fluid

From the preceding discussion of conventional Rankine cycle adaptation to steam power plants, various problems become evident, First, it is seen that regenerative feedwater heating is necessary to minimize the amount of heat addition to the fluid at low temperature. Second, both superheat and one or more resuperheating stages sorve to increase the average temperature of heat input, while reducing the fraction of moisture which will develop in the expansion process. It is recognized that all of these additional processes are invented to avoid certain undesirable properties of water; namely, the specific heat at constant pressure of the liquid phase, the critical temperature
and pressure of the fluid, and the slope of the saturation line in the vicinity of the engine expansion line. Knowing the motivations for the various enhancements to the ideal Rankine cycle, it becomes possible to characterize properties of some hypothetical fluid which might allow a return to a more basic Rankine vapor cycle. The incentives for doing this include a reduction in the cost and complexity of the cycle equipment, and an increase in the efficiency of the cycle.

From strictly thermodynamic considerations; it is recognized
that an ideal fluid should have the following properties:

1) The critical temperature should be well in excess of the maximum cycle temperature, so that isothermal heat input may be accomplished at the maximum temperature while at constant pressure.
2) The specific heat at constant pressure of the liquid phase should be low in order to minimize the requirement for costly, and somewhat irreversible regenerative feedwater heating, or alternatively to minimize direct heat input at temperatures below the maximum.
3) The saturation line in the vicinity of the turbine expansion line should be nearly isentropic. A negative slope, such as that of water, results in excessive moisture. A positive slope, on the other hand, results in superheat of the turbine exhaust. Desuperheating, obviously required prior to condensation, makes heat available at a temperature somewhat higher than that of condensation. If this heat is rejected in the condenser, it represents a loss to the cycle efficiency. Alternatively it may be applied to feedwater heating, but only at considerable expense.

In addition to these strictly thermodynamic considerations,
several practical design considerations present themselves as follows:
4) The fluid must be chemically stable at the maximum cycle temperature.
5) The isentropic enthalpy drop which is available during expansion should be high, resulting in lower mass requirements and reduced equipment size.
6) The vapor pressure of the fluid at the maximum cycle temperature should be low enough so that material stress levels can be decreased.
7) The vapor pressure of the fluid at the condensing temperature should be high enough to minimize equipment size and problems of ejection of non-condensible gases:
8) The heat transfer properties of the fluid should be good, to minimize the cost of steam generators, condensers, and feedwater heaters.
9) The freezing point of the fluid should be low to eliminate handling difficulties as well as freeze damage to equipment.
10) The cost of the fluid should be low.

The challenge of obtaining useful work from solar energy presents a framework for heat cycle optimization which is quite different from that in which today's steam power cycles have evolved. The maximum temperature limits which are common to conventional steam plants due to metallurgical limitations are undercut by economic considerations which recognize a high cost for solar heat collection at high temperatures. The well known increase in heat cycle efficiency with temperature must be optimally reconciled with the reverse characteristic for solar collector efficiency. The inevitable decrease in cycle temperature levels, combined with a high cost of heat collection, provide great incentive for the closest possible approach to ideal heat engine efficiency levels.

### 2.4 Heat Engine Design Variables

In reviewing the previous discussion it is apparent that present day power cycles are designed to manage the complex task of converting various energy forms by processes that are botin economical and socially acceptable. So that conventional power cycles can perform their function they first require a source of heat energy that must be transferred to some motive fluid. Next, and most importantly, the power cycles must be
designed to produce useful mechanical work that can be transformed (electrically), transmitted, distributed, and utilized by the end users, Finally, power cycles must reject energy in a controlled manner to cooler environments such as the earth's waters, the earth's atmosphere, or in rarer instances, to outer space. Each of the three elements of a power cycle (heat supply, work output, and heat rejection) possess singular and unique problems in addition to those important problems they share because of their interdependence or relationship within a given power cycle

From the point of view of one subsystem within the heat cycle such as an engine that produces useful work ... and in particular prime movers and electric generators .... The concept of useful work is important because it can reveal what design freedoms will exist for the machine builders of the future to harness solar energy systems.

The most direct manner of conceptualizing the problem areas that the future designers of these systems will face is to combine the simple physical definitions of useful work, of mechanical shaft torque, and of electrical torque. These elementary manipulations are developed in such a manner that from these physical concepts the basic engineering design parameters for prime movers or heat engines can be delineated.

These parameters are expressed in terms of the major prime mover and generator terminal characteristics and appear in Table 2-1.

# Prime Mover and Generator System Design Parameters 

| Prime Mover | Generator |
| :--- | :--- |
| 1. Flow Rate (Fluid) | 1. Current Flow |
| 2. Inlet State Point (Fluid) | 2. Voltage |
| 3. Pressure Ratio (Fluid) | 3. |
| 4. Speed of Shaft 4. Speed of Shaft <br> 5. Efficiency of Conversion 5. Efficiency of Conversion |  |

* The analogy here might be viewed as "ground potential."

The most obvious conclusion drawn from Table $2-1$ is that all prime movers can be completely described in a most elementary manner by means of only five system design parameters. The same conclusion holds for electrical machines. However, in this instance the technology of electrical machines is well developed and may undergo only minor impact. The primary emphasis in this analysis will naturally be directed to the problems of the prime mover, where the state of the art may require the development of corrolary technologies in the application of solar energies.

Since the prime mover will remain the focal point of this study, it is appropriate to define more fully the five system design parameters relating to the prime mover and demonstrate their importance to the engineering design functions.

1. Mass Flow Rate (Fluid) -- in. The production of prime movers with large power capabilities is critically dependent on large fluid mass flow rates (water, steam, air, ammonia, etc.). Consequently, the primary heat source (input) to the fluid mass must be potentially capable of extrapolation to the large sizes which are necessary for economic power generation.
2. Inlet State Point (Fluid) -- P,T. Traditionally, the thermodynamic conditions or state of a particular fluid (enthalpy, H) determined the energy level (above some reference level) of the fluid. Within the context of this study, the concept has been enlarged to include the totality of physical fluid properties to which a prime mover designer must relate. Pressure (P) and temperature ( $T$ ), although embodied in the notation ( $\mathrm{P}, \mathrm{T}$ ), are intended to include among other properties - the purity of fluid, the chemistry of the fluid and other such factors as fluid radioactivity within which a reference frame can be defined for the fluid entering the prime mover.
3. Pressure Ratio (Fluid) -- p. The notion of a pressure ratio relates to the total energy available ( H ) to the prime mover for conversion to useful work. In an analogous manner, the notion could relate to the condition of the heat sink (i.e.; condenser pressure) to which level the prime mover must reject the unused energy of its motive fluid. It clearly follows that the ideal state is to strive to develop engines with reasonably large pressure ratios (p) although this is by no means a limiting consideration to any prime mover design. It is nevertheless an important impediment to most engines if not obtainable.
4. Speed of Shaft $\cdots \sigma_{s}$. For commercial power productions in the United States, alternating electricity must be generated at some established frequency, consequently the shaft speeds of both prime movers and the electric generators must be carefully controlled. The discrete acceptable speeds of the electrical machines can be developed according to the following formula.

$$
\begin{equation*}
\text { Shaft } \mathrm{Rpm}=\frac{120 \times \text { system frequency }}{\text { Number of generator poles }} \tag{2-1}
\end{equation*}
$$

For the 60 Hz generation systems of the United States this works out to be as shown in Table 2-2 below for up to ten generator poles.

TABLE 2-2
Acceptable Speeds for Prime Mover and Generator Shafts

| No. of Poles | Rpm |
| :---: | ---: |
| 2 | 3600 |
| 4 | 1800 |
| 6 | 1200 |
| 8 | 900 |
| 10 | 720 |

For 50 Hz generation systems, the shaft speeds would be $5 / 6$ of those shown.
5. Efficiency of Conversion .- $n$. The usefulness of any machine, particularly those for power generation, is in large measure determined by the degree that energy inputs can be converted to satisfactory levels of useful work. Consequently, the efficiency of

> conversion ( $n$ ) embodies not only the basic efficiency of the heat cycle but the efficiency of the engine (and generator) components through a wide spectrum of loads or operating modes.

In summary, a prime mover viewed as a subsystem of a power network incorporates each of the five system design parameters described above. It must be understood that all prime movers are designed only after making a descrete choice for each of the design parameters (in, $P, T, \rho, \sigma, \eta$ ). This does not imply that prime movers cannot be "operated" within different ranges of $m^{\prime} s, \rho^{\prime} s, \sigma^{\prime} s$, etc, .- it implies that only one discrete choice from each parameter is permitted in the "design" process.

Since the "design" process may be viewed as a process that translates the design parameters to physical dimensions (drawings, hardware, etc.) the following relationship must hold:

```
Physical Dimensions
of Prime Mover =f(m, P,T, \rho, \sigma, n)
```

A somewhat clearer understanding could be developed if the prime mover were restricted to a turbine possessing $n$ stages. Each turbine stage would be designed to its unique set of design parameters so that the equation would be restructured as follows:

$$
\text { Physical Dimensions of Turbine }=\sum_{i} f\left(\gamma, \text { ST, } \quad \sum^{\text {Stage } n}\right.
$$

The above equation should leave no doubt that turbine stage No. 1 and the last turbine stage, No. $n$, must be designed for two widely
differing environments. But the sum, comprising stage No, 1 to $n$, will actually control the basic dimensional requirements of the turbine.

The usefulness of the above concept is not restricted to heat engines and holds even if applied to pumps, compressors, or other rotating machine employing fluids. This factor will be true as long as the equations shown allow for both positive and negative values of the design parameters. For example, a turbo-compressor could be viewed as having a "negative" pressure ratio ( - p), flow rates ( -m ), and perhaps efficiency $(-n)$. Similar analogies could be developed for pumps and hydro-electric turbines with little difficulty.

The major usefulness of the concept embodied in the notation $\mathrm{f}(\dot{\mathrm{m}}, \mathrm{PT}, \mathrm{p}, \sigma, \eta)$ is that product life and product costs also fall within this conceptual framework and are clearly related to the choices required by the system.

Since the prime mover will be subjected to a wide range of forces and stresses during its operation, i.e.; centrifugal, thermal, pressure, vibratory, etc., the physical dimension of the equipment will be physically strained to accommodate the new equilibrium state of the forces acting. This change in physical dimensions could be expressed as:

$$
\begin{equation*}
\Delta f(\dot{m}, P T, p, a, n)=\text { equivalent strain } \tag{2-4}
\end{equation*}
$$

Since these strains must occur or must exist over some finite time periods $(\Delta \theta)$, it is more proper to introduce time ( $\theta$ ) into the above equation so that it can be expressed as:

$$
\begin{equation*}
\frac{\Delta f}{\Delta \theta}(\mathrm{~m}, \mathrm{PT}, \rho, \sigma, \eta)=\text { strain } / \text { time interval } \tag{2-5}
\end{equation*}
$$

The concept of equipment lifetimes can be viewed as the frequency (number of cycles) with which a particular component has been subjected to certain levels of strain. This process is usually referred to as the "duty cycle" of the equipment but poses the most severe problem to the designer. First, he must make an estimate (at best) on how the equipment will be operated and second, after estimating the "duty cycle", make a decision on the economic life-cycle of the particular equipment (should it last 120 seconds as a space rocket or 30 years as a nuclean turbine).

The last decision enumerated is crucial to the entire design process as it will have a most profound effect on material selection. Ultimately, the product cost and the economic viability of the power generation system (energy cost) must be affected.

If, for the sake of simplicity, $(N)$ is assumed to be the number of starts and stops the prime mover (neglecting load changes) will be subjected to during its lifetime, then we can view the equipment duty cycle as follows:

$$
\begin{equation*}
\frac{N}{\Delta \theta} \Delta f(\grave{\mathrm{i}}, \mathrm{pT}, \rho, \sigma, n)=\text { duty cycle } \tag{2-6}
\end{equation*}
$$

Finally, and most important, the relative economic costs can be related to any prime mover (for a given duty cycle) by returning to the original equation for the physical dimension of the prime mover, but assuming the cost function of the engine related to some exponential function of the engineering constraints as follows:

$$
\begin{equation*}
\text { Cost }=K \cdot f\left(\dot{n}^{\mathrm{a}}, \mathrm{PT}, \rho^{\mathrm{b}}, \sigma^{\mathrm{d}},{\Pi^{e}}_{\mathrm{e}}\right) \tag{2-7}
\end{equation*}
$$

where $K$ is an arbitrary constant.
A clear understanding of the above short discussion is crucial to a review of solar energy applications for electrical generation. Although the theoretical principles of mechanics and thermodynamics must be rigorously observed, the above practical philosophical and conceptual framework within which all heat engines or prime movers must ultimately be measured must be fully appreciated.

Unfortunately it is not enough to describe ideal cycles, ideal fluids, perfect engines, etc.--real cycles, real fluids and practical engines will eventually be required to perform the work.

A comprehensive review of heat cycle and working fluid applications has led to the view that a conventional axial flow turbine operating in a Rankine cycle with water as the working fluid represents the best choice for initial investigations of the collector types and temperature levels which are most economic. The experience of many investigators over the past years has shown that water is the most practical working fluid for application in all but the smallest or largest scale turbines which might be designed. It seems clear that detailed consideration of other fluids should not precede initial design choices of collector type, collector field configuration, and operating temperature levels based on use of water.

A small-scale computer program was written to provide design and performance data for steam turbine-generators as a function of initial steam conditions (temperature and pressure) turbine capacity, and exhaust pressure. This program provided the necessary performance data as well as physical dimensions needed for turbine cost estimating routines.

In the design phase, the computer program accepts input of inlet steam conditions (temperature and pressure), condenser temperature, and the desired electrical output at the generator terminals. An iterative procedure is then used to determine the required steam flow rate. Rather than assuming a constant level of engine efficiency which seems representative of modern steam turbines, separate factors are used to account for the effects of inlet throttle valve losses, inlet volume flow rate, moisture production during expansion, exhaust losses, mechanical losses, and generator electrical losses.

## 3.1

## Cycle Performance Calculations

The basic cycle evaluated by this program is a straight condensing or non-regenerative cycle. Dry saturated conditions are regarded by the power generation task group as the most promising class of steam conditions because of the simplicity of the individual collectors and the overall collector field, the rather inconsequential effect of small amounts of superheat, the expense of obtaining significant amounts of superheat, and the high density of input steam which yields economies in heat transport equipment.

Similarly, regenerative feedwater heating has been neglected because although it increases cycle efficiency the effect is not great at the modest operating temperatures anticipated. The low temperature heat required for feedwater heating will be the least expensive to collect in the field, and by pumping cool condensate from the condenser to the collector field, the need for insulating this line is reduced or eliminated. Furthermore, the size of heat transport equipment is reduced because the inlet steam mass flow required to generate a given power output is higher with regenerative heating than without it.

### 3.1.1 Control Strategy

An assumption of constant inlet volume flow is made for design calculations, approximating the actual steam swallowing capacity of the turbine at valves wide open conditions.

This assumption is significant, as it reflects the current thinking of the power generation group, regarding control of the turbin generator equipment. It is hoped that the turbine can be designed without a control stage and with a very simple control system which will allow its load to "float" with the supply of heat from the collector field, relying on stiff electrical ties with a much larger power system to maintain synchronism, In this way, slight inefficiencies inherent with control stages are eliminated, the turbine-generator equipment becomes simpler and less expensive, and hopefully a near-optimum operating characteristic will be achieved more or less automatically.

An optimum control scheme requires that at each instant collector temperatures are maintained at a level such that the product of collector efficiency and power cycle efficiency is maximized. This is the point at which electrical power output will be the highest. As insolation declines below the value for which the system is designed, it is reasonable to believe that the optimum operating temperature will fall, along with the total electrical output. Such a characteristic is inherent with the constant volume flow assumption, at least qualitatively.

### 3.1.2 Cycle Without Moisture Removal

Performance calculations were made for turbine-generators of 3000 to 100,000 kilowatts output with inlet steam temperature from $302{ }^{\circ} \mathrm{F}\left(150{ }^{\circ} \mathrm{C}\right)$ to $482^{\circ} \mathrm{F}\left(250^{\circ} \mathrm{C}\right)$ dry and saturated. It is evident from the design calculations that high levels of moisture will be produced in the turbine in the absence of some form of moisture separation.

Current practice in nuclear steam turbines limits condenser moisture to approximately 12 percent, as higher levels cause excessive blade erosion. However, several factors indicate that the limit might be a little higher for a turbine associated with a solar plant.

First, the erosive behavior of moisture droplets depends on the impact velocity of droplets on the rotating turbine blades. Small turbines with relatively short low pressure blading will have relatively low tip speeds, and less erosion.

Second, the maximum moisture occurs only at the indicated design condition. Solar turbines might run at maximum output only for short durations annually, while the bulk of operation will be at lower than design inlet temperatures and pressures, with a consequent reduction in moisture.

Lastly, techniques have been developed in nuclear turbine design which allow moisture extraction within the turbine by means of centrifugal force with only modest levels of steam extraction.

The prudent limit for moisture in solar plant turbines is arguable, but it would be unwise to assume that values over 18 percent would be tolerable in any case.

Figure 3-1 summarizes the design calculations by means of a graph of cycle efficiency as a function of inlet steam temperature for turbine-generator ratings of $3 \mathrm{MW}, 10 \mathrm{MW}, 30 \mathrm{MW}$ and 100 MW . The most startling feature of these curves is the poor performance of the smaller turbines at the higher temperatures. This is directly related to the low volume flow rate of inlet steam, which leads to high leakage flows in proportion to the main steam flow through the inlet stages of the turbine.
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Figure 3-1, Turbine Design Point Cycle Efficiency vs. Unit Size and Inlet Steam Temperature. No Moisture Separation.

### 3.1.3 Off Design Performance - No Moisture Separation

The computer program was used to calculate turbine-generator performance for conditions of partial load on the 10 MW machine; that is, at reduced steam temperatures but constant volumetric flow. The computation was made for design condenser temperature, and an array of dry and saturated inlet steam conditions at design temperature and below. This information is summarized in Figure 3-2, which shows turbinegenerator output in kilowatts as a function of the inlet conditions.

### 3.2 Turbine With Moisture Separation

To overcome the disadvantage of high moisture in low-pressure stages, the steam may be removed at an intermediate point in the expansion and the moisture removed before reintroducing the steam into the lower-pressure stages of the turbine. A design advantage ensues from this separation, because the high-pressure and low-pressure sections of the turbine are uncoupled aerodynamically. The two parts can then be optimized individually.

The turbine design program was used to compute the cycle efficiency and off-design performance for the turbine with constant volumetric flow but with moisture separation between stages. In Figure $3-3$ is shown the cycle efficiency, and in Figure 3-4 is shown the off-design performance. Specific steam mass flow rate is shown in Figure $3-5$ as a function of inlet steam temperature for the same turbine design.



Figure 3-3. Cycle Design Point Efficiency; Moisture Separation Between Stages.



Figure 3-5. Design Point Steam Flow Rate, Two-Stage Turbine with Moisture Separation Between Stages.


Figure 3-6. Design Point Conditions with Moisture Separation and One Control Stage.


Figure 3-7. Off-Design Performance of Two-Stage Turbine with Moisture Separation.

For the steam conditions and power ratings considered by this project, the selling price for a turbine generator is approximated by :
where

$$
\begin{equation*}
C_{T G}=710 \mathrm{p}^{0.75}+140,000 \mathrm{E}_{\mathrm{A}} \tag{4-1}
\end{equation*}
$$

P is the generator rated output in kilowatts, and
$E_{A}$ is the exhaust end annulus area of the turbine in square meters. Figure 4-1 shows exhaust annulus for the turbine designs considered.

The price equation above does not include installation cost wilich is estimated to be 30 percent of the turbine-generator selling price. No distinction in cost is made between the two types of turbines evaluated above.

Prices for the turbine-generator were developed from actual prices of delivered equipment and the two principal factors affecting cost. Figure 4-2 shows the turbine-generator installed cost, from Equation $(4-1)$, in dollars per kilowatt of capacity over the temperature range $150^{\circ} \mathrm{C}$ to $300^{\circ} \mathrm{C}$. The selection of a condensing temperature other than $40{ }^{\circ} \mathrm{C}$ changes the required $\mathrm{E}_{A}$ and thereby affects the turbine cost. The cost multiplier shown in Figure $4-3$ may be used to adjust the turoinegenerator cost for condenser temperatures other than $40{ }^{\circ} \mathrm{C}$.

It was also desired to have the option of varying the turbine generator efficiency. No dependable cost data existed for extension of turbine efficiency above normal design levels. The maximum conceivable engine efficiency was assumed to be 90 percent and the cost of achieving


Figure 4-1. Turbine Exhaust End Annulus Area for Two-Stage Turbine Design Condensing Temperature $40{ }^{\circ} \mathrm{C}$.


Figure 4-2. Installed Thrbine Gencrator Cost Model for Condensing Temperature $40^{\circ}$ C.


Figure 4-3. Turbine-Generator Cost Multiplier for Various Condenser Temperatures.
this was estimated to be obtainable at ten times the base cost. The curve describing this relationship is shown in Pigure 4-4. The validity of this cost multiplier is open to question, but it can be modified if more satisfactory cost data becomes available.


Figure 4-4. Cost Multiplier Used for Variable Turbine Efficiency.
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There is such a high degree of interaction between the performance of the turbine, the condenser and the cooling system that separate design of these components is impossible if the optimum system is desired. To correctly design the turbine and heat rejection subsystems requires consideration of the annual heat rejection load profile as well as the profile of relevant ambient weather conditions.

Design conditions for turbines are described in Appendix $H$, but a comparison of the performance of two different turbines with variation in exhaust pressure illustrates the interdependence of design choice for turbine and heat rejection systems.

A reduction in condensing temperature (and pressure) will increase the power output of a turbine, provided that it is designed to utilize the increased available energy. This noint is brought out clearly in Figure 1-1 which shows the maximum capability of two different turbines as a function of exhaust pressure. Both turbines are operating at the same constant throttle flow but have different size low-pressure ends. As the exhaust pressure decreases, both units produce more power because of more complete expansion of steam through the turbine. However, at about 2.5 In , Hg. exhaust pressure, the power output of one turbine levels off and even experiences a slight deciine. The same holds true for the other turbine, which has a larger annulus area, when the exhaust pressure is reduced to 2 In . Hg. This leveling off is characteristic of a "choked" condition in the turbine exhaust hood when steam approaches accoustic velocity. Further reductions in the condenser pressure do


Figure 1-1. Turbine Output Variation with Exhaust Pressure,
not allow greater pressure drops through the last row of low pressure blades, and no further work is obtained. The turbine with the larger annulus area is able to genevate more power at low exhaust pressures because its choke point is at a lower pressure.

As exhaust pressures increase, however, the situation is reversed. Exhaust steam volume and velocity decrease with a parallel decline of low pressure blade efficiencies. The larger low pressure end meets this effect more rapidly and has lower capability at high exhaust pressures than the end with the smaller annulus area. This lower capability is likely to occur at times of maximum system demand during the hottest summer days, when heat rejection is the most difficult.

A trade-off appears between higher output during hot summer days with the smaller size low pressure ends, and higher output and efficiency during the winter months if the larger size low pressure ends are chosen. The selection of turbine low pressure end sizes is an integral part of the cooling system optimization.

## 2.0

The simplified diagram of Figure 2-1 shows the temperature relationships involved in the heat rejection system design when a wet cooling tower is used. With regard to the condenser design the two important temperature differences are the range, and the terminal temperature difference (TTD). The range is the temperature rise in the cooling water as it passes through the condenser and depends upon the heat rejection requirements and the flow rate of the water. That is, the range in degrees Celsius is

$$
\begin{equation*}
T_{O}-T_{I}=14.3 Q_{R} / F \quad{ }^{\circ} \mathrm{C} \tag{2-1}
\end{equation*}
$$

where $Q_{R}$ is the heat rejection rate in kilowatts (thermal) and $F$ is the water flow rate in $\mathrm{kg} / \mathrm{min}(1 \mathrm{gal} 1 \mathrm{~m} / \mathrm{min}=3.785 \mathrm{~kg} / \mathrm{min})$. The rantge is also the temperature drop required in the cooling water as it goes through the cooling tower.

Since a practical heat exchanger cannot transfer heat without a temperature difference, the condensing temperature is higher than the exit temperature of the cooling water. This difference is the terminal temperature difference, expressed by

$$
\begin{equation*}
T \mathrm{TD}=\mathrm{T}_{\mathrm{C}}-\mathrm{T}_{0}=\Delta \mathrm{T}_{\mathrm{R}} /\left[\exp \left(3.4 \mathrm{~S}_{\mathrm{A}} \Delta \mathrm{~T}_{\mathrm{R}} / \mathrm{Q}_{\mathrm{R}}\right)-1\right] \quad{ }^{\circ} \mathrm{C} \tag{2-2}
\end{equation*}
$$

where $T_{R}$ is the range, $T_{0}-T_{I}$ above, and $S_{A}$ is the effective condenser surface area in square meters. The effective surface area of the condenser to be used is chosen from the desired TTD and range by solving Equation $(2-2)$ for $S_{A}$. This gives

$$
\begin{equation*}
\mathrm{S}_{\mathrm{A}}=\frac{\mathrm{Q}_{\mathrm{R}}}{3.4 \Delta \mathrm{~T}_{\mathrm{R}}} \quad \ln \left[\frac{\mathrm{TTD}+\Delta \mathrm{T}_{\mathrm{R}}}{\mathrm{TTD}}\right] \mathrm{m}^{2} \tag{2-3}
\end{equation*}
$$

$$
\begin{aligned}
& T_{0}-T_{1}=\text { Range } \\
& T_{C}-T_{0}=\text { Term Temp Diff } \\
& T_{I}-T_{W B}=\text { Approach }
\end{aligned}
$$



Required heat rejection per kilowatt of electrical output is shown for the different steam inlet temperatures by Figure 2-2.

A selling price for the steam condenser based upon Westinghouse catalog information is approximately

$$
\begin{equation*}
C_{c}=10^{5}+20.4 S_{A} \quad \text { dollars (1974). } \tag{2-4}
\end{equation*}
$$

Installation adds 30 percent to this cost. Then, substituting Equation (2-3) in (2-4) and normalizing on $Q_{R}$, the installed cost/kW (thermal) is

$$
C_{c} / Q_{R}=\left[\frac{10^{5}}{Q_{R}}+\frac{6}{\Delta T_{R}} \quad \ln \left(\frac{T T D+\Delta T_{R}}{T T D}\right)\right] 1.3 \quad \$ / k i Y_{t}
$$

This cost function is plotted in Figure 2-3 as the two separate terms in brackets above. To incIude installation add 30 percent to the cost determined from Figure 2-3.


Figure 2-2. Heat Rejection Requirement for Turbine with Condenser Temperature $40{ }^{\circ} \mathrm{C}$ Operating at Rated Load.


Figure 2-3. Steam Comlenser Cost Versifs theat Retection Rate. Total cost is base cost lius ciost neter, For Installation, add 30 percent.

There are five basic types of cooling systems typically useful for large steam electric power plants. These include once-thru cooling, cooling lakes, spray ponds, wet (evaporative) cooling towers, and dry cooling towers. In addition to these basic systems, combinations are often proposed such as the use of "helper" cooling towers or tempering canals with spray systems on basically once-thru systems. A variation of the dry cooling tower, the air cooled condenser, has received much attention for small plant applications, but its use on large units has met with little enthusiasm thus far. It shares many operating characteristics with the dry cooling tower.

Cooling systems designs which have the ability to reject waste heat at low condensing temperatures and consequent low turbine exhaust pressures allow the maximum utilization of available energy by the steam turbine. The result is increased turbine output and efficiency if the turbine is designed to make use of this energy.

### 3.1 Cooling Types

The basic environmental factors which influence cooling system performance are shown in Pigure 3-1, with dots representing major variables and circles representing variables of secondary importance. With oncethru cooling systems, performance is dictated by the water temperature at the cooling water intake. This temperature, however, is a complex function of the ambient wet bulb temperature, dry bulb temperature, wind speed, cloud cover, day of the year, and various stream flow effects, The steam condensing temperature with this system is the sum of the intake cooling water temperature, the temperature $x$ ise or range through


Figure 3-1. Environmental Influence on Cooling System Performance.
the condenser, and the terminal temperature difference. The latter is the difference between the steam saturation temperature and the temperature of the warm water leaving the condenser, and is indicative of the temperature differential required for heat transfer.

Cooling lakes are influenced by the enviromment in the same ways as once-thru systems. However, cooling lakes usually operate at higher intake temperatures, because the water is continuously recirculated and does not cool to the natural equilibrium temperature of once-thru systems.

Spray ponds are like miniature cooling lakes, except that evaporative heat transfer is promoted by spraying the water into the air. The enhancement of evaporative heat transfer, controlled, primarily by the wet bulb temperature and wind speed, makes cloud cover and day of the year of secondary importance. Thus, the performance of a spray pond should correspond more closely to an evaporative cooling tower than a cooling lake.

Performance of natural draft wet cooling towers is affected by both dry bulb and wet bulb temperatures. The wet bulb temperature controls the heat transfer process in the tower, but the dry bulb temperature or relative humidity becomes important in determining the air flow rate. Induced draft wet cooling towers rely on fans to produce air flow and thus, are sensitive only to the ambient wet bulb temperature. The steam saturation temperature with evaporative cooling towers and spray systems is the sum of the wet bulb temperature, the approach, the condenser or tower range, and the terminal temperature difference in the condenser. The approach measures how closely the cold water temperature "approaches"
the ambient wet bulb temperature, and would be zero degrees for a tower of infinite size.

Dry cooling towers rely totally on convective heat transfer which is controlled by the ambient dry bulb temperature, and the "apprond of dry cooling systems is measured with reference to this temperature.

Figure 3-2 shows the general relationships between cooling system temperatures and turbine exhaust pressure for once-thru cooling and wet and dry cooling towers. During typical summer operation, oncethru cooling systems generally operate with turbine exhaust pressures of 1.5 to $2.25 \mathrm{In} . \mathrm{Hg}$. Wet cooling tower systems will yield exhaust pressures of 2.5 to 4.5 In . Hg, while dry cooling towers will result in turbine exhaust pressures in excess of 6 In . Hg. Exhaust pressures with cooling lakes and spray ponds are in the same general range as wet cooling towers.

For the purposes of this study, where moderate steam temperatures may be the most desirable operating conditions, it was felt that a wet cooling tower is the best candidate cooling subsystem. Many suitable sites are available with adequate water and sunshine for pilot or even larger scale demonstration solar thermal electric power plants. Design and siting considerations may ultimately suggest the use of dry cooling towers, but only wet cooling towers are included in analysis and optimization of STEPS systems for this study.

### 3.2 Wet Cooling Tower Performance and Cost

Cooling tower inlet temperature depends on the approach and range temperature differences and the water flow rate and ambient wet bulb temperature. The design point wet bulb temperature was chosen as $25^{\circ} \mathrm{C}\left(77^{\circ} \mathrm{F}\right)$. The temperature of the cooling water from the condenser


Figure 3-2. Cooling System Temperature-Exhaust Pressure Relationships.
is plotted for different flow rates and heat rejection rates against the wet bulb temperature in Figure 3-3.

Costing for cooling towers was done on the basis of individual cells, with each cell rejecting 40 to $90 \mathrm{MW}_{\mathrm{t}}$ depending on the wet bulb temperature, the range and approach temperature differences and the water flow rate. The estimated installed cost of each cell is $\$ 175,000$.

The cost per kilowatt (thermal) is estimated by dividing the cost of a cell by its rejected power for a given set of operating temperatures. The cost, parametric in operating temperatures, is presentel in Figure 3-4.

However, the operating power input for the cooling tower is a significant element in the trade-off between cost and performance. The annual cost of energy required to pump the water and drive the fans may be nearly equal to the annualized investment cost. Therefore, the equation for cooling tower cost, as it was applied to the optimization procedure is:

$$
\begin{aligned}
\mathrm{R}_{\mathrm{CT}}= & 5.2 \times 10^{3} \Delta \mathrm{~T}_{\mathrm{A}}^{-0.4} \mathrm{~T}_{\mathrm{w}} .233 \mathrm{~T}_{\mathrm{o}}^{-2}{ }^{\mathrm{r}_{\mathrm{a}}} \\
& +97 \times 10^{3}\left(\frac{0.048}{\Delta \mathrm{~T}_{\mathrm{R}}}+0.002\right)
\end{aligned}
$$

where:
${ }^{R_{C T}}$ is the annualized cooling tower cost in $\$ / \mathrm{kW}_{\mathrm{t}}-\mathrm{yr}$
$\triangle T_{A} \quad$ is the cooling tower approach to wet bulb temperature, ${ }^{\circ} \mathrm{C}$
$\Delta T_{R} \quad$ is the condenser range, ${ }^{\circ} \mathrm{C}$
$T_{W} \quad$ is the design wet bulb temperature, ${ }^{\circ} \mathrm{C}$.
$\mathrm{T}_{\mathrm{o}} \quad$ is the condenser outlet temperature, ${ }^{\circ} \mathrm{C}$
$r_{a} \quad$ is the rate of amortization.


Figure 3-3. Condenser Cooling Water Temperature, vs. Wet Bulb Temperature.


Eigure 3-4. Installed Cooling Tower Cost per Kilowatt of Heat Rejected.

In Equation (3-1) the first term is the annualized investment cost, expressing the cost relationship shown in Figure 3-4. The second term in the cost equation expresses the annual cost of pumping and fan power.

For the design conditions, a total pressure drop of 20 metres was assumed in the condenser and cooling tower water lines, and a $200-\mathrm{hp}$ fan was used. The cost of circulating pumps and piping are not included in cooling subsystem cost. They are included, instead, in other plant costs. The $3{ }^{\circ} \mathrm{C}$ approach which was indicated in Figure 2-22 of Appendix B may have used the cost equation (3-1) beyond its normal limits. In future developments an increase in cost of fan power with decreasing approach may be required.
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## DYNAMIC SIMULATIONS
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The satisfactory development of solar thermal electric power systems requires a thorough understanding of the interaction of the system components. There are, at present, many different types of collectors being proposed along with many different absorbers theat exchangers), storage system, turbine systems, etc. Each of these subsystems has different characteristics that affect the overall system performance and the cost of the complete system. For example, it is not sufficient to do simple heat balances because the operation of some components are not only heat sensitive but also temperature sensitive. The computer can play an extremely important role in aiding the design because of the inordinate amount of bookkeeping required even for the simplest system. This section of the report deals with the development of a computer program written for determining the performance of viable solar thermal electric power systems.

If solar power systems are to be effectively designed, it would appear that a general simulation model can be effectively utilized. Such a model should be capable of simulating general system configurations with arbitrary control policies. The interest in solar thermal electric power systems has taken a marked upturn and the state-of-theart is changing rapidly; therefore, as new and more sophisticated subsystem models become available they should be easily incorporated into the model. For these reasons coupled with the need to provide detailed system performance as a back-up to the overall performance and cost optimization, the development of a generalized computer simulation model for the dynamic performance analysis of solar thermal electric power systems was undertaken during this investigation.

A dynamic simulation model for use in the performance analysis of specific designs of solar thermal electric power systems has been developed. The program is called SIMSTEPS, an acronym for SImulation Model for Solar Thermal Electric Power Systems. The objectives for the development of SIMSTEPS were to:

1. Develop a general model, that is, one that can be used for any specified system configuration for solar thermal electric power plants.
2. Modularize the program so that subsystems can be introduced or replaced as more sophisticated subsystems become available.
3. Develop a model that is simple in terms of the knowledge required by the system designer, and hence easy to use.
4. Develop a dynamic model because the primary problem being modeled is a dynamics problem and therefore the dependence on time is required.
5. Develop a dynamic point design performance analysis model with an specifiable level of simulation complexity such that a very simple module can be used for sensitivity analyses, and more complex simulation subsystems can be used for detailed time-step-by-time-step analysis of the overall system.
6. Develop a control driven model so that the total system responds to the decisions and actions of the control subsystem.

The program is executor and library file oriented. The library file contains all of the subsystem modules. To use the program the user specifies the components included in the system and the manner in which they are connected. The executor program in SIMSTEPS will then write the computer program for the specific system to be analyzed.

In short, program SIMSTEPS is a program to write a program. It is open-ended in terms of the number of subsystems allowable in a given system. Each specific system as defined by the user will be analyzed by the executor overlay. Systems are considered like electrical networks and any configuration can be treated. This does not mean the electrical analogy approach is followed, rather the program treats the system like an electrical circuit with flow variables (temperature, pressure and mass flow rate) used as the system state variables.

One of the interesting features of the program is that it is "control driven." These controllers can take advantage of as much information as the system designer deems necessary for successful operation of the system. These include, but are not limited to, absorber fluid temperature, incident insolation, storage tank temperature, and turbine inlet and outlet conditions.

The overall schematic for the program structure is shown in Figure 2-1. There are four overlay levels. The first level is the input overlay, the second is the executor overlay, the third is the output overlay and the fourth is for reading weather data from magnetic tape. The primary function of the input overlay is to read in the system description and imput-output connections as well as state variable initial conditions. The role of the output overlay is to produce step-by-step outputs for the system variables as well as plots (either flat-

bed or microfilm) of any of the system variables as a function of time. Information contained on the weather data tapes includes hour-by-hour data for a specified geographic location. These data are:

- Wet and dry bulb temperatures
- Wind Speed
- Diffuse and direct components of insolation
- Atmospheric pressure
- Relative humidity
- Sun position (azimuth and eleration angles)

The executor overlay is the heart of the program and it is where the description of the program is turned into an executable program. The specific solar thermal electric power system to be analyzed can consist of any given collection of components. For example, Figure 2-2 is a schematic representation of a hot water system using parabaloid collectors, cavity absorber and a hot water storage system. The inputs and outputs of each subsystem are labeled (arbitrarily) as shown in Figure 2-2 and it is this labeling that enables the executor program to construct the system mode.

The number of modules or subsystems allowable in the subsystem library is virtually unlimited, At the present time the following subsystems have been modeled and are included in the library: collector subsystems (both flat-plate and focusing), absorbers, plumbing, valves, pumps, heat storage subsystems, turbine, cooling tower, heat exchangers, and the control units. Where necessary, subsystems are described by a set of time dependent differential equations. System state variables are

FIGURE 2-2. SYSTEM DESCRIPTION FOR PROGRAM INPUT
temperature, pressure and mass flow rate. Additional or new subsystem modules will be included in the system design program as they become available. The library contains: presently a flat-plate collector module based on the work of Hottel and Whillier, (1958) and Duffie and Beckman, (1974), paraboloidal and parabolic cylinder concentrator models; a cylindrical receiver-coil steam generator absorber model, a pancake-helix steam generator and a straight line pipe steam generator model; two heat storage models, a dynamic steam accumulator model and a stratified cor well mixed) hot water storage model; a model for mixer valves; a model for splitter valves; a model for pumps; a model for the pipes; a model for a counter flow heat exchanger; a generalized solar tracking model for full equatorial, elevation-azimuth, roll about a single axis, etc.; and a turbine-generator model based upon a Westinghouse Electric Corporation model used extensively for turbine design. These models are described in more detail in the following section.

The program has been developed so that any type of incident solar radiation data or model can be used. These include: 1) deterministic (an algebraic equation) sun model; 2) random simulation model based upon cloud cover statistics; and 3) actual tabulated input information based upon collected data. The integrator model is a secondorder predictor-corrector routine.

The program is written in EXTENDED FORTRAN for a Control Data Corporation 6400 computer. Run time for the simulation of a 24 hour day in 6 minute time increments is in the $4-30$ second range, depending, on the system configuration and the complexity of the control strategy.

A dynamic model was developed for each subsystem in the STEP system selected for simulation. Each of the subsystems is described in detail in the following section.

### 3.1 Concentrator Models

Two types of concentrators were modeled: (1) Paraboloidal mirpor
and (2) Fresnel reflector. Both are double curvature concentrators. The paraboloid is considered as a reference since it has the best performance. The solar radiation incident on the concentrator is considered normal to the reflector plane.
3.1.1 The Paraboloidal Mirror

The model used is based on the formula

$$
\begin{aligned}
& E=E_{\max } \mathrm{e}^{-C r^{2}} \\
& E=\left(\frac{180}{\pi}\right)^{2} \mathrm{~h}^{2} \sin ^{2} \theta_{\max } \mathrm{R} E_{\operatorname{sun}}
\end{aligned}
$$

and

$$
C=\left(\frac{180}{\pi}\right)^{2}\left(\frac{h}{2 f}\right)^{2}\left(1+\cos \theta_{\max }\right)^{2}
$$

where (see Figure 3-1);
$\theta_{\max }$ is the concentrator rim angle
$f$ is the concentrator focal length
$r$ is the radius of the circle whose center is the focal point and is completely in the focal plane
$R$ is the reflectivity of the reflecting surface (dimensionless)
h
is a dimensionelss parameter characterizing the accurach of the reflecting surface and is related to the reflected beam deviation angle
$E_{\text {sun }}$ is the direct normal solar radiation falling on the reflector plane, in $\mathrm{kWh} \mathrm{t}_{\mathrm{t}} / \mathrm{m}^{2}-\mathrm{hr}$.

Figure 3-2 shows the distribution of $E$ over the focal plane which has its maximum value $E$ at $r=0$ (focal point). If $E_{\text {max }}$ is constant, then the distribution curve of $E$ will drop-off more rapidly with increasing $C$, i.e., if the value of $C$ is small, then the distribution will be spread over a larger area.

Integrating $E$ over a circle of radius $r$ inthe focal plane results in the amount of energy per unit time falling on the circle:

$$
\Phi_{r}=\int_{0}^{r} E 2 \pi r d r=2 \pi E_{\max } \int_{0}^{r} r e^{-C r^{2}} d r=\frac{\pi E \max }{C}\left(1-e^{-C r^{2}}\right)
$$

which can be rewritten in the following form:

$$
\Phi_{r}=\Phi_{\max }\left(1-\mathrm{e}^{-\mathrm{Cr}}\right)
$$

where $\phi_{\max }$ is the total amount of solar energy pex unit time falling on the focal plane, i.e., when $r=\infty$.

If the cavity absorber is placed with its opening circle in the focal plane and its axis coincident with the concentrator axis, where the opening radius is $r_{o}$, then the amount of energy per unit time entering the cavity opening is:

$$
\Phi_{r_{0}}=\frac{\pi E_{\max }}{C}\left(1-\mathrm{e}^{\left.-C r_{0}^{2}\right)=\pi(2 f)^{2}} \frac{\sin ^{2} \theta_{\max }}{\left(1+\cos \theta_{\max }\right)^{2}} R E_{\operatorname{sun}}\left(1-\mathrm{e}^{-\mathrm{Cr}_{0}}\right)^{2}\right.
$$

The ratio of the energy entering the cavity opening to the energy falling on the concentratior plane is

$$
\frac{\Phi_{r_{o}}}{\frac{\pi}{4} D_{\text {reflector }}^{2} E_{\text {sun }}}=R\left(1-\mathrm{e}^{\left.-C r_{o}{ }_{0}^{2}\right)}\right.
$$

### 3.1.2 Fresnel Reflectors (see Figure 3-3)

The model considers the Fresnel reflector to be a number of coaxial paraboloidal rings. Each paraboloid has a different focal length but they all have the same focal plane. The model is also based on the paraboloidal mirror formula, Equation (3-1). This equation is applied to each ring, for example, the $i^{\text {th }}$ ring has rim angle $\theta_{\max }^{i}$ and focal length $f^{i}$, and is shaded by the $i+1$ st ring which has rim angle $\theta_{\max }^{i+1}$, then:

$$
\begin{gathered}
{\Phi_{r_{o}}^{i}=}_{\pi R E_{\operatorname{sun}}\left(2 f^{i}\right)^{2}\left[\frac{\sin ^{2} \theta_{\max }^{i}}{\left(1+\cos \theta_{\max }^{i}\right)^{2}}-\frac{\sin ^{2} \theta_{\max }^{i+1}}{\left(1+\cos \theta_{\max }^{i+1}\right)^{2}}\right]}\left[1-e^{\left.-C^{i} r_{0}^{2}\right)}\right.
\end{gathered}
$$

or

$$
\phi_{r_{o}}^{i}=\pi R E_{\operatorname{sun}} K^{i}
$$



FIGURE 3-1. PARABOLOIDAL MIRROR GEOMETRY


FIGURE 3-2. ENERGY DISTRIBUTION AT FOCAL PLANE


FIGURE 3-3. FRESNEL REFLECTOR GEOMETRY
where $\sin \theta_{\max }^{i}=\frac{D^{i}}{\sqrt{4 \ell^{2}+\left(D^{i}\right)^{2}}} \quad, \quad f^{i}=\frac{1}{2} \ell\left(1+\cos \theta_{\max }^{i}\right)$,
and
$D^{i}$ is the outer diameter of the $i^{\text {th }}$ ring
$\phi_{T}^{i}$ is the amount of energy entering the absorber opening and reflected by the $i^{\text {th }}$ ring. Summing up for all rings we get the total amount of solar energy entering the absorber opening and reflected by all rings; i.e., the whole reflector.

$$
\Phi_{r_{0}}=\sum_{i=1}^{n} \phi_{r_{0}}^{i}=\pi R E_{\operatorname{sun}} \sum_{i=1}^{n} K^{i}=\pi R E_{\operatorname{sun}} K
$$

The ratio of the energy entering the absorber opening to the energy incident on the concentrator is:

$$
\frac{\Phi_{\mathrm{r}_{o}}^{\mathrm{T}}}{\pi / 4 \mathrm{D}_{\mathrm{r}}^{2} E_{\text {sun }}}=\frac{\pi R E_{\text {sun }^{K}}^{\pi / 4 \mathrm{D}_{r}^{2} E_{\text {sun }}}}{\pi}=4 R \frac{K}{D_{r}^{2}}
$$

As shown in Figure 3-4, the absorber makes a shadow of diameter D $\mathrm{D}_{\text {ibs }}$ on the reflector. This can be considered to be a negative reflector with rim angle $\theta_{\text {sh }}$.
(a) for the paraboloidal mirror:

$$
\begin{aligned}
& \Phi_{r_{o}}^{s h}=\pi(2 f)^{2} \frac{\sin ^{2} \theta_{s h}}{\left(1+\cos \theta_{s h}\right)^{2}} R E_{\text {sun }}\left(1-e^{\left.-c^{\operatorname{sh}} r_{o}^{2}\right)}\right. \\
& c^{s h}=\left(\frac{180}{n}\right)^{2}\left(\frac{h}{2 f}\right)^{2}\left(1+\cos \theta_{s h}\right)^{2}
\end{aligned}
$$

Therefore,

$$
\Phi_{r_{0}}^{\text {net }}=\Phi_{r_{0}}-\Phi_{r_{0}}^{s h}
$$

(b) for the Fresnel reflector the summation over the $i^{\text {th }} r$ ing stops if $D_{a b s} \geq D_{i}$, then:

$$
\Phi_{r_{0}}^{T}=\sum_{i=1} \Phi_{r_{0}}^{i}
$$

where $n$ is the number of rings with $D^{i}>D_{a b s}$.

### 3.2 Absorber Model

The mathematical model was developed for a cylindrical cavitytype absorber with a coil forming the wall of the absorber. The model consists of two parts: (1) the cavity absorber and (2) the heat transfer process through the pipe for one or two phase flow.

The cavity absorber model (see Figure 3-5) is based on the work of Rubanovich (1965). The cavity absorber approximates a black body. We will first condiser an expression for the heat flux absorbed by the cavity wall. The first simple model assumes that the internal cavity surface temperature is uniform and the interior surface is gray and emits and reflects diffusely. Consider the cavity interior surface and the cavity opening as two surfaces radiating at each other, where $A_{1}$ is the area of the opening and $A_{2}$ is the surface area of the cavity interior as shown in Figure 3-6. The shape factor relationship is:

$$
\mathrm{F}_{11}+\mathrm{F}_{12}=1
$$



FIGURE 3-4. ABSORBER SHADING


FIGURE 3-5. ABSORBER GEOMETRY


FIGURE 3-6. ABSORBER SHAPE FACTORS

The reradiation shape factor of the cavity wall is:

$$
F_{11}=1-F_{12}
$$

where $\mathrm{F}_{12}$ is the shape factor from the interior to the opening. The absorption factor $B_{12}$, which is the fraction of the radiation emitted by surface 1 and absorbed by surface 2 can be expressed as:

$$
B_{12}=F_{12} e_{2}+F_{11}\left(1-e_{1}\right) B_{12}
$$

where $e$ is emissivity of the surface. Therefore,

$$
B_{12}=\frac{F_{12} e_{2}}{1-\left(1-F_{12}\right)\left(1-e_{1}\right)}
$$

In this case, $B_{12}$ is the fraction of radiation emitted by the cavity interior surface that is lost through the cavity opening. The radiation emitted from the cavity wall per unit time is $e_{1} A_{1} \sigma T_{1}^{4}$. The radiation lost through the cavity opening is

$$
Q_{1 o s s}=e_{1} A_{1} \sigma T_{1}^{4} B_{12}=\frac{F_{12} e_{1}}{1-\left(1-F_{12}\right)\left(1-e_{1}\right)} \quad A_{1} \sigma T_{1}^{4}
$$

where $\sigma$ is the Stephen- Boltzman constant.
Similarly, the fraction of the entering solar radiation absorbed by the cavity interior wall can be calculated as follows:

$$
\begin{aligned}
& B_{11}=F_{11} e_{1}+F_{12}\left(1-e_{1}\right) B_{11} \\
& B_{21}=F_{21} e_{1}+F_{21}\left(1-e_{1}\right) B_{11}
\end{aligned}
$$

Therefore,

$$
\mathrm{B}_{21}=\frac{\mathrm{e}_{1}}{1-\left(1-\mathrm{F}_{12}\right)\left(1-e_{1}\right)}
$$

The radiation absorbed by the cavity wall per unit time is

$$
Q_{a b s}=A_{2} \Phi_{r_{0}}^{T} \quad B_{21}=\frac{e_{1}}{1-\left(1-F_{12}\right)\left(1-e_{1}\right)} \quad A_{2} \Phi_{r_{0}}^{T}
$$

and the efficiency of the absorber is

$$
\eta_{a b s}=\left(Q_{a b s}-Q_{10 s s}\right) /\left(A_{2} \Phi_{r_{0}}^{T}\right)=B_{21}-\frac{Q_{1 o s s}}{A_{2} \sigma_{r}^{T}}
$$

The following formulas are used for calculation of the shape factor $\mathrm{F}_{12}$. They pertain to the interchange between an infinitesimal element and a finite surface. The interior surface of the cavity is divided into small elements, and the interchange between these elements and the cavity opening (as a finite surface) is considered. The result is then integrated over the entire cavity interior surface $A_{1}$, which consists of the cylindrical wall and the back disk wall.

$$
F_{12} A_{1}=\int_{A_{1}} F_{d A_{1}-A_{2}} d A_{1}
$$

where $\mathrm{F}_{\mathrm{dA}}^{1}-A_{2}$ is the shape factor between the infinitesimal element $d A_{1}$ and $A_{2}$. Changing the integration sign to a summation by taking small finite elements instead of infinitesimal elements, yields

$$
\begin{aligned}
F_{12} & =\frac{1}{A_{1}} \sum_{n=1}^{N} F_{\Delta A_{1}-A_{2}} \Delta A_{1} \\
& =\frac{1}{A_{1}}\left[\sum_{n_{1}=1}^{N_{1}}{ }^{\left.F_{\Delta A_{1}-A_{2}} \Delta A_{1}+\sum_{n_{2}=1}^{N_{2}} F_{\Delta A_{1}-A_{2}} \Delta A_{1}\right]}\right.
\end{aligned}
$$

where $N_{1}$ and $N_{2}$ are the total number of elements on the cylindrical wall and the back disk wall, respectively. $F_{d A_{1}}-A_{2}$, the shape factor between the infinitesimal element on a cylindrical surface and a disk is given by

$$
\mathrm{F}_{\mathrm{AA}_{1}-\mathrm{A}_{2}}=\frac{\mathrm{x}}{2}\left[\frac{1+\mathrm{Y}^{2}+\mathrm{X}^{2}}{\sqrt{1+\mathrm{Y}^{2}+\mathrm{X}^{2}-4 \mathrm{Y}^{2}}}-1\right]
$$

where $X=a / c$ and $Y=b / c$ as shown in Figure 3-7.
$\mathrm{F}_{\mathrm{dA}_{1}-\mathrm{A}_{2}}$, the shape factor between an infinitesimal element on the disk and another disk is given by

$$
\mathrm{F}_{\mathrm{dA}}^{1}-A_{2}=\frac{1 / 2}{}\left(1-\frac{z-2 \mathrm{Y}^{2} x^{2}}{\sqrt{z^{2}-4 \mathrm{Y}^{2} x^{2}}}\right)
$$

where $X=c / a, \quad Y=b / c$ and $z=1+\left(1+Y^{2}\right) X^{2}$ as shown in Figure 3-8.

It is clear that the ratio $A_{2} / A_{1}$ changes the shape factor $F_{12}$, the heat flux absoxbed $q_{a b s}$ and the absorber efficiency $n_{a b s}$. Also the dimensions of the cavity, i.e., $1_{\text {abs }} / \mathrm{d}_{\text {coil }}$ affect $\mathrm{F}_{12}$. This: indicates that the performance of the cavity absorber can be optimized by finding the best combination of $d_{\text {opening }} d_{c o i l}$ and ${ }^{1}$ abs .

The above model was a simplified model which used the assumption that the internal cavity surface temperature is uniform. This model is accurate enough since the temperatures are not very high -- in the range of $250^{\circ} \mathrm{C}$ in the case of boiling in the absorber, and up to $350{ }^{\circ} \mathrm{C}$ in the case of pressurized water heating. A more rigourous model has been developed by Grilikhes, et.al., (1972 a) in which they obtained the interesting results shown in Figure 3-9.

If the reflectivity $p$ of the interior surface is low, then the radiation flux distribution along the length of the cylindrical wall has a high peak, which means a hot spot. By increasing $a$ the distribution becomes more and more uniform. In the simplified model, the radiation flux density is constant along the cylindrical wall of the cavity where the coil is located.

The heat transfer model used for the pipe analysis is based upon a simple one-dimensional heat transfer mode1. The helical pipe is divided into small segments (normally, the pipe was made up of more than 100 segments). The heat balance equation was written for each segment as shown in Figure 3-10 and it was assumed that the heat flux $q_{\text {abs }}$ was uniform around the pipe. Although this assumption does not appear to be satisfactory, according to the experimental results by I. A. Grilikhes, et.al., (1969 and 1972 b), this assumption can be used if we consider that the assumed uniform heat flux density $q_{a b s}$ equals,
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FIGURE 3-9. BOILING IN ABSORBER

$$
q_{a b s}=C q_{w}
$$

where $q_{w}$ is the calculated heat flux density incident on the inside wall of the cylinder and $C=2 / 3$. The amount of heat absorbed by the pipe in a time period $\Delta t$ is given by

$$
Q=q_{a b s} A_{p} \Delta t=\dot{m}\left(h_{2}-h_{1}\right) \Delta t=\dot{\mathrm{m}} C p\left(T_{2}-T_{1}\right) \Delta t
$$

or

$$
h_{2}=h_{1}+\frac{q_{a b s} A_{p}}{\dot{m}}
$$

where
$A_{p} \quad$ is the area of the outer surface of the segment
$\dot{\mathrm{m}}$ is the mass flow rate
$C_{p}$ is the specific heat at constant pressure;
$T_{1}, T_{2}$ are the initial and final temperatures of the fluid in the segment
$h_{1}, h_{2}$ are the initial and final enthalpies of the fluid in the segment.

From the expression for $h_{2}$ we can determine $T_{2}$ for a given pressure.
The amount of heat transferred through the boundary layer is:

$$
Q=h A_{p_{\text {in }}}\left(T_{w_{\text {in }}}-T_{\text {ave }}\right) \Delta t=q_{\text {abs }} A_{p} \Delta t
$$

or

$$
\mathrm{T}_{\mathrm{win}_{\text {in }}} \approx \mathrm{T}_{\text {ave }}+\frac{q_{a b s}}{h}
$$

(if we consider that $A_{p}$ equals $A_{p_{i n}}$ approximately)
where
$h \quad$ is the heat transfer coefficient
$T$ is the inside wall temperature and $w_{\text {in }}$ Tave is the average fluid temperature in each segment $=\frac{T_{1}+T_{2}}{2}$

The amount of heat transferred through the pipe wall is

$$
Q=\frac{2 \pi T_{w_{\text {out }}}-T_{w_{\text {in }}} \ell \Delta t}{\ln \left(d_{\text {out }} / d_{\text {in }}\right) / k_{p}} \quad=q_{\text {abs }} A_{p} \Delta t
$$

or

$$
\mathrm{T}_{\mathrm{w}_{\text {out }}}=\mathrm{T}_{\mathrm{w}_{\text {in }}}+\mathrm{q}_{\text {abs }} \frac{\ln \left(\mathrm{d}_{\text {out }} / \mathrm{d}_{\text {in }}\right)}{k_{\mathrm{p}}} \mathrm{~d}_{\text {out }}
$$

where
$k_{\mathrm{p}} \quad$ is the thermal conductivity of the pipe wall
$\mathrm{T}_{\mathrm{w}}$ is the outer surface all temperature and out
1 is the length of the pipe segment.

The relationship for the flow-stream pressure drop in the absence of an abrupt enterance and exit and for an incompressible flow is

$$
\begin{equation*}
P=\frac{1}{20} V^{2} \frac{L}{d} \tag{4f}
\end{equation*}
$$

where
$f$ is the pressure drop coefficient.
The formulas for evaluating the pressure drop coefficient " $f$ " are as follows:

Straight pipe
(a) Laminar Flow

$$
f=16 / R_{e}
$$

(b) Turbulent Flow

$$
\begin{array}{ll}
f=0.079 \operatorname{Re}^{-0.25} & \text { for } 5,000<\operatorname{Re}<30,000 \\
f=0.046 \operatorname{Re}^{-0.2} & \text { for } 30,000<\operatorname{Re}<1,000,000
\end{array}
$$

Coils
(a) Laminar Flow

$$
\frac{\mathrm{f}_{\mathrm{c}}}{\mathrm{f}_{\mathrm{s}}}=\frac{21.5 \mathrm{~K}}{\left(1.56+\log _{10} \mathrm{~K}\right)^{5.73}} \quad \text { for } 13.5<\mathrm{K}<2000
$$

(b) Turbulent Flow

$$
\mathrm{f}_{\mathrm{c}}=1 / 4\left(\frac{\mathrm{r}}{\mathrm{R}}\right)^{\frac{1}{2}} \quad\left\{0.029+0.034 \quad\left[\operatorname{Re}\left(\frac{\mathrm{r}}{\mathrm{R}}\right)^{2}\right]^{-0.25}\right\}
$$

where the subscripts $c$ and $s$ refer to coil and straight pipe, respectively. The heat transfer coefficient $h_{l}$, for 1 iquid flow and the heat flux at the wall of the pipe can be calculated from

$$
q_{w}=h_{\ell}\left(T_{w}-T_{b}\right)
$$

where
$T_{W}$ is the temperature at the wall, and

$$
\mathrm{J}-22
$$

$\mathrm{T}_{\mathrm{b}} \quad$ is the bulk or mixed mean temperature.

The heat transfer coefficient is:

$$
h_{1}=N u\left(\frac{k}{d}\right)
$$

where
Nu is the Nusselt Number,
k is the thermal conductivity of the fluid and
d is the tube inner diameter.

In order to calculate the heat transfer coefficient correlations the Nu for inner flow in circular tubes are required. For Reynolds numbers below 2,200 , the flow is considered laminar. For Reynolds numbers between 2,200 and 10,000 , the flow is considered transient, and it is difficult to predict the Nusselt number in this region because of insufficient information in literature except for some very specific situations.

For the simulation purposes, a Reynolds number of 5,000 was selected as the separation between the laminar and turbulent regimes and a transient flow region was not considered. This approximation appeared acceptable for preliminary design studies. The correlations for straight pipes and for coils are usually presented in terms of the Reynolds Number:

$$
\operatorname{Re}=\frac{V \mathrm{~d} \rho}{\mu}=\frac{\dot{\mathrm{m}}}{\frac{\pi d^{2}}{4}} \frac{\mathrm{~d}}{\dot{\mu}}
$$

where

```
mi is the fluid mass flow rate
H is the fluid dynamic viscosity
p is the fluid density
V is the mean flow velocity.
3.3 Inner Flow in Straight Pipes
```

The flow either laminax or turbulent, is considered to be fully developed in both the velocity and temperature profiles since the thermal entry length is very small compared to the length of the pipe. Expressions for the Nusselt number are as follows:
(a) Laminar Flow $(\mathrm{Re}<5,000)$

For a constant heat rate, the $N u$ is constant

$$
\mathrm{Nu}=4.364
$$

(b) Turbulent Flow $(\operatorname{Re}>5,000)$

For a constant heat rate, $\mathrm{Nu}=0.022 \mathrm{Re}^{0.8} \mathrm{Pr}^{0.6}$
for $\quad 0.7<\operatorname{Pr}<120, \quad \operatorname{Re}<120,000$, and $\mathrm{L} / \mathrm{d}>60$
where
Pr is the Prand $t 1$ number $\frac{\mu C}{k}$
L is the length of the pipe.

The flow in the coil is also considered to have fully developed velocity and temperature profiles. The difference between straight pipes and coils is that the transition Reynolds number is not considered 5,000 , but rather

$$
\operatorname{Re}_{\text {crit }}=2\left(\frac{\mathrm{r}}{\mathrm{R}}\right)^{0.32}\left(10^{4}\right)
$$

where
$r$ is the inner radius of the pipe, and
$R$ is the radius of curvatureof the coil.

For $R / r>860$, the $R_{\text {crit }}$ for a curved pipe is equal to that of a straight pipe
(a) Laminar Flow

The Nu for curved pipes is related to that of straight pipes through the following two approximations from Sparrow, (1973).

First Approximation:

$$
\left(\frac{\left.\mathrm{Nu} \text { coil }^{\mathrm{Nu}}\right)_{\text {straight }}}{{ }^{\text {I }}}=0.1979 \sqrt{\frac{\mathrm{~K}}{\xi}}\right.
$$

where

$$
\xi=\frac{2}{11}\left(1+\sqrt{1+\frac{77}{4} \frac{1}{P_{r}^{2}}}\right) \text { for } P_{r} \geq 1
$$

and

$$
\xi=\frac{1}{5}\left(2+\sqrt{\frac{10}{P_{r}^{2}}-1}\right) \quad \text { for } \quad P_{r} \leq 1
$$

where
$K \quad$ is the Dean number $=\operatorname{Re} \sqrt{r / R}$

Second Approximation:

$$
\begin{aligned}
& \binom{N u_{c}}{N u_{s}}_{I I}=\left(\frac{N u_{c}}{N u_{s}}\right)^{1+\frac{37.05}{\xi}\left[\frac{1}{40}-\frac{17}{120} \xi+\left(\frac{1}{10 \xi}+\frac{13}{30}\right) \frac{1}{10 P_{c}}\right] \mathrm{K}} \\
& \text { for } P_{r} \geq 1 \\
& \left(\begin{array}{l}
\left.\left.\frac{\mathrm{Nu}_{c}}{\mathrm{Nu}}\right)_{s}=\left(\frac{\mathrm{Nu}}{\mathrm{c}}\right)_{\text {II }}^{\mathrm{Nu}}\right)_{I} \frac{1}{1-\frac{37.05}{\xi}\left[\frac{\xi^{7}}{12}+\frac{1}{24}-\frac{1}{120 \xi}-\left(\frac{4}{3} \xi-\frac{1}{3 \xi}+\frac{1}{156^{2}}\right)\right.}
\end{array}\right. \\
& \text {-000 } \overline{\left.\frac{1}{20 P_{r}}\right] K^{-\frac{1}{2}}} \text { for } P_{r} \leq 1
\end{aligned}
$$

(b) Turbulent Flow

The following correlations are given (6)

$$
\mathrm{Nu}=0.021 \mathrm{P}_{\mathrm{r}}^{0.4} \operatorname{Re}{ }^{0.85}\left(\frac{r}{\mathrm{R}}\right)^{0.1}
$$

For both flows, laminar and turbulent, the Nusselt number is the average of the peripheral values.

### 3.4 Two-Phase Heat Transfer Coefficient, $h_{\text {TP }}$

The two-phase flow considered here is a flow of a liquid and its vapor. We are considering forced convection heat transfer processes. inside the tubes. Unfortunately, boiling heat transfer is not well known, especially for the case under consideration. There is very little information about forced convection boiling heat transfer as compared to pool boiling heat transfer, for example. And, there is even
less information about inner flow boiling for flows inside coils with stall curvatures. The correlations available are for coils of large curvature with high temperature flows such as used in atomic reactors. One study was found that used smaller coils for steam-powered cars, but still the diameter of the coil was larger than those considered for solar cavity absorbers. There is certainly need for additional data for forced convection boiling in small coils.

Isbin, et.a1., (1961), developed the following correlation for the ratio of the two-phase heat transfer coefficient to that of 1 iquid only flow

$$
\frac{h_{\mathrm{TP}}}{\mathrm{~h}_{\ell}}=a\left[\frac{(1-x)}{(1-\alpha)}\right]^{0.8}
$$

where
$x$ is the weight fraction of steam in the steam-water flow mixture $\alpha$ is the void fraction
a equals 1.5 to fit their experimental results.

By using the thermodynamic relations for boiling, which give the properties of the boiling substance in terms of the saturated (liquid and vapor) properties

$$
\begin{aligned}
& v=(1-x) v_{f}+x v_{g} \\
& \rho=(1-\alpha) \rho_{f}+\alpha_{g}
\end{aligned}
$$

where $v$ and $\rho$ are the specific volume and density of the boiling substance, respectively, and subscripts $f$ and $g$ refer to saturated liquid and saturated vapor, respectively.

Noting that $\rho=1 / \mathrm{v}$, the following expression results:

$$
\frac{1-x}{1-\alpha} \frac{\alpha}{x}=\frac{\rho_{f} v_{g}-1}{1-\rho_{g} v_{f}}=\frac{v_{g} / v_{f}-1}{1-v_{f} / v_{g}}
$$

which after some algebraic manipulation becomes

$$
\left.\frac{1-x}{1-\alpha}=1+x \frac{{ }^{v} / v_{f}-1}{\left(\frac{v_{f}}{1-v_{f}} / v_{g}\right.}-1\right)
$$

Substituting this value into the heat transfer coefficient ratio yields

$$
\frac{h_{T P}}{h_{\ell}}=a\left[1+x\left(\frac{v_{g} / v_{f}-1}{1-v_{f} / v_{g}}-1\right)\right]^{0,8}
$$

which is a function only of $x$ since $v_{f}$ and $v_{g}$ are constants at the given boiling pressure.

The authors (Isbin, et.al., (1961) claim that the heat transfer coefficient "h Tp" increases with the steam quality $x$, to high values of $x$. model used here utilized the above correlation up to values of $x=1.0$. Above that single phase flow correlations were used with the pure steam properties.

### 3.5 Heat Exchanger Model

Heat exchangers were modeled for systems using pressurized hot water. The modeling of the steam generation in the heat exchangers was divided into the following two processes, where a heat exchanger was designed for each: (1) heating the water from the condenser temperature up to the boiling temperature; (2) evaporation at constant temperature. Figure 3-11 shows the changes in temperature
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FIGURE 3-11. HEAT EXCHANGERS
that occurs in each heat exchanger. Considering that the specific heats of the fluids do not vary with temperature, the amount of heat exchanged between the hot and cold fluids is:

$$
\left.q=\left(\dot{\mathrm{n}} \mathrm{C}_{\mathrm{p}}\right)_{\mathrm{c}}{\stackrel{T}{c_{\text {out }}}}-T_{c_{\text {in }}}\right)=\left(\dot{\mathrm{m}} \mathrm{C}_{\mathrm{p}}\right)_{\mathrm{h}}\left(T_{\mathrm{h}_{\text {out }}}-T_{h_{\text {in }}}\right)
$$

where
$\dot{m} \quad$ is the mass flow rate of the fluid
$C_{p}$ is the specific heat of the fluid,
c and $h$ are subscripts which refer to the cold and hot fluids respectively. The equation for the performance of the heat exchangers is

$$
\ln \left(\frac{T_{h_{\text {out }}}-T_{c_{\text {out }}}}{T_{h_{\text {in }}}-T_{c_{\text {in }}}}\right)=\left[\left(T_{h_{\text {out }}}-T_{c_{\text {out }}}\right)-\left(T_{h_{\text {in }}}-T_{c_{\text {in }}}\right)\right] \frac{11 A}{q}
$$

where
A is the total heat transfer area
U is the over-all conductance which is considered constant.

For the evaporation process, the performance equation becomes

$$
\ln \left(\frac{T_{h_{\text {out }}}-T_{c}}{T_{h_{\text {in }}}-T_{c}}\right)=\left[{ }^{T_{h_{\text {out }}}}-{ }^{T_{h_{\text {in }}}}\right] \quad \frac{\mathrm{UA}}{\mathrm{q}}
$$

The above equations are for single-pass flow. A correction factor $\bar{F}$ is used to consider the counter flow in a multiple pass, where $F$ is less than or equal to one.

The correction factor $F$ can be found from curves for the different designs as a function of two variables $p$ and $Z$, where

$$
\mathrm{p}=\frac{{ }^{T} c_{\text {out }}-{ }^{T}{ }_{c_{\text {in }}}}{{ }_{T_{h_{\text {in }}}-{ }^{T} c_{\text {in }}}} \text { and } z=\frac{{ }^{T} h_{\text {in }}-{ }^{T_{h_{\text {out }}}}}{{ }_{T_{\text {out }}}-{ }^{T} c_{\text {in }}}
$$

The performance equation becomes

$$
\ln \left(\frac{T_{h_{\text {out }}}-{ }^{T} c_{\text {out }}}{T_{h_{\text {in }}}-T_{c_{\text {in }}}}\right)=\left[\left({ }^{T_{h_{\text {out }}}}-{ }^{T_{c_{\text {out }}}}\right)-\left(T_{h_{\text {in }}}-T_{c_{\text {in }}}\right)\right] \frac{\text { UAF }}{q}
$$

For the evaporation process, $F=1$. In solar energy applications, the heat exchangers do not work under the design point conditions because the hot water temperatures depend on the insolation. This means that in order to evaluate the off-design performance and generate steam which matches the turbine performance, an iterative procedure is required.

A different approach to heat exchanger modeling uses an exchanger effectiveness

$$
\varepsilon=\frac{\left(m C_{p}\right)_{h}\left({ }^{T} h_{\text {in }}-T_{h_{\text {out }}}\right)}{C_{\min }\left({ }_{h_{\text {in }}}-{ }^{T} c_{\text {in }}\right)}
$$

or

$$
\varepsilon=\frac{\left(\text { mic }_{p}\right)_{c}\left({ }^{T}{ }_{c_{\text {out }}}-{ }^{T} c_{\text {in }}\right)}{c_{\text {inin }}\left(T_{h_{\text {in }}}-{ }^{T} c_{\text {in }}\right)}
$$

where $C_{\text {min }}$ is the smaller of the $\left(\mathrm{miC}_{\mathrm{p}}\right)_{h}$ and $\left(\mathrm{miC}_{\mathrm{p}}\right)_{c}$ values. The rate of heat transfer between the hot and cold fluids is

$$
q=\varepsilon C_{\min }\left({ }^{T} h_{\text {in }}-{ }^{T} c_{\text {in }}\right)
$$

The modeling of the steam accumulators is based on the first law of thermodynamics. Considering the storage tanks as a control volume, with charging steam flowing in, discharging steam flowing out, and $Q$ the rate of heat loss through the wall of the tank, then

$$
\mathrm{d} E=(\mathrm{m} h)_{\text {in }} \mathrm{dt}=(\text { mih })_{\text {out }} \mathrm{dt}+\mathrm{dQ}-\mathrm{dW}
$$

where
$E$ is the internal energy of the water in the tank
h is the specific enthalpy of the steam
$\dot{\mathrm{m}}$ is the steam mass flow rate
dQ is the amount of heat exchanged between the tank and the environment in time dt
dW is the amount of work exchanged between the tank and the environment in time dt.

Now, $\mathrm{dW}=0$ and $\mathrm{dQ}-\mathrm{Qdt}$, then

$$
\Delta E\left((\dot{m h})_{\text {in }}-(\dot{m h})_{\text {out }}+\dot{Q}\right\} \Delta t
$$

The dynamics of the charging or discharging processes are considered as if the change of the property of water in the tank is along the saturated liquid line. This is a very good approximation since the steam in the tank is negligible compared to the mass of liquid. This means that all of the charging steam will condense after it enters the tank and the temperature and the pressure of the tank will rise. In discharging, the steam discharged will be saturated steam at the
temperature and the pressure of the tank. In actual use of steam accumulators there is a limit on the rate of discharge as discussed by Goldstern (1970).

$$
\left(\dot{m}_{\text {out }}\right)_{\max }=(2.35+0.014 \mathrm{p}) \mathrm{D}_{\mathrm{W}}^{-0.715} \text { ton/hour-m}{ }^{3}
$$

where
P is the tank pressure in bars and
$D_{W} \quad$ is the density of the storage water in $\left({ }^{\circ} B\right)$, a measure of water purity.

Notice that the maximum rate of steam discharge is per $m^{3}$ of the steam space, which is the volume occupied by steam: This puts limits on the minimum steam space for a given maximum pressure and for a specific water density $D_{W}$.

### 3.7 Steam Turbine Model

The steam turbine modeled here is based on a Westinghouse constant volume turbine design. The performance curves of the turbine were constructed using a Westinghouse turbine design computer program (TURDES). The information used consisted of the output in Megawatts as a function of the steam temperature, and the steam mass flow rate required as a function of the steam temperature. Then, knowing the steam temperature, the required steam mass flow rate and the turbine output in Megawatts can be calculated.
3.8 System Description and Control Model

In the present study two distributed systems were simulated. The first system utilized steam generation in the absorber. The second
system was a pressurized hot water system, where no boiling takes place in the absorber and heat exchangers ane used to generate steam, one for direct supply to the turbine and the other for storage.

In the distributed system, the concentrator-absorber pairs are arranged in rows, each row is connected with a pair of transport pipes, one to deliver the feed water and the other to collect the hot water or steam. Three concepts were considered in the design of distributed systems: (1) considering that all the absorbers in the field work under the same conditions, i-e, all have the same mass flow rate, inlet temperature and consequently outlet temperature. In this case, the mass flow rate is very small. The controls for this system are the simplest and the simulation computations are the shortest.
(2) considering that the absorbers are divided into two gropus, one for heating the water to the boiling temperature, and a second group for boiling the water. For this case, the controls and computations are more complex, expecially for the off-design cases. Since solar systems do not work at the design point most of the time because the solar insolation varies contimuously, the complexity of the computation is aIways there. The primary reason for this complexity in the offdesign case is that the number of absorbers in the field has to be divided so that the amount of water brought to the boiling temperature in the first group can become saturated steam in the second. otherwise some of the reflector-absorbers will be idle. Practically, this division might not be feasible. Notice that concepts (1) and (2) are the same for pressurized hot water systems. (3) the water is heated up successivel) in each group to the boiling tempexature, then boiling takes place, also successively until saturation. The mass flow rate in this case is much larger than it is in the first two concepts, but the controls and
computations for this case are also much more complex. It is impractical to run the simulation model over a whole year to evaluate a full year's performance for this concept because of the large number of calculations involved in treating hundreds of individual collectors and their interconnecting pipes. To save computation time, the collectors fn each row were modeled as a single large collector having the total losses and the net gain of all the collectors and piping in the row. The concentrators were considered to be sun tracking, i.e., solar radiation was always perpendicular to the concentrator plane. The absorber shadow was always in the center of the concentrator. The turbine was constant volume type, in which the power output as well as the steam mass flow rate required decrease with a decrease in the steam temperature. Steam accumulators were used as thermal storage units.
3.8.1 System 1: Steam Generation in the Absorber (see Figure 3-12)
(1) If the solar insolation is more than the design level, the mass flow rate $\dot{m}_{W_{d}}$ to the absorber will be more than the design value $\dot{\mathrm{m}}_{\mathrm{w}_{\mathrm{d}}}$ to produce saturated steam. The extra steam generated will be proportional to the difference between the insolation and the insolation design level.
(2) If the solar insolation is less than the design level, then $\dot{m}_{w}$ will be reduced to match the turbine performance requirement because the temperature will be lower than the design temperature.
3.8.2 System 2: Pressurized Hot Water Figure (see Figure 3-13)

In this system pressurized hot water is fed to the absorber where it is heated to the boiling temperature at constant pressure. Similarly,


the following conditions are considered:
(1) If the solar insolation is greater than the design level, $\dot{m}_{w}$ increases such that the absorber outlet temperature is equal to the design temperature. An amount of water equal to the design value will go to the main heat exchanger to generate the designed amount of steam for the turbine. The extra hot water will go to the second heat exchanger to generate steam for storage.
(2) If the solar insolation is less than the design level, in ${ }_{w}$ will be equal to $\dot{m}_{w_{d}}$ and the out let temperature will decrease. All of the water will go to the main heat exchanger and the steam generated has a lower temperature than the design temperature.

The control strategy consists of the following three controls:
(1) Start, Stop and System Control:
(a) If $T_{\text {acc }}<T_{t_{\text {min }}}$ and Insolation $<0.1$ the system will stop if not, then the following controls will be used.
(b) If the temperature of the water in the system is less than the required absorber feed temperature, then absorber heating will be used to heat up the system.
(c) After condition (b) is satisfied, but the insolation is still not enough to generate steam in the absorber, no water will be fed to the absorber. Ins min is determined from the performance of the absorber.
(2) Absorber Control

After Step 1 is satisfied, the absorber outlet temperature $T_{2}$
is calculated considering that the mass flow rate of the feed water $\mathrm{M}_{\mathrm{W}}$ is equal to the design mass rate of flow in $\dot{H}_{W}$ (which is based on the insolation design level). If the calculated $T_{2}$ is larger than the design $\mathrm{T}_{2}, \dot{\mathrm{~m}}_{\mathrm{W}}$ will increase to keep $\mathrm{T}_{2}$ at the design value. However.
if $T_{2}$ is less than $T_{a b s}$, $\dot{m}_{W}$ will remain equal to $\dot{m}_{W_{d}}$, and $T_{2}$ will be greater than $T_{a b s}$.
(3) Storage Control
(a) After satisfying step 2 , if the steam delivered is the required amount for the turbine according to the turbine performance characteristics it will go directly to the turbine.
(b) If there is steam in excess of the turbine requirement, a check on the temperature of the excess stean is made to determine if the storage tank can be charged. If the storage unit can be charged, it is, otherwise the excess steam is vented.
(c) If the $T_{a c c}>T_{t_{\text {min }}}$ and Insolation< Insolation $\min$ the accumulator will be discharged.

The program control algorithm described above is shown in flow diagram form, Figure $3-14$ with the symbols defined as follows:

| $T_{\text {acc }}$ | is the steam accumblator (storage) temperature |
| :--- | :--- |
| $T_{\text {min }}$ | is the minimum operating temperature |
| $T_{W}$ | is the temperature of the water in the entire system |
| $T_{\text {out }}$ | is the absorber outlet temperature |
| $T_{a b s}$ | is the design value of $T_{\text {out }}$ |
| $T_{E S}$ | is the temperature of the excess steam for charging |
|  |  |

Ins
Ins $_{d} \quad$ is the solar insolation
Ins $_{\text {min }} \quad$ is the minimum level insolation
generate steam


Figure 3-14. Simulation Progxam Structure and Control Algorithm.
is the mass flow rate of feed water to the absorber is the design mass flow rate of feedwater is a function of the difference (ins-Ins ${ }_{d}$ ) which is determined from the absorber performance

The simulation model was used to simulate a distributed system in three geographic locations. The distributed system that was selected was a 12 megawatt plant using Fresnel reflectors and cavity absorbers. Thermal storage was also used in the system. The power plant was designed for $250{ }^{\circ} \mathrm{C}$ operation and used a constant volumetric flow rate turbine. The field configuration consisted of 33 reflectors in each row. Each quadrant was made up of 13 rows. The reflectors are 6.9 meters in diameter with a 25 degree rim angle. The nominal flow rate was 16.5 kilograms/second of steam and was based upon an insolation value of one kilowatt per square meter. The flow in each line was controlled so that with design insolation conditions, the water entering the outer end of each line, at the condensing temperature ( $40^{\circ} \mathrm{C}$ ), would be 100 percent saturated steam at $250{ }^{\circ} \mathrm{C}$ when it reached the other end of the raw of 33 collectors. This permitted the main steam return lines to deliver high quality steam to the accumulator and turbine.

System operation for the simulation runs was based upon delivering steam either from the collectors or from storage but not a mixture of the two. This meant that the turbo-generator operated when the sun provided enough heat to the collectors to produce a flow of stean sufficient to drive the turbine, which was approximately 15 to 20 percent of rated thermal input. As mid-day approached, the collectors produced more steam than the required capacity of the turbine, and some of the steam was diverted to storage. During four to eight hours, the turbo-gnerator operated at peak capacity and the storage was charged.

At low sun angles, less than 30 degrees from horizontal, there was some shading of the collectors by neighboring collectors and the
output of steam was quickly reduced. When the steam flow rate reduced below the minimum required for operating the turbine, the fluid flow to the collector was stopped and the heat stored in the steam accumulator was used to operate the turbine until all the useful stored heat was released.

The diurnal cycle is illustrated by Figures 4-1 through 4-3, which show the time-history of typical clear-day insolation along with the thermal power delivered to the turbine and the cycle efficiency for a sumner day, a winter day, and a spring day.

Because the system design was based on steam returned from the collectors, the thermal storage was provided by a steam accumulator, composed of as many modules as required to provide the design storage capacity. The $12-\mathrm{MW}$ e generating station was simulated with nominal storage (about one hour on a clear spring or fall day), and then with about four times as much storage as shown in Figure 4-4.

As the storage discharged the steam temperature and pressure in the accumulator were reduced, and as a result, the turbine-generator output fell off by approximately and exponential decay. The time constant of the decay, on the discharge time, was governed by the total thermal energy stored and the rate of use by the turbine. The storage vessels were operated in parallel during discharge.

Many days of the year will not be as clear as these particular examples. Cloudiness can turn the direct insolation on and off abruptly. During such days the heat supplied to the turbines must come alternately from the collectors and from storage. Whether the storage can supply enough heat when a cloud passes to keep the system running depends on the stored solar energy available at the time of cloud cover, the duration
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FIGURE A FT. SIMULATION RESULTS - DISTRIBUTEX POWIR PI ANT WITAR STORAEF

FIGURE 4-2. SIMULATION RESULTS - DISTRIBUTED POWER PLANT WITH STORAGE
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FIGURE 4-4. SIMULATION RESULTS - DISTRIBUTED PLANT WITH FOUR HOURS OF STORAGE
of the cloud cover and the capacity of the storage and the turbine. The simulation program was considered to be the more reliable way to evaluate the performance of the system under these varying conditions.

System simulations made for this project assumed a constant value of insolation over the entire field. In reality, a passing cloud will take a sufficient period of time to cover the field so that its effect on the system should be determined for different patterns of shading in the field and different durations. Some clouds would not cover the entirs field. However, such detailed evaluations of distributed collector fields depend on more detailed microclimate data than are now available.

The three locations selected were Albuquerque, New Mexico; El Paso, Texas; and Inyokern, California. Actual insolation and other climatologic data from weather tapes were used in the simulation. The diffuse component was assumed to be 20 percent of the horizontal plate measurement. The Fresnel reflectors were two axis tracking receivers. The data used for Albuquerque were from 1959 because this data have been studied extensively. In addition, 1962 data were also used for all three sites.

The results of the dynamic simulation analysis are summarized in Table 4-1. As can be seen, the yearly total plant output varies between 26.76 and 30.14 million kilowatt-hours production depending on the specific site. Based upon the annualized costs obtained for a 12 megawatt plant of $\$ 820,000.00$ per year, the cost of the electricity varies between 2.7 to 3.1 cents per kilowatt-hour produced.

These costs are slightly higher than the results of the sequential optimization analysis. The primary differences are a higher percentage of diffuse radiation used in the dynamic simulation and the fact that this analysis is dynamic rather than a static analysis as is the sequential
TABLE 4-1
12 Megawatt Distributed Plant

| Site | Data <br> Used | Output <br> (Kilowatt-Hours) | Annualized Cost <br> (Doliars) | Cost <br> (\$/Kilowatt-Hour) |
| :--- | :--- | :---: | :---: | :---: |
| Albuquerque, N.M. | 1962 | $26,760,000$ | 820,000 | 0.031 |
| El Paso, Texas | 1962 | $28,160,000$ | 820,000 | 0.029 |
| Inyokern, Calif. | 1962 | $30,140,000$ | 820,000 | 0.027 |
| Albuquerque, N. M. | 1959 | $26,290,000$ | 820,000 | 0.031 |

[^17]optimization procedure.
Figures 4-5 through 4-10 present more detailed information about each of the simulated plants. Figures 4-5 through 4-7 show the monthly total kilowatt-hour production for each of the three sites. In addition, Figures 4-8 through 4-10 present histograms of the daily electrical production for each of the sites.


FIGURE 4-5. MONTHLY ELECTRICAL OUTPUT - ALBUQUERQUE (1959)


FIGURE 4-6. MONTHLY ELECTRICAL OUTPUT - INYOKERN (1962)


FIGURE 4-7. MONTHLY ELECTRICAL OUTPUT - EL PASO (1962)




Systems analysis involves repetitious searches for practical engineering compromises. The final result of a design is usually based not so much on achieving a sharp-peaked optimum with respect to any one particular subsystem as it is on reaching a plateau of compromise on which all of the system elements behave acceptably within prescribed constraints. In attempting to reach these engineering compromises, the analyst must continually trade offdifferent combinations of parameters that influence the system response. By far the greatest part of the analyst's time is devoted to performing the many coutine and tedious operations involved in such repetitious trade off calculations and then presenting the results in a compact and meaningful form. The use of a computer aided design program can be an immense aid in reducing the tedium associated with this most important aspect of systems analysis.

The present program has been used to analyze the performance of different system concepts as well as the distributed configuration that emerged from the sequential optimization procedure. The results compare favorably with the sequential optimization results and indicate that a dynamic simulation model can be used effectively in the design of solar thermal electric power plants.

Two recomendations for further work did emerge during this investigation. First, control schemes for operating solar power plants to provide reliable generation of electric energy need to be developed and included in the design analysis. The strategy of controls in the field, for unequal heating of the collectors, and for efficient and effective heat storage discharge are deserving of detailed investigation. Second,
in order to perform detailed control and performance simulations of solir thermal electric power plants with thermal storage, solar radiation data that approximates instantaneous values is required. The integrated data (which is normally available) is insufficient for a study of this type because of the lack of the short term details which are the necessary inputs for the control decisions in the storage discharging mode:
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APPENDIX K

OPTIMIZATION RESULTS

BY

W, S, DUFF

This appendix consists of detailed examples of outputs from the sequential optimization computer runs. These runs contain much information of which only a small fraction has been condensed in the tables and figures in this report. The purpose of this appendix is to describe the details of these outputs and to indicate how the information can be retrieved.

With the exception of the series boiling feeder 1 ines, each data line on a computer output is for a minimum-cost system. The screening of hundreds or thousands of designs delivering the same performance has been done by the computer and is not shown.

There is an in-house report, which is an expanded version of this appendix, containing a much larger set of computer outputs from the optimization runs. For details of optimized designs and costs of all concentrating collectors and other subsystems that were investigated, readers should refer to the in-house report "Solar Thermal Electric Power Systems Final Report, Supplementary Volume, Optimization Computer Output, November 1974. The report may be obtained by writing to Solar Energy Applications Laboratory, Colorado State University, Fort Collins, Colorado, 80521.

Examples of concentrator optimization runs are given in this section. In order of their appearance they are:

C1G1 - Paraboloid with spherical target individually mounted
C163 - Paraboloid with pancake target individually mounted
C5G2 - Fresnel circular reflector with spherical target
C5G4 - Fresnel circular reflectox with pancake target
C7G2 - Fresnel lens with spherical target
C7G4 - Fresnel lens with pancake target
C12G15 - Fresnel strip reflector with flat target
C12G15 - Fresnel strip reflector with flat target and oave degraded to . 85

D1G3M - Paraboloid with pancake target individually mounted with $\rho_{\text {ave degraded by }} 8 \%$

C11G11 - Parabolic trough with cylindrical target
C9G2A - Tower-heliostat system with spherical target, 5000 - $9600 \mathrm{~m}^{2}$ effective aperture

C9G2D

- Tower-heliostat system with spherical target, $150,000-288,30$ $m^{2}$ effective aperture

The column headings on the printouts are:
EAP
G

- Effective aperture, $E$ ( $\mathrm{m}^{2}$ or $\mathrm{m}^{2} / \mathrm{m}$ )
$-\mathrm{g}\left(\mathrm{m}^{2}\right.$ or $\left.\mathrm{m}^{2} / \mathrm{m}\right)$
N
- Number of concentrators on a module

WP

- Dimension of square heliostat (m)

SCOS

- Not used

NW

- Number of heliostats in a field

TH - Rim angle, $\theta_{\max }$ (degrees)

RHO
$A P \quad$ - Aperture, $A_{p}\left(m^{2}\right.$ or $\left.m^{2} / m\right)$
SIGMA $\quad$ Contour and pointing accuracy, $\sigma_{\phi, \lambda, \delta}\left({ }^{\circ}\right)$
TWR

- Tower height (iil)

COST, TWR - Tower cost (\$)
COST, HELI - Heliostat cost (\$)
COST, HT - Heat transport cost (\$)
As shown in Appendix $E$, the parameter $g$ is the parameter of a normal distribution for line-focus concentrators and of an exponential distribution for point-focus concentrators. Both these distributions can be normalized so that the fraction of radiation intercepted for a given target dimension $a$ and a given $g$ can be read from a single curve. These curves are given in Pigure 2-1. Performance analyses of concentrators can be carried out dixectly from this figure and the detailed outputs in this section. The procedure is as follows:

1. Select a concentrator type and values of $E$ and $g$.
2. Determine $f_{c}$ from the computer outputs.
3. Use appropriate curve in Figure 2-1 to determine $\$$ the fraction of radiation intercepted by a target of the appropriate type and required size, a.
4. Compute the cost per unit of power intercepted by $f_{c} / 1_{D} r E_{\phi}$
5. Compute the average intensity of the concentrated radiation intercepted by $I_{D} \pi E \Phi / a$.

For example, consider a paraboloid with a pancake target having average reflectivity of .78 , an effective aperture of $8.15 \mathrm{~m}^{2}$ and a g of $.00348 \mathrm{~m}^{2}$. Looking at the D1G3M computer output, the optimum design is found to be $\theta_{\text {max }}=60^{\circ},{A_{p}}=10.4 \mathrm{~m}^{2}$ and $\sigma_{\phi, \lambda, \delta}=.311^{\circ}$. This design has a cost of $\$ 785$ which is a minimum cost for the specified performance


Figure 2-1. Normalized Distribution Functions, G (1, a/g), Giving the Fraction of Concentrated Radiation Intercepted.
and target shape. Suppose a target that intercepted $90 \%$ of the radiation is required. From Figure 2-1, using the dotted line, this corresponds to an a/g ratio of 2.3 . Since $g=.00348$, the area of one side of the pancake target, $\mathrm{a}=2.3(.00348)=.00800 \mathrm{~m}^{2}$. At an insolation level of $1 \mathrm{~kW} \mathrm{E}_{\mathrm{t}}$ per $\mathrm{m}^{2}$ the cost per unit of power intercepted is $\$ 785 /(1 \times 8.15 \times .9)=$ $\$ 107$ per $\mathrm{kW}_{\mathrm{t}}$. The average intensity of the radiation intercepted is $1 \times 8.15 \times .9 / .00800=917 \mathrm{~kW}_{\mathrm{t}}$ per $\mathrm{m}^{2}$.

The results of all the concentratior runs were stored on disk for use in the next step in the sequential optimization.

PER MODULE COST FOR POINTING AND SURFACE ACCURACY 1.0
PER SQUARE METER COST FOR POINTING AND SURFACE ACCURACY 1.n

EAP G


| 75 | . 75 | $7.35 E+00$ | , |  |
| :---: | :---: | :---: | :---: | :---: |
| 75 | . 75 | 00 | 273 | $6.36 E+02$ |
| 75 | . 75 | $7.35 \mathrm{E} \cdot 00$ | 327 |  |
| 75 | . 75 | $7.35 E+00$ | . 389 | 6.35F+0? |
| 75 | . 75 | $7.35 E+0.0$ | . 463 |  |
| 75 | . 75 | 7.35F+00 |  |  |
| 70 | . 75 | $7.35 \mathrm{E}+00$ |  |  |
| 70 | . 75 | $7.35 \mathrm{E}+00$ | . 7 | 6.33E +02 |
| 75 |  | 7.72 F |  | 6. 50 E + 02 |
| 75 |  | $7.72 E+00$ | 73 | 6.49 |
| 75 | . 75 | 7.72E*00 | 327 | K. $49 \mathrm{E}+02$ |
| 75 |  | 7.72E* 80 | . 38 |  |
| 75 |  | 7.72E.00 | . 463 | 6. |
| 75 | 5 | 7.72E +00 | 50 | 6.47E.02 |
| 75 | . 75 | $7.72 E+10$ | 653 |  |
| 70 | . 75 | . $72 E \cdot 00$ | . 724 | f. |
| 65 | 5 | $7.15 E+00$ | 208 | 52 F |
| 65 | . 85 | $7.15 E+00$ | . 25 |  |
| 60 | . 85 | $7.15 E+00$ | . 277 | $6.50 E+02$ |
| 60 | . 85 | $7.15 \mathrm{E}+00$ | 331 | 0 |
| 60 | 85 | 7.15F+00 | . 39 |  |
|  | . 85 | $7.15 \mathrm{E}+00$ | . 470 |  |
| 60 | . 85 | $7.15 E+00$ | 558 | 6. |
| 60 | 85 | 7.15E+00 | . 662 |  |
| 65 | . 85 | $7.51 \mathrm{E}+00$ | 20 |  |
| 65 | . 85 | $7.51 E+00$ | 25 | f. 65 |
| 60 | . 85 | 7.51E.00 | . 27 | $6.64 F+02$ |
| 60 | . 85 | $7.51 E+00$ | . 33 | G. |
| 60 | . 8 | $7.51 E+00$ | . 395 | 6. |
| 60 | . 85 | 7.5 | 70 | 6.63E+02 |
| 60 | , | $7.51 E+10$ | - 558 | f. 621 |
| 60 | . 85 | $7.51 \mathrm{E} \cdot 00$ | .662 | 6,62F |
| 65 | . 85 | $7.89 \mathrm{E}+10$ | . 208 | 6.81F. 02 |
| 65 | , | 7.89E +00 | . 25 | 6.80 |
| 60 | 85 | $7.89 E+00$ | . 277 | T. 80 |
| 60 | . 85 | 7.89E.00 | . 331 | 6.79F+02 |
| 60 | . 85 | $7.89 E+00$ | .395 |  |
| 60 | 85 | 7. $89 E+00$ | . 47 | 6. $78 E+02$ |
| 60 | . 85 | 7. $89 \mathrm{E}+00$ | . 55 | K.77E +02 |
| 60 | . 85 | 7.P9E•00 |  | $6.77 \mathrm{~F}+0 \mathrm{~B}$ |
| 65 | 85 | 8. P8E +00 | 208 | 6.97E +02 |
| 5 | 85 | B. $28 E+00$ | . 251 |  |
| 65 | . 85 | $8.28 E+00$ | 01 | 6.96E +02 |
| 0 | . 85 | $8.28 \mathrm{E}+00$ | . 331 | 6. |
| 60 | 85 | B.28E 00 | 395 |  |
| 60 | . 85 | B. $28 \mathrm{E}+00$ | 47 |  |
| 60 | , | $8.28 E+00$ | . 558 | 6.93F. 02 |
| 60 | . 85 | 8. $28 \mathrm{~F}+00$ | . 662 | $6.93 E+12$ |
| 70 | . 85 | $8.70 E+00$ | 26 |  |
| 65 |  | 8.70F. 10 | Ph1 | $7.13 \mathrm{~F}+02$ |
| 65 | . 85 | $8.70 E+10$ | . 301 |  |
| 0 | . 85 | 8. $70 E+00$ | , 331 |  |
| 60 | . 85 | $8.70 E+00$ | . 395 | 7.11F.02 |

SR MODULE COST FOR POINTING AND SURFACE ACCURACY 1.0
RR SQUARE METER COST FOR POINTING AND SURFACE ACCURACY 1.0


|  | $7.39 E+004.42 E=03$ | , | . 80 | 1 | 60 | . 85 | $8.70 E+10$ | . 388 | 7.11E+02 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $7.39 E+00$ 6.18E-03 | 11 | .80 | 1 | 60 | . 85 | 8.70E. 00 | . 461 | $7.11 E+02$ |
|  | $7.39 E+00 \quad 8.66 E-03$ | 11 | . 80 | 1 | 60 | . 85 | $8.70 E+00$ | . 548 | 7.10E +02 |
|  | $7.76 E+00 \quad 8.62 E-04$ | 11 | . 80 | 1 | 65 | . 85 | $9.13 \mathrm{E}+00$ | . 161 | $7.35 E+02$ |
|  | $7.76 \mathrm{E} * 00 \quad 1.21 \mathrm{E}-03$ | 11 | . 80 | 1 | 65 | . 85 | $9.13 E \cdot 00$ | . 197 | 7.33E +02 |
|  | 7.76E +00 1.69E-03 | 11 | . 80 | 1 | 60 | . 85 | $9.13 \mathrm{E}+00$ | . 226 | 7.32F.02 |
|  | $7.76 E+00 \quad 2.37 E-03$ | 11 | . 80 | 1 | 60 | . 85 | $9.13 E+00$ | . 272 | $7.31 \mathrm{E}+02$ |
|  | $7.76 E+00 \quad 3.31 E-03$ | 11 | . 80 | 1 | 60 | . 85 | $9.13 E+00$ | . 325 | 7.30F.02 |
|  | $7.76 E \cdot 00 \quad 4.64 E-03$ | 1 | .80 | 1 | 60 | . 85 | $9.13 E \cdot 00$ | . 388 | $7.29 E+02$ |
|  | $7.76 E \cdot 00 \quad 6.49 E-03$ | 11 | . 80 | 1 | 60 | . 85 | $9.13 \mathrm{E}+00$ | . 461 | 7. $295+02$ |
|  | $7.76 E+00 \quad 9.09 E-03$ | 1 | . 80 | 1 | 60 | . 85 | $9.13 E+00$ | . 548 | $7.28 E+02$ |
|  | $8.15 \mathrm{E}+00 \quad 9.06 \mathrm{E}-04$ | 1 | . 80 | 1 | 65 | . 85 | $9.59 E+00$ | . 161 | $7.54 \mathrm{E}+02$ |
|  | $8.15 \mathrm{E}=00 \mathrm{l} .27 \mathrm{E}-03$ | 11 | . 80 | 1 | 65 | . 85 | $9.59 E+00$ | .197 | $7.52 \mathrm{E}+02$ |
|  | $8.15 \mathrm{E}+00$ 1.77E-03 | 1 | .80 | 1 | 65 | . 85 | $9.59 E * 00$ | . 238 | $7.51 E \cdot 02$ |
|  | $8.15 E+00 \quad 2.48 E-03$ | 1 | .80 | 1 | 60 | . 85 | $9.59 E+00$ | .272 | $7.50 \mathrm{~F} \cdot 02$ |
|  | 8.15E $+00 \quad 3.48 E-03$ | 11 | .80 | 1 | 60 | . 85 | $9.59 E+00$ | . 325 | 7.49F.0? |
|  | $8.15 \mathrm{E}+00 \quad 4.87 \mathrm{E}-03$ | 1 | . 80 | 1 | 60 | . 85 | $9.59 E+00$ | . 388 | $1.48 E+0.2$ |
|  | 8.15E +00 6.82E -03 | 1 | .80 | 1 | 60 | . 85 | $9.598+00$ | . 461 | $7.48 \mathrm{E}+02$ |
|  | 8.15E $+009.55 E-03$ | 11 | . 80 | 1 | 60 | . 85 | $9.59 E+00$ | . 548 | 7.47E - 02 |
|  | $8.56 E * 00 \quad 9.51 E-04$ | 1 | . 80 | 1 | 65 | . 85 | 1.01E*01 | . 161 | $7.75 E \cdot 02$ |
|  | 8.56E*00 1.33E-03 | 1 | . 80 | 1 | 65 | . 85 | $1.01 E+01$ | .197 | 7.73E-02 |
|  | $8.56 E+00 \quad 1.86 E-03$ | 1 | .80 | 1 | 65 | . 85 | 1.01E+01 | . 238 | 7.71E.02 |
|  | $8.56 E+002.61 E-03$ | 1 | .80 | 1 | 60 | . 85 | $1.01 E+01$ | . 272 | $7.70 E+02$ |
|  | $8.56 E+00 \quad 3.65 E-03$ | 11 | . 80 | 1 | 60 | . 85 | 1.01E*01 | . 325 | $7.69 E+02$ |
|  | $8.56 E \cdot 005.11 E-03$ | 11 | . 80 | 1 | 60 | . 85 | $1.01 E+01$ | . 388 | $7.69 \mathrm{~F}+02$ |
|  | $8.56 E+007.16 E-03$ | 1 | .80 | 1 | 60 | . 85 | 1.01E+01 | . 461 | 7.68E.02 |
|  | $8.56 E+00 \quad 1.00 E-02$ | 1 | . 80 | 1 | 60 | . 85 | 1.01E+01 | . 548 | 7.67E.02 |
|  | $8.99 E * 009.98 E-04$ | , | . 80 | 1 | 65 | . 85 | 1.06E+01 | . 161 | $7.96 E+02$ |
|  | $8.99 E+00 \quad 1.40 \mathrm{E}-03$ | 11 | . 80 | 1 | 65 | . 85 | 1.06E +01 | . 197 | $7.95 E+02$ |
|  | $8.99 \mathrm{E} \cdot 00$ 1.96E-03 | 1 | . 80 | 1 | 65 | . 85 | $1.06 E+01$ | . 238 | $7.93 E+02$ |
|  | 8.99E*00 2.74E-03 | , | .80 | 1 | 65 | . 85 | $1.06 E+01$ | . 285 | 7.92E.02 |
|  | $8.99 E+00 \quad 3.84 E-03$ |  | .80 | 1 | 60 | . 85 | $1.06 E+01$ | . 325 | 7.91E.02 |
|  | $8.99 E \cdot 00 \quad 5.37 E-03$ | 1 |  | 1 | 60 | . 85 | $1.06 E+01$ | . 388 | $7.90 \mathrm{E} \cdot 02$ |
|  | $8.99 E+00 \quad 7.52 E-03$ | 11 | .80 | 1 | 60 | . 85 | 1.06E+01 | . 461 | 7.90F.02 |
|  | $8.99 E+00 \quad 1.05 E-02$ | 11 | . 80 | 1 | 60 | . 85 | $1.06 E+01$ | . 548 | 7.89E.02 |
|  | $9.43 E+00 \quad 1.05 E-03$ | 1 |  | 1 | 70 | . 85 | 1.11E*01 | . 168 | 8. $20 \mathrm{E}+02$ |
|  | $9.43 \mathrm{E} * 001.47 \mathrm{E}-03$ | 1 | . 80 | 1 | 65 | . 85 | $1.11 F+01$ | . 197 | 8.18E +02 |
|  | $9.43 \mathrm{E} * 00 \quad 2.05 \mathrm{E}-03$ |  | . 80 | 1 | 65 | . 85 | 1.11E+01 | . 238 | R. $16 \mathrm{E}+0$ ? |
|  | $9.43 E+00 \quad 2.88 E-03$ | 1 | . 80 | 1 | 65 | . 85 | $1.11 E+01$ | . 285 | A. $15 \mathrm{~F}+0$ ? |
|  | $9.43 E+00 \quad 4.03 \mathrm{E}-03$ | 1 | .80 | 1 | 65 | . 85 | $1.11 E+01$ | . 341 | R. $14 E+02$ |
|  | $9.43 E+00 \quad 5.64 \mathrm{E}-03$ | 1 | . 80 | 1 | 60 | . 85 | 1.11F+01 | . 388 | 8. $13 E+02$ |
| $\mathrm{F}^{2}$ | $9.43 E+00 \quad 7.89 E-03$ | 11 | . 80 | 1 | 60 | . 85 | $1.11 E+01$ | . 461 | 8. 12 F .02 |
|  | $9.43 \mathrm{E}+00 \quad 1.10 \mathrm{E}-02$ | 1 | . 80 | 1 | 60 | . 85 | $1.11 E+01$ | . 548 | 8. $12 \mathrm{E} \cdot 02$ |
|  | $9.91 E+00 \quad 1.10 E-03$ | 11 | . 80 | 1 | 70 | . 85 | 1.17E+01 | . 168 | R.44F.02 |
|  | $9.91 \mathrm{E}+00 \quad 1.54 \mathrm{E}-03$ | 11 | . 80 | 1 | 65 | . 85 | 1.17E*01 | .197 | R.42F.02 |
|  | $9.91 E+00 \quad 2.16 E-03$ | 1 | . 80 | 1 | 65 | . 85 | $1.17 E+01$ | .238 | 8.4 $4 \mathrm{IF}+02$ |
|  | $9.91 E \cdot 00 \quad 3.02 \mathrm{E}-03$ | , | .80 | 1 | 65 | . 85 | 1.17E+01 | . 285 | $8.39 F \cdot 02$ |
|  | $9.91 E+00 \quad 4.23 E-03$ | 11 | . 80 | 1 | 65 | . 85 | 1.17E+01 | . 341 | 8. $38 \mathrm{EF}+02$ |
|  | $9.91 E+00 \quad 5.92 E-03$ | 11 | .80 | 1 | 65 | . 85 | $1.17 \mathrm{E}+01$ | . 407 | Q. $38 \mathrm{~F}+02$ |
|  | $9.91 E+00 \quad 8.29 E-03$ | 11 | .80 | 1 | 60 | . 85 | 1.17E.01 | . 461 | R. $37 \mathrm{~F}+02$ |
|  | $9.91 \mathrm{E}+00 \quad 1.16 \mathrm{E}-02$ | 11 | .80 | 1 | 60 | . 85 | $1.17 E+01$ | . 548 | A. $36 \mathrm{E}+02$ |
|  | $1.04 \mathrm{E} \cdot 011.16 \mathrm{E}-03$ | 11 | .80 | 1 | 70 | . 85 | $1.22 E+01$ | . 168 | A, $70 E+02$ |
|  | $1.04 \mathrm{E}+01 \quad 1.62 \mathrm{E}-03$ | 1 | . 80 | 1 | 70 | . 85 | $1.22 E+01$ | . 205 | $9.68 E \cdot 02$ |
|  | $1.04 \mathrm{E}+01 \quad 2.27 E-03$ | 11 | . 80 | 1 | 65 | . 85 | 1. $22 \mathrm{E}+01$ | . 238 | 8. $67 \mathrm{E}+02$ |
|  | $1.04 E+01 \quad 3.17 E-03$ | 1 | . 80 | 1 | 65 | . 85 | 1. $22 \mathrm{E}+01$ | . 285 | $8.65 \mathrm{~F}+02$ |
|  | $1.04 \mathrm{E} \cdot 01 \quad 4.44 \mathrm{E}-03$ | 1 | . 80 | 1 | 65 | . 85 | $1.22 E+01$ | . 341 | 8.64F*02 |
|  | $1.04 \mathrm{E} \cdot 01 \quad 6.22 \mathrm{E}-03$ | 11 | . 80 |  | 65 | . 85 | 1. $22 \mathrm{E}+\mathrm{nl}$ | . 407 | 8.63F.02 |
|  | $1.04 E+01$ B.70E-03 | 11 | . 80 | 1 | 65 | . 85 | $1.22 E+01$ | . 484 | $9.63 \mathrm{E} \cdot 02$ |
|  | $1.04 \mathrm{E}+01 \mathrm{l}$. $22 \mathrm{E}-02$ | 11 | . 80 | 1 | 65 | . 85 | 1.22E +01 | 4 | A. $62 \mathrm{E}+02$ |





| $7.04 \mathrm{E}+00 \quad 7.32 \mathrm{E}-04$ | $1 \quad 1$ | ． 80 | 145 | ． 95 | 7．412＋00 | 30 | 7．12E＋02 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $7.04 \mathrm{E}+00 \mathrm{Cl}$ 1．105－03 | 11 | ． 80 | 140 | ． 95 | 7．41E＋ 0 O | ． 178 | $6.915+02$ |
| $7.045+001.57 \%-ก 3$ | 1 | ． 80 | 135 | ． 95 | 7．41E＋ 20 | ． 178 | 6． $55 \pm+02$ |
| 7．245＋00 2．15tion？ | ， | ． 80 | 120 | ． 95 | 7．4！15＋na | ． 173 | $6.505+02$ |
| 7．045＋00 3．005－03 | ， | ． 30 | 125 | ． 25 | 7．4！2＋00 | ． 167 | $6.35 \mathrm{E}+2$ 2 |
| 7．045＋00 4． $215-020$ | 1 | ． 30 | 125 | ． 95 | 7． $215+7 n$ | ． 204 | $6.36 \pm+102$ |
| － $14 \mathrm{~F} \times 170$ 5．991：－03 | 1 | .70 | 125 | ． 95 | 7． $117+009$ | ． 245 | $6.35 \mathrm{E}+02$ |
|  | ， | .80 | 125 | ． 95 | 7．115＋00 | .205 | $6.35 E+02$ |
| $7.39 \mathrm{E}+008.21 \mathrm{E}-04$ | ， | .30 | 145 | ． 95 | $7.79 \pi+00$ | ． 168 | $7.30 \mathrm{E}+0$ ？ |
| 7．39 E＋00 $1.15 \pm-03$ | 1 | ． 30 | 140 | ． 95 | 7．72区＋ 00 | ． 172 | $7.00 \mathrm{E}+02$ |
| $7.3015+n 0$ 1．615－0？ | 11 | － 80 | 135 | .95 | $7.795+00$ | ． 174 | 6． $\mathrm{P}^{\text {P2 }}$＋+02 |
|  | 1 | ． 50 | 130 | ． 75 | 7.7 75＋nn | .173 | 6．665＋72 |
| 7．39E＋0．3．15F－03 | ， | ． 30 | 125 | ． 95 | 7．7．5＋90 | .107 | 5．54E＋02 |
| $32.3+9$ 4． 4 28－93 | 1 | 30 | 125 | ．95 | $7 \cdot 7012+7 n$ | ． 204 | 6． $525+02$ |
| 7．3915＋99 6．135－02 | 1 | 30 | 125 | ． 25 | 7．73540n9 | － 246 | $6.51 \mathrm{E}+02$ |
| $7.395+700 \cdot 615 \mathrm{E}-03$ | 1 | ． 80 | $1 \times 5$ | ． 85 | $7.75 i+n n$ | ． 295 | $6.51 \mathrm{E}+02$ |
| $7.761+000$－62F－0日 |  | .30 | 1815 | ． 95 | $3.17 E+$ no | .163 | 7．435 +02 |
| $7.75 \mathrm{E}+0001.010 \mathrm{E}-033$ | 11 | 0 | 180 | .05 | $9.175+n 0$ | ． 172 | 7．36E＋02 |
| 7．76E＋00 1．595－09 | ， | ． 80 | 135 | ． 95 | ワ．17E＋グ | ．174 | 6．09E＋0？ |
| $7.76 \mathrm{E}+00$ R．3715－03 | 11 | .80 | 130 | ． 05 | 3．17世＋00 | ． 173 | $6.98 \mathrm{C}+02$ |
| $7.76 \mathrm{E}+003.31 \mathrm{E}-0.3$ | 1 | ． 30 | 125 | ． 95 | 9．17F＋00 | ． 167 | 6．70F＋02 |
| $7.76 \mathrm{E}+008.64 \mathrm{E}-03$ | 1.1 | － 30 | 125 | ． 95 | $8.17 \mathrm{E}+00$ | ． 204 | $6.69 \mathrm{E}+02$ |
| $7.75 \mathrm{E}+1006.719 \mathrm{E}-0.3$ | $!$ | ． 30 | 125 | ． 25 | 3．17E＋C0 | ． 216 | $6.67 E+n ?$ |
|  | 1 | 0 | 125 | ． 25 | 9．17F＋0n | ． 275 | $6.67 E+0.9$ |
|  | 11 | .30 | 145 | ． 95 | $3.575+00$ | ． 167 | $7.665+08^{2}$ |
| \％．15F＋an 1．27Eーก3 | 11 | ． 80 | 1 in | .95 | 9．505＋00 | ． 172 | $7.44 \mathrm{E}+02$ |
| B．15E＋00 1．77E～0？ | 11 | ． 90 | 135 | ． 95 |  | －171 | 7．16E＋02 |
| R．151＋00 2．49E－03 | 11 | ． 80 | 130 | ． 05 | r．5neton | ． 177 | 6．99E＋ 02 |
|  | 11 | ． 50 | 135 | ． 0.5 | 3．ETTT＋00 | ． 157 | $6.86 \pi+0$ ？ |
| 3． $155+00$ A． $375-03$ | 1 | .30 |  | ． 25 |  | － 2184 | 7．34E＋ 02 |
| 3．15E +00 6． $22 \mathrm{EE}-03$ | 1 | ． 80 | 125 | ． 05 | 7．571＋20 | － $2 / 45$ | $6.83 E+02$ |
| 3．15EF00 9．55E－03 | 11 | ． 30 | 125 | .95 | $\because$－5cE＋09 | ． 295 | $15.32 \mathrm{E}+02$ |
| 7．565＋00 9．518－014 | 1 | ． 30 | 145 | ． 25 | 7．n10anan | .163 | 7．812＋ 22 |
| 7．56F＋ 00 1．33E－92 | 1 | － 30 | 100 | ． 95 | －．215＋00 | ． 179 | $7.61 \pm+02$ |
| $\because 56 \pm+00 \quad 1.565-03$ | 1 | ． 90 | 135 | .95 | 2．011－+90 | ． 1711 | 7．32E＋02 |
| $9.565+60 \cdot 615-09$ | 1 | ． 30 | 120 | ． 25 | $0.012+00$ | ． 173 | $7.15 \mathrm{E}+12$ |
| 3．56Ji＋00 3．65E－0才 | ＋ | ． 30 | 125 | － 25 | n．n 1 Dotan | ． 167 | 7．02F＋0？ |
| $8.56 \mathrm{E}+005.11 \mathrm{E}-0.3$ | 11 | ． 30 | 125 | ． 05 | $8.015+0 n$ | ． 204 | 7．00E＋ 0 ？ |
| 3．56E +00 7．16E－03 | 11 | ． 30 | 125 | ． 95 | 9．01F＋n0 | ． 816 | $6.99 \mathrm{E}+02$ |
| 8． $565 \mathrm{E}+09$ 1．00E－0？ | ＋ | ． 50 | 1.25 | ． 0.5 | 3．01E＋00 | ． 225 | $6.98 \mathrm{E}+02$ |
| $8.99 \mathrm{E}+00$ 9．98E－04 | 1 | ． 30 |  | ． 85 | 9．46E＋00 | ． 163 | $3.01 \mathrm{E}+02$ |
| 8．99E +00 1．110E－03 | 11 | ． 80 | 140 | ． 95 | ？．RGEton | ． 172 | 7．77E＋02 |
| $9 \times 90 \mathrm{E}+00$ 1．96E－03 | ， | .30 |  | ． 95 | 9．46E＋00 | ． 174 | 7．49E＋02 |
| $8.99 \mathrm{E}+00$ 2．74E－03 | 1 | ． 80 | 130 | ． 95 | $9.16 \mathrm{E}+00$ | ． 173 | 7．31E＋02 |
| \＄．99E＋00 3．9月E－03 | 1 | ． 80 | 125 | .95 | 9． $4650+00$ | ． 167 | 7．17E＋02 |
| 3．99E $+005.37 \mathrm{E}-73$ | $1 \quad 1$ | .30 | 125 | ． 95 | 9．46F＋00 | ．20／ | $7.15 E+02$ |
| $8.99 E+00 \quad 7.52 \mathrm{E}-03$ | I | ． 80 | 125 | ． 95 | 9．16E＋00 | － 216 | $7.14 \mathrm{~F}+02$ |
| $8.99 \mathrm{E}+00$ 1．05E－0？ | 11 | ． 30 | 12.5 | ． 95 | 9． 15 S ＋+ n | ． 205 | 7．13E＋02 |
| $9.43 \mathrm{E}+00 \quad 1.05 \mathrm{E}-03$ | 1 | ． 80 | 145 | －05 | －，a3E＋nn | ． $16 \%$ | 3．15E＋02 |
| $9.43 \mathrm{E}+00 \quad 1.47 \mathrm{E}-03$ | ， | ． 30 | 148 | ． 25 | $0.97 E+20$ | ． 172 | 7．94E 020 |
| $9.43 \mathrm{E}+002.05 \mathrm{E}-03$ | $1-1$ | ． 80 | 135 | ． 95 | $0.238+20$ | ． 174 | $7.64 \mathrm{E}+08$ |
| $9 \cdot 43 E+00 \quad 2.98 E-03$ | 11 | ． 30 | 130 | ． 95 | －． $22 \mathrm{E}+90$ | ． 173 | 7． 15 E ＋+02 |
| $9.43 E+00 \quad 4.03 \mathrm{E}-03$ | 1 | ． 80 |  | ． 95 | $9.93 E+00$ | ． 167 | 7．32E＋02 |
|  |  |  | K－9 |  |  |  |  |

PER MODULE COST FUR PEINTIHG AIVD SURFACE ACLURACY 1.0
PER SQUARE YETER COST FOR POENTING AUO SUGFACF NECHACY 1.
－－－－PARAMETELS－－－－ EAP

| ， 0 \％ | 7．04E＋00 7．82E－04 | 11 | －R0 |
| :---: | :---: | :---: | :---: |
|  | 7．04E＋00 1．10E－03 | 1 | ． 811 |
| ＊ | $7.04 \mathrm{E}+00$ 1．53E－0．3 | 1 | 80 |
|  | $7.04 \mathrm{E}+00$ 2． $15 \mathrm{E}-103$ | 1 | ． 40 |
|  | $7.04 \mathrm{E}+00 \quad 3.00 \mathrm{E}-03$ | 1 | ． 80 |
| $\sim$ | 7．04E＋00 4．21E－03 | 11 | ． 80 |
|  | 7．04E＋00 b．89E－03 | 1 | ． 50 |
|  | 7．04E＋00 8． 25 E－03 | 11 | 30 |
| $\checkmark$ | 7．39E＋00－ $.3 .21 E-04$ | 1 | ． 80 |
|  | $7.39 E+00-1.15 E-03$ | 11 | － 80 |
|  | $7.39 E+00 \quad 1.61 E-03$ | 11 | ． 80 |
| $\checkmark$ | $7.39 \mathrm{E}+00$ 2． $25 \mathrm{EF}-03$ | 11 | ． 80 |
|  | $7.39 E+00$ 3，16E－03 | 11 | ． 80 |
|  | $7.39 \mathrm{E}+1004.42 \mathrm{E}-13$ | 11 | ． 80 |
|  | 7．39E $+00.6 .18 E-133$ | 11 | 80 |
|  | $7.39 E+00 \quad 3.66 E-03$ | 11 | ． HO |
|  | 7．76F＋00 8．6？F．-114 | 11 | － 80 |
|  | $7.76 \mathrm{~F}+0001.21 E-03$ | 11 | ． in $^{\text {a }}$ |
| 1111 | 7．76E＋00 1．69E－03 | 11 | － 30 |
|  | $7.76 \mathrm{~F}+00$ 2．37E－03 | 11 | ． 80 |
|  | 7．76F＋00 3．31E－03 | 11 | ． 80 |
|  | 7．76E $+0004.64 \mathrm{E}-03$ | 1 | 80 |
|  | $7.76 \mathrm{E}+00 \quad 6.49 \mathrm{E}-03$ | 11 | ． 80 |
|  | $7.76 E+00.9 .09 E-03$ | 11 | ． 818 |
|  | $8.15 \mathrm{E}+009.06 \mathrm{E}-04$ | 11 | .80 |
|  | $8.15 E+00 \quad 1.27 E-03$ | ， | －811 |
|  | $8.15 \varepsilon+00 \quad 1.77 E-03$ | 11 | ． 80 |
|  | B．15E＋00 2．48E－03 | 11 | － 40 |
|  | 8．15E＋00 3．48F－03 | ， | －A1） |
| $\checkmark$ | $8.15 \mathrm{~F}+00$ 4． $47 \mathrm{~F}-03$ | 11 | ． 80 |
|  | 8．15E＋00 6．82F－03 | ， | ． 80 |
|  | B．15E＋00 9．55E－03 | 1 | －${ }^{\circ} \mathrm{O}$ |
| $\checkmark$ | 8． 565 ＋ $00.9 .51 E-44$ | 1 | ． 80 |
|  | $8.56 E+001.33 E-03$ | 11 | ． 80 |
|  | B． $56 E+00$ 1． $86 E-03$ | 1 | ． 80 |
|  | B．56E＋00 2．61F－03 | 11 | .80 |
| 11 | $8.56 E+00 \quad 3.65 E-03$ | 1 | － $\mathrm{HO}_{0}$ |
|  | $8.56 E+005.11 E-113$ | 11 | .80 |
|  | $8.56 E+007.16 E-03$ | 1 | .80 |
|  | $8.56 \mathrm{E}+00$ 1．00E－02 | 11 | ． 810 |
|  | $8.99 E+009.98 \mathrm{E}-114$ | 11 | － 80 |
|  | $8.99 \mathrm{E}+00$ 1．40E－03 | 11 | ． 60 |
|  | $8.99 E+00 \quad 1.96 E-03$ | 11 | ． 80 |
|  | $8.99 E+00-74 E-03$ | 11 | － 80 |
|  | 8．99E +00 3．84E－03 | 1 | ． 80 |
|  | $8.99 E+00 \quad 5.37 E-03$ | 1 | ． 80 |
|  | $8.99 \mathrm{E}+00$ 7．52E－03 | 11 | ． HO |
|  | $8.99 E+00 \quad 1.05 E-02$ | 1 | .80 |
|  | $9.43 \mathrm{E}+00 \mathrm{l} \quad 1.05 \mathrm{E}-0.3$ | 1 | ． $\mathrm{A}_{0}$ |
|  | $9.43 E+00 \quad 1.47 E-03$ | 1.1 | ． 80 |
|  | $9.43 E+00 \quad 2.05 E-03$ | 11 | ． 80 |
|  | $9.43 E+00$ 2． 2 ¢ $6 .-03$ | 1 | ． 80 |
|  | $9.43 \mathrm{E}+004.03 \mathrm{E}-03$ | 11 | ． 80 |


|  | 30 |  | ＋110 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $41)$ | ． 95 | $7.415+040$ | ． 151 | 2． $52 \mathrm{~F}+0$＋ |
| 1 | 35 | ． 85 | 7．41F＊0n | ． 154 | 万．Fitet 0 O |
| 1 | 30 | ． 95 | 7．41F＋00 | ． 163 | 5． 5 部 +112 |
| 1 | 25 | ． 95 | 7．41＋＋ 010 | ． 1 ＋0 | －3 3＋＋ 12 C |
| 1 | 25 | ． 45 | 7．41t＋i61 | ． 1.6 | 2．37f＋uE |
| 1 | 23 | ． 95 | 7．4．1t＋00 | － 337 | －． $36 r+02$ |
| 1 | 25 | .$\times 5$ | 7．4．15＋80 | ． 284 | $35 r+12 e$ |
| 1 | 30 | 15 | 7． $7 \times r+00$ | ． 077 | － $15 \mathrm{r}+124$ |
| 1 | 40 | ． 95 | 7．7ल゙ス＊い | .151 | 7．10上－U2 |
| 1 | 35 | .35 | 7．7上k＋10 | ． 154 | f． $63 \mathrm{~B}+\mathrm{in}$ |
| 1 | 30 | －7 | 7．7rr＋01） | ．103 | 6．67F＋n？ |
| 1 | 25 | ． 85 | 7．78L＋611 | ． 160 | 5． $54 \mathrm{~F}+1.10$ |
| 1 | 35 | 45 | 7．7A）＋（i， 1 | ．了积 | R． $533 \mathrm{r}+0 . \mathrm{C}$ |
| 1 | 25 | －\％ | $7.785+0.3$ | ． 237 | r． 5 r $k+112$ |
| 1 | ch | .85 | 7．70t＋011 | ． $\mathrm{CH}_{4}$ | $\cdots+h 15+112$ |
| 1 | 3） | 5 | 4．）17t＋ 010 | ． 0177 | $=.4 P E+04$ |
| 1 | 41） | 45 | 8．1\％＋ 110 | ． 151 | 1．27t＋ 1.2 |
| 1 | 35 | ． 95 | B．17t－10 | ． 154 | 7．0nt＋02 |
| 1 | 30 | ． 95 | 8．11t＋n0 | .103 | f．．n3t＋ 112 |
| 1 | 25 | 45 | 8．172＋100 | ． 160 | m． 7 Nut＋0c |
| 1 | 25 | 5 | $8.178+106$ | ． 175 | ＋． $695+122$ |
| 1 | 23 | ． 95 | $8.17 t+00$ | ． 237 | 近 |
| 1 | 25 | ． 43 | $8.17 r+00$ | － 814 | ＋．6．7t＋11？ |
| 1 | 30 | ． 95 | －．5ME＋UU | ． 077 | 1．07E＋U4 |
| 1 | 40 | 5 | A． 5 St +00 | ． 151 | 7．45F＋112 |
| 1 | 35 | .95 | d． $58 \mathrm{Br}+00$ | ． 159 | $1.17 E+02$ |
| 1 | 30 | 95 | $\mathrm{H}_{.} 5 \mathrm{H}_{7}+00$ | ． 16.7 | $\therefore .44 \mathrm{E}+1{ }^{\text {c }}$ ？ |
| 1 | 25 | ． 95 | 8． 413 ＋ 1011 | .160 |  |
| 1 | 25 | ． 95 | （3．5AL＋1） 0 | ． 196 | t． $\mathrm{rcht}+0$ ？ |
| 1 | 25 | 45 | H． 4 Ht＋＋ 0 | ． 137 | －，＋ 3 St +19 |
| 1 | 23 | －+5 | M． 5 St +0.1 | － 228 | ㄷ．．品3t＋12C |
| 1 | 36 | ． 45 | $9.915+0 d$ | ． 077 | 1．7bt＋04 |
|  | 40 | ． 95 | $9.01 E+0.1$ | .151 | 1．nct +02 |
|  | 35 | 12 | 9．015＋00 | ． 154 | 7．332 +02 |
| 1 | 30 | ． 95 | Q． $111 E+00$ | ． 16.3 | 7．10E＋ 02 |
| 1 | 25 | ． 95 | 9． $41 \mathrm{l}+00$ | .156 | 7．URE＋0？ |
| 1 | 25 | ． 95 | $9.017+00$ | ． 146 | 7． $00.05+u^{2}$ |
| 1 | 25 | ． 75 | 4． 11 l ＋+00 | － 237 | \％．9．9t＋4 z |
|  | 25 | － 75 | 4． $1112+00$ | ． 244 | 9．90t＋ 12 |
| 1 | 30 | ． 95 | $9.46 E+1)(1$ | ． 077 | 7．41F＋014 |
| 1 | 40 | ． 75 | $9.46 t+10$ | ． 151 | t．74E＋02 |
| 1 | 35 | ． 95 | 9．46E＋ 0.10 | ． 154 | 7．4 |
|  | 30 | .45 | $9.46 E+100$ | ． 163 | 7．31E＋02 |
|  | 25 | ． 95 | $9.46 \mathrm{~F}+00$ | ． 160 | 7．17f＋v2 |
| 1 | 25 | ． 95 | $9.46 F+00$ | .196 | $7.16 E+0.2$ |
| 1 | 25 | ． 75 | ＇9．4RE +110 | ． 737 | 7．14E＋112 |
|  | 25 | .45 | $9.46 r+100$ | ． 234 | $7.135+12$ |
| 1 | 30 | ． 95 | 2． $4.31+110$ | ， 1177 | $7.57 t+04$ |
| 1 | 40 | ． 45 | $9.93+\ldots 00$ | ． 151 | 7． $45 t+112$ |
|  | 35 | ． 95 | $9.43++00$ | ． 154 | 7. |
| 1 | 30 | ． 95 | $4.437+111$ | .153 | $7.46 t+102$ |
|  |  | $-10^{5}$ | $4 \cdot 43 t+100$ | ． 1811 | $7.32 \hat{c}+112$ |

# TER MODULF COST FOR POINTING AND SURFACE ACCURACY 1.0 <br> PER SQUARE METER COST FOR POINTING AND SURFACE ACCURACY 1.n 
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PER MODULE GGST FOR PGIHTING AND SUNFACE ACCUTAGY 1.0
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PER SQUARF METEK COST FOR POINTING ANO SURFACE ACCUHACY I.O
----PARAME TERS----
$G \quad N$ WP SCOS
NW TH RHO
AP SIGMA
MINTMUM
EAP
1.
1.
1.
1.
1.
1.
1.
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.
1.
1.

$$
\begin{aligned}
& 1 . \\
& 1,
\end{aligned}
$$

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 

## 1.

## 1.

$$
1.3
$$1.

$$
1
$$


.80
.80
.80
.80
.40
.80
.80
.80
.80
.80
.80
.80
.810
.40
.40
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80
.80 $1.41 E+00 \quad 4.29 E-03$ 1.

1. $1.41 \mathrm{E}+0$ - $1.18 \mathrm{E}-02$ $1.41 \mathrm{E}+00 \quad 1.65 \mathrm{E}-02$ $1.48 E+00 \quad 4.50 E-03$ $1.48 E+00 \quad 5.31 E-(13$ $1.48 E+00 \quad 8.83 E-0.3$ $1.48 E+001.24 E-02$ $1.48 \mathrm{E}+00 \quad 1.73 \mathrm{E}-02$ $1.55 \mathrm{E}+004.73 \mathrm{E}-03$ $1.55 \mathrm{E}+00$ 6.62E-03 $1.55 \mathrm{E}+009.27 \mathrm{E}-03$ $1.55 E+001.30 E-02$ $\begin{array}{lllll}1.55 \mathrm{E}+00 & 1.82 \mathrm{E}-02 & 1 & 1 & .80 \\ 1.63 \mathrm{E}+00 & 4.97 \mathrm{E}-03 & 1 & 1 & .30\end{array}$ $1.63 \mathrm{E}+009.73 \mathrm{E}-03$ 1 1.80
$140 \cdot 851 \cdot 70 \mathrm{H}+70$
$130): 851.10 \mathrm{~F}+00$
$135 \cdot 151 \cdot 20 \mathrm{E}+100$
125 . 25 l. 30t +20
$125 \cdot 851 \cdot 30 E+100$
$140.951 .30 \mathrm{~F}+0 \mathrm{O}$
$130.851 .36 E+n 0$
$\begin{aligned} & 1 \\ & 1 \\ & 35\end{aligned} \cdot 851 \cdot 25 t+00$
$125=351.35 E+00$
$125.85 \quad 1.35 F+00$
$140.851 .43 E+100$
$130.451 .43 F+00=$

$$
135 \cdot 851.43++00 \text {. }
$$

$$
125.45 \quad 1.435+00 \text {. }
$$

$$
125.851 .43 E+00
$$

$. ? 367.70 \mathrm{E}+01$
$.236 \quad 6.70 E+01$
.067 7.86E +03
$.0767 .42 E+03$
$.1547 .33 E+01$
$.160 \quad 7.05 E+01$
.236 6.07E 01
.067 Y. $18 E+03$
$.0767 .71 E+03$
$.1597 .63 E+01$
$.160 \quad 7.33 \mathrm{E}+01$
$.736 \quad 7.26 E+01$
.067 R. $50 \mathrm{EE}+03$

- $076 \quad$ \&. $02 E+03$
. $154 \quad 7.44 E+01$
$.1607 .63 E+01$
$.236 \quad 7.55 \mathrm{E}+01$
$.067 \mathrm{R} .84 E+03$
$.076 \quad 8 \cdot 34 E+03$
$.159 \quad 2.25 E+01$
$.160 \quad 7.93 E+01$
$.2367 .85 E+01$
$.067 \quad 9.18 E+03$
$.076 \quad 8.66 E+03$
.154 \&. $57 \mathrm{E}+01$
- $160 \quad 12.23 E+01$
. $236 \quad \mu+15 E+01$
$.067 \quad 9.53 E+03$
$.0768 .99 E+03$
$.159-.90 E+01$






## K-16










| 50 | 137 | 1 | － 0 ¢3 | 6\％ | .90 | 139 | 31 | －！ 01 | 66950 | 231 | 407 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 192 | 1 | 694.3 | 65 | ． 90 | 139 | 31 | － 10 ¢ | ÉnG | 231 | 407 |
| 50 | 302 | 1 | （a） 0.4 | ¿ं5 | ．00 | 139 | 31 | － 228 | 004 | 23！ | 327 |
| 50 | 376 | 1 | （0） 413 | 4 5 | ． 20 | $1 \geq 0$ | 31 | － 2004 | 063 | 031 | 427 |
| 50 | 527 | 2 | 1735 | as | .20 | 139 | 31 | － 202 | 335 | 231 | 1100 |
| 50 | 723 | ？ | 1735 | 65 | ． 20 | 139 | 31 | ． 341 | W 3.4 | 231 | 100 |
| ¢ ！ | 140 | 1 | （10．2？ | 65 | ． 90 | 1／11 | 31 | ． 10.4 | ก72：37 | 231 | 1135 |
| 51 | 196 | 1 | $70 \leq{ }^{\text {c }}$ | 65 | － 10 | 1．21 | ； 1 | ．10́s | 675 | 231 | 405 |
| 31 | 294 | 1 | \％（3） 2 | 65 | －：0 | 141 | 31 | －3．53 | $6 \% 1$ | 231 | 435 |
| b1 | 3） 4 | 1 | ，fiak | 0.5 | ． 80 | 1／11 | 31 | － 3 ula | 07\％ | 201 | 435 |
| 21 | －3 | 2 | $\pm \therefore 70$ | $\checkmark 5$ | ． 40 | 141 | 31 | ： 3 S | 618：3 | 231 | 409 |
| 51 | $\times 53$ | 2 | 1．70 | －5 | ． 20 | 141 | 31 | ． 3141 | $0-13$ | 331 | aus |
| 52 | 143 | 1 |  | 65 | ．90 | 144 | 32 | －100 | －53136 | －32 | 414 |
| 52 | son | 1 | 7903 | 65 | ． 00 | 1．4年 | 32 | ． 176 | 6911 | 932 | 4\％24 |
| 52 | 230 | 1 | 7xnn | 55 | ． 20 | 14．2 | 32 | ． 235 | 65 \％ | 232 | 44.4 |
| 52 | 398 | 1 | $17 \times 33$ | 65 | .20 | 1484 | 32 | ． 3010 | 681 | 30n | 1．4．4 |
| 52 | 5443 | 2 | 17a5 | $6{ }^{6} 5$ | ． 00 | 11／14 | 23 | ． 237 | $65 \%$ | 23？ | 417 |
| 52 | 763 | 2 | －32 | 75 | ． 50 | 20\％ | P\％ | ，1／2 | Q 28 | 832 | 407 |
| 53 | 185 | 1 | 7730 | 65 | ． 097 | 147 | 39 | .103 | 62565 | 23？ | 453 |
| 53 | Rese | 1 | 3， 304 | 沙 | .70 | 1／17 | 30 | ． 171 | $62 ?$ | 939 | 1：5？ |
| 53 | 395 | 1 | 7283 |  | ，on | 1.87 | 28 | ． 20.5 | co 1 | －32 | 75， 3 |
| 52 | ヶกก | 1 | 72730 | 65 | .90 | 1197 | 32 | ． 203 | 500 | 23？ | 453 |
| 53 | 559 | ？ | 1808 | 63 | －0 | 147 | 30 | － 01 | esn | 332 | $4 \div 5$ |
| 52 | 789 | 3 | 730 | 70 | ． 20 | 165 | 26 | ． 1.117 | 63． | 225 | 107 |
| 5／3 | 149 | 1 | 7－315 | 25 | .90 | 150 | 32 | ． 110 | 79506 | 23？ | 1603 |
| 54 | 308 | 1 | 7515 | 6E | ． 20 | 150 | 52 | ． 173 | 103 | 239 | 160 |
| 5\％ | 201 | 1 | 7゙15 | 65 | ．90 | 150 | 32 | ． 037 | 701 | 23．2 | $46 ?$ |
| 54. | ， 109 | \％ | 1051 | 75 | ． 20 | 811 | 2？ | －1＊） | \＄76 | 290 | 155 |
| 54 | 571 | \％ | 147＊ | 6E | ． 20 | 150 | 32 | ． 145 | 659 | $\bigcirc 36$ | 1203 |
| 54 | 709 | 3 | 125 | 65 | ． 000 | 150 | 3 3 | ．112 | 614 | 3）2 | 205 |
| 55 | 15！ | 1 | Thas | 65 | ． 90 | 153 | 3.3 | －119 | $7!55$ | 833 | 471 |
| 55 | 212 | 1 | 7 7б 5 | 68 | ． 00 | 153 | 33 | ． 175 | 710 | 303 | 271 |
| 55 | 297 | 1 | 7665 | 65 | .00 | 153 | 33 | － 23.30 | 711 | 903 | 4.71 |
| 55 | 21.6 | 8 | 19.7 | 70 | .00 | 179 | 27 | ．1－2 | 880 | 027 | 21／19 |
| 55 | 539 | ？ | 101is | 65 | .00 | 153 | 33 | ． 240 | 679 | 330 | 442 |
| 55 | 315 | 3 | 351 | 65 | .90 | 153 | 33 | .151 | 65 ？ | －33 | 416 |
| 56 | 155 | 1 | 7219 | 65 | .90 | 156 | 33 | －115 | 7954．4 | 232 | 4380 |
| 56 | 316 | 1 | 3719 | 165 | .20 | 1515 | 33 | ． 176 | 79？ | 833 | kis |
| 56 | 303 | 1 | 7910 | 6.4 | ． 20 | 146 | 23 | － 240 | 7 mo | 903 | 4ッก |
| 50 | 429．9 | ？ | 198A | 65 | ． 0 | 153 | 3.3 | －190 | 6．1 | － 83 | 151 |
| 55 | 50.4 | 3 | 105， | 55 | .00 | 156 | 33 | － 258 | 307 | 933 | 451 |
| 55 | 331 | 3 | S碞 | － | ． 90 | 156 | 33 | ． 1011 | C61 | 038 | liss |
| 57 | 158 | 1 | 20.75 | 615 | ． 00 | 159 | 03 | ． 117 | 735 c \％ | ก30 | 490 |
| 57 | 221 | 1 | 7075 | 65 | ． 90 | 159 | 33 | ．177 | 73？ | 233 | 120 |
| 57 | 307 | 1 | 7075 | 54 | ． 90 | 150 | 33 | ． 28 \％ | $7 \therefore 1$ | $\bigcirc 33$ | 4190 |
| 57 | 432 | 2 | 1003 | 65 | ． 90 | 159 | 33 | ．1／17 | 609 | 933 | 460 |
| 57 | 605 | 3 | 1993 | 65 | .90 | 159 | 33 | ． 256 | 697 | 233 | 460 |
| 57 | 8848 | 3 | G40 | 65 | ． 80 | 15.0 | 33 | ． 10 | 670 | 233 | 433 |
| 59 | 131 | 1 | 3125 | 65 | ． 90 | 168 | 34 | .110 | 745－0 | 934 | 500 |
| 59 | 2015 | 1 | 319 | 55 | .00 | 153 | 34 | ． 179 | 711？ | 234 | 503 |
| 59 | 315 | 1 | \＄125 | 0.5 | ．00 | 16？ | 34 | － 12 | 714 | 234 | 500 |
| 50 | 441 | ？ | 2ก33 | 65 | ． 0 | 1．22 | 34 | －150 | 707 | 034 | 4169 |
| 59 | 61\％ | $\cdots$ | －303 | 65 | －20 | 1.512 | 34 | ． 050 | 767 | 234 | 459 |








In this section examples of the absorber-heat exchanger optimization runs are presented. As explained in Appendix B, E and $g$ are now design variables and their associated minimum costs are included as costs in the absorber-heat exchanger optimization. Thus the computed outputs in this section show optimum collector designs providing thermal power at specific $\hat{1}, T_{\text {in }}$ and $T_{\text {out }}$ conditions at minimum cost. The trace-back information on the minimum cost concentrator designs associated with the $E$ and $g$ selected as part of an optimum collector design has been accessed from the disk file and is shown on the computer outputs. This was simply a matter of convenience, since the minimum cost concentrator designs could be looked up in the outputs generated from the concentrator optimizatim

The Fresnel strip reflector and the Fresnel circular reflector were the minimum cost, line- and point-focus concentrators, respectively, regardless of the values of $E$ and $g$ or the target shape. Thus the runs to determine minimu-cost movable collectors used these concentrator type disk files. Therefore, most of the movable collector rums in this section show C12G12, C12G15, C5C2 or C5C4 disk file imputs. liowever, for purposes of sensitivity analysis, other concentrator type disk file inputs were used.

The terminal queries and user responses (underlined) for these computer runs are shown below:

AIIXS - Pressurized wator runs
AHXBL $\quad=$ Boiling runs
CXGX PILE NAME - Name of the disk file where the desired concentrator optimization run information input is located. Typical response is C5Ci4 meaning. Fresnel circular roflectors with pancake targets.

TYPE

COST MODEL $\quad 1$ execpt ig for the tower heliostat system, a for Meinel type absorber-heat exchangers, 5 for evacuated covered cylinders, 4 for non-evacuated covered cylinders afd 3 for bare cylinders.

DELTA T

- The extent to which a collector mase be designed to produce a higher output temperature above a base temperature in pressurized water systems. Typical response is 10.

CAVITY - I pancake absorbex-heat exchanger and I cavity absorber heat exchanger. Availablo only whon a TYPE of response is made.

The column headings on the printouts are:
TOUT - The collector outlet temperature, Tout ( $\left.{ }^{0} \mathrm{C}\right)$
TIN - The collector inlet temperature, Tin ( $\left.{ }^{\circ} \mathrm{C}\right)$
MDOT - The collector mass flow rate $\dot{m}(\mathrm{~kg} / \mathrm{sec})$
()
L.

LA.
AL

- Absonber area for losses, $A_{L}\left(m^{2}\right.$ or $\left.m^{2} / m\right)$

PWR - Power output of col leetor (W)
CR - Concentration ratio based on a/A,
ETA - Colloctor efficiency, PIFR/( $\left.\Lambda_{\mathrm{D}} \mathrm{A}_{\mathrm{p}}\right)$
FC - Concentrator minimum cost
TBOIL - Boiling temperature ( $\left.{ }^{\circ} \mathrm{C}\right)$

- Fraction of latent heat added per collector

TN

- Heat exchanger tube wall temperature, $\mathrm{T}_{W}\left({ }^{\circ} \mathrm{C}\right)$
c. TYPE
- Concentrator disk file name

CONC: FILI:

- Same as C. TYPI;
$\$ / \mathrm{kW}$ - Minimum cost of thermal power from the collector $\left.(\$ / \mathrm{kW})_{t}\right)$
kIV - Power output of collector ( $\mathrm{kW}_{\mathrm{t}}$ )
As an example of how to use these computer outputs, suppose the optimum design and minimum cost of a collector having a spherical absorberheat exchanger and producing pressurized water with an inlet tomperature of $200{ }^{\circ} \mathrm{C}$, an outlet temperature of $260{ }^{\circ} \mathrm{C}$ and a mass flow rate of 05 $\mathrm{kg} / \mathrm{sec}$ was needed. The required computer output is one with the following information:

AIIX5
CXGX FILE NAME - C5G2
TYPE, COST MODEL, DELTA T $-\underline{1,1,10}$
The optimum design is found on the line with TOUT of 260, IIN of 200 and MDOT of .050 and is $d=.027 \mathrm{~m}, \quad \ell=2.01 \mathrm{~m}, \quad A_{\mathrm{L}}=.05622 \mathrm{~m}^{2}, \mathrm{~g}=.003514$ $\mathrm{m}^{2}, E=16.14 \mathrm{~m}^{2}, \theta_{\max }=35^{\circ}$, Qave $=.95, \Lambda_{\mathrm{p}}=17.0 \mathrm{~m}^{2}$ and $0_{\phi, \lambda, \delta}=$ $.174^{\circ}$. It is a circular Fresnel reflector type. It produces $13,672 \mathrm{~kW}_{t}$ at $1000 \mathrm{w} / \mathrm{m}^{2}$ insolation level at a cost of $\$ 1032$ or $\$ 75.5$ per $\mathrm{kW}_{\mathrm{t}}$ and has a concentration ratio ( $A_{p} / a$ ) of 1208 to 1 (or, in terms of $A_{p} / A_{L}, 302$ to 1) and an efficiency ( $\mathrm{P}_{\text {out }} / \mathrm{P}_{\text {in }}$ ) of 80.5 percent.

CROX FILE NAAS
7 cses
TrPE CDST MODE. DELTAT
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N 4 TRACE $\operatorname{cncN}$ -
AD STGMA C. TYDE
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 $\rightarrow-807=-62$ itia $9-295+c \mid$







 $6-364 E+02-6591+30 E=50$
 $\begin{array}{lll}6.53 a E-02 \\ 7.0852 .023 & \text { t. } 741 & 952-325-01\end{array}$





 $6+6.6=2-02+751 \quad 1-1 \leq 2=0$ $1-595 \pm+01$ a +165 a. 日itar
 -1!
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00105ATA. 25.59.4.7
```

PCOFTAN AIKS

CKGY YILE NAHE
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TrTe cost mang．DIETAT
cavity 0.10
cavit


```
# NATAIETEHF=-
p L
-$NTINUK OESIGN5-.....
```

$10=1000$

|  |  |  | －024． | 49 | 1 | ． $5325-02$ | \％，＊035－09 |  | 7－29］re02 6549 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 160 | 130 | ． 500 | ． 223 | t． 47 | 1 | 5．461 $=-58$ | 8．9エン5－03 | 2．270－－01 | 1．2771．0321314 |
| 160 | 125 | ． 056 | －015 | ＋90 | 1 | 1．565E－02 | 3 4．920r－63 | 0．1501－co | 6．06JE02 2405 |
| 160 | 123 | ． 100 | ． 018 | 1．17 | 1 | 2，5142－03 | ＊． 9701 －03 | T－6145＊21 | 1．006t－0314839 |
| 160 | 125 | －200 | ，029 | 1.63 | 1 | 5．3575－03 | 9．2ais－03 | 3，195 | 1，6505－0329．779 |
| 180 | 100 | ． 029 | $\times$－14 | .80 | 1 | 1．3125－05 | 7．263t－25 | 1．0408－60 | 6．J－55－02 5080 |
| 180 | 100 | ．050 | ．021 | 1．29 | 1 | 2．677¢－32 | 3，7505－03 | 1．394 2.01 | 8，870こ－0212699 |
| 180 | 100 | .105 | －034 | $1: 54$ | 1 | 2．73bさ－92 | a． $414 \mathrm{E}-03$ | 2．7605－01 | 1．4025－0725398 |
| 160 | 75 | ． 020 | ＊016 | \％03 | 1 | 1，T0： 5 －ca | （1．3705－cy |  | 6，こn＝2－6\％ 7103 |
| 160 | 75 | ． 050 | ッロこ1 | 1．30 | 1 | $2.6915-65$ | 5．4－05－03 | 1．901こ．01 | －．23at－0317908 |
| 160 | 10 | ． 016 | ．021 | $\rightarrow 24$ | 1 | 1，076e－63 | （．246E－09 | 7．0ate－03 | $0+34350029621$ |
| 160 | 50 | ． 0220 | －016 | 1.02 | 1 | 1．665E－02 | 4． $4505-05$ | 1．0585－01 | 7．604E－02 9243 |
| 160 | 20 | ． 050 | － 029 ． | 1.36 | 1 | 5．627i－62 | ¢ップさ－00 | 2xbtuckoi | 1，asterovo3107 |
| 160 | 40 | ． 010 | ． 011 | 1． 76 | 1 | 1－5S6E－6？ | － $246 \mathrm{E}-03$ | 1．04CE +00 | 6． $249 \mathrm{~F}-025036$ |
| 160 | 40 | ． 020 | ． 016 | 1．01 | 1 | 1．6525－c2 | 4－c3se－03 | 1．lateot |  |
| 180 | 40 | －050 | ． 0339 | R．47 | 1 | 9．6275－05 | 2．4F2F－02 | 2．nptr＋a1 | 1．514．0．0325179 |
| 210 | 200 | ． 220 | ． 212 | F．12 | 4 | 2.072 | 5－9：05－03 | 9．006E－00 |  |
| 810 | 200 | ． 500 | .023 | 1．42 | 1 | 3．2735－6？ | $7 \times 2601-c 3$ | 2． 28 ¢E + cl | F：3291－0322195 |
| 210 | 175 | ． 050 | ＋C19 | 1.12 | 1 | 2．201E－02 | S．114E－03 | をこらごさ－00 | 7．cosmec2 1681 |
| 210 | 175 | .100 | － 025 | 1．33 | 1 | 2.393 |  | 1．69nE＋01 | 1．0312－c215761 |
| 210 | ITS | ＋220 | －03e | 1．80 | 1 | 6．as3k－02 | （caser－cy | 5．3152－21 | t．71．1土－c330322 |
| 210 | 150 | ＊030 | － 015 | .74 | 1 | 1．4A2E－02 |  | 7．04EF－00 | 6，343F－C2 5810 |
| 210 | 120 | ． 050 | ． 022 | 7．07 | 1 | 3．061E－03 | 0，7465－03 | 1．46at－01 | 9：159さ＊0213020 |
| 810 | isa | ． 100 | －D33 | 2.00 | 1 | 6．9n75－02 | 1． $23 \leq 2-02$ | E．82T $5 \cdot 01$ | 1．5195．0326052 |
| 210 | 125 | ．020 | 2015 | －22 | $t$ | 1．3215－c2 | 3．4795－03 | 6．150t 00 | $6.80095+027319$ |
| 210 | 125 | － 050 | ＊ 525 | 1．62 | 1 | 9．3075－02 | 1．：21t5－02 | 2．05～ごく1 | 1．1675－031823 |
| 810 | 170 | ． 010 | ＋913 | $\times 33$ | 1 | 1．1345－02 | 5．24ur－09 | 7．0AEE－00 | 6．22e5－cz 4762 |
| 210 | 100 | ． 020 | ． 015 | 1.11 | 1 | 1．903E－62 | a－＊－495－03 | 1．0495－01 | T．0c4E－03 papa |
| 210 | 100 | ． 030 | ． 031 | 1.96 | 1 | 6．2535－02 | t．3711－02 | $3.6585+C 1$ | 1．acst－0323211 |
| 210 | 40 | .010 | －015 | －98 | 1 | 1．0615－02 | 3．653L－03 | 8．55？ 5 －cd | 7．020r－02 1182 |
| 210 | $\triangle 0$ | ． 020 | －616 | 1．03 | 1 | $1.9228+02$ | $4.720 \mathrm{E}-03$ | 1．614I－01 | t－0065－0ylajes |
| 260 | 250 | ． 100 | ． 013 | ． 01 | 1 | 1.13 | 7．7n6E－09 | 7．0405－00 | 0．349E－02 1719 |
| 260 | 250 | －200 | ． 011 | 1－02 | 1 | $1.776 \mathrm{t}-62$ | 5．420E－03 | 1．000t＋01 | 7． 60650 C2 9439 |
| 260 | 250 | ＋ | ． 027 | 1．7？ | 1 | S．407E－62： | 7．371 | $2.6975+01$ | 1－405E－0フ2750t |
| 200 | 225 | －050 | － 016 | 1. | 1 | 1．726 | 2.325 t | 8，0ッst＋00 | －1762－C2 4098 |
| 20 | 225 | ． 100 | －024 | 1. | 1 | 3．72 | 7．30？ | ＋$+7 n 5+21$ | 1－0576－C316199 |
| 20 | 225 | ＋200 | － 0 | 1．39 | 1 | 9．2965－02 | 1．090 | 3．5252＋01 | 1－（0） 5500392398 |
| 260 | 200 | ． 020 | －017 | ＋．01 | 1 | 1．75er－05 | －1． 2405007 | 7．can $=-00$ | 6．3505402 5469 |
| 280 | 205 | ． 050 | ． 024 | 1.46 | 1 | $3.673 \mathrm{~L}-02$ | 9，133士－93 | 4，537t－31 | $9 \times 4945-0.13672$ |
| 260 | 200 | ． 100 | ． 034 | 2－0s | 1 | T． $2735-02$ | $1.15152-02$ | 3．063z＋01 | 1．531E－0327345 |
| 260 | 175 | ， 020 | －014 | －86 | 1 | 1．2735－05 | $2 \cdot 652 x-03$ | $8.55+t+60$ | 7．0－12－22 7600 |
| 260 | 175 | ． 050 | ． 022 | 1．35 | 1 | 3．1295－02 | 6． 219 I－03 | 2．0592．01 | 1．2758．0319009 |
| 250 | 130 | ，0） 0 | －014 | －89 | 1 | 1．250L－02 | 0，24 SE－63 | 2，000 $2+00$ | 6．340 -62 4883 |
| 260 | 150 | －020 | －091 | 1．31 | $\ddagger$ | 7．937E－02 | 6． 3 －¢ ट－03 | 1－07E5＋6t | 7．746 |
| 260 | 150 | ． 030 | ． 024 | 1．43 | 1 | 2．000z－02 | 9，01AF－03 | $2.827 \rightarrow$ त1 | $1 \times 4395-0324414$ |
| 260 | 40 | ． 005 | ． 000 | 1．19 | 1 | 1．1342－02 | \＄．240t－03 | 7－090t＋00 | －6，JanE－0． 4693 |
| 260 | ad | ， 210 | － 010 | 1.35 | 1 | 2－370E－c5 | 4．353E－93 | $t-14\rangle+01$ | T．nyseopz gas |
| 260 | 40 | － 020 | .021 | 1.27 | 1 | $2.7691-87$ | 9．830t－03 | 2．1625－01 | 1．2105－6318773 |
| 310 | 273 | ． 050 | ． 017 | 1.00 | 1 | $1.9015+0^{2}$ | 4． $297 \mathrm{~F}-63$ | $9+996 \pm+00$ | T＊4 73E－02 8944 |
| 310 | 275 | － 100 | －029 | 1．41 | 1 | 3．7675－07 | 6．3725－03 | ＋－95150．01 | $1+1228 \cdot 9517686$ |
| 310 | 250 | ．023 | －017 | －88 | 1 | t．34ir－c2 |  | ？，0a0z＋02 | 6．7632－02 5739 |
| 310 | 250 | ． 030 | －018 | 1．02 | 1 | 1．9695－05 | 4．320E－03 | 4．0195－01 | 1．0068．0314847 |
| 310 | 230 | ． 100 | －026 | 1．32 | 1 | A． $383 \mathrm{c}-02$ | 9．7415－63 | 3．1959＋${ }^{\text {a }}$ | 1．69E8－032969 |
| 310 | 225 | ． 020 | ． 016 | ． 95 | 1 | 1．2265－02 | 3＊＊375－03 | $8.9 \pm \pm=00$ | т．178F002 3P08 |
| 310 | 223 | ＋050 | －020 | 1．69 | $i$ | S－4272－e3 | 1．351－02 | 2．270y＋61 | －2515－c72035 |
| 310 | 200 | .010 | ．015 | ． 80 | $t$ | ＋．507E－03： | 9．245t－07 | 7－090E＋90 | －$-3525-92 \leq 101$ |
| 310 | 200 | ． 090 | －01？ | ． 98 | 1 | 1．836 $=-c^{2}$ | － $1+92=-03$ |  | $7_{\text {\％－－\％}}$ |
| 310 | 200 | － 050 | －020 | 4.40 | 1 | 4．2012－02 | （6．4）45－03 | 2． $1502+01$ | 1．40 RE－0325957 |
| 310 | －0． | ． 005 | ． 011 | 1.37 | 1 | 1．4305－c？ | 4，2078－63 | 7．040r＋00 | 4．370上－c2 54』？ |
| 310 | ${ }^{10}$ | $\times 050$ | －019 | － 00 | $t$ | －2275－05 | 6－0ay $=-07$ | 1．3272＋01 | 0．725E6CL1634 |
| 310 | 40 | ，020 | －c26 | 1.49 | 1 | 4．2075－5： | 1．1205－02 | $2.6295+01$ | t．41．15＋0323363 |
| 200 | 40 | ． 005 | －013 | 1．22 | 1. | 1．02Ex－02 | 3．F14x－03 | 13．5575＋00 | 7．D122－02 706\％ |
| 360 | 40 | ＋010 | －214 | .76 | 1 | 1－297E－02 | 1．34：5－93 | $1.537 E+01$ | $9.969 \mathrm{~L}+0214124$ |
| 350 | 40 | －020 | －026 | 1．40 | 1 | 4．347E－02 | 1．364E－02 | $3.1055+04$ | 1．450E＋0323269 |
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|  | $\text { ile } 87$ | Mロ0T |  | 6 | LA | A AL |  |  | $\begin{aligned} & \text { mintiatim } \\ & \cos \pi \end{aligned}$ | TV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 1000 |  |  |  |  |  |  |  |  |  |  |
| 157 | ．243 | － | － CT | 1－03 | $\underline{1}$ | $0=$ | to－ $171+83$ | \％ | ק | 130 |
| 150 | －100 | ． 040 | －0．31 | 2．40 | 1 | 7．400k－02 | 6．716e－03 | 1，ennzoot | T．294c．02 | 0 |
| 190 | ． 035 | ． 040 | －078 | 1.75 | 1 |  | 3－0n5t－61 | T－AAOE－00 | 6．J］E5：92 | 134 |
| 150 | ． 0.050 | ． 080 | － 030 | 2.25 | 1 | 7．1e9E－02 |  | 1．050E－04 | 7．5elcop | 136 |
| 150 | ． 073 | ． 240 | ． 027 | 2．05 | ， |  | 9，182R－c5 | 1．5312－01 | F．476E－02 | 138 |
| 150 | －100 | － $0=0$ | .043 | 3．35 | 1 | Fanot－4］ | 1．231c－62 | 2．0ser－01 | ． 164 E．09 | 1 |
| 150 | ＋015 | －180 | －050 | 2.35 | 1 | 1．12：-02 | A－5ibe－p3 | 1．0405．00 | $8.3492-22$ | 2 |
| 150 | ． 020 | ． 180 | －ccis | 1．29 | 1 | 3．003 -02 | 1．479t－03 | 3．1305－00 | 6．660E02 | 3 |
| 150 | －035 | ＋180 | ． 019 | 2.35 | 1 | 1．002x－02 | ¢．24ct－3） | 1－0apr．01 | T．5045．03 | 3 |
| $150$ | $.035$ | 21 | 1032 | 2.29 | 1 | $2.002 \mathrm{~L}-02$ | 5．490E－02 | 1．3945－01 | E．367E－02 | 4 |
| $130$ | $-050$ | ． 180 | － 0 | 3．20 | 4 | t． $275 \mathrm{~F}-01$ | ． $291 \mathrm{E}-98$ | zxCsers．01 | 1．106E－03 |  |
| 130 | ． 075 | －1s0 | ． 014 | 4．2s | 1 | 2．921E－61 | ＋942E－6 | 3．00 2.01 | 1，5781－03 |  |
| 150 | －ora | －120 | ． 627 | 1．33 | 4 | 3．人400－02 | 3－a72r－53 | S．150c．00 | 6．851E002 | 1 |
| 150 | －015 | －320 | ．029 | $2 \cdot 21$ | 1 | 6． 29505 | 5，1402－03 | 1－2ด4E－01 |  | 152 |
| 159 | －720 | ． 120 | －072 | 2．40 | 1 |  | 6．EqTFro3 | 1－015x－01 | $9.3592+02$ | 3 |
| 150 | ． 025 | ． 320 | ． 047 | 3．27 | 1 | 7．373x－01 | 1－231c－02 | 2.050201 | 1－168c－0． | 3 |
| 150 | －035 | －J $=0$ | －043 | 5．53 | 1 | 1－3912－01 | 1－1才ce－oy | 7．7a0r＝01 | 1.0642 .00 | 35 |
| 150 | ． 095 | ． 640 | ． 027 | 1，73 | 1 | 3．83pL－02 | 3－4295－95 | A－1702－co | 6－562E．0？ | 21 |
| 150 | － 019 | ． 640 | ．631 | 3.45 | 4 | 7．7512－02 | 6．0172－69 | 1－0iar．or | －－5502－29 | 132 |
| 150 | －015 | ． 600 | －040 | 9．14 | 1 | t－26n2－61 | H01sE－0\％ | 2， 330 c 01 | 1．301E＝03 | 152 |
| 150 | ． 620 | ． 630 | －OAS | 3， 31 | 1 | 1．3531－91 | 1． $2665-97$ | $3.1655=01$ | 1．bastan | 153 |
| 200 | ． 075 | 2040 | ． 020 | 1－31 | － | 3．0965－02 | 3．157c－c5 | 7.3228 .00 | 6．5aic－02 | 207 |
| 200 | ． 100 | －040 | ． 322 | 1．73 | 1 | 3．7345－02 | $4.72+8.05$ | \％－906E 00 | T．A835－a2 | 209 |
| $20 \%$ | ． 055 | ．0：0 | － 054 | 1．96 | C |  | －．RCTE－05 | 7．0nct－00 | A．364rabo | 203 |
| poo． | ．050 | － $0 \times 8$ | ．030 | 1．37 | 1 | 1，0str－02． | S．v20r－00 | 5．906t－00 | T．ascr－0z | 5 |
| 200 | ＋075 | －080 | －023 | 2，13 | － | 4．003t－02 | ＊－2472－6j | 7．acat－01 | Q ．1825－02 | 1 |
| $200$ | $\checkmark 100$ | －089 | － 0 | $2.29$ | 1 | 1．3A1E－01 | 1－174r－a？ | 1－9615－01 | 1－129E－03 |  |
| 200. | －0is | － 160 | ． 02 | 7，21 | 1 | $6.3808-02$ | 5－2．05－0， |  | 6． $357 \mathrm{t}-02$ |  |
| 200 | ． 070 | .100 | －121 | 1.69 | 1 | 3.310 | 2－313t－63 | t．16．27－00 | 6． $703 \mathrm{E}-02$ |  |
| 200 | －025 | ＋100 | －030 | 2． 20 | 1 | d． 8081 | 5．920＜－03 | 9－9DEL＝00 | 7．452t－02 |  |
| 209 | ． 035 | .160 | ． 030 | 2．23 | 1 | 6－7351－07 | S．6365－03 | 1－2．7－01 | ＊．150r－02 |  |
| S00 | － 050 | ＋100 | ． 041 | 2.53 | 1 | 1，200t－01 | 1－113E－02 | 1．66ik＝ 61 | 1－12acroy |  |
| 200 | －0Ts | －190 | ． 032 | 4.02 | 1 | 2．120x－01 | 1－775－57 | 2－n9arat | 1．521F．03 |  |
| 200 | ． 010 | － 520 | －021 | 1.63 | 1 | 2．469E－02 | $3.313 \mathrm{C}-03$ | 7－76EL－20 | 6．7021－62 |  |
| 200 | ． 213 | － 120 | －027 | 2． 03 | 1 | 8． $370 \mathrm{r}-\mathrm{cz}$ |  | 1－ 4 ATE－01 | T－857E．99 | 127 |
| 200 | ． 020 | ＋390 | －030 | 2－29 |  | 0．71925－62 | 6．539［－03 | 1．53T -01 | 9－314E．02 | 202 |
| 200 | －075 | ． 300 | －037 | 2.87 | 1 | 1－121x－01 | T－973E－63 | $1.064 \%$－01 | 1．cerat－03 | 703 |
| 200 | －035 | ． 320 | ． 0.41 | 9．12 | 1 | 1．335E－01 | 1－1225－02 | 2，6035－01 | 1．$\Delta 00$ c．0y | 204 |
| 200 | ， 035 | ． 840 | ．021 | 1．53） | 1 | 3．a19x－cz | 5．3135－62 | 7－7625－20 | 6．T0scrpz | 201 |
| 200. | ． 010 | －6s0 | ，030 | $2+29$ | 1 |  | 0．597E－03－ | 1，3975061 | Q－ $3142+02$ | 201 |
| 200 | ． 015 | ，820 | ． 037 | 7.38 | 1 | 7－096F－61 | 9＊091E－03 | 2．2107－01 | $1.252 E+03$ | 202 |
| 200 | －020 | ． 646 | ＋042 | 3.22 | 1 | 1．384E－0． | 1．2905－02 | 2．0331－01 | （－54 5 E +103 | 202 |
| 239 | ． 075 | ＋040 | －027 | 1.73 | 1 | 4．102E－92 | － $207 k-03$ | 7．Da0g－00 | $6.9172+07$ | 233 |
| 250 | $=100$ | ． 2046 | －021 | 1.61 | 1 | 3－500L－02 | 3－1225－03 | 6，－685 000 | T．176E＋02 | 257 |
| 250 | ． 025 | ． 088 | ． 076 | 1．98 | 1 |  | $5 \cdot 5908-03$ | 7．060E－00 | $6.1605+n 2$ | 233 |
| $250$ | －050 | 1080 | ，021 | 1．61 | I | 3．534t－02 | J．9J5E，05 | A．0h5s．00 | 7．1205002 | 29 |
| 850 | ． 015 | ． 098 | ． 023 | 2．09 | 4 | E．3031－02 | 5xp36x－63 | 1－3271－03 | 8，5is5．c9 |  |
| 230 | $+100$ | － 010 | － 630 | 2．25 | I | 6，7361－02 | 7－52\％-63 | 1， 7 フa8－01 | 1．05Tce07 |  |
| 250 | － 020 | － 760 | ． 024 | 1.56 | 1 | 3i $31-1$－n\％ | 3，0452＋05 | T－0ant－00 | $6-71270$ | 3 |
| Q50 | －025 | －180 | ＋021 | 1．80 | 1 | 3，5351－02 | 3．3 5 L－03 | 8－2751－00 | 3．176E．${ }^{\text {a }}$ | 231 |
| 250 | ． 023 | $\rightarrow 150$ | ． 0234 | 1．ns | 1 | 3．69TE－02 | $5.175 \mathrm{C}-09$ | 1－25al－01 | 5－zacr－72 | 13 |
| 250 | －030 | $\times 180$ | ．030 | 2，24 | 1 | 6．917t－08 | 7．597E－03 | 1．7プロ＊01 | 1－057E＋03 | 4 |
| 250. | －075 | ．180 | ，031 | 2.79 | 1 | $1.079 \mathrm{E}-01$ | 1－1Pstan？ |  | 1．4115＋03 | － |
| 850 | ． 100 | － 180 | \％042 | $3+16$ | 1 | 1，271 | 1．5çe－b） | 3－5852－0） | 1．741E＊d3 | 250 |
| 250 | ． 010 | － 220 | ． 021 | 1．36 | 1 | 2．J4ST－02 | 2．00sz－0s | T－p\％os－po |  | 31 |
| RSO | －015 | ＋ 328 | －036 | lise | 1 | 3．313t－02 | Q．402c－43 | 1．Dmoteni | 7－ot：${ }^{\text {codz }}$ | 5 |
| 250 | N 020 | ． 220 | ． 025 | 2114 | 1 | 6．327x－02 | 3．7505－69 | 1－300t－01 | 8.1000587 | 258 |
| 250 | ， 625 | ，3：0 | ，030 | C．24 | 1 | 6．－445t－05 | 7．579t＋03 | 1．7201－01 | 1．057x＋53 | － 5 |
| 250 | .035 | － 280 | ． 080 | 3.09 | 1 | ｜．235x－n） | $1-0 x^{2}$－ | 2． 3841.01 | $1-2095+c t$ | 253 |
| 250 | ．0so | ＋320 | ，06\％ | 9．14 |  | 1．361E－01 | 1．5051－02］ | 3，5525－01 | 1．78IL＋02 | 54 |
| 250 | ． 005 | ． 640 | ．071 | 1．56 | ， | $3.3931-02$ | t．00nc－50 | ？ 0 ayk， 00 | $\mathrm{B}+7 \mathrm{Fig} 1+\mathrm{cz}$ | 5.1 |
| 1250 | －． 010 | － 640 | ． 0288 | $2+14$ |  | 1 6．29as－02 | K．oscoray | 1．29aE＋01 | 8．080C＊07 |  |
| 250 | －01s | ． 640 | ． 028 | 2.69 | 1 | 8．255t－02 | \＄．1202－0． | 2．0525－01 | 1． $1721+03$ | （5） |
| ， | － | ， | －039 | 2,90 |  | －SE2E－01 | 705－02 | 2．7605－01 | 09 |  |
|  |  |  |  |  |  |  |  |  |  |  |
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1.3 cest TV

CT BU KH TUIE AP Itcha C．frys

Ye
tra

|  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | － 0 |  | 1 |  | 9．3k0 | 5－2es5．${ }^{\text {cose }}$ | ， |  |
| 150 | ． 055 |  |  |  |  |  |  |  |  |  |
| 150 |  |  |  |  |  |  |  |  |  |  |
| 15 | － |  | ． 039 |  |  |  |  |  |  |  |
|  | － 10 |  | － | 㖪 | 1 | 6. | ？13－E－02 | 1－567 5.01 |  |  |
| 150 |  |  |  |  | 1 |  | 0. |  |  |  |
| 150 | － 0 |  |  | 1.3 |  | A．9935－03 | 9. | T， $1735+00$ | $8.511 \pm+62$ |  |
| 150 | ． 025 | ＋160 | ． 02 | 1．75 |  | a． $736=02$ | T．3172－c | \％．8 |  | 154 |
| 150 | －0．25 | － 180 | ． 025 | 2．22 | 1 | マニセ6\％にくご | 1．AFIE－G2 |  | 3， 247 |  |
| 150 | ． 030 | ＋160 | ．033 | 2．09 | 1 | 6．939L－02 | 二小）1\＃C－0\％ | 1＊3675－01 |  | 13 |
| 150 | ，072 | － 130 | －012 | 2，72 | $\dagger$ | 1－1－22－61 | 2－ゴ5＋cミ | E：760E＋01 | －4र－cx？ |  |
| 150 | ． 010 | 0 | －02\％ | 1.27 | 1 | 906E－02 |  | 29 | 6．511500 | 5 |
| 156 | ， 015 | ． 2 | － $2=7$ | ． 83 | 1 | 3，3631－6\％ |  |  | $3,5+\mathrm{w}+0$ |  |
| 152 | －023 | － 370 | －032 | on | 1 | 6， $6.53 \mathrm{c}-08$ | 4－0\％ | 2AEAE＊O1 | 9．129 | 54 |
| 150 | ，025 | ． 32 | －032 | 2.08 | 1 | 6．327：00？ | 2．1nM－29 | 1－8672－01 | 1．0．65＋6 |  |
| 150 | ． 035 | $\cdot 2$ | － 0 | 2．1） | 1 | 0 | 1．derz－c！ | ．503E－01 | ，3：sc＋os |  |
| 150 | ． 6005 |  |  |  | 1 |  | 50， | 1，362 $5+29$ | 6． 8131 |  |
| 15 | － 0 |  |  |  | 1 |  | 1．7）a－ 0 | P1 | ， |  |
|  | ， 0 |  |  |  | 1 |  |  | O1 |  |  |
|  | － 0 |  |  |  | 1 |  |  |  |  |  |
| 20 | ， 0 |  | －01 |  | 1 | 1．3172＜0 |  |  | － $9+9 \mathrm{EFOg}$ |  |
| 20 | － 1 | － 0 | ＋023 | 1． 15 | 1 | 3－321E－02 | 1. |  | 3．936x－02 |  |
| 200 | ， 0 | 00 | －045 | ． 93 | 1 | 1－343t－0？ | F－？ | 1－0a0z＋30 | \％ |  |
| 300 | － 0 | O | － 0 | ． 43 | 1 | 9．2105－c | 1． $60=2-02$ | －5 | 6. |  |
| 200 | ． 673 | － 0 | －03 | 1．33 | 1 | 3．6 | －4 | ＋26AL＊ 5 | － |  |
| 200 | － 1 | ． 11 | －0． | C． | 1 | 2． $32225-62$ | 1－0ッaf゙cた | －094E－0！ | 1－0 |  |
| 200 | ＋015 | － 18 | ．012 | ＋ 7 | 1 | 9．4 | E． | －0aptrop | $6-365$ |  |
| 200 | ． 020 | ＋ 160 | －019 | ，14 | 1 | $2.2515-0$ | 8＊220（－0） | －0a0E－00 | 6.150 |  |
| 0 | －025 | ． 160 | ． $0 \geq 3$ | 1.43 |  | 2．3045－0 | 1．0n2こ－07 | ＋5378．00 | 6．958r．g |  |
| 200 | －035 | －150 | ． 027 | 1．56． |  | ． 4 | $1.4105-3$ | －20～E－61 | ． |  |
| 0 | －D50 | .160 | －034 | －12 | 1 | $1-2$ | 1－9EAE－2 | ． 89508 | －01sencj |  |
| 0 | －039 | ． 160 | ＋033 | － 20 | 1 | －140 E－0 | 2．094C－02 | 2．3038－04 | － |  |
| 290 | ， 100 | ． 160 | ．032 | \％4 | 1 | 1.7 | 5．929 C－02 | 2．3535＊01 | 1．7092－c3 |  |
| ． | － 010 | ． 320 | ． 013 | 19： | 1 | 2.2 | O．2 | ．040E．00 | \％． |  |
| 208 | ， 015 | ． 32 | ．023 | 1.43 | 1 | 3.3 | 3. | ．90LE400 | 7－45：c＋02 |  |
| 800 | －020 | － 32 | － | 1－87 | 1 | 5． 5 | 1．11fE－0？ | 1－3275－01 | 8．597E－02 |  |
|  | －025 | － 3 | ． |  | 1 | T． | 1．940t－02 | 1． 694.201 | 1．015L＋03 |  |
|  | ． 03 | ． 3 | ． |  | 1 | －18 | 2．209\％－？ | 1 | ． 594 L － 03 |  |
|  | ． 0 | － |  |  | $1$ | 1－6765－01 | $3.979 \mathrm{c}-09$ | 2．355E＋C． | $1 \sim 7075+03$ |  |
|  | － 0 |  |  |  | 1 |  | 5．245－03 | F－O9DE．00 | 6．359E－02 |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | 1 |  |  |  |  |  |
|  |  |  | －04 |  | 1 | 1．0 | 3.2 |  |  |  |
|  | ． 025 | ＋640 | －051 | 3.20 | 1 | t－6 | 3．9\％或－65 | 2． $2535 \times 01$ | t－203 +1 |  |
|  | 2075 | ． 040 | － 014 | ． 35 | 1 | 1．2 | 0．24EL－03 | 7．0401＊00 | 6． $250 \mathrm{C}+1$ |  |
| O | － 100 | ． 040 | －021 | 1.25 | 1 | 2.7 | 6－184E－03 | 7．3225＋00 | 6，5275－ |  |
| 250 | ， 035 | －0tto | ． 012 | ． 79 | 1 | 1．0 | T． $2060-03$ |  | 6． $350 \mathrm{c}+1$ |  |
| 350 | －050 | －OnO | －021 | $1-27$ | 1 | 2． $125 \mathrm{~L}-0$ | 0．178た－09 | 7． $392 \mathrm{E} \cdot 00$ | 6．3275． |  |
| 250 | ， 075 | ． 080 | －036 | 1.37 | 1 | 4．1575－0 | $1.3+3 \mathrm{E}-02$ | 1．1－7k＝01 | 7．EEOE． | 257 |
| 250 | － 100 | ． 030 | ． 021 | 1．21 | 1 | 24050x－9 | 6－2ax -63 | 1．46at＋01 | 9.1031 |  |
| 250 | ． $620^{\circ}$ | －180 | －015 | －25 | 1 | 1－438긍 | 5－2405－53 | 1，040500 | 6．351 5 |  |
| 250 | －023 | .150 | －021 | 1．20 | 1 | E．705E－0 | 0．134E－C3 | 1．322E＋00 | 6．327E |  |
| 250 | －023 | ＋160 | ．023 | 1．33 | 1 | 2．43 | 5．7625－23 | 1．0ancvol | 7. |  |
| 250 | － 050 | .100 | ． 027 | －67 | 1 | 4．31 | （1－7A4E－03 | 1．65az＋01 | 9．180E |  |
| 230 | ． 073 | －180 | ．021 | ＋41 | 1 | f． 11 | 1－9005－32 | 2．270reol | 1. |  |
| 250 | －100 | .160 | ． 035 | 2．20 | 1 | 120 | z－5asc－ce． | 3．043E＊01 | ． |  |
| 253 | ． 010 | － 320 | ． 815 | ＋92 | 4 | 1，4 | $7 \cdot 2465-69$ | OAOL＝00 | A． 3 |  |
| 250 | ．015 | － 32 |  | ． 54 | 4 | 4．0 | 12052E－03 | B．235t＋00 | \％ |  |
| 230 |  | －3？ |  | ，${ }^{\text {\％}}$ | 1 | S． 0 | 1－410 | 50ヶ＊＊91 | ， |  |
| 0 |  |  |  | ． 66 | 1 |  | －i．7atic－09 | 6542－0： |  |  |
| 230 | －0 |  |  | 1.78 | 4 |  | 1－2） | ．038L－01 |  |  |
| 250 |  |  |  | 2 | 1 |  | － | 0．0．2t－01 | 1． |  |
| $R 50$ | －0 |  |  |  | 1 |  | 3 ． |  |  |  |
|  |  |  |  |  | 1 |  |  | 号 |  |  |
| 250 |  |  |  |  | 1 |  |  |  | 3 |  |
| 259 |  |  |  |  | 1 |  |  |  |  |  |
| 250 | 1025 |  | ． 03 |  |  |  |  |  |  |  |

EXGT FILE: WNOR



| TEUT TIN M03T | 9 | 5 | ces\% |
| :---: | :---: | :---: | :---: |

10= 1000
$160 \quad 150$

| 160 | 150 |
| :--- | :--- |
| 160 | 150 |
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| $\therefore \sim$ IL | H00\％ | $\nu$ | $\checkmark$ | $n$ | 10．09 | celo 10 | cost | $\ldots$ | nt | 1 | ： | $\varepsilon^{-}$ |  |  | 12\％ | \％ | sionm | C／1000 | ETA | cosch fils |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $21=1200$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 120 | 1.7 | － 540 | 340 | 92 | 79－ | 54 | 0564．44 | 121 | 4291 | 2 | 635 | 653 | 55 | ．nc | 180 | 33 | ． 142 | 56.4 | ． 205 | C932a |
| 155 | 1.7 | ． 240 | 3！3 | 91 | 015 | 53 | 656557 | 150 | 4375 | 1 | 351 | CEs | 65 | ．20 | 152 | 33 | － 151 | 552 | ． 236 | 69ciza |
| $15 \%$ | 1.7 | －240 | 523 | 75 | 371 | 36 | 663370 | 149 | 4462 | 3 | 563 | 688 | 45 | ． 52 | 155 | 33 | － 150 | 661 | － 236 | cocea |
| 12 C | 1.3 | －230 | A59 | 101 | ＝ 5 | － 7 | 672303 |  | －450．9 | 3 | 536 | 623 | ds | ．00 | 15 ？ | 33 | ．158 | 676 | －2es | cosin |
| 15 n | 1.8 | － $20 n$ | 207 | $5 \times$ | hes | 34 | －77122 | 105 | 4634 | 2 | 19E2 | 17 | ？ | ． 2 | 911 | \＃ | －12ニ | 5 ¢\％ | ． 1230 | Lasea |
| 150 | 1．7 | － 130 | 414 | 54 | 489 | $\pm 6$ | －utat | 145 | 1789 | 2 | 1954 | 1161 | C3 | $\cdots 3$ | 158 | 27 | ． 172 | 687 | －305 | $\operatorname{cocsa}$ |
| 15 | 1.9 | － 700 | 290 | 54 | ns | 56 |  | 147 | 4800 | 2 | 1954 | 1031 | 65 | ． 20 | 150 | 33 | －145． | ¢¢ | ． $32=$ | cassa |
| 139 | 1.0 | － 304 | 29\％ | 53 | $4 \mathrm{S2}$ | 37 | athust | 12\％ | 4 4 41 | 2 | 1 Ccz | 1107 | 68 | ． 7 | 150 | 31 | －147 | $\mathrm{EF}^{2}$ | ． 205 | L2SEA |
| ！29 | 1.9 | － 154 | 42， | $3 \%$ | 4.51 | 39 | 7uva？？ | 183 | 4227 | 2 | 3023 | 1017 | 6 E | ． 10 | $13 ?$ | 2 | －150 | 787 | ． 306 | 3 ${ }^{\text {chef }}$ |
| 込 | －20 | － 30 | 107 | A） | 45） | 51 | 7escul |  | 3ua3 | 2 | 2118 | 150． | 65 | ， 2 | 1－7 | 3.1 | ． 161 | 727 | － 323 | cann |
| 150 | 2． 2 | －1A0 | （21 | ＝？ | 437 | 31 | $72 \times 11$ | 141 | 5129 | 2 | 2115 | $10-6$ | di | ． 30 | 127 | 34 | ． 161 | 727 | ． 232 | casea |
| 2：4 | 1.7 | －－3s | 131 | 43 | $2 \%$ | 31 | 975200 | 155 | 4357 | 1 |  | $12 \leq 2$ | ¢＝ | ，\％ | tit | 21 | ． 233 | 673 | ． 309 | creen |
| 100 | 1.7 | － 7 tsp | 202 | 31 |  | 34 | －vivic | 153. | 4954 | $\stackrel{1}{2}$ | 12 z | 1565 | 25 | －9 | $31!$ | 29 | ． 142 | 67\％ | －211 | C055A |
| cifl | 1.7 | －1 120 | 410 | Su | 424 | 56 | aytous | 152 | 5591 | 2 | 185． | 105 | \％ |  | $15:$ | 32 | －14？ | E＜3 | ． 221 | 600\％ |
| $\therefore 2$ | 1． 5 | ．12． | 307 | 36 | 4．4 | 56 | 2世53\％ | 150 | $469 \%$ | 2 | 15s．4． | T10， | c！ | 0．1） | $15 \%$ | 31 | ． 148 | $\cdots$ | －30s | どぎ |
| 二－S | 1.0 | －152 | 3385 | ts | 44. | 39 | 70tary | 131 | 4710 | 2 | －\％2e | 10 |  | ． 76 | \％ | ${ }^{34}$ | －152 | 788 | ．232 | －2cas |
| － 5 | 1.2 | －1E4 | Sou | 33 | 4n．1 | 59 | 2163／2 | iks | acje | $\stackrel{3}{2}$ | 人？ | $11^{\circ}$ |  | － | 1 | $7 \%$ | ． 152 | 7 C 7 | －${ }^{2}$ | came |
| ＋ | 1.9 | －133 | 341 | 30 | 420 | su | J ${ }^{\text {coses3 }}$ | 247 | 4．2．21 | 9 | C0．．．． | $11^{-}$ |  | ． 17 | 15 | 的 | － 155 | 717 | －215 | cacset |
|  | $1 \cdot 7$ | －17． | sto | －4 | ＊23 | －1 | 2305． | 127 | 4．15 | 2 | －115 | 17\％ | 35 | ． | 17 | 5a | ． 161 | 727 | －755 | Gfers |
| 7 | 1．\％ | －184 | 432 | 41 | 4 | 62 | Furst | 1.4 | Surs | 2 | 210＊ | ！${ }^{-}$ |  | － | 17 | 383 | ． 158 | 727 | ． 234 | cazar． |
| cos | 3.0 | －－74 | S0： | 2 | 45 | 0 | Mas770 | 175 | stes | 2 | 215？ | 1！ |  | － | 179 | 25 | ． 155 | 727 | －7002 | ctas |
| 3 B | 二a， | －Su | 976 | 32 | 4.7 | 35 | cserala | 14.4 | 52\％\％ | 2 | 3291 | 11 C |  | ． 20 | 17. | 25 | －16） | 782 | ． 223 | －9Ean |
| 253 | 1.7 | ． 22 | －uz | 40 | 412 | － | 00750， | 153 | 9270 | 2 | 10.15 | $1 \begin{gathered}\text { 12\％}\end{gathered}$ | 7 | 15 | 172 | 23 | －146 | Ote | ． 255 | c9890 |
| －25 | 1.7 | －Lnu | －34 | 34 | 423 | 30 | 2als－14 |  | －14－ | 2 | 10 ¢ 1 | 1081 | 58 | － | 130 | 13 | －14？ | 678） | － 336 | －0cEn |
| 387 | 1．7 |  | 24. | 50 | 4.2 | 3 | रusu： | 1上， | 4551 | 2 | 1895 | 157 | 穴 | － | 150 | 32 | ． $14 \pi$ | 605 | ． 215 | 20sina |
| 10 | 1．2 | －Euv | 240 | 31 | ＊ 41 | 5 | 118013 | 158 | －263s | 2 | 2 cta | は－9 | as | .23 | 162 | 34 | ． 1 cal | 707 | －2116 | cacca |
| 489 | 1. | －$=8$ | 1－1 | as | $45 \%$ | Bu | 1206－A | 154 | 475： | 2 | 207\％ | $13=2$ | 55 | ． 98 | 150 | 24 | ． 155 | 717 | －213 | coren |
| $\cdots 2$ | t． 3 | ．Su | 24.4 | 31 | $\rightarrow 3$ | 0 | 308．310 | 138 | 4113 | 2 | 3115 | 1301 | 15 | ． 30 | 178 | 34. | ． 161 | 727 | ． 285 | conen |
| coul | 1. | ．． | － 5 | 2 | （2） | 22 | N－31：${ }^{\text {a }}$ | tse | 40\％1 | 2 | S155 | 10 | 9 | ， 0 | $11^{\circ}$ | 32 | ． 165 | 737 | ．234 | cogan |
| c．a | 1．d． | －120 | Unt | 31 | 4.88 | 01 | 1spua） | $1:=$ | 4te． | 2 | ¢3\％1 | $17 \%$ | is | ，n |  | 35 | ． 169 | 7¢8． | ． 234 | casea |
| cet | ＊） | － 1 ar | vid | 38 | ＋a＊ | 62 | 7wand | 101 | bura | 2 | Anx | $120 n$ |  | 咗 | 17 | 35 | －173 | 753 | ． 253 | couea |
| $\cdots$ | －－u | ． 100 | 3 co | 24 | $4 \times 8$ | ou | 人12－19 | 151 | 5163 | 2 | 20． | 1180 | 5 | 80 | 123 | 22 | －177 | $7 \leq 9$ | － 272 | comas |
| \％刀 | 2.0 | －923 | 215 | 59 | 53 | 57 | $7 \times 127$ | 150 | 5251 | 2 | 3722 | （5） | C | ． 12 | 107 | 4 | ． 181 | － 720 | ． 211 | c9\％号 |

$\stackrel{\rightharpoonup}{*}$

### 4.0 FIELD OPTIMIZATION RUNS

Section 2.3.9 of Appendix B contains sample results along with a discussion of how to interpret the runs. Two different basic kinds of optimization rums were conducted, feeder line and trunk line optimization. The difference between the two kinds is shown in Figure 4-1.

### 4.1 Series Boiling Feeder Lines:

These computer runs are for a feeder line where a fraction of latent heat is added in each collector and the collectors are in series. The return line parallels the line with the collectors and is the input to the outermost collector in the feeder line. In these runs the minimum cost numbers of feeder line subsystems (see Figure 4-1) is indicated by an X . The associated optimum high and low temperature side insulation thicknesses and pipe diameters are the entries on the indicated line.

As can be seen from the computer runs, it was evident after a number of runs that the largest collectors were going to produce minimum cost feeder lines for a given steam mass flow output requirement. Because of the discrete nature of the optimization, many combinations of $Q F$ and $\dot{m}$ that would result in the largest collectors were not examined. Figures $4-2$ to $4-4$ illustrate the manner in which existing collector optimization results were extrapolated to yield the performanee characteristics, QF and $\dot{m}$, of the largest collector. Examples of these computer runs appear at the end of this section.



Figure 4-2. Fraction of Latent lleat Mdded Versus Collector Cost for a Mass Flow Rate of $.64 \mathrm{~kg} / \mathrm{sec}$.


Figure 4-3. Fraction of hatent Heat Added Versus Lollector linst for a Mass flow Rate of $.32 \mathrm{~kg} / \mathrm{sec}$.


Figure 4-4. Fivaction of Latont lleat Added Versis Collectar: Cost for a Mass Flow Rate of $16 \mathrm{~kg} / \mathrm{sec}$.











- $1 \times \mathrm{M}$












Computer runs were made for trunk line optimization where saturated steam is being delivered to the trunk line by feeder lines. Example printouts are included. Refer to Figure 4-1 for an explanation of the terms used, in these runs. The minimum cost and its associated optimum pipe diameters and insulation thicknesses for the high or low-temperature sides are given for each trunk line subsystem and for a fixed number of subsystems in a trunk line. Various numbers of subsystems in a trunk line were traced back,

The headings on these runs are for the purpose of identifying unique disk files that are required for the dynamic programming trace backs. All the information contained in the headings, either directly or indirectly, are in subsequent query-response lines. One item of information that is not direction available is the fraction of latent heat added per collector in the feeder lines. This can be found from the first two or three alpha-numerics in the header line as follows:

First alpha-numeric

$$
\begin{aligned}
& \mathrm{Q} \text { - Target } 10 \mathrm{MW}_{\mathrm{e}} \text { plant } \\
& \mathrm{R} \text { - Target } 30 \mathrm{MW}_{\mathrm{e}} \text { plant } \\
& \mathrm{S} \text { - Target } 100 \mathrm{MW}_{\mathrm{e}} \text { plant. }
\end{aligned}
$$

Second entry
Smallest integer not greater than (fraction of latent heat added x 100).

Third entry (if required)
F - Add . 0025 to the fraction of latent heat as indicated by the second entry

H - Add . 0050 to the fraction of latent heat as indicated by the second entry
$T$ - Add .0075 to the fraction of latent heat as indicated by the second entry

The first query-response line is:
KMX - The number of points in the high temperature side grid
NMX - The maximum number of feeder line intersections on a trunk line. That is, 2 KMX is the number of feeder lines to a trunk line. There are 4 KMX trunk lines to a plant since a plant has a trunk line on each side of the trubine-generator.

SM - The collector mass flow rate, $\dot{\mathrm{m}}$ ( $\mathrm{kg} / \mathrm{sec}$ )
TO - The boiling temperature ( ${ }^{\circ} \mathrm{C}$ )
III - The collector side temperature grid increment (see Appendix B, Section 2.3.9 for an explanation) ( ${ }^{\circ} \mathrm{C}$ )

DTL - The return side temperature loss per subsystem ( ${ }^{\circ} \mathrm{C}$ )
The second query-response line is:
L. - Collector length (1 indicates point focus collectors are used) (m)
$A_{\mathrm{p}}$ - Collector aperture $\left(\mathrm{m}^{2}\right.$ or $\left.\mathrm{m}^{2} / \mathrm{m}\right)$
FNS - North to South fill factor
FEW - East to West fill factor
CSIDE - One feeder line's minimum cost. This is from the runs in Section 4.1.

#  



1．AAP，FNS，FEW，C51DE 7 1，33，6，－5，$-5,118243$
LESGTH AETUEEN BKAVGNES ：13．08

TMACE BACK STAGE ？ 17
DESIGNT AMD DTL $7 \quad 130$, \＆ 1


THGCZ BACK STAGE ？I7

DESIGN T－AND DTL $z 132+5 * \cdot 1$


RRNCTIखN OF LATRIT HEAT LDST－ 0053

MASS FLZU AATE वUT GF SEPARATURS 43．237A

THACE EACK STA／BE $\rightarrow 17$
DESTGミ T NND DTL？IS－35，． 1



TRACE BACK STAGE ？ 17
DESIGT T NID DT1． 7 1AO，． 1

|  |  | F 515 |  |  | La＇${ }^{*}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STAGE | DT | bla． | T1 | DT： | 26 Ac | F1 |
| 17 | － 30 | 1．7391 | .0127 | $\cdots 10$ | － 6330 | ， 0011 |
| 16 | ． 50 | 1．7395 | ．02．12 | ．10． | ，2255］ | －and |
| 15 | E0 | 1．6768 | －0212 | － 10 | －2173 | ． 0011 |
| 10 | －． 60 | 1．6573 | ． 0174 | －10 | －2090 | ． 0012 |
| 13 | －． 60 | 1．559？ | －0701 | － 10 | ． 2005 | .0012 |
| 12 | ． 60 | 1． 51 ：2 | － 22.10 | $+10$ | ． 1817 | ． 091 ？ |
| 11 | －－50 | I－A／29 | －C？ 17 | － 10 | －1723 | ． 0013 |
| 10 | －． 60 | 1．3677 | －0239 | ． 10 | ． 1791 | ． 0012 |
| $?$ | － 600 | 1． v － 1 | ． 0272 | －16 | －1632 | .0014 |
| 6 | －．60 | 1．2056 | ．0259 | .10 | ． 1527 | ． 0015 |
| 7 | $-86$ | 1．1．174 | －0274 | $\cdots 10$ | ．1017 | ． 0016 |
| 6 | － 60 | 1．0204 | ． 0396 | － 10 | －1229 | ． 0017 |
| 5 | －．60 | ． 92.23 | ． 0323 | － 10 | － 1172 | ． 0019 |
| 4 |  | － 21.17 | ． 0350 | .10 | .1034 | －0020 |
| 3 | －． 63 | －6075 | ． 0975 | .10 | .0379 | ．0023 |
| 2 | －． 60 | －-133 | ． 0509 | － 10 | －0698 | －008？ |
| 1 | $-.70$ | －3673 | ． 0537 | .10 | .0368 | .0039 |

TACT1日N 日F LATEIT HEAT LOST aOQ16

WASS FLDU HATE ■IT AF SEFATATZNS A3．ASIT


$124 x, N M M, 5 M, T 3, T 1 H, D T Z, 201,17,-64,25 C 2:+1+1$


LEMGT: מETHEM DRANCMES 12.17


FRAGTIQN इT LATEJT HEAT L.3ST - 0090

MASS FLDV RATE OUT OF SEPARATBNS 23.1740

TRACE BACK STAGE ? ! 7


FRACTION QF LATEIF BFAT LITT .0019

TRACE EACK STAGE $\rightarrow 17$


FAGTIMA 2F LATEHT 'IEST LOST -006n

MASS FLWM RATE: OHT OF EERNMATZ

TINEE EACK NTADET: 17


|  |  | H1G: |  | + $\times$ | , 0 W |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STAGE | D\% | Din. | 1 | DT | D1A. | TI |
| 17 | $\cdots 0$ | 1.7368 | .03.15 | .15 | . 21.52 | - n91a |
| 18 | - 80 | 1.80170 | - C.732 | .10 | . 2274 | -0.210 |
| 13 | -. 80 | 1. 1322 | - 2270 | -10 | . 2193 | -0010 |
| 14 | -.80 | 1.675 | . 0010 | -10 | $+2110$ | - OCIt |
| 13 | -. 90 | 1+6357 | -0san | .10 | -2025 | - Dert |
| 12 | $->00$ | 1. 56.12 | $\times 0949$ | .10 | -1926 | -0012 |
| 11 | -.90 | 1.4R82 | cones. | , 14 | -1484 | 9001? |
| 10 | -. 20 | 1-4100 | . 02.54 | .10 | - I743 | - cols |
| 9 | -.90 | 1.3983 | - 982 z | .10 | . 16.475 | - coil |
| 8 | . 90 | 1.2425 | .0875 | .10 | -1543 | - 0nis |
| 7 | -. 98 | 1.1518 | - 0315 | $\cdots$ | - 1431 | -0015 |
| 6 | $+.90$ | 1.055 | - 0272 | . in | .1712 | .0) 16 |
| 5 | -. 90 | . 9510 | . $03 \% 1$ | .10 | -11.75 | .0817 |
| 4 | $\therefore .90$ | - 8380 | 20.15 | .10 | - 192. | - 2019 |
| 3 | +.90 | +7091 | 20877 | . 10 | ;0544 | -7002 |
| 2 | -. 90 | .5577 | -0545 | . 10 | . 0708 | . 0006 |
| $1-1$ | 1.00 | . 3765 | . 0770 | .10 | -0л7a | .0036 |
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FHACTION IF LATST BLAT LOST ． 0093

TRAGE BACK STAGET？IS
DESEGN T ART DTL． $7 \quad 132.5 . .1$


FRACTICN AF LATEIT TEFT L03T ．0075

HASS FLOW IIATE OUT コF－SEPATATRSJ 6． 2575

THACE BACK STASET 13
DESIEN T AND DTL $; ~ 540, .1$

|  | －－－NIGH SIDE－＊－ |  |  | －－－－LOU STDE－＊－＊ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STAGE | 07 | 吅式． | 71 | DT | D1A． | T 1 |
| 13 | －．70 | －TE150 | ．02， 36 | －10 | ． 0069 | ． 0017 |
| 12 | ． 70 | －Tu94 | ．0253 | － 10 | ． 0758 | ．0217 |
| 14 | －． 72 | ． 712 石 | ．0．265 | － 19 | －0584 | ． 0318 |
| 10 | －．70 | ． 6947 | ． $0: 37$ | $+10$ | －0\％35 | ． 00019 |
| 9 | $\cdots 70$ | ． 6349 | ．0204 | $\triangle 10$ | .0737 | ． 0020 |
| 8 | －． 70 | ． 5930 | .0313 | － 10 | .0730 | 0 Cr 1 |
| 7 | －． 70 | ． 5490 | ．0335 | －10 | ． 0622 | ．0023 |
| 6 | －． 70 | － 5017 | ． 0364 | － 10 | .0025 | －0024 |
| 5 | －．90 | ． 4619 | － 10354 | － 10 | ． 0.563 | －0076 |
| 4 | －． 89 | ． 4047 | ． 03929 | .10 | ． 0426 | －0027 |
| 3 | －．80 | ． 3411 | ． 0465 | －10 | －0420． | .0033 |
| 2 | －． 90 | ． 2729 | －0522 | －10． | －0331 | －0940 |
| 1 | 1．10 | ． 1641 | .0648 | ． 10 | 0217 | .0059 |

FRACTIBN IF LATロUT IIEAT LOST ． 0037

WASS FLGV PATE JUT QF SETNAATIAS 6.2690

THAGE BACIK STAGE 7 IFFi＊d DESION T AND DTL 7 1A5，． 1
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### 4.3 Parallel Pressurized Water Feeder Lines

Computer runs were made for feeder line optimization where pressurized water is being heated in a single parallel collector piping arrangement. Examples are included to illustrate the general feederline optimization case whereas the runs in Section 4.1 are a special case because of simplifications that were possible. Refer to Figure 4-1 for an explanation of the terms used in these runs. The minimum cost and its associated high and low temperature side optimum $\Delta \mathrm{T}^{+} \mathrm{S}$, pipe diameters and insulation thicknesses are given for feeder lines comprised of different numbers of subsystems.

The runs are made for different collectors that are designed to provide collector $\Delta T^{t} s$ that range from $5^{\circ}$ to $15^{\circ} \mathrm{C}$ above a desired high side output temperature at the end of the feeder line. The optimum collector $\Delta T$ can be obtained from a set of these runs. Since the minimum costs for high pressure water systems were obviously going to be significantly higher than steam systems, the analysis of hot water systems did not proceed much beyond these computer runs. However, these computer runs do constitute a representative optimization analysis of presstirized water feeder lines.

The headings on these runs are also for the purpose of having a unique disk file identifier. All of the information in the header lines is contained in the query-response lines. The first query response line is:

KMX - The number of points in the high temperature grid
KMXL - The number of points in the low temperature grid
NMX - The maximum number of subsystems in a feedor line
FTYPE - 1 series piping arrangement, 2 single parallel piping arrangement, 3 double parallel piping arrangement and so fortly.

SM - The collector mass flow rate, $\dot{m}(\mathrm{~kg} / \mathrm{sec}$.
то - The feeder line output design temperature ( ${ }^{\circ} \mathrm{C}$ )
TRISE - The collector $\Delta T\left({ }^{\circ} \mathrm{C}\right)$
TII - The high temperature side grid increment ( ${ }^{\circ} \mathrm{C}$ )
TIIL - The low temperature side grid increment $\left({ }^{\circ} \mathrm{C}\right)$
The second query response line is:
YD - The collector length. The response 1 is used for point focus Collectors (m)

XD - The collector aperture $\left(\mathrm{m}^{2}\right.$ or $\left.\mathrm{m}^{2} / \mathrm{m}\right)$
FNS - The North to South fill factor
FEW - The East to West fill factor
CC - The collector cost (\$)

## TEACE BACK STASE XND DESTOV T WID TL $715,225,17 \%$
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## TEANE BACI, STAGE NND DES:GY T FND TL I $5,200,150$



TRALE HACN STAGE RKU DESIG: T ATD TL
? $5,205,150$

| RALE | E Back | Fmay | STAGE | 20 Le | d5T | 43442 | DESICM | T | AND T | I2 200.00 | LSO.CO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STAGE | E---K! | Q.i Sid | U UT. | U. T1- | -184 | SIUE UT, | D. T1 |  |  |  |  |
| 20 | 0. | .0371 | . 0152 | . 25 | . 0320 | . 0449 |  |  |  |  |  |
| 19 | 0. | . 0362 | .0152 | . 25 | .0307 | . 0472 |  |  |  |  |  |
| 18 | 0. | . 0352 | . 0151 | .25 | . 0294 | . 0497 |  |  |  |  |  |
| 17 | 0. | . 0342 | . 0151 | .25 | . 0230 | . 0529 |  |  |  |  |  |
| 16 | 0. | .0332 | . 0150 | . 25 | . 0266 | .0564 |  |  |  |  |  |
| 15 | D. | . 0322 | . 0153 | . 50 | . 0312 | .0221 |  |  |  |  |  |
| 14 | 0. | . 0310 | . 0155 | - 50 | . 0229 | . 0234 |  |  |  |  |  |
| 13 | 0. | . 0299 | . 0158 | - 50 | . 0265 | . 02449 |  |  |  |  |  |
| 12 | U. | -0257 | . 0161 | - 50 | .0871 | . 0250 |  |  |  |  |  |
| 11 | 0. | . 0.274 | . 0164 | . 50 | . 0255 | .029 6 |  |  |  |  |  |
| 10 | 4. | .0261 | . 0136 | -50 | - 233 | . 0318 |  |  |  |  |  |
| 9 | 0. | . 0247 | . 0159 | . 50 | . 0220 | . 0354 |  |  |  |  |  |
| 5 | 0. | . 0233 | . 0171 | . 50 | . 0300 | . 0401 |  | - |  |  |  |
| 7 | 0. | . 0217 | . 0173 | .50 | . 0178 | . 04.88 |  |  |  |  |  |
| 6 | 0. | . 0201 | . 0175 | . 50 | . 0153 | .0570 |  |  |  |  |  |
| 5 | 0. | . 0132 | . 0183 | . 75 | . 0160 | . 0357 |  |  |  |  |  |
| 4. | 0. | . 0161 | . 0191 | . 75 | . 0130 | .0471 |  |  |  |  |  |
| 1 | 0. | . 0135 | .0211 | 1.00 | .01:5 | . 0412 |  |  |  |  |  |
| 2 | 0. | . 0105 | . 0254 | 1.25 | . 0097 | . 0494 |  |  |  |  |  |
| 1. | -3.00 | . 0030 | . 0709 | 2.02 | . 0030 | . 0831 |  |  |  |  |  |

TPALE BACK FP3Y STACE 10 CAST 21003 UESICN T AND TL 200.00 150.00

## TPACE SACK STAGE ACID DESICN T A:D Th, $T: 20,200,150$
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## 
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The computer outputs of this section are examples of distrilnted systems and tower-hellostat systems. The headings on the outputs are self-explanatory. The inputs to these runs came from selected computer outputs described in Sections 3.0 and 4.2 . These input runs may be identified by the steam flow rate and inlet temperatures.

### 5.1 Distributed Systems

The inputs from the field optimization runs of Section 4.2 are not all minimum-cost system runs. This is because a turbine-generatorcooling tower optimization run was made immediately after a group of field optimization runs had been made. This was done since the mass flow out of different shaped fields varied somewhat even though the same power plant size was being designed. Thus, without the turbine optimization, it was difficult to distinguish which field had a lower cost of power. The mass flow rate vaxiation was caused by sizing the fields in multiples of 4 feeder lines to achieve symmetry.

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ELEC？ | STEAM | IML | End | FIELD | TUR－GEN | COOLNG | EL ECT | $\mathrm{C} \geqslant \mathrm{N}$ | D | N S | $E \Pi$ | APPR |
| P3YE？ | Ftgr | TMP | EFF | C3STS | C9STS | CJSTS | C3ST | THE1P | 1NL | gur | FiNG | THP |
| 110゙ー玉 | KG／SEC | $D-C$ |  | \＄ | \＄／KVE | क／大けE | \＄ | DEG | EES | CEI | G？ |  |
| 31.5 | 13.4 | 250 | ． 211 | 2\％2．19 | 82．45 | 27.93 | －0．34 | 40 | 23 | 35 | 10 | $3^{* *}$ |
| 31.5 | 43.4 | 250 | ． $3 / 4$ | 292． 19 | 92．46 | 27.97 | ． 224 | 40 | 28 | 38 | 10 | 3 |
| 31.6 | 43.5 | 250 | ． 34 | 231.72 | 92.41 | 27.07 | －021 | 40 | 20 | 35 | 10 | 3 |
| 31.7 | 43.6 | 250 | － 34 | 2\％1．71 | $92.4 n$ | 27.96 | － 0284 | 40 | 23 | 38 | 10 | 3 |
| 110.1 | 14S．1 | 250 | －36 | 2.97 .00 | 33.31 | 24．15 | － 024 | 40 | 23 | 33 | 10 | 3 |
| 110.2 | 145．2 | 250 | ． 85 | 296.76 | 63．30 | 2／4．15 | －0？ 0 | 40 | 23 | 38 | 10 | 3 |
| 110.4 | 148.5 | 250 | ． 36 | 296.16 | 83.27 | 24．14 | ． 024 | 40 | 2.3 | 33 | 10 | 3 |
| 110.7 | 148.3 | 250 | ． 36 | 296.39 | 93.23 | 24．14 | － 02.1 | 40 | 28 | 33 | 10 | 3 |
| 95.3 | 147.8 | 200 | ． 36 | 313.61 | 90.12 | 29.46 | － 226 | 40 | 28 | 38 | 10 | 3 |
| 95.4 | 147．9 | 200 | － 76 | 313.33 | 0.11 | 29．46 | ． 026 | 40 | 23 | 38 | 10 | 3 |
| 95.6 | 143.2 | 200 | －36 | 312.81 | 90.03 | 29．46 | ． 026 | 40 | 23 | 35 | 10 | 3 |
| 96.4 | 149．5 | 200 | ． 36 | 310.11 | 89.94 | 29.45 | －0？ 6 | 40 | 28 | 33 | 10 | 3 |
| 75.7 | 147.6 | 150 | ． 86 | 356． 59 | 104．15 | 40.01 | ． 030 | 40 | 2.3 | 38 | 10 | 3 |
| 75.3 | 147.7 | 150 | － .65 | 356.35 | 104．44 | 40.01 | ． 030 | 10 | 28 | 33 | 10 | 3 |
| 75.9 | 173.0 | 150 | ． 36 | 355.75 | 104.41 | 40.01 | ． 030 | 40 | 23 | 33 | 10 | 3 |
| 76.0 | 148.3 | 150 | ． 86 | 355．08 | 104．39 | 10.01 | － 030 | 40 | 23 | 33 | 10 | 3 |
| 27.3 | 43.4 | 200 | － 914 | 2）4．34 | 93.95 | 33.25 | －00．6 | 40 | 28 | 38 | 10 | 3 |
| 27．4 | 43.4 | 200 | ． 984 | 204．57 | 93.93 | 33.95 | ． 02.0 | 40 | 28 | 33 | 10 | 3 |
| 27.4 | 43.5 | 200 | ． 34 | 294.10 | 93.90 | 33.94 | － 026 | 40 | 23 | 38 | 10 | 3 |
| 27.5 | 13.6 | 200 | ． 34 | 294．09 | 98.36 | 33.93 | － 026 | 40 | 28 | 35 | 10 | 3 |
| 21.7 | 13．11 | 150 | ． 34 | 3／15．96 | 112.37 | 15.30 | ．03n | 40 | 29 | 35 | 10 | 3 |
| 21．3 | 43.4 | 150 | ． 5.4 | $3 / 16.10$ | 112.35 | 45.79 | .030 | 40 | $2 \%$ | 33 | 10 | 3 |
| 21.5 | 43.5 | 150 | － 514 | 345.55 | 112.32 | 45.79 | －0ミ0 | 40 | 25 | 39 | 10 | 3 |
| 21.3 | 43.6 | 150 | ． 34 | 345.21 | 112.23 | 45.77 | － 03 \％ | 40 | 23 | 38 | 10 | 3 |

＊Columes 2，3，and 5 are input data from collector field optimization．
＊＊The $3^{\circ} \mathrm{C}$ is a smaller approach than normally encountered in practice．This has resulted in part from the coarse grid（ $10^{\circ}$ ）for condenser temperature and $5^{8}$ grid for range used in the initial run of this program．

### 5.2 Tower-Heliostat Systems

The inputs from the concentrator optimization runs of Section 3.0 were used for the optimization runs of this section. Example outputs from the computer optimization are included.

| E．ECT | STEACA | ［12 | ENG | FiEL | TIIV－GEN | C3ヵLHg | ELECT | Cod | N O | ENS | 号 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| payer | Ftal | THP | ETY | Casts | C0STE | costs | CSET | TEMP | 1ML | 31T | F\％G | T：10 |
| 14U－E | kcisec | D－C |  | 5100 |  | STEEE | S $15 \times 1$ | becr | Pess： | CSUT | ciona |  |
| ． 9 | 1.7 | 152 | ． 86 | 750．21 | 1520.70 | 176.06 | ．063 | 40 | 29 | 36 | 10 | 3 |
| －9 | 1.7 | 150 | ． 96 | 751．25 | 2R0． 20 | 176．05 | ． 067 | 40 | 29 | 35 | 10. | 3 |
| －9 | 1.7 | 150 | ． 36 | 760.41 | 1 220，30 | 176.66 | ． 057 | 30 | 29 | 33 | 10 | 3 |
| －9 | 1.3 | 150 | ． 36 | 727．91 | 219．64 | 163．21 | ． 037 | 40 | 23 | 28 | 10 | 3 |
| ． 9 | 1.9 | 150 | ． F 6 | $73 \mathrm{nch1}$ | 1213.64 | 189.41 | ．067 | 40 | 28. | 37 | 10 | 3 |
| ＋9 | 1， 8 | 150 | － 86 | 743．32 | 218．08 | 158．4） | ． 069 | AC | 29 | 39 | 10 | 3 |
| 1.0 | t．9 | 150 | ． 96 | 209．47 | 1216.52 | $161+57$ | ． 065 | 40 | 23. | 38 | 10 | 3 |
| 1.0 | 1.9 | 150 | 436 | 717.31 | 216．6 | 181．57 | ． 065 | 40 | 29. | 28 | 10 | 3 |
| 1. | 1.9 | 130 | ． 36 | 726．5． | 216.53 | $161+57$ | ． 065 | 40 | 28 | 39 | 10 | 3 |
| 1.0 | 2.0 | 150 | － 156 | 708． 71 | 1314.70 | 155.41 | ． 065 | 76 | 33 | 38 | 10 | 3 |
| 1．0 | 2.0 | 150 | ． 86 | 709.71 | 21a．7？ | 155．41 | ． 065 | 40. | 28. | 3 R | 10 | 3 |
| t． 1 | 1.7 | 200 | ． 88. | 616.49 | 201．73 | 137.07 | －057 | 90 | 29 | 35 | 10. | ， |
| 1.1 | 1.7 | 200 | ＋ 86 | 620.18 | 2301.78 | 137．54 | －057 | 40 | 29 | 38 | 19 | 3 |
| 1．1 | 1.7 | 200 | ． 76 | 680.17 | 201．74 | 137.64 | ． 053 | 46 | 29 | 38 | 19 | 3 |
| 1.1 | 1.9 | 200 | ． 97 | 610.71 | 1．175，7A | 135．39 | ． 055 | 40 | 23. | 39 | 19 | 3 |
| 1.1 | 1．8 | 200 | ， 80 | 606.079 | 175．74 | 135.33 | ． 056 | 40. | 29 | 38 | 10 | 3 |
| t． 2 | 1，3 | 200 | ． 86 | 812．37 | 199．71 | 131.56 | ．056 | 40 | 29 | 39 | 0 | 3 |
| 1.2 | 1．9 | 200 | ， 8 | 672.32 | 174．03 | 139.41 | ．05a | 40 | 29 | 38 | 10 | 3 |
| 1.2 | 1.9 | 200 | －$\beta^{\text {a }}$ | 610.67 | \％174．03 | 120．91 | ． 0.95 | 40 | 28 | 98 | 10 | 3 |
| 1.2 | 1.9 | 200 | ． 84. | 619.07 | 173.08 | $120 \cdot 31$ | ． 15.5 | 40 | 29 | $3 \pi$ | 10 | 3 |
| 1，3 | 2.0 | 800 | ． 8.4 | 539.06 | 172．43 | 124．50 | ． 053 | $4 \pi$ | 9 | 39 | 10. | 3 |
| 1.3 | 2.0 | 200 | ． 84 | 597．60 | 172．47 | 124.30 | ． 054 | 90 | 29 | 38 | 10 | 3 |
| t． 2 | 1.7 | 250 | － 81 | 553． 74 | 9169.11 | 121.36 | ． 051 | 16 | 23 | 38 | in | 3 |
| 1.2 | 1.7 | 350 | － 84 | 565．36 | ¢ 169.11 | 121．36 | ． 051 | 47 | 20 | 33 | 10 | ， |
| 1．2 | 1．7 | 250 | ． 84 | 572.05 | 5150.11 | 121．76 | － 05 ？ | 79 | 27 | 79 | 10 | 3 |
| 1.3 | 1．8 | 250 | ． 54 | 543.42 | 2167.37 | $115 \times 27$ | －050 | 40 | 25 | 38 | 10 | 3 |
| 1.3 | 1.9 | 250 | ， 814 | 556．00 | －167．33 | 115.97 | －050 | 40 | 29 | 38 | 10. | 3 |
| 1.3 | 1.8 | 250 | － 94 | 563.02 | 167．33 | 115.27 | Unst | 40 | 29 | 38 | 10 | ， |
| 1.4 | 1.9 | 250 | ． 94 | 570.60 | 165．67 | 111.13 | ． 049 | 40 | 20 | 18 | 16. | 3 |
| 1．4 | 1.9 | 250 | －98 | 547． 90 | 165．07 | 111．15 | ． 048 | 40. | 29. | 33 | in | ， |
| 1．4 | 1.9 | 250 | ． 34 | 535.13 | 163．67 | 11t． 12 | －c5n | 40. | $3 \pi$ | 33 | 10 | ， |
| 1．5 | 2.0 | 250 | －84 | 534.95 | 169．10 | 186.78 | －6．$=1$ | 30 | 53 | 35 | 10 | 3 |
| 1．5 | 2.0 | 250 | 3 | 543 | 164 | 106 | ． 049 | 40 | 29 | \％ | 10 | 3 |

$09 / 27 / 74.12 .38 .50 . \quad$ C4G2B
PROGRAM TH

| E．EGT | STEAM | 1ML | ENG | FtELD | TU＂－GEM | cambuc | ELSCT | C 3 a | $1 \mathrm{D} E$ | E\％ | $\varepsilon ?$ | Appr |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| POVET | Ni．aw | TME | EFE | LJTTS | batts | C9ETS | CIST | TE！ | 1 NL | 310 | ＂19 | THT |
| nv／ | KG／EEC | C－C |  | 3dCHE |  | WW\％ | $3 \mathrm{~A} M \mathrm{MH}$ | UEGT | － | CEtT | 1 coau |  |
| 2.5 | 5.0 | 157 | －94 | 546．75 | 161． 86 | 98.10 | － 714 | 20 | 83 | अ5： | 10 | 3 |
| 2.6 | S． 1 | 150 | －84 | 547．27 | 164.02 | 97.25 | ．0ny | 90 | 28 | 39. | 10 | 3 |
| 2.6 | 5.2 | iso | －154 | 559．79 | 150.10 | 96． 35 | ． 0179 | An | 29 | 73 | 10 | 7 |
| 2.7 | 5.3 | 150 | $\checkmark 84$ | 542.36 | 150.27 | $95.4 \%$ | －¢07 7 | 10 | 25 | 39 | 10 | 7 |
| 2．7 | 5.4 | 150 | ． 34 | 593． 211 | 157．16 | ＂／7．64 | －0n？ | 40 | 23 | 39 | 10 | 1 |
| 2.8 | 5.5 | 150 | ＋94 | 510．79 | 189.06 | 81.93 | ．947 | no | 28 | $3{ }^{4}$ | 10 | 3 |
| 2.8 | 5.6 | 150 | ． 54 | 531．13 | 153.47 | 83.05 | －ch6 | 40 | 29 | 38 | 10 | 3 |
| 2.9 | 5.7 | 150 | ． 38 | 532， 72 | 159．00 | 72． 30 | ． 006 | no | 38 | 39 | 10 | 3 |
| 2.9 | 5.8 | 150 | －34 | 530.02 | 157.53 | 71.53 | －．0as | 40 | 2त | 37 | 10 | J |
| 3.0 | 5.9 | 150 | ， 4 | 531．10 | 157， 74 | 40.73 | － $71 \times 6$ | 20 | 25 | 37 | 10 | 3 |
| 3.0 | 6.0 | 150 | －8A | sp9． 49 | 155．63 | 30.20 | ．n土a | 40 | 27 | 24 | 10 | 3 |
| 3.2 | 5.0 | 208 | ，MA | 155．149 | 146.15 | 4，7．66 | ． Ca 1 | in | 2 h | a 2 | 18 | 3 |
| 3.2 | 5.1 | 300 | $\because 44$ | 75\％ 5 ． 97 | 145．62 | 65.01 | －0\％ 1 | 10 | 2 H | 34 | 10 | 1 |
| 3.3 | 5.2 | 200 | ． 84 | a60．al | 145．11 | 66.19 | －120 | 50 | \％ | 34 | 10 | 3 |
| 3.3 | 5.3 | 200 | ＋ 8 2 | 464．－00 | 1n＇06？ | 85． 50 | －040 | 10 | 25 | 38 | 10 | 3 |
| 3.4 | 5.4 | 200 | － 14 | 267． 4 ？ | 1nt． 13 | 64.84 | － 0.20 | 40 | 23． | 23 | 10 | 3 |
| 3.5 | 5.5 | 20n | － 5.4 | 455.77 | 123．05 | 67ters | － 810 | 40 | 29. | 37 | 10 | 3 |
| 3.5 | 5.6 | 290 | － 11 | 253．50 | 1／53．19 | 53.57 | ．oan | 40 | 13 | 311 | in | 3 |
| 3.6 | 5.7 | Eno | －84 | 456.50 | （M5．73 | 67.04 | － 210 | 40 | 23 | 38 | in |  |
| 3.7 | 5.3 | 200 | ． 84 | 440．62 | 145．a？ | 62．10 | － 30 | 40 | 8 | 39 | 10 | 3 |
| 3.7 | 5.0 | 370 | －3／4 | th3．02 | 151．84． | 61.75 | －07\％ | 40 | $29:$ | 19 | 10 | 1 |
| 3.8 | 6.0 | 200 | ． 9.7 | $433+75$ | $\|a\|$ an｜ | 61.31 | ． 093 | 10 | 23 | 39 | 10 | 3 |
| 3.6 | 5.0 | 250 | － 54 | 95月． 10 | 137．41 | 57.21 | －0ス7 | 40 | 29 | 38 | 10 | 3 |
| 3.7 | 5．： | $2 \pi$ | ． 3 ／ | 223．57 | 127.28 | 55.507 | ．037 | 40 | 23 | 33 | 10 | 3 |
| 3.3 | 5.2 | 250 | ． 8.4 | 426． 33 | 1217．017 | 55.97 | ． 037 | 10 | 2T | 33 | 10. |  |
| 3.3 | 5.3 | 250 | － 01 | 990．47 | 135．07 | 55．34 | ． 037 | 47 | 25 | 33 | 10 | 3 |
| 3.0 | 5.11 | 250 | ． 78 | 423．${ }^{\text {a }}$ ， | 171．052 | 5 6． 77 | －0，27 | 40 | 37 | 27 | 14. | 3 |
| 2．0 | 5.5 | psa | F9 | 410．53 | 170．732 | P4．${ }^{\text {a }}$ | － 36 | 40 | 27 | 57 | 19 | 3 |
| 4.1 | 5.6 | pase | － P （2） | 614， 50 | 175．60 | 51.67 | －285 | AB | $\rightarrow 0$ | 32 | 10 | 3 |
| 4．1 | 5.7 | 250 | S． 82 | 3） 0.62 | 135， 15 | 97． 16 | ． 0276 | 49 | ？ 1 | 37 | 10 | 3 |
| 4.2 | 5.4 | 3 sa | －TM | A10．71 | 191473 | $59.1{ }^{3}$ | ． 026 | ne | － 9 | $3 \sim$ | 10 | 3 |
| A． 3 | 5.7 | 3кп | － $1 / 2$ | an3．75 | 13\％．72 | 53． 17 | ． 035 | 40 | 23 | $3 \%$ | 10 | 3 |
| 4.4 | 6.0 | 285 | ． 0.4 | 20t．6： | 173.87 | 51.71 | .035 | no | 28 | 19 | 10 | 3 |

[^20]0.


[^0]:    * A very large cost flags $\sigma_{\phi, \lambda}$ infeasibility.

[^1]:    Many times this number are actually considered since about ten candidate a's are examined in the search procedure. In addition, other design variables such as absorber type, $\tau, \alpha, \varepsilon$, presence of a fin, etc. may be examined by rerumning the program with different settings, For movable collectors, the design parameter $d$ was set to achieve turbulent flow at as large a diameter as was feasible. It could also have been iterated over a set of values, as was done in the tower-heliostat system. In the line focus case an additional design variable, absorber length $L$, must also be considered. Seven values of $L$ are used in this case.

[^2]:    * For boiling systems the analogous quantities would be the boiling temperature, the enthalpy and the mass flow rate.
    **Superscripts will be used in the rest of this section to indicate the subsystem index.

[^3]:    * A cost of heat lost was used as an approximation in Appendix. F. Such: an approximation is unnecessary since the methodology of this appendic makes up for losses with additional feeder line scibsystems.
    **They are also dependent on other variables, such as ambient temperatar that were held constant in this analysis.

[^4]:    * This is dictated by the piping arrangement. There is one collector in a subsystem for series or single parallel piping arrangement, two for double parallel and so forth.

[^5]:    * A function, $f(x)$ is convex on $\Omega$ if for $a 11 \quad x$ and $y$ in $\Omega$ and. for $0 \leq \lambda \leq 1, f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y)$.
    ${ }^{* *} \mathrm{C}_{\mathrm{HT}}$ is a complicated expression of $\Delta \mathrm{h}$ since $\Delta h$ appears both directly and indirectly via the pipe diameter optimization.

[^6]:    * The insolation data recorded on tape for 12:00 is the average for the preceding hour and therefore better represents the value for 11:30. For the recorded data solar noon falls between the $12: 00$ and $13 ; 00$ records.

[^7]:    (3) Albuquerque, N.M. data 1959.
    (4) For $1 \mathrm{~kW} / \mathrm{m}^{2}$ insolation, normal incidence

    Notes: (1) Reduced by the honeycomb to 0.9 effective
    (2) Reduced by the honeycomb to 0.5 effective.

[^8]:    * With or without a fin between tubes.
    t With or without selective surfaces.

[^9]:    * The values of the various quantities in these expressions are function of temperature.

[^10]:    * The values of the various quantities in these expressions are a function of temperture.

[^11]:    * The values of the various quantities in these expressions are a function of temperature.

[^12]:    *The rim angle is then formed by the ray extending vertically through the focus and the ray from the focus to the rim of the reflector when the reflector is in the horizontal position.

[^13]:    *Five percent of the projected average annual additions to utility generating capacity for the 1970 to 1980 period in the United States was arbitrarily selected, Federal Power Commission, (1971). This amounts to 1,750 megawatts of solar generating capacity being installed on the average each year, using a conversion ratio of 10 percent from solar radiation to electrical energy and peak solar radiation of one kilowatt per square meter.

[^14]:    * 1,750 megawatts per year at 10 percent conversion would require about 17.5 million square meters. Five plants operating 250 days per year would each have a daily output of 14,000 square meters.

[^15]:    * Note $\mathrm{T}_{2}$ must be in ${ }^{\circ} \mathrm{K}$.

[^16]:    * 1972 dollars used throughout this report

[^17]:    Capacíty Factor $\sim 0.25-0.29$, Pricing Base (1972-1973) No Adders for A\&ֻE, IDC, $0 \stackrel{q}{M}$.

[^18]:    

[^19]:    TRACE SALK FPJK：STACE IS CRST 20303 DESFGYT AKTDTL 20C．20 175：．． E．TI
    詰
    
    
    STRZミー－－titc：SIDE DT．D2
    

[^20]:    $24.171 / 50.1336 \%$

