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ABSTRACT 

DIAGNOSING BOUNDARY-LAYER FRACTIONAL CLOUDINESS IN A 

MESOSCALE MODEL 

The Regional Atmospheric Modeling System (RAMS), developed at Colorado State 

University, was used to predict boundary-layer clouds and diagnose fractional cloudiness. 

The case study for this project occurred on 7 July 1987 off the coast of southern California. 

On this day, a transition in the type of boundary-layer cloud was observed from a clear area, 

to an area of small scattered cumulus, to an area of broken stratocumulus, to an area of solid 

stratocumulus. This case study occurred during the First ISCCP (International Satellite 

Cloud Climatology Project) Regional Experiment (FIRE) field study in this locale. RAMS 

was configured with three interactive nested grids: a coarse grid with 80 km model spacing 

covering the western 1/4 of the U.S. and the eastern 1/3 of the Pacific, a 20 km grid covering 

the ocean waters off the southern California coast, and a 5 km grid covering the transition 

area. The non-hydrostatic version of RAMS was chosen, and explicit bulk microphysics 

was used. The model was initialized using rawinsondes and surface aviation observations 

(SAOs) as archived at the National Center for Atmospheric Research (NCAR). 

A unique feature of this study is that a cumulus parameterization scheme was used 

that predicts on vertical velocity variance. Various fractional cloudiness schemes found in 

the literature were then implemented into RAMS and tested against each other in order to 

determine which best represented observed conditions. 



The RAMS model was also configured for a separate case study which occurred as 

part of the Boundary Layer Experiment - 1983 (BLX83). This field project took place over 

central Oklahoma in June of 1983. On the case day, clear conditions existed early in the 

morning. As the day progressed, scattered boundary-layer cumuli developed and dissipated 

through the afternoon. The model was configured with one 5 km grid and was initialized 

horizontally homogeneous with a morning sounding. The fractional cloudiness schemes were 

also examined for this case study and compared to observations. 
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1.1 Overview 

Chapter 1 

INTRODUCTION 

We've been blown around from town to town, 
Just looking for a place to land. 
Where the sun breaks through the clouds and falls like a circle, 
A circle of fire down on this hard land. 

- Bruce Springsteen "This Hard Land" 

Boundary layer cloudiness is an important part of the full representation of the plan-

etary boundary layer (PBL). Low level clouds affect the PBL by modifying its radiative 

forcing (both long wave and short wave), its moisture profile, and its surface parameters. 

Low level clouds found near the top of the PBL include small cumulus, broken stratocu-

mulus , and solid stratocumulus. Stratocumulus clouds are climatologically found on the 

east side of oceans, where cooler water is found near the continent (e.g., Lilly, 1968). Fur-

ther away from the continent , the water temperature is warmer and the cloud type usually 

switches to small cumulus. The transition between the solid stratocumulus deck and the 

scattered small cumulus field can be identified from the fractional cloudiness parameter. 

The First ISCCP (International Satellite Cloud Climatology Project) Regional Exper-

iment (FIRE I) ran a field project off the southern California coastline from 29 June to 19 

July 1987. One of the objectives of this marine stratocumulus experiment was a study into 

fractional cloudiness amount. One research day, 7 July 1987, showed a sharp transition in 

cloud amount, from clear conditions, through broken cloudiness, to a solid stratocumulus 

deck very near the coast . This study will examine the feasibility of diagnosing boundary-

layer fractional cloudiness in a mesoscale model through comparisons of fractional cloudiness 

schemes using model simulations. 



2 

These schemes will also be tested against each other in simulations of boundary layer 

cumulus over Oklahoma. The Boundary Layer Experiment - 1983 (BLX83) ran a field 

project over Oklahoma from 25 May to 18 June 1987. One research day, 7 June 1983, showed 

boundary-layer cumuli develop and dissipate during the afternoon. This investigation will 

provide another way to evaluate these fractional cloudiness schemes. 

1.2 Summary 

In Chapter 2 of this thesis a background on fractional cloudiness and boundary layer 

processes is given. This background includes insight into the importance of undertaking this 

study and into the development of the boundary layer over both land and sea. Previous 

attempts of the mesoscale modeling of boundary layer clouds are also presented there. 

Next, the mesoscale model used for this study, the Regional Atmospheric Modeling System 

(RAMS), is discussed in Chapter 3. The model set-up and parameterizations used are 

mentioned in this chapter. In Chapter 4 a detailed mathematical description is provided of 

every fractional cloudiness parameterization that RAMS will use to diagnose the boundary 

layer cloud cover amount. Comparison of model results to observed conditions from FIRE 

I takes place in Chapter 5. The comparison includes the relative performance of each 

fractional cloudiness scheme. The set-up and results of the Oklahoma boundary layer 

cumulus model runs are discussed in Chapter 6. Finally, in Chapter 7 a summary and 

conclusions are found and ideas for future research are provided. 



Chapter 2 

BACKGROUND 

2.1 Reasons for study 

Stratocumulus clouds are climatologically common over the eastern side of oceans in 

areas of a subtropical high . The importance of these clouds to climate has been shown, 

especially when knowing that, at any time , these clouds cover a sizeable portion of the 

earth. Stratocumulus clouds are important because low-level clouds do not significantly 

reduce the amount of long wave radiation emitted from earth to space but do significantly 

increase the amount of short wave radiation reflected to space. This disparity can lead 

to net cooling. It is this net cooling which is important to climate and can act to offset 

the greenhouse effect (Cahalan and Snider, 1989). These clouds tend to be plane-parallel, 

located at the top of the boundary layer between the lifting condensation level and the 

boundary-layer inversion. 

The boundary layer has many significant effects on both people and the atmosphere. 

Because it is the part of the troposphere that is directly influenced by the earth's surface and 

it :responds to surface forcings within an hour 's time, it has tremendous impact on weather 

at the surface. The boundary layer must also be studied to determine pollution dispersion , 

crop moisture, evaporation, etc. The boundary layer affects the atmosphere in many ways 

as well. About 50 percent of the dissipation of atmospheric kinetic energy occurs in the 

boundary layer from turbulence. The boundary layer also provides water vapor and cloud 

nuclei for the atmosphere. 

There are two main types of cloudy boundary layers typically observed in the atmo-

sphere. These are the stratocumulus-topped boundary layer (STBL) and the convective 

boundary layer ( CBL ). Studying the STBL is useful for many reasons as mentioned previ-

ously. Studying the CBL brings insight into development of convection and wind storms. 
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2.2 Typical characteristics of the STBL 

In order to focus on a particular section of the world, attention will be turned to 

the persistent stratocumulus cloudiness that occurs off of the California coast during the 

summer months. These clouds are usually formed as part of a typical synoptic pattern 

that develops in the California area in the summer. This synoptic pattern can last for 

days or more, causing relatively steady cloud cover in the region. A thermal low in the 

Arizona/California deserts, in combination with a Pacific subtropical high, causes north 

and northwesterly winds in the oceans off California. These winds can be strong and often 

act to cause upwelling of cold ocean waters near the coast. The wind stress displaces the 

water near the surface and brings about a sloping sea surface. Colder water from lower 

depths must then come up to counteract the sloping surface. This process causes relatively 

cold sea surface temperatures during the summer. 

The cold sea surface temperatures and north to northwest winds cause the formation of 

a well-mixed moist boundary layer. Often, the low-level moisture can produce fog, or if air 

is brought to the mixing condensation level (MCL), clouds exhibiting a cumulus structure 

can be formed. The Pacific subtropical high, however, in place has subsidence of the air 

associated with it. The subsiding air, as it interacts with the boundary layer, will form 

a capping inversion. At the capping inversion, sounding data changes rapidly. Figure 2.1 

shows typical conditions in a stratocumulus field. It demonstrates the sharp rise of potential 

temperature and a sharp decrease in moisture. 

In their June 1976 study of marine stratocumulus mixed-layers off of California from 

aircraft data, Brost et al. (1981a) found that the aforementioned synoptic conditions and 

resulting processes are typical for half the stratocumulus clouds formed in this area during 

the summer. They noted that the stronger the subtropical high tended to be, the stronger 

the resultant north to northwest winds were, and the stronger the capping inversion was. 

As above, these two factors helped to build a solid stratocumulus layer. Brost et al. also 

examined the climatological winds in the area and found that the north to northwest winds, 

when observed, are usually stronger in magnitude than average winds in the area. They 
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Figure 2.1: Mean conditions within the stratocumulus-topped boundary layer (from Stull 
(1988) ). ( a) cloud location; (b) total water mixing ratio; ( c) equivalent potential temper-
a.ture ; ( d) virtual potential temperature; ( e) liquid water mixing ratio; ( f ) number density 
of cloud droplets. The dashed line in ( e) represents the theoretical adiabatic value of liquid 
water mixing ratio. 

concluded that wind speeds in the presence of stratocumulus clouds in this area tend to be 

greater than the average wind speed. 

The stratocumulus-topped boundary layer (STBL) is also turbulent, but at the same 

time very moist , especially through the cloud layer. The main mechanism driving the 

turbulence is radiative cooling at cloud top. Over an ocean surface, solar heating provides a 

slow response as a result of the large heat capacity of water. Heating at the surface is further 

reduced by the cloud layer, but it still must be considered. The long wave radiative cooling 

in the cloud results in negatively buoyant air. This air horizontally converges and sinks 

as a cool parcel. These downdrafts and compensating updrafts effectively mix the layer. 

Area fraction and magnitudes of updrafts and downdrafts in the STBL are generally equal 

(Schumann and Moeng, 1991). The virtual potential temperature and total mixing ratio 

are nearly constant with height , while the liquid water mixing ratio increases linearly from 

cloud base to cloud top. Updrafts in the STBL are usually warmer ( as a result of surface 

heating) and moister (as a result of surface evaporation) . There is a capping inversion, 

which causes a rise to the virtual potential temperature and a fall to the total mixing ratio. 

The inversion determines cloud top and is where the liquid water mixing ratio drops to zero. 
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In Brost et al. (1981b) the turbulence budgets of stratocumulus clouds was studied. 

They found that shear production can dominate through the entire boundary layer. They 

also found that radiative cooling is concentrated in the upper few tens of meters of the 

cloud. In this area, potential temperature reduced by radiative cooling is nearly balanced 

by that gained by shear-driven entrainment. Shear production gives a gain to turbulent 

kinetic energy (TKE) and buoyant production gives a loss to TKE, for this case. Brost et 

al. also show how drizzle can affect the stability of the boundary layer. Heating occurs in the 

upper layers due to condensation and cooling occurs in the lower layers due to evaporation. 

This results in two shallow unstable layers separated by an intermediate stable layer. 

2.2.1 Diurnal variation and life cycle 

Although stratocumulus cloud formation , development , and dissipation is controlled 

heavily by synoptic conditions persisting for several days or more, there is a noted daily 

variation in the clouds. This variation is as a result of changes in solar heating of the stra-

tocumulus cloud. These changes force a diurnal cycle of cloud cover, liquid water content , 

and cloud thickness. Changing synoptic conditions produce a separate stratocumulus cloud 

life cycle which can, as mentioned before, take upwards of a few days. 

Among the more recent studies of a diurnal cycle, Minnis et al. (1991) examined satellite 

data from the FIRE I experiment during July 1987. One of the most significant findings 

noted was the change in cloud cover. Satellite-determined cloud cover showed a minimum 

in the late afternoon and a maximum in the early morning. The afternoon minimum is 

caused by the solar heating during the daytime hours. Short wave radiation heats the cloud 

layer and can evaporate cloud water. As this cloud water evaporates, some of the weaker 

and/or smaller of the convective cells will dissipate, which results in reduced cloud cover. 

The opposite process works at night - the loss of short wave heating causes the clouds to 

re-organize as a result of long wave radiational cooling. The cooling causes condensation 

and cloud formation, giving rise to the morning maximum in cloud cover. Minnis et al. also 

found that cloud thickness , cloud top height, and liquid water content reached maxima in 

the morning and minima in the afternoon. 
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In addition, Minnis et al. compared cloud covers derived from the satellite data and 

from island-base instrumentation. During the FIRE experiment, much of the ground-based 

instrumentation was positioned on San Nicholas Island (SNI), which is positioned southwest 

of Los Angeles. This island was usually in the region of persistent cloud cover during the 

occurrence of a stratocumulus cloud deck. It was found that cloud cover tended to be longer 

lived directly over the island than over the adjacent waters. This bias towards cloudiness 

over the island is more pronounced during the daytime. This occurs as a result of differential 

heating rates over the island versus over the ocean. Short wave heating that penetrates the 

cloud layer causes a greater buoyancy flux over the island than over the ocean. It is this 

additional buoyancy which causes cloud cover to be maintained over the island. Mesoscale 

convergence over the island can also cause baroclinic circulations to develop . 

Paluch and Lenschow (1991) also studied data from the FIRE experiment. They used 

aircraft data to look at how sea surface heating and precipitation evaporation affects the 

cloud formation. They found that air being heated near the sea surface will lead to the 

formation of a stratus layer, while air being cooled near the sea surface or by the evaporation 

of precipitation will produce a field of cumuli . From their findings, they built a conceptual 

model of the life cycle of a stratocumulus deck (Figure 2.2). First , the stratus layer forms 

as a result of heating near the sea surface. As it forms and strengthens, long wave radiation 

at cloud top cools the cloud and strengthens the inversion. Because the cloud is cooler than 

adjacent clear air , baroclinic circulations are formed which, in conjunction with mixing and 

moisture fluxes, produce a patchy cloud structure. Evaporating precipitation begins to cool 

air underneath the cloud. Cooling in this area under the cloud may lead to convective 

instability and the formation of cumuli underneath the stratus cloud. With time, the 

mixing and baroclinicity of the stratus layer may cause its dissipation, leaving behind a 

field of cumuli. Entrainment of warm dry air from above the inversion can also act to 

dissipate portions of the stratus layer. 

Skupniewicz et al. (1991) used sodar observations to examine the effects of cloud shad-

ing on the surface heat flux and boundary layer heights. This study was done by studying 

cases where the stratocumulus cloud moved in and off the coast in a diurnal cycle. They 

found that surface temperatures on the cloudy side of the cloud-clear line were colder and 
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the boundary heights lower than those measured on the clear side. This baroclinicity pro-

duces a surface wind maximum which moves back and forth across the coast, which they 

call a cloud breeze. It is claimed that this cloud breeze can dominate over circulations 

induced by the land-sea interaction. 

2.2.2 Cloud breakup 

An important dynamic factor which has so far just been briefly mentioned is entrain-

ment. Entrainment is the process where warm dry air from above the inversion is carried 

down into the boundary layer. Often entrainment can be significant enough to cause a 

change in boundary layer or cloud structure. Entrainment is most often caused by vertical 

wind shears across the boundary layer or by buoyancy fluxes near cloud top. Researchers 

have looked for insight into determining under what conditions entrainment will occur. 

Many have called these conditions the cloud-top entrainment instability ( CTEI) conditions. 

In certain regions where CTEI criteria are met, entrainment may be large enough to cause 

breakup of the stratocumulus cloud layer. Lilly (1968) helped to develop the CTEI theory 

by saying that the CTEI criterion was met when: 

(2.1) 

Following this work, Deardorff (1980) and Randall (1980) mentioned that CTEI should 

include virtual temperature and liquid-loading effects. Adding these effects makes it more 

difficult for CTEI to be met. Kuo and Schubert (1988) included virtual temperature effects 

in the following way: 

(2.2) 

where k ~ 0.23 for typical conditions and ~qt is defined similarly to ~()e• 

Betts and Boers (1990) collected aircraft data and lidar data to study the thermody-

namic structure of areas with different cloud cover amounts and types. They studied in 

detail the 7 July case of FIRE where there was a transition from west to east of a clear 

boundary layer, to areas of small cumulus, to an area of broken stratocumulus, to a solid 



stratocumulus deck. Betts and Boers found that sea surface temperatures decreased from 

the clear areas to the solid stratocumulus areas , while wind speeds increased underneath 

the stratocumulus deck. The lidar data provided the researchers with information about 

cloud top heights and is shown in Figure 2.3. This graph shows that in the small cumulus 

areas, cloud fraction is small, but cloud top height variability is large. Meanwhile, the stra-

tocumulus deck region has small cloud top height variability and large cloud fractions. The 

lower cloud top heights on the clear side of the transition corresponds to a lowering of the 

inversion height. Figure 2.4 shows the boundary layer is thinner and the inversion weaker 

in the clear area than in the stratocumulus area. Betts and Boers try to determine their 

own CTEI and go on to show that by examining a mixing line slope, they can determine 

the cloudiness regimes quite accurately for this case. 
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Figure 2.3: Lidar cloud top heights (dots) and cloud fraction (line) as measured 7 July 1987 
(from Betts and Boers (1990)). Valid between 2110 and 2130 UTC for 31.6°N. 

Albrecht (1991), however, found no correlation between mixing line slopes and the 

fractional cloudiness in soundings obtained during the Atlantic Trade-Wind Experiment 

(ATEX). His findings concur with the suggestions of Siems et al. (1990) and Macvean and 

Mason (1990) that the dynamics of the mixing process must be considered in addition to 

thermodynamic boundary conditions in order to determine cloud fraction. 
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Stratocumulus (from Betts and Boers (1990)). Profiles are of potential temperature and 
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2.3 · Typical characteristics of the CBL 

The convective boundary layer (CBL) is usually considered to be dry and turbulent. 

The main mechanism driving this turbulence is buoyancy. This buoyancy is driven by 

heating of the surface of the earth by solar radiation. The solar radiation warms the earth 's 

surface, which then warms the air just above the surface. As this air is warmed, it becomes 

positively buoyant and begins to rise in the form of plumes or thermals. This rising air and 

the compensating sinking air give rise to updrafts and downdrafts. These up and downdrafts 

mix the layer and determine the profiles as seen in Figure 2.5. The mean virtual potential 

temperature is nearly constant with height within the mixed layer. The mean specific 

humidity is larger near the surface than near the inversion as a result evaporation of surface 

moisture. The mean wind is found to increase from the surface to the inversion layer. 

Typically, the mean wind is sub-geostrophic. Just above the boundary layer is a capping 

inversion. This inversion is marked by a strong increase in virtual potential temperature, 

by a strong decrease in specific humidity, and by a return to geostrophic flow of the mean 

wind. 

h 2 • • • • • • • • . . • . . • • • • • • • • • • . . • • • • • • ••• 
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Figure 2.5: Mean conditions within the convective boundary layer (from Stull (1988)). Bv -
mean virtual potential temperature; q - mean specific humidity; M - mean wind speed; G 
- geostrophic wind speed; w'8~ - heat flux; w'q' - moisture flux; u'w' - momentum flux. 

In the CBL, the updrafts and downdrafts have varying area fractions, velocities , and 

temperatures. The updrafts typically take an area fraction in the horizontal of less than 

half. The vertical velocity magnitude is larger for updrafts and thereby exhibit larger mass 
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fluxes. Also, the updrafts tend to be warmer than downdrafts, as a result of the surface 

warming. 

2.4 Previous modeling studies 

Many models have been developed to study both the STBL and CBL. One type of model 

that can be used is a simple mixed layer model. In this model, certain physical parameters 

(such as virtual potential temperature and moisture) are assumed to be constant through 

the layer. The main advantages of these models are that they are simple to program and do 

not consume a great deal of computer resources. The main disadvantage of these models is 

that they are not versatile. If the layer departs from a well-mixed state, then the model is 

no longer valid. For example, if there is drizzle from the cloud, then the layer is no longer 

well-mixed. Other models that can be used include the mesoscale model and the large-eddy 

simulation (LES) model. The mesoscale model may be run in one, two, or three dimensions , 

depending on the complexity desired. The LES can be applied to either the STBL or the 

CBL as well. 

Some previous studies have included a formulation of the fractional cloudiness. Typ-

ically, the fractional cloudiness scheme was designed specifically for the model in which it 

was implemented. This chapter will not describe the schemes themselves, but provide a 

brief overview of the modeling of the boundary layer and its fractional cloudiness. 

2.4.1 Modeling the boundary layer 

Chen and Cotton (1987) used a one-dimensional second-order closure model to simulate 

the same days/cloud conditions as Brost et al. They found the clouds were mostly buoy-

ancy driven. When the model winds above the mixed layer were increased from geostrophic 

velocities, however, to observed velocities, the cloud became shear driven. Many sensitivity 

experiments were performed. A few of the sensitivity experiments also caused the cloud to 

become shear driven: when the radiation model was turned off; when there was significant 

subsidence above the capping inversion; and when there were high clouds above the stra-

tocumulus (which reduced long wave cooling). Chen and Cotton also simulated sporadic 

entrainment. Through the use of additional sensitivity experiments, it was determined that 
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this sporadic entrainment is controlled by drizzle, by long wave cloud top cooling, and by 

vertical wind shear. 

Diurnal variation sensitivity experiments were also performed and they seemed to agree 

well with observations as noted previously. Chen and Cotton found that short wave heating 

was maximized 100 m down from cloud top, while long wave cooling was maximized 25 -

30 m down from cloud top. Because the long wave cooling is a maximum closer to cloud 

top , no descent of the cloud top after sunrise was found, although cloud base did rise. Chen 

and Cotton also demonstrated that subsidence warming can counteract radiative cooling 

at cloud top, which may breakup the clouds. They also show that the presence of mid- or 

high-level clouds can also cause the dissipation of the stratocumulus layer by reducing the 

radiative cooling and thus the liquid water content at cloud top. 

Schumann and Moeng (1991 a & b) ran simulations of the CBL with their large-eddy 

simulation (LES) model. Looking at the fluxes and budgets in the CBL, Schumann and 

Moeng isolated the effects of various terms by using a plume-averaged LES. For instance, it 

is found that the updrafts are mainly driven by buoyancy. Mean vertical pressure gradient 

also affects the motion, accelerating upward motion in the lower half and decelerating it in 

the upper half of the layer. In the downdrafts , pressure forcing is the main driving force. 

When considering the kinetic energy budget , the authors find that the vertical buoyancy 

flux provides the main source of energy, while dissipation is the primary sink term. For the 

downdrafts , all terms of kinetic energy are smaller in magnitude, except for mixing, which 

is the main energy source in the upper part of the downdrafts. 

Schumann and Moeng (1991a) also found that the area fraction of updrafts and down-

drafts in the STBL was roughly equal, about 0.28 to 0.29 each. Thus , the velocity for both 

up and down is about the same, which differs from the CBL where the updraft velocity is 

larger. This symmetry between the up and downdrafts is not evident in the CBL as it is in 

the STBL because the STBL is driven by radiative cooling at the top of the layer and/or 

by surface heating at the bottom of the layer. They also found that horizontal length scales 

of both the updrafts and downdrafts were larger in the STBL than they were in the CBL. 

There is a moisture difference between updrafts and downdrafts in the STBL which is not 

present in the CBL. Updrafts in the STBL have more moisture, especially at the surface, as 
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a result of surface evaporation. Schumann and Moeng found that this difference decreases 

away from the surface due to mixing between the drafts, but becomes large again at cloud 

top where the downdrafts pull in dry air from above the inversion. The CBL and STBL 

have in common, however, the fact that updrafts are warmer than downdrafts as a result 

of surface heating. 

It is possible to further compare the CBL and STBL using numerical simulations. 

Considering the amount of mixing in each layer, one would find that mixing is high in both 

the STBL and the CBL, with the mixing in the STBL being slightly larger. This, again, is 

from the radiative cooling/latent heat release in the cloud layer and heating at the surface, 

which intensifies the circulation both near the inversion and at the ground. Examining the 

pressure profiles of updrafts and downdrafts, it is shown that the downdrafts have a larger 

pressure deviation than do the updrafts. The higher pressure in the downdrafts is more 

pronounced in the STBL than it is in the CBL. Reasons for this are the increased circulation 

as well as the larger horizontal scale for updrafts and downdrafts in the STBL (Schumann 

and Moeng, 1991b ). Another thing to consider is the relationship of free atmosphere air to 

the boundary layer. In the CBL, updrafts often "shoot past" the inversion due to inertia. 

As they do, air from above the inversion is often mixed in. For the STBL, the compensating 

updrafts will push against the inversion, but not break through, although some entrainment 

will occur as the updrafts are at the inversion. Then , as this air is radiatively cooled , it 

horizontally converges and sinks due to its negative buoyancy. As it sinks, it can carry some 

entrained warm air. Nicholls (1989), however, found that these downdrafts contain only a 

small percentage of free atmosphere air, on average. 

2.4.2 Modeling fractional cloudiness 

The first implementation of the fractional cloudiness parameter within a computer 

model was done for the modeling of moist convection on the mesoscale. Sommeria and 

Deardorff ( 1977) and Manton and Cotton ( 1977) separately developed a fractional cloudiness 

scheme built around subgrid-scale condensation. Their work has been further updated , 

including additional studies by Bechtold et al. ( 1992), and by Bechtold et al. ( 1993). These 

schemes are most applicable for models with horizontal grid spacing on the order of 50 m. 
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Sundqvist et al. (1989) used a simple relation between relative humidity and frac-

tional cloudiness for their mesoscale model. Kvamst0 (1991) advanced this work , using 

observed satellite data to predict model parameters to develop a separate fractional cloudi-

ness scheme. Based on the model output, Kvamst0 found a relationship between the relative 

humidity in the model and the observed fractional cloudiness. The model used by Kvamst0 

had a horizontal grid spacing of 50 km. 

A relation between relative humidity and fractional cloudiness is very easy to put into 

a numerical model. Other studies into this relation include Mitchell and Hahn (1990) , Saito 

and Baba (1988), Slingo (1980, 1987), and Chu (1986). Other mesoscale models use a set 

of prognostic equations for cloud water species together with a diagnostic relation for the 

fractional cloudiness (e.g., Ballard et al. (1991) and Pudykiewicz et al. (1992)). Ek and 

Mahrt (1991) also relate the relative humidity to the fractional cloudiness. This study 

is different in that it includes both turbulent and subgrid mesoscale variations of relative 

humidity in its formulation of fractional cloudiness . 

Bulk boundary layer models have also included a formulation of fractional cloudiness . 

Shao (1994) diagnosed the fractional area covered by updrafts. The fractional cloudiness 

was determined when updrafts were saturated and downdrafts were not saturated. 

Work has also been done in bringing a fractional cloudiness amount into a general 

circulation model. Among these are Smith (1990), Le Trent and Li (1991), and Smith and 

Randall (1992). These schemes also use prognostic cloud water species equations with a 

diagnostic fractional cloudiness relation. 

For this study, many different schemes that can be applied to a mesoscale numerical 

model were tested against each other. This study will be the one of the first times that 

fractional cloudiness schemes built independently of each other will be directly compared. 



Chapter 3 

RAMS CONFIGURATION 

The Regional Atmospheric Modeling System (RAMS), developed at CSU, is a highly 

flexible atmospheric model that is based on an earlier hydrostatic mesoscale model (Mahrer 

and Pielke, 1977) and a non-hydrostatic cloud model (Tripoli and Cotton , 1982). Further 

descriptions of the model may be found in Cotton et al. (1982, 1986) , Tripoli and Cotton 

(1982) , Tremback et al. (1986), Tripoli (1986) , Tremback (1990) , Pielke et al . (1992) , and 

Nicholls et al. (1993). This chapter provides a detailed description of the configurations 

used in this study. 

There are three distinct components to RAMS . The first is the ISentropic ANalysis 

(ISAN) package, which handles model initialization; the second is the RAMS model itself, 

which performs the model simulation; and the third is the Visualization and ANalysis (VAN) 

package, which does the post-processing. 

3.1 !SAN 

The ISAN package is used to create model-compatible observations from outside data 

sources. The first step of the process is to combine all horizontal wind, temperature, and 

moisture data onto a pressure level data set. The second step is to combine surface obser-

vations and rawinsondes with the pressure data and build an isentropic data set. A Barnes 

(1973) objective analysis is performed on the data at this time to smooth the model fields. 

The final step is to interpolate the isentropic data onto model-compatible grid points. The 

first two steps of this process were performed on the Cray /YMP at the National Center for 

Atmospheric Research (NCAR) in Boulder. The final step was performed on an IBM/RISC 

6000 at CSU. A further description of the !SAN package can be found in Tremback (1990) , 

Cram (1990) , and Pielke et al. (1992). 
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For this study, the NMC data set as archived at NCAR was used. This data set 

contains NMC rawinsondes , surface aviation observations (SA Os) , and mandatory pressure 

level global analyses. 

For the FIRE I experiment, three different isentropic data sets were generated using 

the NMC archived data. The first data set , valid at 0000 UTC 7 July - the start of the 

simulations , was used to initialize the model at every grid point. The next two data sets , 

valid at 1200 UTC 7 July and 0000 UTC 8 July - the end of the simulations, were used to 

nudge the model 's lateral grid points. 

3.2 Model 

The RAMS model is continually being refined and improved. For this study, Version 

New-2C of RAMS was used . 

During the running of the model, analysis and history files are generated. The history 

files are used to re-start the model in the event of a crash or if the model is to be run in 

time blocks. The analysis files are used by the VAN package to generate plots of the model 

results. 

3.2.1 Variables 

RAMS integrates the model equations forward in time. The non-hydrostatic version of 

RAMS was chosen. This version predicts wind components u, v, and w, the ice-liquid water 

potential temperature ()i i , the dry air density, total water mixing ratio Tt , and the mixing 

ratios of the following water species: rain, pristine ice, snow, aggregates , and graupel. From 

these variables, pressure, temperature, potential temperature, cloud water mixing ratio and 

vapor mixing ratio are diagnosed. 

An additional predictive variable was added to this version. Dr. Michael Weissbluth 's 

cumulus parameterization (Weissbluth and Cotton , 1993) was added to the RAMS code, 

using only the small-scale turbulence parameterization; not the deep convection model. This 

turbulence parameterization adds w'w' as a predictive variable. A more detailed description 

will be found in the Parameterizations section of the model description. 
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3.2.2 Grids 

RAMS uses the standard Arakawa-C grid ( Arakawa and Lamb, 1981) which is staggered 

m the horizontal and vertical directions. The velocity components are valid at the faces 

of the grid-volume. Scalar variables are valid at the center of the grid-volume. A polar 

stereographic horizontal projection of the grid was used. 

RAMS uses the <:!z terrain following system (Gal-Chen and Somerville, 1975) for its 

vertical coordinate. The vertical grid spacing can change according to user specifications. 

For this study, 40 vertical levels were used, with spacing of 75 m from the ground to 1 km, 

stretched to the model top of 15.5 km. 

It is also possible to nest grids using RAMS . When nesting, a portion of a larger grid 

with coarser grid spacing contains a smaller grid with finer grid spacing. With RAMS , 

unlimited nests can be used; either many grids separately within a main grid, or finer and 

finer grids within each other within a coarse grid. Typically, two-way interactive nesting 

between grids is used . Two-way interactive nesting means that the outer grid forces the 

inner grid , and after the inner grid is integrated forward in time, the inner grid information 

is averaged and supplants the outer grid information. 

3.2.3 Numerics 

This version of RAMS used the second order leapfrog time differencing scheme with 

an Asselin filter and a time split scheµie (Klemp and Wilhelmson, 1978). The time split 

scheme integrates the acoustic terms on a small time step and all other terms on a long 

time step. The ratio chosen between long and short time steps was 3:1. For the FIRE I 

experiment, the long time step for the outer grid was 60 seconds, for the middle grid it was 

30 seconds, and for the inner grid it was 15 seconds. 

3.2.4 Parameterizations 

When using atmospheric models, certain calculations can be very time consuming. 

Therefore , it is necessary to use parameterizations to save the cost of making detailed 

physics calculations. The RAMS model has many different parameterizations which can be 

used in various ways according to the specific needs of the simulation. The following is a 

brief description of the parameterizations used for this study. 
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Eddy Diffusion 

The horizontal eddy diffusion coefficients were calculat.ed using a deformation K rate 

equation similar to Smagorinsky (1963). Vertical eddy diffusion was calculated by the 

Weissbluth 2.5w turbulence parameterization. 

Radiation 

The radiation calculations for both long and short wave radiation are described in 

Chen and Cotton (1983). This scheme considers the effects of water vapor, ozone, carbon 

dioxide, and condensate. Calculating the effects of condensate on the radiative transfer can 

be computationally expensive. Accounting for the reflection and absorption of short wave 

radiation by boundary-layer clouds (especially a solid stratocumulus deck) , however, has 

been shown to be important . The radiation calculations were updated every 900 seconds. 

Micro physics 

The RAMS model handles moisture calculat ions in one of the following four ways 

(Flatau et al. , 1989): 1) completely dry, 2) using moisture as a passive tracer, 3) condensing 

any supersaturation into liquid water, and 4) microphysics . Microphysics has the highest 

complexity of the moisture options , but it allows the user to predict or specify individual 

ice and water species. 

For this study, the mixing ratio of :ain rr was predicted and the presence of the other 

microphysical species were not allowed. Allowing only rain is a valid assumption because 

this study is intended to focus on the development of boundary-layer clouds. For all of the 

simulations performed, it was found that all condensed moisture existed at heights below 

the freezing level. The mean diameter of the rain species was specified at 10-4 m. The 

aerosol characteristics used in the model runs were consistent with characteristics typically 

observed in a marine stratus environment . 

Surface boundary conditions 

The surface layer scheme described by Louis (1979) was used in this study. A prognostic 

soil model developed by Tremback and Kessler (1985) was also used for the land areas 
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witliin the model domain. The soil model contained 11 layers down to 1.3 m below the 

surface. Every effort possible was made to initialize the soil temperature and moisture 

profile consistent with the start and area of the simulation. The model code was modified 

to allow the horizontally inhomogeneous initialization of vegetation cover and roughness 

length. The vegetation data was obtained from a USGS 1 km by 1 km map and the 

corresponding roughness length was obtained from Stull (1988). Sea surface temperatures 

were initialized from the NCAR storage data. 

The model topography was taken from a 10 minute data set for the synoptic grid and 

from a 5 minute data set for all the other grids . The model land percentage was taken 

from the same data sources. The finest grid for the stratocumulus simulations was entirely 

over the ocean (thus, the relative coarseness of the 5 minute data set was not important). 

The sharp changes in terrain height over the western 1/3 of the U.S., however, caused 

problems during the running of the model for the FIRE I simulations. The 75 m vertical 

spacing in the lowest levels of the model proved too small for the model to handle over 

steep topography. This problem was solved by increasing the wavelength cutoff filter and 

shutting off the silhouette averaging within the model topography. 

Top boundary condition 

As a top boundary condition, this study chose the "wall on top" option. The "wall 

on top" requires that the vertical velocity w is equal to zero at the top model level. This 

requirement can have the adverse effect of reflecting gravity waves off the model top. It did 

not prove to be a problem, however, as no significant gravity waves were observed in the 

upper portion of the model throughout all simulations. 

Lateral boundary conditions 

Because this implementation of RAMS is not global in nature, information at the 

edges of the largest grid must be accounted for. During the running of the model, certain 

features may leave the model domain and other features may enter the model domain . 

The appearance and disappearance of these features was taken into account by nudging 

the solutions of the outermost grid points to the grid information generated by using the 
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ISAN package. The Davies nudging scheme specified the boundary conditions on the five 

outermost grid points on the course grid. Through the use of user-defined weighting factors, 

each grid point, when integrated forward in time, was nudged towards its "solution" at the 

time of the nudging file. 

Turbulence 

A unique feature used in these simulations is that the model used a small-scale turbu-

lence scheme that predicts on vertical velocity variance. Using Mellor and Yamada's (1974) 

terminology, a Level 4 second-order closure model has prognostic equations for all variances 

and covariances, while the Level 3 model has prognostic equations for only turbulent kinetic 

energy, TKE, and the variance of potential temperature. The Level 2.5 model has only a 

prognostic equation for TKE. Like the Level 3 model, the Level 2.5 model diagnoses the 

other variances and covariances. Weissbluth and Cotton's (1993) parameterization is called 

Level 2.5w because it is a Level 2.5 closure that predicts on vertical velocity variance instead 

of TKE. The Zeman and Lumley (1976) formulation is used to close the pressure term and 

eddy transport term using the buoyancy-driven mixed layer. 

There are several advantages to closing the equations on vertical velocity variance 

instead of TKE. The first is that the mean horizontal and vertical winds can explicitly 

advect w'w' or TKE. This allows adjacent grid-volumes to easily exchange information 

about convective activity. Another advantage is that shear can influence w'w' because it is 

advected by the mean winds. This allows the solution of the shear production term in the 

tendency equation for w'w'. A third advantage is that the vertical velocity variance seems 

to behave similarly for differing modes of convection. Weissbluth (1991) showed that the 

vertical profile of w'w' was very similar for tropical squall lines and mid-latitude supercells. 

He also showed that the profile of w'w' is similar to the profile of the vertical convective 

fluxes of total water rt and ice-liquid potential temperature Oil· One final advantage of the 

Weissbluth parameterization is that his scheme can provide cumulus source functions for all 

hydrometeor species. For more information on this parameterization, the reader is referred 

to Weissbluth (1991). 
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In addition to the benefits already mentioned, it was chosen to use the Weissbluth 

small-scale turbulence parameterization because it can provide turbulence parameters , di-

agnostically, that will be needed to calculate fractional cloudiness for some of the schemes to 

be tested. These parameters can only be provided from a Level 2.5 model or greater. With-

out going into too much mathematics from the Weissbluth parameterization, the variances 

that will be needed and what they are set to are: 
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where q2 = uiui is the TKE, l is the master length scale, B2 is the dissipation length scale, 

and Sh is the eddy heat exchange coefficient . The RAMS model code was modified to allow 

this information to be saved in the model-generated analysis files. 

3.2.5 Domain 

The model domain used for the California stratocumulus case study was centered over 

the FIRE I target area. The coarse grid with 80 km horizontal grid spacing covers the 

extreme eastern Pacific ocean and western 1/3 of the U.S. There is a nested middle grid 

with 20 km horizontal grid spacing very close to the center of the coarse grid . The outermost 

two grids are shown in Figure 3.1. 

Inside the middle grid is another nested grid . This fine grid has 5 km horizontal 

grid spacing. The domain of the smallest grid was especially chosen to match the domain 

of satellite imagery showing the cloud transition. The innermost two grids are shown in 

Figure 3.2. 

3.3 VAN 

The VAN package uses the model-generated analysis files to generate plots of the model 

forecas t fields . VAN uses NCAR graphics plotting routines to help make the plots. Many 
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Figure 3.1: Grids showing domain of first and second grids from the RAMS configuration. 

of the desired fields to be plotted are in the standard Version New-2C code. However , 

other fields were coded to enhance the range of variables that can be plotted with the VAN 

package. This includes adding a skew-T plotting option into the VAN code. 

The VAN package was also where the fractional cloudiness schemes were coded into 

RAMS. The model-generated analysis files are used to calculate the fractional cloudiness 

parameter, FC. The FC did not feedback into the model's predictive equations. Nine differ-

ent FC schemes were coded into RAMS. This coding proved to be the most time-consuming 

portion of this study. Further description of every fractional cloudiness parameterization 

can be found in Chapter 4. 
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Figure 3.2: Grids showing domain of second and third grids from the RAMS configuration. 
The width of the innermost grid domain is about 170 km. 



Chapter 4 

FRACTIONAL CLOUDINESS DESCRIPTIONS 

For purposes of examining the feasibility of diagnosing fractional cloudiness (FC) , many 

different FC schemes readily found in the atmospheric science literature were evaluated. 

Once a FC scheme was chosen, the equations were coded into the RAMS analysis pack-

age. These equations take the information saved to the model 's predicted analysis files 

and produce a fractional cloudiness parameter. In the model 's typical configuration, the 

information saved to the analysis files includes u, v , w, perturbation Exner function ( 1r
1

) , 

total water mixing ratio (rt) , and 0. Because the microphysics option of RAMS was used 

for these simulations , the mixing ratio of rain was also saved. Subgrid-scale variances and 

co-variances that can be obtained from Weissbluth 's turbulence scheme were needed for the 

calculation of some of the FC schemes, and were thus saved as well. All of the FC schemes 

chosen were diagnosed from the information above. 

The fractional cloudiness parameter is defined to be between 0.0 and 1.0. Zero rep-

resents a grid-volume that is diagnosed to be completely free of cloud. One represents a 

grid-volume that is diagnosed to be completely encompassed with cloud. A value of 0.5 will 

therefore represent a grid-volume that is half-filled with cloud. 

The FC parameter is intended to be provide a measure of cloud amount when the 

model 's grid spacing does not allow an explicit simulation of the cloud field. RAMS allows 

the modeller to diagnose cloud water. For RAMS to produce cloud water in a grid-volume, 

however, that grid-volume must be completely saturated (RH goes to 100%). The FC 

parameter allows the possibility for scattered clouds , whose extent may be less than the 

model's grid spacing, to be diagnosed. These scattered clouds, while not necessarily being 

explicitly predicted by the model, can be an important component of the model's solution 
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and affect forecast features such as surface heating, cloud radiative heating and cooling, 

and visibility. 

The reason this study was undertaken was to provide RAMS with a fractional cloudiness 

parameterization that can be applied to the model's prognostic equations . As mentioned 

previously, a cloud fraction amount can be used to better represent model calculations such 

as radiation - which can in turn affect other model variables. It is intended that one of 

these fractional cloudiness schemes will eventually become part of the model's standard 

framework. 

These parameterizations can be applied to other nested-grid mesoscale models with 

grid spacings ranging from 5 to 100 km. Even general circulations models ( GCMs) can 

apply the results given in this work. 

There are many varieties of FC schemes. The simplest ones simply diagnose the FC 

as a function of relative humidity. Others use mixing line slopes through the depth of 

the boundary layer. The model 's grid spacing can also be accounted for in some schemes. 

Finally, some FC schemes use subgrid-scale turbulence parameters. This chapter provides 

a detailed description of every FC scheme encoded in this study. 

4.1 As a function of RH 

Some of the first fractional cloudiness schemes put into the RAMS code turned out to 

be some of the easier to encode. These diagnose the FC solely as a function of the moisture 

content in the grid-volume. Typically, the relative humidity (water vapor mixing ratio over 

saturation vapor mixing ratio) is used. Because RAMS diagnoses cloud water as a result of 

any total water greater than the grid-volume's saturation vapor mixing ratio, the greatest 

value of RH that can be obtained in any grid-volume is 100%. 

4.1.1 Albrecht 

The first scheme is from Albrecht (1989) . He parameterized the FC amount to be a 

simple ratio involving the liquid water content and relative humidity of the grid-volume: 

(SR - 1) 
FC = (SR- RH)' ( 4.1 ) 
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where SR is the ratio of the total water (both liquid and vapor) mixing ratio to the saturation 

vapor mixing ratio. 

Albrecht claims that in an environment with a high RH, cloud elements will be long-

lived, and the FC will be high. If the environment has a small SR (just barely over one), the 

liquid-water content of the cloud elements will be small, and the FC will be low. Albrecht 

(1981) concludes that for typical conditions near where clouds are observed, RH will be 

between 0.8 and 1.0 and SR will be between 1.0 and 1.2. A graphical depiction of the 

dependence on FC of RH and SR in Albrecht's scheme can be found in Figure 4.1. 
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Figure 4.1: Dependence of RH and SR on FC-Albrecht (from Albrecht,1989). 

4.1.2 Kvamst{IS 

The next two FC schemes inserted into RAMS are very similar. Both of these diagnose 

solely on relative humidity found in the grid-volume. Kvamst!i1 (1991 ) used the following 

relation: 

FC = (FCmax - FCmin) (RH_ RHoo), 
RHs - RHoo (4.2) 
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where FCmax = 1.0, FCmin = 0.0 , RHs = 1.0, and RHoo is a threshold value when 

condensation is allowed to take place in a grid-volume. 

K vamst0 used values of RH oo = 0.85 over sea and RH oo = 0. 75 over land. In the present 

version of the model, these were the same values used in RAMS. If the land percentage of 

the surface that the grid-volume was over was determined to be greater than or equal to 

50%, RHoo = 0.75 was used. If the land percentage was less than 50%, RHoo = 0.85 was 

used. The relationship between RH and FC for this scheme over land and sea is shown in 

Figures 4.2a and 4.2b. 
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Figure 4.2: Dependence of RH on FC-Kvamst0 for (a) over land and (b) over sea. 

4.1.3 Sundqvist, Berge, and Kristjansson 

Sundqvist , Berge, and Kristjansson (1989) used a diagnostic relation based on the same 

parameters as Kvamst0 (1991). Their FC equation is: 

FC = 1 - ( RHs - RH )1/2 ' 
RHs-RHoo 

(4.3) 

where all parameters are the same as from Kvamst0, and the RH00 values used in RAMS 

are also as before. 
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The relationship between RH and FC for this scheme for over land and sea is shown in 

Figures 4.3a and 4.3b. 
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Figure 4.3: Dependence of RH on FC-Sundqvist et al. for (a) over land and (b) over sea. 

4.2 As a function of mixing line slopes 

The following two schemes apply exclusively to the clouds within the boundary layer. 

They use mixing line slopes through the depth of the boundary layer. These mixing line 

slopes are defined to be the mean slope of a linear regression line through a plot of ( O* , r*) 

points of data underneath the inversion. Betts and Boers (1990) attempted to find a rela-

tionship between these slopes and the fractional cloudiness parameter. 

4.2.1 Betts and Boers - wet adiabat 

For their FC schemes, Boers and Betts (1988) use a saturation point structure. In this 

structure, r* is the total water mixing ratio, while O* is the potential temperature for unsat-

urated air or the liquid-water potential temperature for saturated air. The *'s represent the 

value of the variable at the saturation pressure, which is defined as the atmospheric pressure 

where the parcel has reached saturation after undergoing adiabatic ascent , if the parcel is 
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originally subsaturated , or adiabatic descent, if the parcel is originally supersaturated. The 

mixing line slope is then given by: 

( 4.4) 

The authors normalize the mixing line slope with the wet adiabat, a line of constant 

equivalent potential temperature. The slope of the wet adiabat is given by: 

(4.5) 

A typical slope of the wet adiabat is -2.6 in the lower troposphere, because (}* is close to T* 

for pressures greater than 800 mb. 

Using the 7 July 1987 FIRE data set, Betts and Boers (1990) examined aircraft data 

through the target area and across the transition zone. They found significant changes in 

mixing line slopes across the four main areas of cloud conditions: clear, cumulus, broken, 

and solid stratocumulus. These different slopes are listed in Table 4.1. Also found in the 

Table are the mixing line slopes normalized by both the wet adiabat and wet virtual adiabat . 

Table 4.1: Mixing line slopes and adiabats for four cloudiness regimes, including error 
estimates (from Betts and Boers, 1990). 

Cloud region rm rm/fw f m/f WV Cloud Fraction (%) 
Clear -0.95 ± 0.01 0.36 ± 0.01 0.45 ± 0.01 0 
Cumulus -1.03 ± 0.08 0.39 ± 0.03 0.49 ± 0.04 12 
Broken -1.39 ± 0.08 0.53 ± 0.03 0.66 ± 0.04 73 
Stratocumulus -1.85 ± 0.07 0.70 ± 0.03 0.87 ± 0.04 99 

Betts and Boers next plotted the cloud fraction as a function of the normalized mixing 

line slopes. From this plot , they determined a regression line which helped them to deter-

mine a quick parameterization for the change in cloud fraction. Including error estimates , 
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their equation for cloud fraction based on mixing line slope normalized by the wet adiabat 

1s: 

FC = (0.5 ± 0.18) + (3.2 ± 0.6)(f m/f w - 0.49) , (4.6) 

where the correlation value of the fit of the linear regression line is 0.84. 

In its application to RAMS, the top of the boundary layer was determined to be the 

level at which the vertical velocity variance as predicted by Weissbluth's scheme approached 

zero. The mixing line slope was then calculated from the lowest model level to the level just 

below the top of the boundary layer. The range of vertical levels over which the slope was 

calculated was independently determined for every ( x, y) point in the model. For example, 

the mixing line slope over the ocean could be through model levels 1 to 6, while over t he 

land , the slope could be through levels 1 to 9. The slope of the mixing line was taken from 

a least-squares fit of the model data over these model levels. 

The slope of the wet adiabat is a function of o• and T• . The model level that these 

variables were taken from for every (x, y) point was simply the middle vertical level of the 

boundary layer depth as predicted by Weissbluth 's scheme. This slope did not vary much 

between x , y, or z model points at which o• and r• were calculated. 

Because slopes were used through the depth of the boundary layer for this scheme, only 

a grid-column fractional cloudiness was calculated, not a grid-volume fractional cloudiness. 

Therefore, the fractional cloudiness from Betts and Boers 's schemes is the percentage of t he 

(x , y) column through the depth of the boundary-layer that is covered with clouds. 

4.2.2 Betts and Boers - wet virtual adiabat 

Betts and Boers (1990) also normalized the mixing line slope with the wet virtual 

adiabat. The wet virtual adiabat, which is a line of constant virtual equivalent potential 

temperature , takes into account the effects of liquid water loading in a cloudy atmosphere. 

The slope of the wet virtual adiabat is: 

(4.7 ) 
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where o = T ·dr· /dT· and E = cpT* / L . For typical conditions , Eis very close to 0.12, while 

o is heavily dependent on the saturation mixing ratio. 

The cloud fraction relation for mixing line slope normalized by the wet virtual adiabat 

is : 

FC = (0.5 ± 0.16 + (2.6 ± 0.5) (r m/r W V - 0.63) , ( 4.8 ) 

where all error estimates are again from the fit of the linear regression line. 

For the RAMS implementation of this scheme, nearly every calculation was handled as 

t he wet adiabat scheme. Again , the values of 0* and r· (and now E) were determined from 

the middle level of the boundary layer depth . The value for o was determined as t he slope 

of a least-squares line through the ( r* , T*) points through the boundary layer depth. The 

model level just below the inversion was determined as before. 

4.3 As a function of sub-grid variability 

All of the previous FC schemes parameterize the cloud fraction based on information 

at a grid-point (or a grid-line) that is used to represent information over the entire grid-

volume (or grid-column). However , many influences on cloud formation can be found on 

scales which are smaller than a mesoscale model 's grid spacing. These influences include 

variations on heat and moisture variances and co-variances. By running the RAMS model 

with Weissbluth 's parameterization, information on these subgrid-scale variances and co-

variances can be saved. The following FC schemes need this information, and thus could 

not be run using RAMS without Weissbluth 's small-scale turbulence parameterization. 

4.3.1 Ek and Mahrt 

Ek and Mahrt (1991) built a FC function out of relative humidity and its standard de-

viation , a RH . They constructed their FC scheme using spatially-averaged relative humidity 

and turbulent and subgrid mesoscale variations of relative humidity. Their function is: 

FC = f{[RH],aRH} , (4.9) 
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where the function is the percentage of the area under a Gaussian curve where [RH] is 

greater than 1.0. [RH] is the average relative humidity of the grid-volume (as before) , and 

will hereafter be referred to as RH. The Gaussian distribution is determined from C1RH and 

is comprised of both turbulent scale and mesoscale variations. A graphical depiction of this 

function and Gaussian distribution can be found in Figure 4.4. 
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Figure 4.4: Depiction of cloud fraction (dark region) for a Gaussian distribution of relative 
humidity with (a) RH less than 1.0 and (b) RH greater than 1.0. (from Ek and Mahrt, 
1991). 

It can be helpful to examine Figure 4.4 and see how the magnitudes of RH and C1RH 

can affect the FC. A larger value of RH would shift the distribution to the right and thus 

increase the area under the curve where RH is greater than 1.0. As would be expected, this 

larger value of RH would mean a higher FC. When the RH is less than 1.0, a larger value of 

CTRH would also increase the darkened area under the curve. This increase can be reasoned 

in the following way. For a given value of RH, a subgrid-volume with a large CTRH will more 

likely have "spots" where the local RH is so much bigger than the volume-averaged RH that 

these "spots" will allow cloud formation . Thus , the larger the grid-volume or the larger the 

turbulent variability of RH , the greater the chances that the volume contains at least some 

cloud. 
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-Ek and Mahrt assumed that the turbulent and mesoscale fluctuations of RH are inde-

pendent of each other. Therefore, <JRH was written as: 

[ 
2 2 ] 1/2 

<JRH = <JRHturb + <JRHmeso , (4.10) 

where akHturb is the turbulent variance and a'Jmmeso is the mesoscale variance. 

To determine the contribution of a'jlllturb to the standard deviation on RH, Ek and 

Mahrt used data from 18 upper-level flight legs from the Hydrological and Atmospheric 

Pilot Experiment (HAPEX) over southwest France in 1986. They wrote the akHturb as a 

function of the moisture variance (w'q:), standard deviation of vertical velocity (aw), and 

saturation mixing ratio ( q3 ). The authors claim that this formulation can be useful because 

boundary layer models (such as RAMS using Weissbluth's scheme) can determine these 

variables. After performing a linear regression on the HAPEX data, Ek and Mahrt found 

that: 

(4.11) 

where Cl= 0.00014 and C2 = 9.75. 

When considering the mesoscale contribution, Ek and Mahrt concluded that akHmeso 

should increase with increasing grid size because more mesoscale variations of RH would 

become subgrid. They computed 5-km averages of RH for the 18 upper-level flight legs from 

HAPEX and then determine the ensemble average of <JkHmeso over 10-, 25-, 50-, and 100-km 

areas. From plotting <JkHmeso as a function of horizontal scale, Ek and Mahrt perform a 

least-square fit to a logarithmic function and find: 

(4.12) 

where ~x is the horizontal grid spacing in kilometers and must be 5 km; and where 

ao = -0.03, a 1 = -0.00015 km-1 , and a2 = 0.02. For the finest grid used in this study 

(with horizontal spacing of 5 km), the mesoscale contribution to the relative humidity 

variance was set to zero. 
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In the RAMS configuration, the RAMS model determined FC from area under the 

Gaussian curve greater than RH = 0.9 rather than RH = 1.0 as before. This change from 

the original Ek and Mahrt FC scheme was done because RAMS is not able to produce 

relative humidities greater than 1.0. The greatest value of FC diagnosed was then only 0.5. 

Moving the cutoff of the area under the curve down to RH = 0.9 allowed for more realistic 

values of FC to be diagnosed in areas where the RH was close to 1.0. Changing the cutoff 

within the distribution, however, had an adverse effect of increasing the FC predicted in 

areas of relatively lower RH. 

It should also be mentioned for the RAMS implementation of this scheme, the per-

turbation of mixing ratio, not specific humidity, was used. More will be mentioned on the 

change from w'q; to w'r; later in this chapter. 

4.3.2 Manton and Cotton 

Some of the first work done in subgrid-scale condensation modeling was done by Manton 

and Cotton (1977). They developed a set of model equations to describe the behavior of a 

moist atmosphere. These equations also included a description of fractional cloudiness. The 

fractional cloudiness was used to determine the grid-volume's cloud liquid water density, 

Pc• To determine the moments of Pc, Manton and Cotton assume a Gaussian distribution 

of (Pt - Pr - Ps) with variance: 

(4.13) 

where Pt represents total water density, Pr represents rain water density, Ps represents 

saturation density, and the primes denote a random fluctuation about the mean. 

Using the standard deviation of the cloud liquid water density, ac, to diagnose FC , 

Manton and Cotton arrive at: 

FC = ! [1 + erf (Pt - Pr - Ps)], 
2 ../2ac 

(4.14) 

where erf is the error function. 

In this RAMS configuration, information on p: was not readily available. Therefore, 

the standard deviation could not be diagnosed. However, another equation for ac was used 
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from Chen (1984). Neglecting terms that contain random fluctuations of rain water mixing 

ratio , the standard deviation becomes: 

(4 .15) 

where the variances and co-variances needed for this scheme are the same that RAMS saves 

in the analysis files. The coefficients are equal to: 

(4.16) 

( 4.17) 

For the RAMS implementation of the subgrid-scale schemes, information on r?, o;f, 
and o:1r~ is obtained from the Weissbluth small-scale turbulence parameterization. These 

variables are diagnosed with help of the vertical velocity variance predicted from Weiss-

bluth 's scheme. They are saved in the model 's analysis files along with the other standard 

variables previously mentioned that are saved to the RAMS analysis files. 

4.3.3 Sommeria and Deardorff 

Sommeria and Deardorff (1977) developed a subgrid-scale condensation scheme very 

similar to Manton and Cotton's (1977) scheme, with the exception that it is assumed that 

the quasi-conservative variables 81 and qw have a joint normal probability distribution. It 

then follows that: 

FC = J00 100 

GdqwdB1 , 
-oo q, 1 

(4.18) 

where G is the bivariate normal function . For their study, G is given by: 

( 4.19) 

where: 
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and 

( 4.20) 

(4.21) 

After assuming a linear approximation for q51 around the value q8 1 = q8 (01,P) and 

generalizing O'qw, Sommeria and Deardorff arrive at an approximation for Equation 4.18, 

which is given by: 

( 4.22) 

where Q 1 = ( qw - qs/) / u1 is a normalized departure from mean saturation and o-1 is the 

standard deviation of (qw - qs1). This scheme differs from Manton and Cotton's (1977) 

scheme in that Sommeria and Deardorff assume a Gaussian distribution for ( qw - qs/ ), while 

Manton and Cotton assume a Gaussian distribution for (rw - r5 ). Sommeria and Deardorff 

claim their method is preferable because rs is not conserved during condensation. Banta 

(1979), however, showed that it is more difficult to satisfy the bi-variant normal approach 

of Sommeria and Deardorff than the simpler normal distribution of Manton and Cotton. 

The standard deviation, u1 , is equal to: 

( 4.23) 

where: 

( 
P ) o.2s6 Lqsi 

a 1 = 0.622 Po RdT/, ( 4.24) 

where T1 = 8~1
, q51 = qs(T1), q5 is the saturation specific humidity, and Po = 1013.25 mb. 

Substituting Eqns. 4.20 and 4.21 into Equation 4.23 results in: 

(4.25) 
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Two differences between the subgrid-scale variances and co-variances saved in the 

RAMS analysis files and those used in this FC scheme should be mentioned. One of RAMS ' 

predictive variables is 0;1, the ice-liquid potential temperature. Weissbluth 's parameteriza-

tion diagnoses the perturbation of this variable, not the perturbation of 01, which is needed 

for this FC scheme. However, for the RAMS implementation of this scheme, Oil and 01 

are considered to be equivalent . This assumption is valid in areas where no ice is present. 

Nearly all boundary-layer clouds occur below the freezing level. Because the focus of this 

study is boundary layer fractional cloudiness, there is typically no ice in the area of concern. 

It is similarly assumed that the perturbation of both variables are equivalent. 

The other difference is that RAMS predicts on rt , the total mixing ratio, while this FC 

scheme uses 9w , the total specific humidity. Mixing ratio and specific humidity are approx-

imately equal to each other in the lower troposphere and are often used interchangeably. 

For purposes of this study, however, the correct variable was always used. Unfortunately, it 

was not possible to always use the perturbation.of the correct variable. Weissbluth 's scheme 

saves the perturbation of rt (the total mixing ratio), not the perturbation of 9w (the total 

specific humidity) . One can reason that these perturbations are even more similar than 

the variables themselves because the perturbations of the variables are generally smaller 

than their means. Therefore, when diagnosing FC within the subgrid-scale schemes, RAMS 

substitutes the perturbation of Tt everywhere the perturbation of 9w appears. 

4.3.4 Bechtold, Fravalo, and Pinty 

Bechtold, Fravalo, and Pinty (1992) developed a model, which included a partial cloudi-

ness scheme, that was used for mesoscale marine boundary layer applications. This model 

gives a statistical description of the subgrid-scale condensation. It is assumed that the tur-

bulent fluctuations of 01 (liquid-water potential temperature) and 9w (total water specific 

humidity) have a joint normal probability distribution. Mellor (1977) showed that to reduce 

the integration from over two variables to over one, an intermediate variable can be used. 

The variable he introduced is s = a/2( q~ - o:10;) . The coefficients for s are also defined by 

Mellor (1977) and Bougeault (1981). They are defined as: 
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( 4.26) 

( 4.27) 

with qs1 and T1 given as before. 

For a normalized variable, denoted by ( = s/cr8 , having a probability density function 

G( (), the fractional cloudiness will be given by: 

FC = j+oo G(()d(, 
-Q1 

where Q1 = a(qw - qs1)/2crs . In this scheme, CTs is equal to: 

( 4.28) 

( 4.29) 

All of the information needed to evaluate the FC for this scheme has been described 

- (q;3, 0;2, 01q:U, a, a 1 ) - which leads to crs and Q1 . It should be kept in mind that the 

variances and co-variances in Equation 4.29 are different than those saved in the RAMS 

analysis files. These differences have been resolved in the previous section. The probability 

density function, G((), must still be evaluated. Bechtold , Fravalo, and Pinty chose to 

identify G(() as a Gaussian function, where G(() = (21r)-1l 2 exp-(2
/ 2 • For RAMS , G(() 

was evaluated the same way, which leads to: 

( 4.30) 

where erf is the error function. 

4.4 Uncertainties in evaluation 

All of the above fractional cloudiness schemes are diagnosed from other model variables. 

These parameterizations are therefore only as good as the inputs to the parameterization. 

If the model produces a poor forecast, the fractional cloudiness diagnosed will also poorly 



41 

represent observations. This section will mention uncertainties within the model and how 

these uncertainties could affect the fractional cloudiness schemes and thus their evaluation. 

One of the biggest uncertainties with a mesoscale model in evaluating fractional cloudi-

ness is in the distribution of moisture. All of the schemes programmed into RAMS depend 

on moisture variables, in one way or another. Should the model not accurately portray how 

this moisture is distributed, every FC scheme will be adversely affected. It is possible that 

the model could identify a strong moisture gradient only a grid point or two away from 

where it is observed. A small error in the placement of this gradient will not allow the most 

accurate depiction of fractional cloudiness, and will lower the confidence with which the FC 

can be evaluated against observations. 

Another uncertainty with the model is how cloud layers affect the radiative calculations. 

Currently, the RAMS radiation packages are not dependent on the cloud fraction within a 

grid-volume. Uncertainties in the radiation can create additional uncertainties in surface 

fluxes and surface temperature. 

Some of the FC schemes programmed use boundary-layer variances and co-variances as 

determined from the Weissbluth parameterization. Uncertainties in these fluxes, which are 

dependent on the Level 2.5w small-scale turbulent parameterization, may cause incorrect 

inputs to the fractional cloudiness schemes. 

For the FIRE I investigation, the subsidence as calculated by the model may create 

uncertainties in the strength and height" of the boundary-layer inversion. Changes in sub-

sidence strength can cause the boundary-layer to grow or shrink against what has been 

observed, and thus move the location of clouds diagnosed by the FC schemes. The surface 

temperature and fluxes are more certain over the ocean due to the slow temporal evolution 

and small variations in sea surface temperatures. 

For the BLX83 investigation, uncertainties in surface fluxes and temperature can play 

a large role in where clouds are diagnosed by the fractional cloudiness schemes. Variations 

in soil moisture, vegetation type, vegetation parameterization, and albedo force these un-

certainties. Also, the cloud feedback in surface heating, as mentioned before , can make an 

assessment of the FC schemes much more difficult. 



Chapter 5 

7 JULY 1987 

The First ISCCP (International Satellite Cloud Climatology Project) Regional Ex-

periment (FIRE) took place off the coast of California during the summer of 1987. The 

objective of the experiment was to provide researchers with a detailed multi-platform data 

set on the extensive fields of stratocumulus clouds that often form in the subtropics. Special 

attention was paid to the measurement of the formation, maintenance, and dissipation of 

these marine stratocumulus clouds. 

The dates of the experiment were 29 June to 19 July 1987. Ground-based remote 

sensing equipment was located on San Nicholas Island (SNI) and operated throughout the 

duration of the experiment . Detailed satellite imagery was taken during FIRE as well as 

in situ measurements from multiple aircraft. Tethered balloons provided turbulence, cloud 

microphysical , and cloud radiative data. For more information on the FIRE, the reader is 

referred to Albrecht et al. (1988). 

Excellent conditions for the experiment existed during the time period. The subtropical 

high was strongly evident during most of the experiment , providing extended periods of 

stratocumulus cloudiness in the target area. The case day chosen for this study, 7 July 

1987, was chosen because on this day, a long-lived stratocumulus deck began to dissipate, 

from west to east. 

5.1 Observed Conditions 

On this day, a subtropical high pressure system was located over the eastern Pacific 

Ocean , with a ridge that extended into the southern California area. At the same time , a 

thermal low had developed over Arizona, which created a strong pressure gradient across 

the FIRE area. Strong north to northwesterly winds from 10-15 m s-1 were observed over 
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the FIRE region from the surface up to the 700 hPa level. The surface conditions in the 

area at 00 UTC on 7 July (which were used to initialize the model simulation) are shown 

in Figures 5.1 and 5.2. 
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Figure 5.1: RAMS depiction of synoptic-scale initial mean sea level pressure and winds for 
Grid 1 at 00 UTC 7 July. 
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Figure 5.2: RAMS depiction of mesoscale initial mean sea level pressure and winds for Grid 
2 at 00 UTC 7 July. 
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At 700 hPa, the circulation pattern associated with subtropical high is still evident. 

There is strong flow to the north of the high, bringing strong westerly winds into Washington 

state. Figure 5.3 shows the initial 700 hPa geopotential heights and winds. 

Sc Forecast Gri d 1 
3 gr i d w / 2 . 5 W - 40 levels p: 700 mb 

' ...... ...... ........ 

--
- - . ------------ -- -------
/ .,,.,. -4 

, : 

' \ - -
1 4'0' 

GEOPOTENTIAL HEIGHTS 1ml 
00HR FCST VALID 0000 UTC 07/07/87 
Co n tours from 2980 . 0 to 3170 . 0 Contour i nterval 10 . 000 

~02 
'1AXl'1U'1 VECTOR 

Figure 5.3: RAMS depiction of synoptic-scale initial 700 hPa geopotential heights and winds 
for Grid 1 at 00 UTC 7 July. 
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At 500 hPa, there is generally non-descript zonal flow. A weakening short wave is 

approaching the FIRE target area. Figure 5.4 shows the initial 500 hPa geopotential heights 

and winds . 
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Figure 5.4: RAMS depiction of synoptic-scale initial 500 hPa geopotential heights and winds 
at 00 UTC 7 July. 
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At 250 hPa, there is again zonal flow, with the jet stretching across the top of the grid 

domain near 50° N. Figure 5.5 shows the initial 250 hPa geopotential heights and winds. 
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Figure 5.5: RAMS depiction of synoptic-scale initial 250 hPa geopotential heights and winds 
at 00 UTC 7 July. 
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The start of the model simulation, 0000 UTC, corresponds to 4:00 p .m. local time. 

During the night , strong long wave cooling caused a strengthening of the inversion and 

stratocumulus cloud deck. After sunrise and during the day, the cloud deck was observed 

to begin to dissipate on its western edge. As the day progressed, the area where the 

clouds had broken up moved further and further east . By 1830 UTC, a strong cloud 

transition was captured on satellite with the LANDSAT Thematic Mapper (2.08 - 2.35 

µm band). This transition can easily be seen in Figure 5.6. West of the transition clear 

conditions were observed. At the transition , scattered cumuli were observed, becoming 

broken stratocumulus further to the east. East of the transition, nearly solid stratocumulus 

was found . 

In the LANDSAT image, there appears to be an abrupt shift in the north-south ori-

entation of the transition line. This shift can be seen about 1/3 of the way down from the 

top of the image. This "kink" may be as a result of circulations induced from the land-sea 

interaction. The northern part of the finest grid is closer to the California coast than the 

southern part . 

The cloudiness transition was accompanied by changes in measured temperature, mois-

ture, and inversion height. Data collected from the NCAR Electra around this time showed 

that the sea surface temperature was around l 7°C in the clear region, dropping to around 

15.5°C under the solid stratocumulus. The Electra also measured warmer and moister con-

di tions in the boundary layer west of the transition. Differences across the transition of 

around 0.5 K in () and 0.25 g kg-1 in q were found. Finally, it was found that the inversion 

height was lower in the clear and cumulus areas than in the stratocumulus areas (see Fig-

ures 2.3 and 2.4). For further information about the aircraft data, the reader is referred to 

Betts and Boers (1990). 

5.2 Comparison to observed conditions 

The synoptic conditions were well simulated by RAMS for this case study. The high 

pressure system was well represented ; it did not evolve significantly during the time of the 

simulation. The mean sea level pressure (MSLP) field predicted by RAMS 24 hours after 
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Figure 5.6: LA DSAT scene at 1830 UTC 7 July 1987 with center coordinates 33°10'N, 
121 °44'W. (from Betts and Boers , 1990). Distance across is about 180 km. 
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Figure 5.7: RAMS 24-hour prediction of mean sea level pressure and winds for Grid 1 valid 
at 00 UTC 8 July. 
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the start of the simulation is shown in Figure 5.7. Other comparisons with synoptic maps 

valid at other levels showed the simulation performance was reasonable and are not shown. 

Taking a closer look at the predicted fields near the time the cloud transition was 

captured on satellite, shows the model performed well in developing a well-mixed boundary 

layer. Figures 5.8 and 5.9 show the potential temperature and total specific humidity 

fields in a cross-section through the center of the finest grid. The strong inversion is well-

predicted as well as a very well-mixed layer. The magnitudes of the values are similar to 

those measured by the Electra. 

One area the model did not perform well for the finest grid was the change in inversion 

height. The model did not show evidence of the boundary layer being much deeper on the 

east side of the grid; that is , where the stratocumulus was observed. The simulation of this 

case study predicted a boundary layer that was only slightly deeper moving east from the 

clear , through the scattered, to the cloudy areas . 

There are four possible causes for the inability of RAMS to predict a strong sloping 

inversion height for this case study. The first reason is that a relatively course vertical grid 

spacing was used in this area. The vertical grid spacing of 75 m used within the boundary 

layer , while finer than most applications of RAMS , may not have been able to simulate 

the evolution of the inversion. At best , a 75 m spacing corresponds to a 300 m effective 

resolution , which is about the depth that the boundary layer changes from clear to solid 

cloud. The 75 m spacing was chosen to keep down the number of vertical levels to allow 

the cloud radiation scheme in RAMS to be used. The trade-off of this decision kept down 

the resolution of the model within the boundary layer. 

A second reason for the flat inversion height is that the model-diagnosed fractional 

cloudiness did not influence the radiation calculations. This feedback was not possible for 

this case study using RAMS. The only way the radiation in the model is affected by water 

is if it is condensed out . However , an ideal fractional cloudiness scheme will produce cloud 

where it is observed, even if the grid-volume has not yet had condensation. It is possible 

that partial cloudiness in the radiation calculations would have changed the fields such that 

the boundary layer became significantly deeper under the cloudier areas . 
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Figure 5.8: RAMS 18.5-hour predktion of potential temperature (K) for Grid 3 valid at 
1830 UTC 7 July. 
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Figure 5.9: RAMS 18.5-hour prediction of total specific humidity (g/g) for Grid 3 valid at 
1830 UTC 7 July. 
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A third reason for the flat inversion height could be uncertainties in the calculation 

of the subsidence over the target area. Finally, it is possible that the inversion was not as 

strong in the initial model fields as it was in observation. 

RAMS soundings from the four cloud regimes as defined by Betts and Boers (1990) can 

be found in Figure 5.10. This figure shows four soundings as predicted by RAMS for the 

clear , cumulus, broken, and stratocumulus cloud regions. These soundings can be compared 

to the mean thermodynamic profiles observed by Betts and Boers which can be found in 

Figure 2.4. 

The clear and cumulus profiles from RAMS show that the dewpoint line remains less 

than the temperature line, while these lines meet in the cloud deck in the broken and 

stratocumulus profiles. The inversion height, however, is not higher in the stratocumulus 

profile than in the clear profile, as was observed. Also, there is no moist layer near 900 

hPa in the RAMS clear and cumulus soundings , as was observed. These differences could 

again be as a result of uncertainties such as model initialization and vertical resolution in 

the model. 

5.3 Comparison to cloud transition 

Attention will now be turned to the performance of the fractional cloudiness schemes 

that were put into the RAMS analysis package. The schemes will be evaluated against 

the LANDSAT satellite imagery and against fractional cloudiness measurements taken by 

aircraft. 

5.3.1 Comparison to satellite imagery 

The following plots show the fractional cloudiness ( which is calculated independently 

m every grid-volume or grid-column) diagnosed by RAMS across an entire grid. All of 

the plots shown here will be for the finest grid, which allows the direct comparison of the 

performance of each scheme to observed conditions from the LANDSAT picture. Every one 

of these x-y plots is taken at the model level in RAMS just below the inversion, with the 

exception of the Betts and Boers FC schemes, which are valid throughout the depth of the 

boundary layer. 
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Figure 5.10: RAMS 20.5-hour prediction of soundings across transition valid at 2030 UTC 
7 July. Upper left - Clear; Upper right - Cumulus; Lower left - Broken; Lower right -
Stratocumulus. 
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Figure 5.11: Albrecht 's fractional cloudiness scheme, from the RAMS third grid, 262 m 
AGL, valid 1830 UTC 7 July 1987. 

The result from using Albrecht 's FC scheme is shown in Figure 5.11. It can be seen that 

this scheme diagnosed a FC of either 0.0 or 1.0. This scheme did not diagnose a FC between 

0.0 and 1.0 in RAMS because the model diagnosed large areas of RH = 100%. In these 

areas , the FC from this scheme will always be 1.0. In other areas, where the RH did not 

reach 100%, the saturation ratio (SR) was too low to cause a range in the diagnosed values 

of fractional cloudiness. The SR was generally less than 1.0, which caused the numerator 

of this FC scheme to be less than zero. In these areas , no clouds were diagnosed. 

The result from using Kvamst0's FC scheme is shown in Figure 5.12. This scheme 

performed remarkably better. A much smoother transition from clear to solid cloud was 
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Figure 5.12: Kvamst0 's fractional cloudiness scheme, from the RAMS third grid , 262 m 
AGL, valid 1830 UTC 7 July 1987. 

diagnosed . The FC was a bit high in the southwest corner of the grid, and the transition 

line was not as north-south as observed. A probable cause for these deviations was the 

distribution of moisture within the model. The kink in the transition line about 1/3 of the 

way down from the top of the grid , however, was represented. The less solid cloud in the 

northeast corner of the grid was also well diagnosed. 

The plot of the FC diagnosed by Sundqvist et al. scheme can be found in Figure 5.13. 

Many of the same features found in the K vamst0 plot were also found here. The kink in the 

t ransition line and the lower FC in the northeast corner of the grid appeared again . The 
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Sc Forecast Grid 3 
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Figure 5.13: Sundqvist et al.'s fractional cloudiness scheme, from the RAMS third grid, 262 
m AGL, valid 1830 UTC 7 July 1987. 

transition, while again smooth, is not as linear as in the Kvamst0 scheme. This difference 

is because the Sundqvist et al. FC scheme is not a linear function of RH. 

The FC diagnosed by the Betts and Boers FC scheme, using the wet adiabat, is shown 

in Figure 5.14. This plot shows that nearly the entire grid diagnosed FC of 1.0. Remember 

that the Betts and Boers schemes diagnose a FC through the entire depth of the boundary 

layer, and are thus grid-column, not grid-volume, dependent. A possible cause for the 

failure of this scheme for this application is that the boundary layer was nearly equally 

well-mixed in all areas of the finest grid. With a mixed boundary layer in both clear and 

cloudy boundary layers predicted by the model, the mixing line slopes were found to be 
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Figure 5.14: Betts and Boers' wet adiabat fractional cloudiness scheme, from the RAMS 
third grid, valid 1830 UTC 7 July 1987. 

nearly equal. For this scheme, little to no change in the value of the slope would bring 

nearly identical FC everywhere in the grid. The similar slopes would likely be a problem 

in other models examining the transition, as uncertainties in model initialization probably 

contributed to the boundary layer being nearly equally well-mixed across the target area. 

The result from using the FC scheme of Betts and Boers, using the wet virtual adiabat , 

is shown in Figure 5.15. The FC in this plot varied widely from 0.0 to 1.0, but in a haphazard 

manner compared to the observations. In the southeast corner of the grid, the FC was 

diagnosed to go to zero, but the satellite photo showed this area to be nearly solid cloud. 

The kink in the transition zone was diagnosed by this scheme, and the area to the north of 
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Figure 5.15: Betts and Boers' wet virtual adiabat fractional cloudiness scheme, from the 
RAMS third grid,valid 1830 UTC 7 July 1987. 

this kink did match well with observations. A problem possibly similar to that described 

in the previous paragraph, however, may have caused the failure of this FC scheme for this 

application. Another possible problem could be uncertainties in the boundary-layer height 

and subsidence strength within the model. 

The plot of Ek and Mahrt's FC scheme can be found in Figure 5.16. Again, the kink 

in the transition line was represented, and this scheme diagnosed the line well north of this 

kink . However, the fractional cloudiness in the southwest corner of the grid is much larger 

than that seen on the satellite imagery. The transition line here is much further west than 
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Figure 5.16: Ek and Mahrt's fractional cloudiness scheme, from the RAMS third grid, 262 
m AGL, valid 1830 UTC 7 July 1987. 

observed. It is probable that additional moisture was predicted by the model in this area, 

causing the scheme to diagnose higher values of FC. 

The FC diagnosed from the Manton and Cotton scheme is shown in Figure 5.17. It 

diagnosed an FC of close to 1.0 throughout the grid. However, the FC did become close to 

zero at the transition line. This line somewhat matched the transition line from the satellite 

photo; thought it was not oriented north-south enough. To the west of the transition zone, 

the FC was shown to jump quickly back to 1.0. 

This failure may be attributed to the small values of the variances and co-variances in 

the west area of the grid. This subgrid-scale FC scheme was built for subgrid-scale variances 
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Figure 5.17: Manton and Cotton's fractional cloudiness scheme, from the RAMS third grid, 
262 m AGL, valid 1830 UTC 7 July 1987. 

and co-variances on the order of that typically observed in the atmosphere. The values of 

the perturbations could be: 8' ~ 0.1 K, r~ ~ 10-4 kg/kg, and w' ~ 0.1 m/sec. The values 

on the west side of the transition zone were a few orders of magnitude lower than typical 

values. The small values for these variances and co-variances caused a small input to the 

error function , which could have cause the FC to go to zero for this area. The subgrid 

values from the Weissbluth parameterization to the east of the transition line are generally 

in agreement with values observed in the boundary layer. 

The plot of Sommeria and Deardorff's FC is shown in Figure 5.18. At first glance, this 

plot looks similar to Manton and Cotton 's. A few differences can be found, however. The 
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Figure 5.18: Sommeria and Deardorff's fractional cloudiness scheme, from the RAMS third 
grid, 262 m AGL, valid 1830 UTC 7 July 1987. 

transition zone in Sommeria and Deardorff was diagnosed to be slightly wider. Also, the 

patchy area in the northeast corner of the grid was diagnosed to have an FC slightly lower. 

Again , however, the area west of the transition has an FC very close to 1.0. This problem 

may be the same as before in that the values of the variances were small in the west areas 

of the grid. 

The result of using the Bechtold et al. FC scheme can be found in Figure 5.19. This 

plot is nearly identical to that of Sommeria and Deardorff. The problem of the scheme on 

the west side of the grid could again be as a result of small variances and co-variance values. 
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Figure 5.19: Bechtold et al.'s fractional cloudiness scheme, from the RAMS third grid , 262 
m AGL, valid 1830 UTC 7 July 1987. 



65 

· The width and location of the cloud transition for each of the FC schemes were com-

pared to that from the satellite imagery. The cloud transition for this purpose was defined 

to be the area, from west to east, between FC = 0.0 and FC = .90. The width of this area 

is the width of the transition and the center of this area ( from west to east) is the location 

of the transition. The width is given in km and the location is given in km east of the edge 

of the third grid. 

From the LANDSAT image, the cloud transition was given as the area between where 

no clouds were found and where the clouds appeared to be reaching FC = .90. The width 

and location were defined as before. For this comparison, a representative east-west cross-

section was taken across the top 1/3 of the third grid , center of the third grid , and bottom 

1/3 of the third grid. The values from the FC schemes as compared to that taken from the 

satellite photo are given in Table 5.1. 

From Table 5.1 , it can be seen that the width of the transition diagnosed by the FC 

schemes is larger than that observed on satellite. It is probable that the transition line in 

the model not being along a true north-south line contributes to the diagnosed values being 

larger than observed. As the east-west cross-section is taken across the transition line tilted 

from north-south , the cross-section will go both somewhat across and along the line. 

For the center of the transition , the middle and bottom regions generally show the FC 

schemes diagnosing the transition west of where it is found on satellite. This shift to the 

west has been seen in the plots from the third grid from the FC schemes. For the top region , 

the transition is , for the most part , diagnosed to the east of where it is found on satellite. 

The larger degree of scattered cumulus clouds may have caused this shift to east , as the 

schemes could have had difficulty diagnosing clouds in the cumulus area. 

The values given by the Kvamst0 and Sundqvist et al. schemes are identical in all three 

regions. This similarity is because these schemes share the same minimum threshold for 

cloudiness and because the slopes as a function of RH are very close at high RH 's. The 

values from the Sundqvist et al. scheme are slightly lower within the transition zone - again 

because it is a sloping function of RH. It can be reasoned that the clouds on the satellite 

imagery also seem to exhibit a non-linear increase from no clouds to solid clouds. 
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Table 5.1: Comparison between the fractional cloudiness schemes and satellite imagery for 
three sections of the third grid. 

I Region I FC Scheme I Center of transition (km) I Width of transition (km) I 
Top 

Albrecht NG NG 
Kvamst0 132.5 85 

Sundqvist et al. 132.5 85 
Ek & Mahrt 115 30 

Bechtold et al. 157.5 45 
Manton & Cotton 175 10 

Sommeria & Deardorff 155 50 
SATELLITE 125 49 

Middle 
Albrecht 112.5 5 
Kvamst0 67.5 95 

Sundqvist et al. 67.5 95 
Ek & Mahrt 52.5 55 

Bechtold et al. 82.5 85 
Manton & Cotton 107.5 25 

Sommeria & Deardorff 75 80 
SATELLITE 88 21 

Bottom 
Albrecht 42.5 5 
Kvamst0 30 100 

Sundqvist et al. 30 100 
Ek & Mahrt 20 80 

Bechtold et al. 30 30 
Manton & Cotton 35 20 

Sommeria & Deardorff 27.5 25 
SATELLITE 91 21 
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The subgrid-scale schemes seem to diagnose the transition zone generally as well as 

the other schemes. It should be recalled, however, that the FC = 1.0 in areas west of the 

transition for these schemes, as mentioned previously. 

Both of the Betts and Boers FC schemes are not included in Table 5.1. The wet adiabat 

scheme diagnosed FC = 1.0 in all regions, and the wet virtual adiabat scheme diagnosed 

FC too haphazardly to find a cloud transition. In the top region , there was no transition 

identified by the Albrecht scheme. 

5.3.2 Comparison to fractional cloudiness measurements 

Betts and Boers (1990) used aircraft data to identify longitude boundaries between the 

cloudiness regimes. Based on these data, they determined a fractional cloudiness that is 

representative of the area, from clear, to cumulus, to broken, and to solid stratocumulus. 

The east-west line across which the transition was measured with aircraft was along 31.6° 

. This latitude line is within the RAMS middle grid, south of the domain of the third grid . 

Betts and Boers report that the boundaries between the cloud regimes and each regime's 

cloud fraction are as found in Table 5.2. 

Table 5.2: Boundary between cloud regimes and cloud fraction within each regime at 2032 
UTC and 31.6° N (from Betts and Boers, 1990). 

Region Longitude of Boundary (0 W) Cloud Fraction 
Clear 0.0 

122.64 
Cumulus 0.12 

121.91 
Broken 0.73 

121.57 
Stratocumulus 0.99 

The fractional cloudiness for each parameterization programmed into RAMS was exam-

ined and compared to the observations as summarized in Betts and Boers (1990). Using the 
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analysis package, the fractional cloudiness for each scheme was calculated for each regime 

across the transition line . The results of these calculations are summarized in Table 5.3. 

Table 5.3: Comparison between the fractional cloudiness schemes and observations for each 
cloud regime. 

Scheme Clear Cumulus Broken Stratocumulus 
Albrecht 0.0 0.0 1.0 1.0 
Kvamst0 0.07 0.77 1.0 1.0 

Sundqvist et al. 0.02 0.52 1.0 1.0 
Betts & Boers - wet adiabat 1.0 1.0 1.0 1.0 

Betts & Boers - wet virtual adiabat 0.73 0.71 0.52 0.16 
Ek & Mahrt 0.10 0.98 1.0 1.0 

Bechtold et al. 1.0 0.0 0.99 0.97 
Manton & Cotton 1.0 0.0 0.99 0.97 

Sommeria & Deardorff 1.0 0.0 1.0 0.98 
Observations 0.0 0.12 0.73 0.99 

The values as reported in Table 5.3 reinforce the relative performance of each scheme 

as noted earlier in this Chapter. The Albrecht FC scheme identifies the transition line well, 

but diagnoses values of either 0.0 or 1.0. The Kvamst0 scheme has the cloudy areas west of 

where they were observed, as does the Sundqvist et al. scheme. The slight westward bias of 

the transition line was noted earlier in this Chapter and persists at this time and location. 

The Sundqvist et al. scheme, which is a sloping function of RH, matches more closely the 

sloping change of cloud fraction as observed. 

The Ek & Mahrt scheme diagnoses cloud fractions in a similar manner to Kvamst0 and 

Sundqvist et al. The transition line is shown, but it is again shifted west of where it was 

observed. 

Again, the Betts & Boers wet adiabat scheme is 1.0 at all places, as the boundary-layer 

in the model remains equally well-mixed in each cloud zone. The Betts & Boers wet virtual 

adiabat scheme again haphazardly diagnoses the fractional cloudiness across the transition 

zone. 
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The results from the subgrid-scale condensation schemes are also as before. West of 

the transition line, the fractional cloudiness is diagnosed to be 1.0, where it is observed to 

be 0.0. The cloud fraction dips to zero at the western edge of the transition zone, and then 

quickly rises back to near 1.0 in the broken and stratocumulus areas. A likely cause of the 

inability of these schemes to accurately represent the observed fractional cloudiness is the 

lower than expected values of the subgrid-scale variances and co-variances to the west of 

the transition. 



Chapter 6 

7 JUNE 1983 

The Boundary Layer Experiment - 1983 (BLX83) took place in Oklahoma during the 

summer of 1983. The objective of the experiment was to study the interaction of the 

boundary layer and fair-weather cumulus clouds. Special attention was paid to the study 

of the entrainment zone and the relationship between thermals and turbulent motions. 

The dates of the experiment were between 25 May and 18 June 1983. Remote sensors , 

surface observations , a high-density array of balloon soundings, and aircraft measurements 

were used to measure the boundary layer during the experiment. Lidar and sodar were also 

used , as well as turbulence sensors. For more information on BLX83, the reader is referred 

to Stull and Eloranta (1984). 

Good conditions for the experiment existed during the time period. Most of the time 

was spent measuring during the day time, in order to study the evolution of the convective 

boundary layer (CBL). The case day chosen for this study, 7 June 1983, was selected because 

on this day boundary layer cumuli formed and dissipated during the daylight hours. 

6.1 Observed conditions 

On this day, a high pressure system was centered directly over Oklahoma. Relatively 

calm winds were observed over the state. The high pressure system moved very slowly to 

the south; however, no significant advection occurred over the area. 

Small cumulus clouds began to form at about 11:00 a.m. local time. Cumulus humilis 

was reported throughout the day, slowly reaching up to 30 % coverage near 2:00 p.m. local. 

After this time, cloud coverage gradually decreased until 6:00 p.m. local time when nearly 

all clouds had dissipated. Reports from lidar and aircraft on 7 June are summarized in 

Table 6.1. 
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Table 6.1: Cloud coverage from lidar and aircraft reports during the afternoon of 7 June 
1983 (from Stull et al., 1989). 

Time (CDT) Lidar Cloud Cover (%) Aircraft Cloud Cover(%) 
1000 0 NR (No Report) 
1030 0 NR 
1100 0.5 NR 
1130 1 NR 
1200 1 NR 
1230 1-2 1-3 
1300 10-15 10-20 
1330 10-15 20-30 
1400 15-20 20 
1430 15 25 
1500 10-15 30 
1530 10-12 NR 
1600 10 NR 
1630 3 10-15 
1700 2 2-5 
1730 1-2 2-10 
1800 3 0-3 

6.2 Model set-up 

For the Oklahoma simulations, only one grid was used. This grid had the same hori-

zontal spacing as the finest grid from the FIRE simulations. The 5 km spacing was chosen 

because it is at this spacing that RAMS can handle the mesoscale circulations within the 

boundary layer. The grid had the same 40 vertical levels as the previous runs, with 42 grid 

points in each horizontal direction. The domain of the grid used for these simulations can 

be found in Figure 6.1. 

For the most part, the options in RAMS described in Chapter 3 are the same options 

used for the Oklahoma simulations. The few differences will be mentioned here. The biggest 

change is that the model was initialized horizontally homogeneous. All grid columns in the 

domain were initialized to the 10:00 a.m. local sounding taken from Canton, OK. Canton 

is positioned at the center of the domain. The sounding used to initialize the simulations 

can be found in Figure 6.2. 



72 

Figure 6.1: Grid showing domain of the RAMS configuration used for the Oklahoma simu-
lations. 
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Figure 6.2: Sounding used for initialization of the Oklahoma simulations, taken at 10:00 
a.m . local time, Canton, OK, 7 June 1983. 
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"The model was run out 8 hours until 6:00 p.m. local time. The length of the simu-

lation was chosen to allow the model to represent the development, growth , lifetime, and 

dissipation of the boundary layer cumuli observed during the day. The long time step of 

these simulations was 30 seconds, with a 3:1 long to short time step ratio. 

Because the model was initialized horizontally homogeneous, the surface information 

at every grid point was also equal at the start of the simulation. The vegetation type chosen 

was mixed crop and farming, and the soil type chosen was loam. These types are generally 

observed in the Canton area. The temperature profile of the soil was set to be consistent 

with profiles observed during mid-morning. The microphysical inputs to the simulations 

were consistent with typical observations taken from similar air masses. 

The final difference between the FIRE and BLX83 simulations turned out to be the 

most difficult to properly identify for the Oklahoma runs. The initial soil moisture profile 

( of which there were no readily available observations) had a large impact on the outcome of 

the simulation. Over twenty separate model runs were performed with only the initial soil 

moisture profile being changed between runs. Comparison of the temperature and moisture 

evolution at the surface in the model to that observed at Canton during the case study was 

the basis of the evaluation of the initial soil moisture values. Over the range of selected 

test values of the soil moisture (between 25 and 35 percent , depending on the soil level), 

a change of nearly 2 C in surface temperature and 1 g kg-1 in surface specific humidity 

were found. Also, a lowering of 2 % in the soil humidity at all soil levels produced a 6 % 

lowering in the relative humidity in the cumuli layer and a corresponding 32 % lowering 

of the fractional cloudiness by one of the schemes. The initial soil moisture profile finally 

chosen allowed the temperature and moisture profiles during the 8 hour period to match 

observations, and this profile is the initial state of the soil moisture used for the evaluation 

of all the fractional cloudiness schemes. 

6.3 Comparison to observations 

The results of the RAMS simulations for the Oklahoma case study agreed well with 

observations. Comparisons with surface data taken throughout the day were very similar to 

data taken from the model runs. The model also performed well in simulating the boundary 
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layer height and cloud height when compared to radiosonde and observer measurements 

taken on the case day. 

For these simulations, no noticeable north-south or east-west gradients in the predicted 

or diagnosed fields were found. This homogeneity was as a result of the model being ini-

tialized horizontally homogeneous. With the exception of the lateral boundary grid points , 

every x-y grid point value was nearly equal at a given model level. This was acceptable, as 

mentioned before, as no strong advection occurred on this case day. 

Every plot in this section will therefore be a time-height cross-section of the center grid 

point. This point was chosen because it was the furthest away from the lateral grid points , 

because it allowed direct comparison to Canton, OK data, and because it was representative 

of the majority of the grid for these simulations. The time-height cross-sections have the 

time on the x-axis from the start of the simulation (10:00 a.m. local time) to the end of the 

simulation (6:00 p.m. local time). The z-axis for these plots is height through and above 

the boundary layer. 

As can be seen in Figure 6.3, the vertical velocity variance increased slowly until just 

past midday. After midday, the maximum values of w'w' decreased, but the depth of large 

values continued to increase. The top contour, positioned near 2 km, corresponds with 

the observed 2000 m boundary layer height during the afternoon. The layer also became 

well-mixed during the afternoon, as can be seen in Figure 6.4. This figure also shows a 

boundary layer height near 2000 m. 

6.3.1 Comparison of fractional cloudiness 

Now the fractional cloudiness as determined by each scheme programmed into the anal-

ysis code will be examined. The Albrecht scheme did not produce any fractional cloudiness 

during the simulation. Both the saturation ratio and relative humidity remained below 

0.9. With these relatively low numbers, no fractional cloudiness was produced with the Al-

brecht scheme. This scheme, which was built from typically observed numbers in a marine 

stratocumulus environment, may not be applicable for this study. 

Both of the Betts and Boers schemes also did not diagnose any fractional cloudiness 

for the Oklahoma case study. There are two possible reasons for this. The first is that the 
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Figure 6.3: RAMS time-height prediction of vertical velocity variance for the center grid 
point. 
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boundary layer was nearly equally well-mixed at all times during the simulation. As the 

mixing line slopes did not change much, neither would the fractional cloudiness as diagnosed 

by these schemes. The other possible reason is that these schemes were built for use on a 

marine stratocumulus-topped boundary layer, not a convective boundary layer. Different 

expected mixing line slopes may exist over land than over ocean, and it is possible that these 

schemes are not applicable to a convective boundary layer. There are also uncertainties in 

the height of the boundary-layer and the surface temperature which can adversely affect 

these schemes. 

Both the K vamst0 and Sundqvist et al. schemes did diagnose fractional cloudiness 

during the simulation. Cloud base and cloud height compared well with observations. 

Onset of cloudiness , however, was almost 2 hours after it had been observed. After clouds 

had formed in the model, amounts did compare well with observations, except for the 

last hour of the simulation when the model diagnosed the fractional cloudiness to increase, 

when observations had the cloud amount decreasing to zero. The time-height cross section of 

fractional cl udiness from Kvamst0's scheme is shown in Figure 6.5 and that from Sundqvist 

et al. 's scheme is shown in Figure 6.6. There is a noticeable difference in cloud amount during 

the model run between the two schemes. This difference is because Kvamst0's scheme is a 

linear function of RH, while the Sundqvist et al. scheme is a. sloping function of RH. The 

RH threshold for the onset of cloud in these schemes was 75 % because this simulation was 

over land. 

The fractional cloudiness scheme of Ek and Mahrt is shown in Figure 6. 7. It can be 

seen that this scheme diagnosed FC slightly earlier in the simulation than the previous two 

schemes, which was observed. Values are somewhat in line with observations. Again, there 

is an increase in FC towards the end of the simulation. 

The fractional cloudiness determined from these three schemes as compared to observa-

tions can be found in Table 6.2. This table shows in greater detail what can be inferred from 

the time-height cross sections. The onset of cloudiness is generally after it was observed 

and the cloudiness persists longer than observed, including a re-development just before 

1800 UTC. The magnitudes from the Sundqvist et al. scheme match more closely to the 

observations than the magnitudes from the Kvamst0 scheme or the Ek and Mahrt scheme. 
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The magnitudes of the fractional cloudiness schemes can also be seen in a time-series plot 

in Figure 6.8. 

Table 6.2: Cloud coverage from lidar and aircraft reports during the afternoon of 7 June 
1983 (from Stull et al., 1989) compared to the fractional cloudiness through the boundary 
layer from the Kvamst0, Sundqvist et al., and Ek & Mahrt schemes. 

Time (CDT) Lidar Aircraft Kvamst0 Sundqvist et al. Ek & Mahrt 
1000 0.0 NR (No Report) 0.0 0.0 0.0 
1030 0.0 NR 0.0 0.0 0.0 
1100 0.005 NR 0.0 0.0 0.0 
1130 0.01 NR 0.0 0.0 0.0 
1200 0.01 NR 0.0 0.0 0.0 
1230 0.01-0.02 0.01-0.03 0.0 0.0 0.0 
1300 0.10-0.15 0.10-0.20 0.0 0.0 0.09 
1330 0.10-0.15 0.20-0.30 0.0 0.0 0.16 
1400 0.15-0.20 0.20 0.07 0.05 0.29 
1430 0.15 0.25 0.11 0.07 0.23 
1500 0.10-0.15 0.30 0.25 0.17 0.20 
1530 0.10-0.12 NR 0.35 0.20 0.30 
1600 0.10 NR 0.31 0.18 0.31 
1630 0.03 0.10-0.15 0.28 0.16 0.30 
1700 0.02 0.02-0.05 0.25 0.18 0.25 
1730 0.01-0.02 0.02-0.10 0.45 0.25 0.21 
1800 0.03 0.0-0.03 0.50 0.31 0.35 

The subgrid-scale schemes performed almost in opposition to observations for this case. 

In areas where cloud was observed, these schemes diagnosed cloud amounts very close to 

observations. However, in all other areas of the domain, the fractional cloudiness was 

diagnosed to be 1.0. The failure of these subgrid schemes for this case may be a result of 

the low values of the turbulent fluxes as diagnosed from the Weissbluth parameterization. 

These values were lower than those expected for a convective boundary layer over land. The 

small flux values led to a large input to the error function within the fractional cloudiness 

schemes. The result of the Bechtold et al. scheme can be found in Figure 6.9 and the result 



,50 

.45 

. 40 

Cl) , '.35 
Cl) 
a., = . 30 ·--= = = . 25 -u -oi:, .20 = = ·-ts . 15 
oi:, ... 

LL. . 10 

. 05 

0 
1000 1100 1200 

83 

c.anton , Ok, -, 1 •e, 
,. - CJl:3Dt""'TtCIN$ 

B - kVJ"STD 

1300 1400 1500 

Local Time (CDT) 

1b00 1700 1800 

Figure 6.8: Time-series plot at the center grid point of fractional cloudiness through the 
boundary layer for: (A) observations; (B) Kvamst0; (C) Sundqvist et al.; and (D) Ek & 
Mahrt . 

of the Manton and Cotton scheme can be found in Figure 6.10. The plot of Sommeria and 

Deardorff's FC is very similar to that of Bechtold et al., and is not shown. 

Tables comparing the Albrecht and both Betts and Boers fractional schemes are not 

shown because the fractional cloudiness diagnosed remains 0.0 at all times during the simu-

lation. Tables of the Bechtold et al., Manton & Cotton, and Sommeria & Deardorff schemes 

are not shown because of the haphazard nature with which the fractional cloudiness was 

diagnosed. 

6.3.2 Comparison when modifying radiation 

One area in which the model did not agree well with observations was in the timing 

of the breakup of the cloud layer. The relative humidity within the cloud layer in the 
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Figure 6.9: RAMS time-height determination of FC-Bechtold et al. for the center grid point. 
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model increased in the last hour and caused some of the fractional cloudiness schemes to 

also increase. Because the observations showed that clouds decreased during the 5:00 p.m. 

local to 6:00 p.m. local time frame, the model's performance during this last hour was in 

opposition to observations. 

The most likely cause of the continued strengthening of the cloud layer during the last 

hour of the simulation is the radiative forcing. Because no cloud liquid water was diagnosed 

for this simulation, the radiative calculations were not affected by clouds anywhere within 

the model. The Chen and Cotton radiative scheme accounts for cloudiness only if cloud 

liquid water is produced. Therefore, buoyant forcing near the surface continued throughout 

the afternoon within the model and buoyant parcels continued to develop clouds at the top 

of the boundary layer. 

In an attempt to change the non-dissipation of clouds near the boundary layer top, the 

radiation calculations were modified during the model run by the fractional cloudiness. This 

change differs from the earlier runs in that, before, the fractional cloudiness was used in a 

purely diagnostic manner. The FC was calculated only within the model's analysis package, 

while using it to affect the radiation required that it be calculated during the running of 

the model. 

Having the fractional cloudiness modify the radiative calculations makes intuitive sense. 

A cloud layer with 30 % coverage should reduce the short wave radiation reaching the ground 

because these clouds would absorb or reflect this radiation. Similarly, scattered clouds as 

diagnosed by an FC scheme should increase the long wave radiation reaching the ground 

because the clouds would radiate at a higher temperature than the free atmosphere. These 

statements are true for radiation observations for boundary layer clouds. 

The new radiation calculations were made in the following way. The fractional cloudi-

ness scheme chosen to modify the radiation was that of Sundqvist et al. This scheme was 

chosen for two reasons: 1) it was very easy to program into the model code and 2) it seemed 

to perform closest to observations for this case, as shown in the previous section. The final 

radiation calculation was then a combination of two separate calculations. First, the radi-

ation was calculated as if every grid-volume was completely filled with clouds. Next , the 

radiation was calculated as if every grid-volume was completely free of clouds. The results 
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of these calculations were then combined using the fractional cloudiness. If the fractional 

cloudiness in a grid volume was 10 %, then the final radi~tion calculations was 10 % as a 

result of the complete cloud radiation calculation and 90 % as a result of the complete clear 

radiation calculation. The equation used for this is: 

FINALRAD = (CLOUDRAD - CLEARRAD) * FC + CLEARRAD· (6.1) 

If the fractional cloudiness at a given grid-volume was zero, the radiation was from 

the clear sky condition. If some FC was diagnosed , the total mixing ratio of water was 

temporarily changed. The total mixing ratio is what is used by the Chen and Cotton 

scheme to consider the effects of cloudiness. If there was cloud liquid water in the grid 

volume, the temporary total mixing ratio was set equal to: 

rtTEMP = (rtAcTUAL - rsat)/ FC + rsat , (6.2) 

where r sat is the saturation mixing ratio for that grid volume. If there was no cloud liquid 

water in the grid-volume, the temporary total mixing ratio was set equal to: 

TtTEMP = rsat * (1.0 + FC). (6.3) 

The temporary total mixing ratio was given to the Chen and Cotton radiation scheme 

for one set of calculations, and the actual total mixing ratio was given for another set of 

calculations. These two calculations correspond to considering complete cloud conditions 

and complete clear conditions. The results of the Chen and Cotton radiation scheme were 

combined using Equation 6.1. 

There are advantages and disadvantages to having the fractional cloudiness modify the 

radiation calculations in this way. The largest advantage is that this method was relatively 

easy to program and to conceptualize. There are two large disadvantages, however. The first 

is that this method is only a crude approximation. The Chen and Cotton radiation scheme 

was built to allow the eventual addition of the fractional cloudiness parameter. Changing 

the radiative equations themselves , while more difficult from an engineering standpoint , will 

allow a more exact determination of having the FC affect the radiation. 
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The other drawback to the current method is that it requires the radiative equations 

to be solved twice. They are solved once when considering complete cloud and once when 

considering complete clear. Solving these equations was computationally expensive, despite 

being updated only every 900 model seconds. The Chen and Cotton radiation scheme 

calculations are very time-consuming and greatly slow down the model solution. Changing 

the radiative equations will allow the model to only have the Chen and Cotton radiation 

be calculated one time every time it is updated. 

For the first model run when the fractional cloudiness modified the radiation, only the 

long wave and short wave radiation was affected . The vertical velocity variance from this 

run is shown in Figure 6.11. Comparing it to Figure 6.3, it can be seen that new simulation 

predicted lower amounts of w'w' in the lower boundary layer after 4.5 hours. This would 

indicate less surface forcing because the cloud layer is attenuating solar radiation. 

The fractional cloudiness for the new simulation from the Kvamst0 and Sundqvist et 

al. schemes are shown in Figures 6.12 and 6.13. As can be seen in the figures, nearly 

the same pattern of fractional cloudiness from each scheme was found when the long and 

short wave radiation was affected . Again, the increase of fractional cloudiness at the end 

of the simulation was found, in opposition to the observed decrease in cloud amount. The 

maximum cloud fraction at this time, however, was lowered by around 0.05 for each scheme 

in the last hour of the simulation. 

The fractional cloudiness from the Ek and Mahrt scheme when the radiation had been 

modified is found in Figure 6.14. Again, nearly the same pattern was found. Towards the 

end of the simulation, however, the fractional cloudiness did not increase. 

The fractional cloudiness from these three schemes when the radiation calculations 

were modified by the cloud fraction is shown in Table 6.3. Overall, the trends were similar 

to that shown in Table 6.2. The magnitudes were nearly the same at all times, except for 

the last hour of the simulation when the fractional cloudiness was reduced. A time-series 

plot of fractional cloudiness when the radiation calculations were modified can be found in 

Figure 6.15. 

or the second model run when the fractional cloudiness modified the radiation , the 

long and short wave radiation was affected, as well as the radiative flux divergence. The 
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point when the long and short wave radiation have been modified. 
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Table 6.3: As in Table 6.2, except for when the fractional cloudiness has modified the 
radiation. 

Time (CDT) Lidar Aircraft Kvamst0 Sundqvist et al. Ek & Mahrt 
1000 0.0 NR (No Report) 0.0 0.0 0.0 
1030 0.0 NR 0.0 0.0 0.0 
1100 0.005 NR 0.0 0.0 0.0 
1130 0.01 NR 0.0 0.0 0.0 
1200 0.01 NR 0.0 0.0 0.0 
1230 0.01-0.02 0.01-0.03 0.0 0.0 0.0 
1300 0.10-0.15 0.10-0.20 0.0 0.0 0.09 
1330 0.10-0.15 0.20-0.30 0.0 0.0 0.16 
1400 0.15-0.20 0.20 0.07 0.04 0.31 
1430 0.15 0.25 0.11 0.07 0.22 
1500 0.10-0.15 0.30 0.26 0.16 0.20 
1530 0.10-0.12 NR 0.34 0.20 0.26 
1600 0.10 NR 0.31 0.19 0.30 
1630 0.03 0.10-0.15 0.30 0.17 0.30 
1700 0.02 0.02-0.05 0.29 0.16 0.27 
1730 0.01-0.02 0.02-0.10 0.34 0.19 0.21 
1800 0.03 0.0-0.03 0.45 0.26 0.14 

plot of vertical velocity is very similar to that of Figure 6.11 and is not shown. The 

fractional cloudiness schemes of Kvamst0, Sundqvist et al. , and Ek & Mahrt are similar to 

the simulation when the radiation was not modified at all and are not shown. 

Even though having the fractional cloudiness modify the radiation did lower the solar 

radiation reaching the earth and thus reduce the cloud forcing, the fractional cloud amount 

did not go to zero as observed in the final hour of the simulation. A possible cause for these 

boundary layer cumuli to completely dissipate within the model may therefore also be tied 

to the model's initial soil moisture. Although the initial soil moisture profile was chosen 

specifically to match the diurnal evolution of surface parameters, moisture from the soil may 

be finally reaching the upper mixed-layer by the end of the model runs and keeping the 

relative humidity in this area high. This effect may be overriding the effect of the buoyant 

forcing from the surface as determined from the radiation. A possible solution would be 
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to tweak the initial soil moisture additionally until the relative humidity just below the 

inversion does not increase towards t he end of the simulations. 



Chapter 7 

SUMMARY AND CONCLUSIONS 

7.1 Summary 

The primary goal of this paper was to compare and contrast the performance of various 

kinds of boundary layer fractional cloudiness schemes put into the RAMS model. Two 

separate case studies were used, one over ocean and one over land. The fractional cloudiness 

schemes were taken from papers from atmospheric science literature. The RAMS model used 

the Weissbluth turbulent parameterization for this study. This parameterization was used 

both because it added a predictive variable to RAMS and because it provided turbulent 

variances and co-variances needed for some of the fractional cloudiness schemes. 

The RAMS model was set up with three interactive nested grids for the over ocean 

study. This study used the 7 July 1987 day from the FIRE I experiment, when a strong 

cloud transition from clear to overcast was observed. The performance of the simulations 

was shown to be nearly matched with observations. Some of the fractional cloudiness 

schemes were shown to capture the observed cloud transition while others were shown to 

have not captured the transition. 

The RAMS model also was set up with one grid for the over land portion of the study. 

This study used the 7 June 1983 day from the BLX83 experiment, when scattered boundary 

layer cumuli formed and dissipated during the daytime hours. Strong sensitivity to initial 

soil moisture was found for these simulations. The model fields were similar to observations; 

however, most fractional cloudiness schemes were shown to not perform well in this part of 

the study. 

The radiation calculations were next modified for the BLX83 model runs. The di-

agnosed fractional cloudiness helped to combine two separate radiation calculations, one 

when the grid-volume was considered to be completely filled with clouds and one when the 
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grid volume was considered to be completely free of clouds. This acted to reduce the solar 

radiation reaching the ground and lower the buoyant forcing . Results were also shown for 

these simulations. 

7.2 Conclusions 

Some of the fractional cloudiness schemes put into RAMS had results which compared 

well to observations. Others did not perform as well. The usefulness of each of these schemes 

will now be critiqued on many different aspects , from ease of coding to performance under 

a range of implementations. 

The Albrecht scheme generally identified areas of solid cloud or complete clear. How-

ever, no middle ground was observed. While this scheme was very easy to put into RAMS , 

it provided no additional information about cloud amount and location than that already 

possible with RAMS . 

The Kvamst0 and Sundqvist et al. schemes identified both partial and solid cloud 

areas very well. These schemes were very easy to code, and at the same time, offered the 

most reliable fractional cloudiness amounts among all of the schemes tested. A potential 

drawback of these schemes is that other cloud forcing information may exist in variables 

other than just relative humidity. These schemes may not work as well for smaller grid 

spacings. Sundqvist et al. may be slightly preferred because it is not a simple linear function 

of relative humidity and it compares a little better with observations. 

The Betts and Boers wet adiabat and wet virtual adiabat schemes did not prove to 

be very useful. These schemes may be tied too closely to conditions observed on the day 

from which they were developed. The RAMS model did not produce the same conditions 

to the accuracy which they were observed. If the boundary layer is too evenly mixed, no 

gradient in fractional cloudiness from these schemes will be observed. The Betts and Boers 

parameterizations were also very difficult to put into the RAMS model. 

Ek and Mahrt 's scheme performed reasonably well for this study. Partial success when 

compared to observations was found. It was also relatively easy to encode this parameteri-

zation into RAMS. This scheme may improve as the cutoff in the distribution is tested for 

its best application within the RAMS model. 
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Table 7.1: Brief review of good points of using each fractional cloudiness scheme 

FC Scheme Good Points 
Albrecht (1989) Shows observed FC transition nicely 

Easy to apply to mesoscale model 
Kvamst0 (1991) Shows observed FC transition nicely 

FC amounts diagnosed well compared to obs. 
Easy to apply to mesoscale model 

Sundqvist et al. (1989) Shows observed FC transition nicely 
FC amounts diagnosed well compared to obs. 
Easy to apply to mesoscale model 
Not a linear function of RH as is Kvamst0 

Betts & Boers ( 1990) Diagnoses on mixed-layer information 
Ek & Mahrt (1991) Shows observed FC transition nicely 

FC amounts diagnosed well compared to obs. 
Relatively easy to apply to mesoscale model 

Bechtold et al. (1992), Diagnoses on turbulent values 
Manton & Cotton (1977), and 
Sommeria & Deardorff (1977) 

The subgrid-scale condensation schemes, Manton and Cotton, Sommeria and Deardorff, 

and Bechtold et al. all were a little bit disappointing. Results did not compare at all to 

observations and it proved quite difficult to code these parameterizations. The results may 

improve if the horizontal grid spacing is dramatically lowered, as these schemes are most 

applicable to small grid spacings. 

A brief review of the good points of each fractional cloudiness scheme used for this 

study can be found in Table 7.1. Conversely, a quick look at the bad points of each scheme 

can be found in Table 7 .2. 

Overall, the Kvamst0, Sundqvist et al. and Ek & Mahrt schemes performed the best 

for these case studies. They matched observations, especially in the trend of fractional 

cloudiness in time and space. The magnitudes from the Sundqvist et al. scheme were 

slightly closer to observations for both case studies. 

These three schemes also stand out because they will probably perform consistently well 

for most applications of RAMS ( or other mesoscale models). Many applications of mesoscale 

modeling use grid spacings varying between 5 and 100 km. These have demonstrated high 
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Table 7 .2: Brief review of bad points of using ea.ch fractional cloudiness scheme 

FC Scheme Bad Points 
Albrecht (1989) Amount of FC typically either 0.0 or 1.0 
Kvamst0 (1991) Diagnoses only on relative humidity 

Other cloud forcing information may be lost 
Sundqvist et al. (1989) Diagnoses only on relative humidity 

Other cloud forcing information may be lost 
Betts/Boers (1990) FC transition does not match with observations 

Produces FC in column, not in volume 
May work only for a strict set of conditions 
Difficult to apply to mesoscale model 

Ek/Mahrt (1991) Need to have moisture flux information from model 
Problems with model having maximum RH = 100 % 

Bechtold et al. (1992), Very difficult to put into mesoscale model 
Manton/Cotton (1977), and Model grid spacing chosen not perfect 
Sommeria/Deardorff ( 1977) Diagnosed FC in large no-cloud areas 

Highly dependent on magnitudes of subgrid values 

degrees of success when used on grids with spacings between 5 and 80 km as shown for the 

two case studies. 

The level of uncertainty for the Kvamst0 and Sundqvist et al. is lower than for the 

other schemes. The greatest uncertainty is in the distribution of moisture. Boundary-layer 

variances and co-variances, surface fluxes, inversion height, etc. , do not (directly) affect the 

inputs to the Kvamst0 and Sundqvist et al. cloud fractional parameterizations. 

For the Ek and Mahrt FC scheme to be used, information on moisture flux must be 

diagnosed from a mesoscale model. This scheme has the nice feature of having the horizontal 

grid spacing used in the model configuration built into the calculation of FC. 

These parameterizations are finally pref erred because they are easily transportable 

between models and are not difficult to code. This transportability allows the fractional 

cloudiness to be used during the model run and under a wide array of model configurations. 

7.3 Suggestions for future research 

Suggestions for future research into diagnosing fractional cloudiness in a mesoscale 

model can be divided into three categories: improving and changing the model set-up, 
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adding additional and improving existing fractional cloudiness schemes, and improving the 

evaluation of the fractional cloudiness schemes. Work in any three of these areas will increase 

understanding of the relative performance of a fractional cloudiness parameterization. 

The first way the model set-up can be improved is to use vertical grid nesting for the 

FIRE I model runs. The 75 m vertical grid spacing proved too coarse to resolve all of the 

cloud features within the FIRE I target area. It was not desirable, however, to lower this 

spacing everywhere within the grid, as this would increase the time it would take the model 

to reach a solution and it would cause additional numerical problems in areas over land. 

These numerical problems can occur as a result of strong vertical motions over land which 

may move mass through a vertical grid volume within the model time step. Version 3a of 

RAMS, which has been newly released, allows vertical grid nesting within fine grids. A 

suggestion would be for 25 m vertical grid spacing, or smaller, to be used on Grid 3, with 

100 m vertical grid spacing on other grids. 

Another way the model set-up can be improved is to obtain a more complete initializa-

tion data set for the FIRE I runs. There is an obvious scarcity of observations in the Eastern 

Pacific. Better observations in this area may have allowed model prediction to match more 

closely with observations and allowed the improved performance of the fractional cloudiness 

schemes. 

The model set-up can also be improved by modifying the radiative calculations and/or 

buoyancy fluxes to explicitly represent fractional cloudiness , as opposed to the current 

method. As mentioned previously, changing the way the Chen and Cotton radiation scheme 

includes fractional cloudiness will allow the model solution to be reached quicker and will 

allow a more exact radiative solution. Having each fractional cloudiness scheme put into 

RAMS affect the radiation in a separate simulation should also be mentioned here. Also, 

re-running the FIRE I simulation with the FC-modified radiation would also be insightful. 

The calculated fractional cloudiness can also feedback into the flux divergence deter-

minations. A fractional weighting can be performed between the flux divergence when 

the grid-volume is saturated and when the grid-volume is clear. This weighting would be 

important in the air but play little role at the ground. 
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Future research into the fractional cloudiness schemes put into the RAMS code is 

also suggested. For instance , changing the relative humidity threshold in the K vamst0 or 

Sundqvist et al. schemes can be studied. Also, a study into the most appropriate center of 

the Gaussian distribution from the Ek and Mahrt FC scheme can be done. Finally, it would 

be helpful to run the case studies with many different horizontal grid spacings to evaluate 

the performance of each FC scheme for a wide range of spacings. 

There is also the potential for putting additional fractional cloudiness schemes into 

RAMS . In the atmospheric science literature, new fractional cloudiness schemes are contin-

ually being proposed . It may also be possible for a researcher to develop a new fractional 

cloudiness parameterization specifically for RAMS. This new scheme could be a _result of 

an in-depth study of other model data and how these data relate to many different ca.se 

studies. 

Finally, the evaluation of each fractional cloudiness scheme in this study can be im-

proved. Statistical methods in a comparison between observed and model fractional cloudi-

ness can be used. It may be possible to digitally transfer the information in the LANDSAT 

imagery showing the transition into a fractional cloudiness at each grid point on the RAMS 

third grid. The percentage of every grid square that returns a cloud pixel could be used as 

verification data. The verification data could then be run through a statistical algorithm 

to objectively evaluate the performance of each fractional cloudiness parameterization. It 

is also possible to use the lidar and aircraft observations from BLX83 as observational data 

in a statistical evaluation. 

There is also potential for future field projects to provide further case studies of frac-

tional cloudiness. These projects could more accurately document the fractional cloudiness, 

and this data could be used in further comparisons to model output. It would be very helpful 

to have access to a fractional cloudiness data set that provides information for every grid-

volume in the model configuration at one or more times during the case day. The Atlantic 

Stratocumulus Trade-wind EXperiment (ASTEX), which took place during the summer of 

1992 in the Eastern Atlantic Ocean, may provide some cases against which RAMS and the 

fractional cloudiness parameterizations may be further evaluated. 
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