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ABSTRACT OF DISSERTATION 

EVOLUTION OF POTENTIAL VORTICITY ASSOCIATED WITH MESOSCALE 

CONVECTIVE SYSTEMS 

In recent years, there has been much interest in cyclonic and anticyclonic circulations which 

form in association with Mesoscale Convective Systems (MCSs). Using data from the 

simulations of two M CSs, we investigate the evolution of potential vorticity ( PV) associated 

with these systems. It is found that a positive and negative PV couplet forms at mid 

levels early during the MCS lifecycle. As the system matures, the couplet is replaced by a 

dominant positive PV anomaly. At upper levels, a negative PV anomaly dominates and its 

size depends on the mode of convection. It is found that the MCS with tilted and organized 

internal flow branches has less of an effect at upper levels than does the MCS with more 

randomly-organized upright convection. 

The analysis performed considers Ertel's PV equation including diabatic and frictional 

effects. The flux form of this equation is also considered. A budget study of the various 

terms in the PV equation has been completed over the lifetime of the simulated MCSs. We 

find that caution must be exercised when applying traditional large-scale approximations of 

PV to mesoscale systems. For instance, horizontal vorticity contributions to both PV and 

to the diabatic heating may not be negligible and may even locally dominate. A main result 

is that the vertical part of the diabatic heating term is a major contribution to the mid-level 

positive anomaly as anticipated. The negative anomaly forms due to both horizontal and 

vertical parts of the diabatic heating term. We also investigate the possible role of turbulent 

eddies in the dissipation of the negative mid-level PV anomaly. 

We compare our results to those obtained by nonlinear balance simulations as well as 

primitive equation simulations of idealized MCSs. In our analysis and comparisons with 



previous studies, we focus on blending PV and vorticity concepts where possible. Based on 

the results, a new conceptual model of PV evolution in MCSs is presented. 
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Chapter 1 

INTRODUCTION 

Mesoscale Convective Systems (MCSs) are important precipitating weather phenom-

ena. during spring and summer months in the central United States and in many regions 

worldwide. These systems not only contribute strongly to the precipitation budgets of 

the affected region, but are also often associated with severe weather, including tornados, 

hail, strong straight-line winds, and fl.ash flooding. Distinguishing features of MCSs com-

pared to ordinary thunderstorms include their much larger size and longer lifetime, both 

of which are approximately an order of magnitude greater for MCSs. In addition, MCSs 

often feature organized mesoscale circulations, which can last for hours or sometimes days. 

An interesting and largely unanswered question regarding MCSs is that of scale inter-

actions. For instance, it is not yet completely understood how or to what extent the synop-

tic environment influences the initiation, upscale growth, organization, or longevity of an 

MCS. And although MCSs have often been documented to leave in their wake mesoscale 

circulations, it is not fully understood how these may affect mesoscale or synoptic-scale 

weather after the MCS has dissipated. A more complete understanding of the scale inter-

actions would be useful not only in improving forecasts of MCSs , but also for its potential 

to improve synoptic-scale forecasts in the wake of these systems. In addition, there is 

also some evidence that MCSs may sometimes act as "seeds" for tropical cyclones, mak-

ing an understanding of these systems important for both the midlatitude and tropical 

meteorologist. 

Several recent studies ( e.g. , Raymond and Jiang 1990; Hertenstein and Schubert 

1991; Davis and Weisman 1994) have indicated that a mid-level potential vorticity PV 

anomaly is a common signature left behind by the MCS , and may be a useful quantity to 



investigate this problem. Thus, it is important to better understand how PV evolves in 

association with MCSs. Past studies have investigated PV in association with MCSs using 

either idealized numerical models (Raymond and Jiang 1990; Hertenstein and Schubert 

1991; Raymond 1992; Jiang and Raymond 1995), primitive equation models using idealized 

initial conditions ( e.g., Davis and Weisman 1994 ), or via large-scale data sets ( e.g., Fritsch 

et al. 1994). These studies have focused on the influence of diabatic heating in the final 

PV distribution associated with MCSs. Most, if not all, past studies have neglected the 

effects of friction . While the studies are valuable to further our understanding, the data 

sets used in these studies necessarily leave out details which potentially may be important 

to PV evolution in MCSs. 

An understanding of PV evolution in MCSs has possible practical value for the prob-

lem of parameterizing MCSs in General Circulation Models (GCMs), which usually have 

grid spacings too large to fully resolve MCSs. It has been suggested that PV ( or specifi-

cally PV variance) may make a useful framework for an MCS parameterization for GCMs 

(Bill Cotton, personal communication). 

This dissertation is mainly concerned with the documentation and analysis of the 

evolution of PV associated with two MCSs which occurred during the PRE-STORM field 

experiment in 1985. The Regional Atmospheric Modeling System (RAMS) was used to 

simulate both systems; output from these simulations provides us with a high-resolution 

data set for analysis. The main processes responsible for the PV evolution are identified. 

In addition, our results are compared with earlier studies. To gain further insight into 

the main processes, we use an analogy between vorticity and PV viewpoints, which helps 

us build a conceptual model. One interesting aspect of this research will focus on the 

frictional "source/sink" term in the PV equation, which has been largely neglected in 

previous studies. 

The dissertation is organized as follows. In Chapter 2, we review some previous work 

on PV, MCSs, and studies which apply PV concepts to MCSs. The numerical model used 

(i.e. , RAMS) is discussed in Chapter 3 as well as a general verification of the simulations. 

We next examine how PV evolved over the entire lifecycle of the MCSs in Chapter 4, 
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while in Chapter 5 we examine why PV evolved as it did. A summary, conclusions, and 

future work are presented in Chapter 6. 
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Chapter 2 

POTENTIAL VORTICITY AND MESOSCALE CONVECTIVE SYSTEMS 

The concept of potential vorticity has been known and used for decades. Applications 

of potential vorticity diagnostics have traditionally been restricted to larg~cale problems. 

More recently, however, potential vorticity has been utilized in mesoscale problems, e.g., 

in the examination of fronts and also organized convective systems. 

In this chapter ·we first review potential vorticity concepts and their applications. We 

then aspects of our current knowledge of MCSs, from both observational and modeling 

studies is reviewed. Finally, we explore how potential vorticity concepts have been a.nd 

could 1 be used in the study of MCSs before addressing some unanswered questions. 

2.1 Potential Vorticity 

The earliest mention of potential vorticity is found in a paper by Rossby (1940), in 

which he was exploring the character of flow patterns in the atmosphere and how they 

change. Rossby defines potential vorticity in the shallow-water framework as 

PV = ( + f , 
h 

(2.1) 

where ( is the relative vorticity, J the Coriolis parameter, and h the depth of the fluid. 

For adiabatic, frictionless flow this quantity is conserved. Thus if we stret ch the fluid 

(i.e., increase h) we must increase the absolute vorticity. For zonal flows this means 

we must increase (, resulting in increased cyclonic flow. This compact quantity combines 

information about mass and flow fields in one variable and has been used to explain, among 

other things, lee cyclogenesis , as a column of air is stretched after crossing a mountain 

barrier. 



It was R.ossby's intention that potential vorticity be used as a measure of the potential 

for a mass of air to obtain relative vorticity. Indeed, quoting from Rossby (1940): 

...• the potential vorticity, represents the vorticity the air column would have if it were 

brought, isopycnically or isentropically, to a standard latitude and stretched or shrunk 

vertically to a standard depth or weight. 

This is analogous to the notion of potential temperature, whereby a parcel has the potential 

to obtain a certain temperature through adiabatic expansion or compression. 

2.1.1 Ertel's potential vorticity 

A more general definition of potential vorticity is found in Ertel (1942). Starting with 

a three-dimensional vector form of the equations of motion for frictionless flow, along with 

the thermodynamic equation for adiabatic motion and the mass continuity equation, Ertel 

derived the conservation principle, 

(2.2) 

where a is the specific volume (i.e., 1/p), {. is the absolute vorticity vector, and 'ljJ is any 

conservative thermodynamic variable. In meteorology we generally use potential tempera-

ture, 0, for the conserved thermodynamic quantity. An example of an alternate conserved 

scalar is found in Lait (1994). 

Using 9, our equation becomes 

dP d - = -(a(4 • v'9) = 0. dt dt 
(2.3) 

The conserved quantity 'P = a(4 • v'(J is referred to as Ertel's potential vorticity.1 It 

is important to note that the only assumptions are for frictionless , adiabatic flow; an 

extension of Ertel's theory to include diabatic and frictional effects is straightforward. 

1We will use PV for general use in describing potential vorticity-like quantities, i.e., a. vorticity divided 
by some mea.sure of fluid depth or ma.ss. The symbol 'P will be used only for Ertel's PV a.s defined above. 
EPV is sometimes used in the litera.ture for 'P . 
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Starting with the vector equation of motion which includes friction, and a thermodynamic 

equation with a term representing diabatic processes, we obtain 

dP 
-=rl+F dt 

(2.4) 

where 1f. = (1/p)(4 • VQ, and Q = d8/dt is adiabatic potential temperature source 

(material change in potential temperature) and F = (1/ p )V8 • V x F is the material 

change in P due to frictional effects. We will discuss 1f. and F, especially in regards to 

PV and MCSs, in Section 2.3. 

Expanding the dot product in Eq. (2.3), we find that Pis a scalar quantity made up 

of three parts, i.e., 

p _ 1 [(aw _ av) 88 + (au _ aw) 88 + (av _ au.+ 1) 88] . (2.5) 
p 8y 8z ax 8z ax ay ax ay az 

The first two terms represent the product of horizontal vorticity and horizontal gradients 

of 8, (baroclinic terms), while the final term is the product of the vertical component of 

absolute vorticity and static stability (vertical 8 gradients). 

The units associated with P merit comment; from (2.5) these are a rather unintuitive 

m2 s-1 K kg-1 . Pedlosky (1979, pg. 41) states: "the name seems poorly chosen, for PV 

does not even have the dimensions of vorticity". Bleck (1973) says of Ertel's PV: "we 

are as comfortable as Rossby about the physical meaning of this dimensionally awkward 

quantity". The most common units used for P today are those suggested by Hoskins et 

al. (1985). They define 1 PVU = 10-6 m2 s-1 K kg-1 • Using this definition, ambient 

tropospheric P values are typically less than 0.5 PVU, with a typical tropopause value 

of 2 PVU. It can be argued that redefining P, such that only units of s-1 (i.e., the units 

of vorticity) remain , is more consistent with the appellation "potential" vorticity. In this 

work, we will abide by recent tradition and use PVU. 

While (2.4) is expressed in material form, it can also be written in flux form. Decom-

posing the total time derivative on the left-hand side of (2.4), multiplying through by p 

and using mass continuity yields 

a(pP) -- = -V · [puP - (0 Q - KB] at 
6 

(2.6) 



where u is the three-dimensional velocity vector and K = v' x F is the frictional force-

curl. The predicted quantity pP has been referred to as "potential vorticity substance", 

which will be further discussed in Section 2.1.3. The first term in brackets on the right-

hand side of (2.6) is the advective flux of p'P, while the second and third terms in brackets 

are the non-advective flux. 

2.1.2 Applications of potential vorticity 

Traditional applications of potential vorticity were limited to large-scale studies in 

which the first two terms of (2.5) are neglected from scaling arguments. We often see a 

pressure-coordinate definition (e.g., Hoskins et al. 1985) 

88 
PV = -g ( ( + J) ap (2.7) 

Dunkerton and Delisi (1986) refer to (2.7) as the "hydrostatic, high-Richardson number 

form" of Ertel's PV. Large Richardson number (Ri) implies that vertical shear is small 

(thus also horizontal derivatives of (J are small). From the hydrostatic approximation, 

horizontal derivatives of the vertical velocity are neglected, thus two terms 

and 

are neglected in (2.5). 

In the four decades following Ertel's original derivation, the usefulness of PV was not 

widely explored, however several references can be found in the literature. In a series of 

papers, Kleinschmidt (1950a,b, 1951) and later Eliassen and Kleinschmidt (1957) applied 

Ertel's theorem to cyclone theory, showing that surface cyclones were accompanied by a 

positive PV anomaly (i.e., high-PV air relative to the environment) aloft. Kleinschmidt 

was also apparently the first to recognize that PV has an important further use. Under 

certain constraints, information about the mass and wind fields can diagnosed from PV; 

we will return to this notion of an "invertibility principle" later. Bleck (1973) expanded 
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on Kleinschmidt's work with a PY-predicting model using isentropic vertical coordinates. 

The model successfully predicts surface cyclogenesis with the approach of high-PV air 

a.loft, in agreement with the analysis of Kleinschmidt. 

Other early work involves the use of PV as a tracer of stratospheric air. Since PV is 

a function of static stability, regions with strong static stability should also be regions of 

high potential vorticity (assuming the absolute vorticity doesn't vary greatly from f). The 

stratosphere has been recognized a.s a possible source region or reservoir of high-PV air; 

above the tropopause 89 / oz rapidly increases and hence so does PV. An early example 

of such work can be found in Staley (1960) who explored the possibility that PV could be 

used as a tracer to forecast the transfer of radioactive debris. Other studies investigating 

PV and other stratospheric tracers near tropopause folds using aircraft data have been 

carried out by Shapiro (1976) and Danielson et al. (1987). 

Much of the early work on PV and the invertibility principle mentioned above is sum-

marized in the review by Hoskins et al. (1985). The authors demonstrate the usefulness 

of PV when viewed on isentropic maps for both cutoff cyclones and blocking highs, and 

point to conceptual links between the two phenomena. An important concept they discuss 

is the "action at a distance" idea associated with the invertibility principle, which we will 

return to in Section 2.1.4. 

Circulations and mass perturbations associated with a give PV anomaly extend 

both horizontally and vertically well beyond the anomaly itself. Note that the positive 

PV anomaly is made up of both anomalously high absolute vorticity and static stability 

(Fig. 2.1). 

In another important section of their review, Hoskins et al. discuss the vertical 

motions below and ahead of an upper-level PV anomaly which are required to maintain 

balance. The authors then go on to further discuss the invertibility concept, applying these 

ideas to propagating Rossby waves as well as baroclinic and barotropic shear instabilities. 

Here, the conceptual model they present relies on "action at a distance" as well as the 

idea of the Ross by height, f L / N . The basic idea is tha: given two positive PV anomalies, 

one at upper levels and one at a lower level, separated by less than a Rossby height, the 
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Figure 2.1: (a) Positive PV anomaly (stippled). Potential temperature (quasi-horizontal 
lines), with the thick line representing the tropopause. Also shown are isotachs, with the 
+ indicating fl.ow into the page and -, fl.ow out of the page. The horizontal axis spans 
5000 km. (b) As in (a), except for a negative PV anomaly (from Hoskins et al. 1985). 
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induced circulation of each anomaly helps the other track with it and helps the other 

anomaly strengthen. (see Fig. 18 of Hoskins et al.). The same idea holds for barotropic 

disturbances separated horizontally by less than the Rossby radius of deformation. This 

offers us a conceptually simple model for the baroclinic and barotropic instability problem. 

Hoskins et al. next discuss frictional and diaba.tic effects w'th the important con-

clusion that non-conservative effects can only change the PV distribution at a material 

boundary. In the interior, friction or diabatic effects only act to rearrange the PV dis-

tribution. It is important to note that here we have only highlighted some of the more 

important aspects of this review. The details are enlightening and the reader is referred 

to the full manuscript. 

Two case studies involving severe surface winds associated with extratropical cyclones 

are presented by Hoskins and Berrisford (1988) and Browning and Reynolds (1994). In 

each case, the investigators were able to identify a. strong upper-level PV anomaly associ-

ated with a sharp lowering of the tropopause. Strong surface winds were noted to migrate 

in conjunction with the movement of this upper-level feature and were especially strong 

when the upper-level PV anomaly "locked onto" a region of low-level baroclinicity, as 

discussed above. A review of the theory of extratropical cyclones, with emphasis on the 

PV perspective is found in Hoskins (1990). Hoskins also links theory and many of the 

features seen in the first case study (i.e. , Hoskins and Berrisford 1988). 

Another use of PV is in the diagnosis of Symmetric Instability (SI). Generally, this 

type of instability can be thought of as a combination of inertial and static stability 

concepts, where instead of strictly horizontal or ver ical displacements resulting from 

these instabilities, SI leads to slantwise parcel displacements. 

Hoskins (1974) demonstrates that a condition for SI is that PV < 0. Recall that 

if the atmosphere is adiabatic and inviscid, PV is materially conserved. Thus frictional 

and/or diabatic effects are required for SI to be generated from an initial state with PV > 
0 everywhere. Bennetts and Hoskins (1979) added the complexity of latent heat effects 

to the analysis of SI. When SI can occur due to latent heat release , we have Conditional 

Symmetric Instability ( CS!). It turns out that the condition for CS! is that the moist 
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PV be negative, i.e., either the conditional static stability or the absolute vorticity be 

less than zero. We will define moist PV and further discuss its use in section 2.1.5. 

Applications of the CSI ideas to rainbands can be found in Bennetts and Sharp (1982) 

and Emanuel (1983a). Emanuel (1983b) discusses analysis of CSI using upper-air sound-

ings while Snook (1992) looks at real-time forecasting of CSI using a higher-resolution 

observational network combined with mesoscale models for more "local" problems. 

Since in this dissertation we are mainly concerned with the evolution of PV associated 

with MCSs, a discussion of PV concepts applied to MCSs will appear separately in Section 

2.3. 

2.1.3 Impermeability theorem 

Haynes and McIntyre (1987) derived an important theorem for potential vorticity 

which can be summarized in two statements taken directly from Haynes and McIntyre: 

1. There can be no net transport of Rossby-Ertel potential vorticity {PV) across any 

isentropic surface. 

f. PV can neither be created nor destroyed, within a layer bounded by two isentropic 

surfaces. 

The authors point out, however, that PV can be transported along isentropically bounded 

layers and can be created/destroyed where an isentropic layer contacts the surface. This 

theorem is very general, being independent of the coordinate system used or whether or 

not the hydrostatic approximation is made. Further, the theorem holds in differential or 

integral form. These properties constitute what is known as the "impermeability theorem". 

This theorem caused some debate. Based on argument s largely from the analysis of 

observational data, Danielson (1990) contradicted the theorems. Haynes and McIntyre 

(1990) responded with further clarification of their ideas and replaced PV in their ear-

lier paper with the notion of "PV substance" (pP ). As we have already seen, this PV 

substance lends itself nicely t o the flux form of the PV Eqn. (2.6) . Although there is 

no physical PV substance analogous to say, water subst ance, it is a useful quantity for 
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conceptual purposes. One way to consider the fact that PV cannot be transported across 

isentropic surfaces is to split velocity and vorticity into components perpendicular and 

parallel to the isentropes. From this decomposition, it turns out that as PV is apparently 

transported across isentropes, potential temperature changes locally, compensating for 

the apparent cross-isentrope transport. Thus, the isentropes act as an semi-permeable 

membrane, allowing mass but not PV to be transported across. 

As pointed out by Keyser and Rotunno (1990), the controversy stems from a difference 

in the definition of "mixing ratio" as well as differences in the averaging procedure used by 

Haynes and McIntyre (1987) and Danielson (1990), leading to fundamental differences in 

the definition of PV. This latter point is important; a domain-averaged potential vorticity 

(PV) derived from the domain-averaged momentum equations is not the same as deriving 

PV from the exact momentum equations and then averaging. In the latter case, several 

terms involving Reynold's stresses of unresolved quantities appear. 

In a recent paper, Bretherton and Scha.r (1993) remind us of the fact that the Haynes 

and McIntyre (1990) non-conservative flux is only unique up to a non-divergent vector 

field . They then present a "new and extremely simple" proof of the PV conservation 

theorem based on a somewhat different choice of the nonadvective flux vector. 

2.1.4 Potential vorticity and balance 

It has been said that "PV is only as useful as the attendant balance approximation" 

(M. Montgomery, loosely quoted from personal communication). This is especially true 

for an atmospheric model in which PV is the main predicted quant ity. However, a balance 

approximation may not be necessary for studies in which PV is simply used as a tracer. 

Since our main concern in this dissertation is the evolution of PV itself, we will only 

briefly discuss some balance concepts. A complete review of balance approximations and 

the evolution of balanced :flows in MCSs can be found in Olsson (1994). 

A model which uses PV as the main predicted variable requires an invertibility rela-

tionship to close the model by supplying needed wind and thermodynamic fields for the 

next time step. The invertibility relation is based on two balance assumptions , t he hydro-

static assumption in the vertical, and a horizontal balance condit ion, e.g., geostrophic or 
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nonlinear balance. An example of one such model is that of Schubert et al. (1989) which 

uses semigeostrophic theory on an isentropic vertical coordinate. In this model, the inverse 

of PV is predicted, a stream function M is diagnosed via an invertibility relation, and 

then the balanced wind and mass fields needed to further predict PV are diagnosed from 

M. This type of model has advantages in its simplicity (only one predictive equation), 

however is limited in its physics by the balance assumptions employed. 

Another important issue concerning PV and balance is the "action at a distance" 

idea mentioned previously. This is illustrated by noting that in Fig. 2.1 the effects of the 

PV anomaly on the balanced wind and mass fields extend well beyond the anomaly itself. 

This has ramifications for the effects of upper-level PV anomalies inducing low-level flow 

:fields, for instance in the formation of extra.tropical or tropical cyclones (Montgomery and 

Farrell 1992,1993). The potential role of upper-level PV anomalies in MCS formation 

has been speculated (M. Montgomery, personal communication) but has not been tested. 

Another view of the "action at a distance" idea is presented by Bishop and Thorpe (1994) 

who make the analogy between wind and mass fields associated with a PV anomaly and 

the electrostatic :field induced by an electric charge. 

It should not be inferred from this brief treatment that these concepts are relatively 

unimportant. Rather, these ideas are extremely important in a complete "PV view" of 

atmospheric dynamics, and are thus worthy of further study ( e.g., Olsson 1994). 

2.1.5 Moist potential vorticity 

Moist potential vorticity (MPV) is usually defined by replacing B with Be in the 

expression for Ertel's PV, i.e., 

(2.8) 

At first glance, this simple change looks appealing in that we now have included 

the effects of moisture and hence the PV concepts should be more general. However, 

there are complications which arise using (2.8). First, it is not at all apparent how one 

could use MPV as the main predicted quantity for a closed model as described in Section 

2.1.4. We encounter this difficulty because there exists no hydrostatic balance associated 
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with Oe a.s we have with 0. Thus we lose the associated invertibili y relation to close the 

model. Second, use of Be leads to a more complex form of a predictive equation for MPV 

a.s compared to PV (Guinn and Schubert 1994). Specifically, we gain a solenoidal term 

of the form o.V8e • (Vp x Vo.). To alleviate this second problem, one could chose satu-

rated equivalent potential temperature (Bea) instead of Oe but this leads to interpretation 

difficulties in unsaturated regions. Thus the extension of PV concepts to include moist 

thermodynamics is not a straightforward problem. 

This does not, however, imply that MPV is a useless quantity. As discussed in 

Section 2.1.2, MPV is useful for diagnosing conditional symmetric instability, e.g., in the 

formation of frontal rainbands (Bennetts and Hoskins 1979). Recently, CSI has found 

application in a simulated MCS. Zhang and Cho (1992) show how low-level air with 

negative MPV ( the condition for CSI) is transported upwards and leads to the slantwise 

a.scent (the so called front-to-rear flow branch) seen in many mature MCSs. This is an 

interesting idea which should be further pursued. 

2.2 Mesoscale Convective Systems 

In this section, we will temporarily leave our discussion of PV and consider a special 

weather phenomenon, the Mesoscale Convective System (MCS). In the final section of this 

chapter, we will bring together ideas about PV and MCSs. 

In the summertime,the MCS is the main precipitation producer for the central U.S., 

and hence has been the subject of dozens (perhaps hundreds) of observational and mod-

eling studies. Here we will highlight only a sampling of these studies; further information 

(e.g., regarding the internal structure of an MCS, cloud microphysics, etc.) can be found 

in a recent review by Rutledge (1991) or in Cotton and Anthes (1989 , Chapter 10). 

2.2.1 What is an MCS? 

As compared to the rigidly-defined Mesoscale Convective Complex (MCC), which 

will be discussed shortly, the M CS is more loosely defined. Here we will follow and 

summarize definitions (or really descriptions) given by Zipser (1982) and Rutledge (1991). 

The MCS distinguishes itself from ordinary thunderstorms or supercell thunderstorms in 
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several ways. They contain merged and/or organized groups of thunderstorms du.ring at 

least some portion of their lifecycle; this lifecycle must be longer than several lifetimes of 

the component thunderstorms. During its lifecycle, an MCS usually goes from convective 

precipitation, to a combination of convective and stratiform precipitation, finally to a 

system with mainly stratiform precipitation. Some ordinary thunderstorms also exhibit 

a similar, although much shorter, precipitation lifecycle (personal observation). Thus an 

MCS is comparatively large, with a precipitating area up to a few hundreds of kilometers 

in size, with an upper-level cirrus shield extending even further. In addition, they are 

long lived, with a lifetime typically 6-12 hours; stratiform precipitation can sometimes 

last for days (Cotton and Anthes 1989). Other features of an MCS include organized 

circulation systems, organized downdraft and surface cold pool. Some of these features 

may in part be found in some ordinary or supercell thunderstorms, but in an MCS these 

features are again larger in scale, longer lived, and more organized. Another criteria 

discussed by Zipser (1982) is a common upper-tropospheric cloud shield produced by the 

ensemble of thunderstorms within the MCS. It is also important to note that, aside from 

their contribution to the summertime precipitation budget, it is not uncommon for MCSs 

to have associated severe weather, such as tornadoes, hail, and flooding. This is especially 

true during their developing stages. 

Cotton and Anthes (1989) summarize some of these ideas with their definition of an 

MCS: "a cloud system that occurs in connection with an ensemble of thunderstorms and 

produces a contiguous precipitation area approximately 100 km or more in horizontal scale 

in at least one direction" . 

Using infrared (IR) satellite imagery, Maddox (1980) defined the Mesoscale Convec-

tive Complex (MCC) based on sizes of observed convective cirrus cloud shields meeting a 

specified temperature criteria, the duration of the cold cloud shield, and an eccentricity 

of the cloud shield. The definition was based on 43 MCC systems occurring over the U.S. 

in 1978. Using his criteria, the MCC has a cirrus cloud shield about two orders of magni-

tude larger than an individual thunderstorm, thus the MCC is a relatively large (spatially 

speaking) subset of MCSs. 

15 



While such a definition is useful it does have problems. The definition based on 

IR temperatures assumes something ( at lea.st qualitatively) about the characteristics of 

the precipitation and circulations under the cirrus shield. Radar results from a recent 

tropical field program, TOGA-CORE, indicate that the coldest cloud tops do not always 

correspond to the heaviest precipitation (Robert Cifelli, personal communication). This 

is not necessarily the case for midlatitude MCSs. A further criticism is that limiting 

climatologies to MCSs that only meet MCC criteria (e.g., Velasco and Fritsch 1987) can 

eliminate smaller, yet dynamically interesting MCSs (e.g., Knupp and Cotton 1987). The 

aim here is not to downplay the pioneering work of Maddox, however, in subsequent 

discussions we will consider MCSs in their broader sense a.s described above. 

Another view of the MCS can be given the appellation "dynamically-based defini-

tion". Cotton et al. (1989) investigated the evolution of 134 MCSs using a blend of 

National Meteorological Center (NMC) gridded data and rawinsondes. The authors con-

sidered wind, divergence, vertical motion and relative vorticity during eight stages of the 

MCS lifecycle, as well as heat and water budgets. Based on their results, Cotton et al. 

estimated the various terms for the Ross by radius of deformation 

CN 
>.R = (( + f)l/2(2V R-1 + J)l/2. (2.9) 

They concluded that a dynamically-based definiton of an MCS (actually their work is 

based on MCCs using a definiton similar to Maddox 1980) is as follows: "A mature MCC 

represents an inertially stable mesoscale convective system which is nearly geostrophically 

balanced and whose horizontal scale is comparable to or greater than >.R". For the systems 

studied by Cotton et al., >.R was found to be on the order of 300 km. 

Although this study was one of the first to view MCSs as balanced systems, there 

remain questions as to the estimation of terms in (2.9) and indeed, there is no easy or 

straightforward way to determine these. First, there is he question of R, which the authors 

obtained somewhat arbitrarily from satellite data. Second, the inertia-gravity wave phase 

speed is difficult to determine, as the authors admit. Third, as discussed by Olsson (1994), 

since the balanced flow associated with an MCS is usually highly curved, there remain 
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questions as to the best balance condition to represent an MCS. As an example of the 

complications, Chen and Frank (1993) estimated >.R to be 47 km in the stratiform region 

of their simulated MCS, where N for this saturated region is much smaller. Thus, it is 

likely that MCSs exhibit balanced flow over a wide range of scales and the dynamically-

based definition may apply over spatial scales differing by an order of magnitude. This by 

no means makes this definition any less useful to the dynamicist, here we only add a note 

of caution when attaching a specific size to a "balanced" MCS. 

2.2.2 MCS climatologies 

Several studies have focused on the common characteristics and background meteoro-

logical conditions associated with MCSs using satellite data ( e.g., Maddox 1980), upper-air 

and surface data (e.g., Cotton et al. 1989; Augustine and Caracena 1994), and precip-

itation data ( e.g., McAnelly and Cotton 1989,1992; Fritsch et al. 1986). These studies 

a.re mostly based on MCCs, defined in a fashion similar to Maddox (1980). However, the 

features described below apply generally to MCSs as well. From these and many other 

studies, we can summarize the common features of the environment and character ofMCSs 

in the nited States: 

• MCSs occur largely over land, although they sometimes drift over oceans (see below) 

• In the U.S. , they tend to form in the lee of the Rocky Mountains. Worldwide, they 

also form in the lee of major mountain ranges. 

• Form under or more often along the west side of a mid-tropospheric ridge, sometimes 

associated with embedded shortwave troughs. 

• MCSs form in regio s with high Convective Available Potential Energy (CAPE), 

usually on the order of 1000 J kg-1 or more. In addition, their genesis occurs in 

a region of low-level forcing, e.g., convergence from colliding outflow boundaries 

from previous convection. A low-level jet (LLJ) is often present which leads to 

convergence of high-Be air. 
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• Often synoptic-scale forcing is present, e.g., mid-level lifting ahead of a shortwave 

trough or along a low-level front. 

• MCSs tend to form in the late afternoon or early evening; since their lifetime extends 

over many hours, these systems are largely nocturnal. 

• Propagation of midlatitude MCSs is with the mid-tropospheric fl.ow, modified by 

the presence of low-level moisture gradients and low-level moisture convergence. 

• Seasonally, midlatitude MCSs migrate poleward from spring to late summer, follow-

ing the seasonal migration of the jet stream. 

Regeneration sometimes occurs associated with the remnant circulation of decaying 

or dissipated MCSs (e.g., Fritsch et al. 1994). This may occur several times over several 

days. Tropical cyclogenesis has been observed in association with decaying or dissipated 

MCSs drifting over adjacent warm oceans (Emanuel et al. 1993). 

Using a variety of data sources, summaries of MCC activity have been published for 

several convective seasons (Rodgers et al. 1983,1985; Augustine and Howard 1988,1991), 

which display most of the above features of MCSs. Although the number of MCCs varies 

from year to year, it is interesting to note that somewhere between 30 and 50 have occurred 

in the U.S. during the years surveyed. An attempt to predict a relatively active or inactive 

MCC season, i.e., several months in advance, has not been attempted. 

The formation of MC Cs is not limited to the U.S. Several recent papers, based mostly 

on satellite climatologies, have demonstrated that these systems occur over many regions 

of the globe, and display many similar characteristics to those found in the U.S. The study 

areas include South America (Velasco and Fritsch 1987), the wes ern Pacific (Miller and 

Fritsch 1991), Africa (Laing and Fritsch 1993a), and the Indian monsoon region (Laing 

and Fritsch 1993b ). These studies provide common locations and tracks of MC Cs, as well 

as some useful comparative statistics. For instance, Velasco and Fritsch find that although 

MCCs are similar across the Americas, some differences in size, latitudinal distribution 

and seasonality do occur. While these studies were restricted to systems meeting the MCC 

criteria, they are likely applicable to the more ubiquitous MCS as well. 

18 



2.2.3 MCS forcing and organization 

Favorable environments and forcing mechanisms for thunderstorms are fairly well un-

derstood. Less well understood, and hence an active area of research ( e.g., Nachamkin et 

al. 1992), is why individual thunderstorms sometimes organize into coherent, long-lasting 

precipitating systems. The ''forcing" mechanisms for an MCS are sometimes seemingly 

obvious, e.g., organized uplift along a frontal or other convergent boundary. Even so, sys-

tems sometimes fail to develop under conditions of strong low-level forcing ( e.g., Stensrud 

and Maddox 1988; Johnson et al. 1995). In other situations, large, heavily-precipitating 

systems develop for which the forcing mechanism is less apparent, such as the series of 

MCSs occurring over the central U.S. during 3-4 June 1985 (Fortune et al. 1992; Smull 

and Augustine 1993; Trier and Parsons 1993). These more subtle systems are a challenge 

to forecasters and numerical modelers alike. The term "forcing" is, in some circumstances, 

likely too strong; it may be that a particular mechanism sets up a more favorable back-

ground environment for strong convection or MCS development. In any case, the obvious 

criteria for any enhancing mechanism is that it lead to upward motion. Some of the 

mechanisms described below apply to ordinary thunderstorms as well as MCSs. 

Low-level forcing simply refers to some lifting mechanism rooted in the boundary 

layer or otherwise in the lowest atmospheric layers. Examples are convergence along a 

front, along an outflow boundary from earlier convection, or moisture convergence at the 

terminus of a LLJ. Maddox and Doswell (1982) study three cases of intense convection 

forming in environments without a coupling oflow- and upper-level forcing . They identify 

low-level warm advection as the dominant process in the genesis region of the convection, 

and go as far as to suggest that forecasters concentrate on low-level processes to anticipate 

potential strong convection. Augustine and Caracena (1994) also emphasize low-level 

processes, especially focusing on regions in which the terminus of the LLJ encounters 

a frontal (or frontogenetic) boundary. Colman (1990) examines thunderstorms that are 

triggered at low levels but are not surface based. These "elevated" storms occur in regions 

with no surface-based CAPE above frontal surfaces making their forecast difficult. They 
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account for many thunderstorms in the United States, especially during the winter season. 

The 3-4 June 1985 series of MCSs discussed above may also be of this type. 

The problem of upper-level forcing is less well understood, largely because upper-air 

data. is more sparse than surface and low-level data. The most widely accepted upper-

level forcing of convection occurs due to secondary circulations associated with jet streaks 

(Uccellini and Johnson 1979). Viewed from above, the most favored regions for upward 

motion through a fairly deep layer in the troposphere are the left-exit region (left-front 

quadrant) and the right-entrance region (right-rear quadrant) of the jet streak. Uccellini 

and Johnson found that severe weather outbreaks were especially favored in regions where 

upward motion associated with a jet streak propagated over a region of low-level forcing, 

e.g., at the terminus of a LLJ. 

Blancha.rd and Cotton (1994), using observations and idealized simulations, hypoth-

esized that inertial instability at upper levels may aid the upscale growth of convection. 

This instability ( or at least weak inertial stability) may exist in the ambient flow and/ or 

may be enhanced by divergent outflow from deep convection. They note that this mech-

anism may not be widely seen due to the coarse resolution of the standard observation 

network. 

Other mechanisms are more speculative. We have previously discussed the role of 

upper-level PV anomalies in extratropical and tropical cyclogenesis (Montgomery and 

Fa.rrell 1992,1993) and the possible applications of these ideas to MCS formation or growth. 

Along these lines, Browning and Reynolds ( 1994) document severe straight-line winds 

along a. convective cold front associated with an upper-level positive PV filament, ex-

tending from a more widespread region of lowered stratospheric air. Although different 

in detail, this scenario fits well with the more idealized situation postulated by Mont-

gomery and Farrell. Cies:elski et al. (1989) identified instabilities from satellite photos 

of an anticyclonically-curved cirrus shield. From rawinsonde data. t hey determined that 

the most likely cause of the observed instabilities was asymmetric inertial instability. It 

is possible that such instabilities exist but a.re not observed (due to lack of cloud and/or 
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their small scale), and in a manner described by Blanchard and Cotton (1994) lead to en-

hanced MCS growth. This seems feasible, especially recalling the climatological-favored 

MCS location on the west side of midtropospheric ridges. 

How and why MCSs organize are still largely open questions, especially the latter 

(i.e. , why). To help answer the former (i.e., how) Houze et al. (1990) undertook a study 

of six years of rainfall and radar data from Oklahoma springtime convective systems which 

produced significant rainfall (at least 25 mm in 24 h). They showed that about two-thirds 

of the cases exhibited some type of organization, while the remaining one-third were 

classified as "chaotic" in terms of their organization. The organized cases were further 

subdivided depending on ihe symmetry of the overall system. They also present mean 

soundings for various subcategories of cases. One interesting finding was that 75% of 

major rain events occurred from systems which did not meet the strict MCC criteria. 

Houze et al. only considered systems occurring from April through June however. Also 

interesting was the finding that organized systems were associated with a LLJ and a curved 

hodograph, while these were lacking in more chaotically-organized systems. The fact that 

Houze et al. found no major discrepancies between their climatologies and many earlier 

observational and modeling studies is encouraging for our general understanding of MCSs. 

Recently, Loehrer and Johnson (1995) studied surface features and precipitation patterns 

for 16 PRE-STORM MCSs. In general, their findings agree with those of Houze et al. in 

that three-quarters of the storms showed distinct patterns. They note, however, that the 

symmetric/asymmetric cassification for organized systems of Houze et al. may be more 

indicative of stages of the MCS lifecycle, rather than being indicative of a type of MCS. 

2.2.4 The Mid-Level Vortex Associated with MCSs 

One feature frequently seen in modeling and observational studies of MCSs is a mid-

level cyclonic circulation ( e.g., Zhang and Fritsch 1988; Menard and Fritsch 1989; Cotton 

et al. 1989; Brandes 1990; Johnson and Bartels 1992). These are most often seen between 

2 to 8 km above ground level, and sometimes form a closed vortex, which are on the 

order of 100 to 200 km in size. Characteristic tangential winds associated with the MCVs 

are on the order of 5-10 ms-1 (Bartels and Maddox 1991). Menard and Fritsch (1989) 
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suggest that this mid-level cyclonic circulation is one of the three main features of a 

mature MCS, the other two being an upper-level anticyclonic circulation and a low-level 

divergent outflow. They also show that longer-lived cyclonic circulations tend to form in 

environments with weak mid-tropospheric vertical shear. 

Bartels and Maddox (1991) present a climatology of "mesoscale convectively gener-

ated vortex" or MCV, based on eight years of satellite photography. They note that the 

large-scale environmental features favorable for MCV formation include weak fl.ow, weak 

vertical shear, and weak background relative vorticity, along with strong vertical and hor-

izontal moisture gradients. Bartels and Maddox also note that few MCVs are seen in 

satellite imagery, but that is possibly due to the fact that these mid-level features are 

hidden by overlying cirrus or they may exist in cloud-free skies. 

Smaller-scale MCVs also exist but are usually not seen with a synoptic observ-

ing network. Verlinde and Cotton (1990) document a vortex pair observed with dual-

Doppler radar during the PRE-STORM field program. The size of each vortex in the 

cyclone/anticyclone pair was on the order of 40 km. Calculations by Verlinde and Cotton 

show that these vortices were relatively short lived, unbalanced circulations. Similar small 

vortices in the stratiform region of MCSs have been observed by other investigators, e.g., 

Stirling and Wakimoto (1989). 

The question of whether or not MCVs are balanced circulations has important ram-

ifications for interactions of the decaying MCS with larger scales, as well as for possible 

convective regeneration (e.g., Raymond and Jiang 1990). The question of MCSs and 

balance is the topic of a recent study by Olsson (1994). 

2.3 Potential Vorticity Concepts Applied to MCSs 

Traditionally, MCSs have been thought of as a fas t manifold process, in which the 

unbalanced processes ( e.g., associated with individual convective cells) dominate the more 

balanced dynamics. More recently it has become recognized that, at least during some 

stages of the MCS lifecycle, the system often obtains some measure of balance. Determin-

ing to what degree an MCS is a balanced system is important because of implications for 
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the system's longevity as well as its potential interaction with larger-scale disturbances. 

Since the concepts of PV and balance are closely linked, it is important to understand 

how 'P evolves with an evolving MCS. 

We begin our discussion by considering again Eq. (2.4). If the atmosphere is adiabatic 

(Q = d8/dt = 0) and frictionless (:F = 0), 'Pis exactly conserved. In terms of (2.6), an 

adiabatic and frictionless atmosphere leads to exact conservation of p'P. However, MCSs 

by their nature a.re diabatic phenomena, hence 11. is an important term. Although the 

role of friction in M CSs ( especially above the planetary boundary layer) has not been 

considered, as we will see in a later chapter, this term may be significance in the PV 

budgets of MCSs. 

Expanding the diabatic term, we have 

Note that material change in PV is due to the variation of Q along the absolute vorticity 

vector. From scaling arguments it can be shown that the vertical part of 11., i.e., 

(2.11) 

dominates on large scales. For MCSs this approximation is not always true, since large 

horizontal vorticities (rela-ive to the absolute vorticity) can exist in conjunction with 

relatively large horizontal potential temperature gradients. As Raymond (1992) points 

out, for environments with moderate vertical shear, the assumptions leading to this scaling 

are marginal. For small-sized storms ( e.g., ordinary thunderstorms) in moderate or large 

shear, the other two terms become important. Nonetheless, a qualitative understanding of 

how ambient PV is modified by diabatic processes can be gained by considering only rlz , 

Figure 2.2 shows the results from the two-dimensional semigeostrophic model (Schubert 

et al. 1989) using a heating function representative of growing MCS with deep convection 

and little or no stratiform precipitation. From the definiton of rlz we can see that the 

vertical derivative of Q is important ; where 8Q / 8z > 0, PV should increase, whereas 

where 8Q/8z < 0, PV should decrease. In the wake of such a system we would expect 
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a positive PV anomaly at low levels with a negative anomaly at upper levels. This 

anticipated result is predicted by the model (Fig. 2.2b ). 
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Figure 2.2: (a) Heating function (K hr-1 ), for an MCS dominated by deep convection only. 
(b) Resulting PV with a negative anomaly overlying a positive anomaly (from Hertenstein 
and Schubert 1991). 

Figure (2.3a) shows a somewhat modified heating function designed to represent the 

effects of an MCS with a deep convective line as well as a trailing stratiform precipitation 

area. In this profile, we now have a low-level and an upper-level region where 8Q/8z < 0 

and a deep mid-tropospheric layer in which 8Q/8z > 0. Thus, for a mature MCS, we 

would expect to see a low-level negative PV anomaly, a mid-level positive anomaly, and an 

upper-level negative PV anomaly. Hertenstein and Schubert (1991) found this structure 

using the model of Schubert et al. (1989) as well as from observations of the 10-11 June 

1985 squall line (Fig. 2.3b ). 
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Figure 2.3: (a) Heating function (K hr-1 ), for an MCS with a convective line and stratiform 
precipitating region. (b) Resulting PV showing a mid-level positive anomaly and negative 
anomalies above and below (from Hertenstein and Schubert 1991). 

This type of vertical PV tripole structure has been observed in other cases as well. 

Fritsch et al. (1994) were especially interested in the mid-level cyclonic vortex associated 

with the positive PV anomaly. The mid- and upper-level circulations ( associat ed with 

the PV anomalies) are most commonly observed. This is likely due to the disruption of 

organized circulations at low levels due to frictional effects. We note that the model of 

Schubert et al. does not include friction. The upper-level anticyclonic circulation ( asso-

ciated with the negative PV anomaly aloft) has also been noted in several observational 

studies (e.g. , Maddox et al. 1981; Fritsch and Maddox 1981; Fritsch and Brown 1982; 

Read and Maddox 1983). Apparently at that time, meso-scale (i.e. , between about 200 

and 2000 km) effects of MCSs were not well known. These studies were motivated by 
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forecast errors observed in numerical models in the wake of MCSs. At upper levels, they 

generally found a cold anomaly on the order of 5 C and anomalous anticyclonic low ( on 

the order of 10-20 ms-1). These are simply components of the upper-level negative PV 

anomaly. 

In the decaying stages of the MCS, we are left with little or no convective region 

and mostly stratiform precipitation. This would tend to further strengthen or maintain 

the mid- and upper-level PV anomalies. The anomalies could then be advected with the 

ambient flow, or become distorted in the presence of strongly-sheared flow. 

We thus have a conceptual model of the perturbation PV fiel associated with the 

lifecycle of an MCS. Early in the MCS lifecycle, a PV dipole forms, with a negative PV 

anomaly overlying a positive one. As the system matures, a tripole structure develops, 

with a positive PV anomaly at mid levels and a negative anomaly above and below, the 

upper-level negative anomaly dominating the low-level negative anomaly in strength and 

size. The upper-level negative anomaly is typically twice as large as the mid-level positive 

anomaly as well. Two processes lacking in this conceptual model are as follows. First, 

radiation at the cloud top will likely lead to cooling there, which would steepen the top of 

the gradient in Fig. 2.3 leading to a stronger anomaly there. Second, vertical shear of the 

ambient flow may distort the PV tripole, or if strong enough, may disrupt it completely. 

Raymond and Jiang (1990) used this conceptual model to investigate the balanced 

flow associated with an MCS-produced PV anomaly using three-dimensional nonlinear 

balance (NLB) to invert PV. They identify two regions of adiabatic upglide associated 

with tilted isentropic surfaces, which are one component of the PV anomaly. At mid levels, 

the cyclonic circulation is forced up tilted adiabats in one part of the MCS and downwards 

on the opposite side. Thus the balanced mid-level circulation can help maintain the MCS. 

At the same time ( or possibly at a later time) low-level air flowing into the remnant MCS 

can again be adiabatically lifted. If this air is lifted to the Level of Free Convection (LFC), 

deep convection can occur and an MCS may regenerate. Fritsch et al. (1994) document 

a case study where an MCS underwent five (re)generations over a period of three days. 

In support of the ideas of Raymond and Jiang, they found that new convection formed 
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near the center of each remnant MCS circulation. This contrasts with the idea that new 

convection would trigger along surface outflow boundaries which would occur away from 

central regions of a decaying MCS. Fritsch et al. also suggest that inflow and upglide could 

occur in different regions of the MCS, depending on the ambient flow near the decaying 

MCS. Intuitively one might expect new growth due to inflow on the "front" side of the 

decaying MCS, "front" being the side in the direction of storm movement. 

The model of Raymond and Jiang (1990) has been further extended by Raymond 

(1992) who derives two models which consider somewhat different balance approxima-

tions, each generally stemming from nonlinear balance. Each of the models also includes 

advection by the unbalanced part of the wind, which was lacking in the model of Raymond 

and Jiang, and is thought to be important in the evolution of MCSs. In a recent study, 

Jiang and Raymond (1995) added a level of complexity to their original model by including 

a simple parameterization of convection. Their results agree with earlier balanced model 

results and again point to the importance of diabatic heating. They also suggest that the 

mid-level isentropic upglide described earlier is responsible for the mesoscale updraft seen 

in the mature stage of many MCSs. 

Davis and Weisman (1994) explore MCVs using a three-dimensional cloud model 

simulation with an idealized initialization, i.e., one representative sounding and a series 

of warm bubbles to start convection. They found that NLB dynamics were useful for 

describing the long-lived vortex that ensues, but less useful for the details of the MCV 

evolution, since horizontal vorticity is not accurately enough treated. Some of their results 

appear to contradict Raymond (1992), but this is unclear since the two studies consider 

the MCV at different vertical levels. Davis and Weisman also note that if vertical shear is 

confined to relatively low levels, it does not substantially alter the MCV structure and may 

enhance the system longevity, in a fashion described by Raymond and Jiang (1990). In a 

similar study, Olsson (1994) used a PE model simulation of the 23-24 June 1985 PRE-

STORM MCS to address the question: Is the MCS a dynamically-balanced system? He 

found that to a large degree over the life of the MCS the system is balanced. He also notes 

that balanced dynamics performed less well at upper levels, where divergent outflow was 
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inertially unstable or at least weakly inertially stable. We will return to a detailed look 

at PV evolution with this system in Chapter 4. 

The material change in PV due to frictional effects (:F in (2.4)) has been largely 

neglected in PV studies, especially those on the mesoscale. Most considerations of :F have 

been applied to surface friction problems, e.g., Cooper et al. (1992). Raymond (1992) 

suggests that :F may be important at upper levels, where viscosity associated with gravity 

wave dissipation should lead to PV anomalies. Hertenstein et al. (1994) calculated a 

PV budget using simulations of two PRE-STORM MCSs and found that neglecting :Fin 

(2.4) lead to an imbalance in the remaining terms. Further, the calculated residual was 

larger than expected at mid levels during the mature stage of both systems, suggesting 

some physical process (e.g., turbulent mixing) was perhaps at work. 

In this section we have reviewed the use of PV concepts applied to MCSs. A concep-

tual model arises in regards to PV anomalies due to diabatic heating from a balanced-

dynamics standpoint. Some details of the PV evolution may involve unbalanced dynamics 

(Davis and Weisman 1994). An open question is a detailed look at PV evolution in real 

systems, which is the main topic of this dissertation. An additional topic of interest in-

volves the role of :Fin the evolution of PV. These topics are the subjects of Chapters 4 

and 5. 

2.4 Summary 

In this chapter, we have considered PV concepts, mesoscale convective systems, and 

some applications of PV concepts to MCSs. This is by far not a complete treatment of 

any of these subjects, rather we have reviewed some of the many highlights. A complete 

treatment of these topics alone would fill a volume. he reader seeking more detail is 

encouraged to seek out the references listed herein as well as other studies mentioned in 

those references. 

Many questions remain unanswered. Previous simulations have sed balanced models 

or primitive equation models with idealized (i.e., horizontally homogeneous) initial condi-

tions. How does PV evolve in more realistic MCSs? Raymond (1992) as well as Davis and 
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Weisman (1994) point to this area for further research. What additional physical insight 

ca.n be gained by investigat ion of realistic systems? How do results from these simulations 

compare with previous studies? Past studies have neglected frictional effects in Eq. (2.4). 

Is this a reasonable assumption for convective systems? 

This dissertation revolves around the use of PV concepts applied to MCSs. Specifi-

cally, we examine the detailed evolution of PV in the simulations of two observed MCSs 

which occurred during PRE-STORM. The PV evolution is documented at mid and upper 

levels, then a budget analysis of the terms in Eq. (2.4) is performed to identify the most 

important processes. Further, we will investigate the friction term in the PV equation, 

which, as we saw in section 2.3, has been largely neglected. These topics have not been 

completely explored in past studies and are the subjects of the following chapters. 
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Chapter 3 

SIMULATION OF THE MESOSCALE CONVECTIVE SYSTEMS 

In this chapter we will first discuss the nonhydrostatic primitive equation (PE) model 

and convective parameterization used for the simulations. We then overview the MCSs and 

discuss the model setup for each simulation, followed by a verification of the simulations. 

3.1 The Regional Atmospheric Modeling System - RAMS 

The Regional Atmospheric Modeling System (RAMS) has its origins in the CSU 

cloud/mesoscale model described by Tripoli and Cotton (1982). This modeling system 

is, like many atmospheric models, in a state of rather constant evolution and features 

of the version used in this study will be described below. Pielke et al. (1992) describe 

many recent applications of this versatile system, including Large Eddy Simulations (LES), 

simulations of thunderstorms and convective systems, mid-latitude cirrus clouds, winter 

storms, terrain-forced phenomena, an dispersion modeling. A complete list of RAMS 

options can be found in Pielke et al. (their Table 1). Since RAMS is a rapidly evolving 

model, some of the options may have been updated in newer versions. A similar model 

description, with settings for a specific case, can be found in Cram et al. (1992). 

RAMS is comprised of three main parts, all of which where used in this study. At 

the core of the system is a nonhydrostatic PE model, using a a z terrain-following vertical 

coordinate as described in Appendix A of Tripoli (1986). Details on the basic model equa-

tions, vertical coordinate, grid structure, time differencing, as well as parameterizations 

available (e.g., radiation) can be found in Tripoli (1986) and Pielke et al. (1992). For 

brevity, these details will not be repeated here, however a summary of model options used 

and the basic experimental setup are discussed and summarized in later sections. 



Another essential part of RAMS is the IS entropic AN alysis (ISAN) package. This 

package makes possible the simulation of real systems by combining NMC pressure-level 

data with rawinsonde and surface data for a specific case, and then interpolating these 

fields onto the model grid at the initial time (Tremback 1990). The observational data is 

first blended into a data set using an isentropic vertical coordinate; these data are then 

interpolated onto the model grid. Advantages of the isentropic vertical coordinate are well 

known (e.g., Kasahara, 1974); however problems may occur when a deep neutral layer is 

present, for instance if the model is initialized in the late afternoon for a summertime 

simulation. Other recently used alternate data sets for initializing the model can be found 

in Cotton et al. (1994). 

An alternate method for initializing the model uses the assumption that one atmo-

spheric sounding is representative of the conditions over the model domain. This method 

is called "horizontally homogeneous" initialization and is used for more idealized simula-

tions. This type of initialization was not used in any of the simulations analyzed here. 

A Visualization and AN alysis (VAN) package is available for examination of model 

output (Tremback 1990). This package was used for initial inspection of model output, 

but a somewhat more flexible diagnostic package was needed and developed for this study. 

3.1.1 The Level 2.5w Convective Adjustment Scheme 

One component of the simulations of the two PRE-STORM MCSs is the convective 

parameterization. For both simulations, a newly developed scheme was used, the Level 

2.5w Convective Adjustment Scheme (Weissblnth and Cotton 1993). 

This parameterization scheme was designed to be used for grid spacings between 

about 5 km (just above a threshold for "explicitly" resolving convection) and 5 km, i.e., 

for mesoscale applications. Tests with grid spacings up to 80 km indicate that the scheme 

may be effective for a more general range of scales. The scheme follows the Mellor and 

Yamada (1974) hierarchy of equations , but is based on vertical velocity variance w'w' , 

instead of turbulent .kinetic energy. In this scheme, w'w' is the predicted variable. A 

main advantage of this scheme over other cumulus parameterization schemes is that it 

allows for a "memory" of convection, by allowing w'w' to be advected from one grid box 
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to another during the time integration. Another feature of this scheme is that it has a 

source function for hydrometeors , thus the host model is not expected to deal just with a 

moistening profile as is common among cumulus parameterization schemes. 

It should be noted that these simulations were completed at a time when this con-

vective parameterization was relatively untested. The 10-11 June simulation was the :first 

performed of an actual system using this parameterization. As we will see later in this 

chapter, despite its experimental nature, this scheme performed very well in a test with 

another well-known parameterization, as well as against observations of this system. 

3.2 The 10-11 June 1985 MCS 

3.2.1 Observational and modeling studies of the 10-11 June 1985 MCS 

The 10-11 June 1985 squall line is very likely the most widely studied MCS on record. 

Johnson and Hamilton (1988, hereafter JH88) used special surface and upper-air data to 

study surface pressure features and :flow features within the squall line. They especially 

concentrate on the wake low, which they attribute to subsidence warming, and suggest 

that it is the manifestation of the descending rear-inflow jet. In addition , they present an 

overview of the MCS, including synoptic setting, satellite and radar images of the system's 

evolution, making this a good study for the reader wishing to familiarize themselves with 

this case. In a later paper, Johnson et al. (1990) examine downward vertical velocities 

near the top of the stratiform region and a lowering of the tropopause in the wake of this 

system. The upward bowing of isentropes directly over the MCS is possibly associated 

with a negative potential vorticity anomaly there. 

A single-Doppler analysis of the system by Rutledge et al. (1988) reveals many of 

the :flow features internal to the MCS which are also seen in studies of other systems. 

However, these observations are more extensive in space and time than studies of other 

systems, thus revealing more details of the :flow features ( e.g., the front-to-rear jet) in 

relation to to vertical velocities . For instance, they find that mesoscale updrafts in the 

stratiform region approach 0.5 ms-1 , greater than previously thought . 

These features , along with vorticity budgets , are examined in greater detail by Bigger-

staff and Houze (1991a,b, 1993). The authors blend (in space and time) rawinsonde, wind 
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profiler, surface, and dual-Doppler data to obtain a more highly-resolved data set than 

previous studies. This data set also gives us a new look at the transition zone between 

the convective line and stratiform region. It should be noted that the time compositing 

used in this and other studies assume the MCS is in "steady state"; this may or may not 

be completely accurate. 

Heat, moisture, and momentum budgets are calculated for the 10-11 June 1985 MCS 

in two papers by Gallus and Johnson (1991,1992). Many system-average figures a.re 

presented, along with a clear explanation of the data limitations, making these results 

valuable for verification of model simulations of this system, as well as providing a data 

set for those interested in the parameterization of these quantities. 

The most widely published simulation of this system was reported by Zhang et al. 

(1989). The Pennsylvania State University /National Center for Atmospheric Research 

(MM4) mesoscale model is used; the authors document a simulation of this MCS which 

verifies very well against observations. In a companion study, Zhang and Gao (1989) 

present details of the rear-inflow jet, surface pressure features and precipitation structure 

predicted by the simulation. These were found to generally agree well with results from the 

enhanced observation network. Based on their success with this simulation, the authors 

envision prediction of MCSs using mesoscale models in the not-teer-distant future. 

The data set supplied by the simulation of Zhang et al. has lead to several additional 

studies for this MCS, including a momentum budget (Gao et al. 1990), development of 

moist PV (Zhang and Cho 1992), and the formation of a mesovortex in the stratiform 

region (Zhang 1992). 

3.2.2 System overview 

The 10-11 June MCS initiated as a broken line of thunderstorms in SE1 Colorado, 

S\V Kansas, and the Oklahoma Panhandle around 10/2000 UTC. Figure 3.1 shows surface 

and 500 mb feature , as well as a radar summary for 10/2100 UTC. 

1We will use compass points, e.g., SE = southeast , ~W = northwest , etc., for notational brevity 
throughout . Additionally, a commonly used date/time abbreviation is employed, thus 10/2000 UTC is 
short for June 10 at 2000 UTC. To obtain local time, subtract 6 hours from UTC. 
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{a) 

{c) 

{b) 

Figure 3.1: (a) Radar summary at 10/2035 UTC, (b) Surface features at 10/2100 UTC. 
Isobars (solid contours) in inches , station temperature and dew point in degrees C [from 
JH88), (c) 500 mb analysis showing trough axis at 11/0000 UTC and 12 hours before and 
after that time [from JH88:. 
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The developing MCS at 10/2100 UTC was located in the vicinity of a su:face conflu-

ence zone which was generally oriented in a SW to NE line. A 500 mb trough is located 

just to the NW of the system at this time and propagates eastward over the lifetime of the 

MCS. The squall line forms ahead of this upper-level feature, then rapidly expands along 

the confluence zone and propagates towards the SE. By 10/2330 UTC the MCS continues 

to intensify and move in a southeasterly direction at approximately 15 ms-1 (Fig. 3.2a). 

During the developing stages of this syst~m (i.e., 10/2000 to 11/0000 UTC) the northern 

end of the system produces some severe weather, including high winds, hail, and a tornado 

(JH88, their Fig. 7) as it intersects a weak outflow boundary moving from the NE. 

Two hours later, during the growing stage at 11/0130 UTC, the MCS is oriented NE-

SW, has expanded in size, and has moved further into Oklahoma and the Texas Panhandle 

at about 16 ms-1 • During this stage, the MCS is still comprised mostly of a convective 

line, although a stratiform cloud area is beginning to form (Fig. 3.3a). By 11/0330 UTC 

the observed MCS has achieved its mature stage, with a convective line stretching from the 

Texas Panhandle into Kansas and now exhibits an expanding stratiform regicn (Fig. 3.4a). 

By 11/0530 UTC, the system has greatly weakened and is in its dissipating stage 

(Fig. 3.5a). The convective line is still active, while the stratiform precipitating area 

continues to expand and now dominates the system. The MCS continues to move in a 

SE direction as before, but now propagates more slowly, consistent with the weakening 

convective line. A surface analysis at this time shows a characteristic tripole in the pres-

sure perturbation, with the pre-squall mesolow, the squall mesohigh, and the wake low 

(Fig. 3.6b ). 

It is also interesting to note that after 11/0600 UTC the system moves out of the 

PRE-STORM mesonetwork, and most studies in the literature (both observational and 

modeling) do not consider the remnant MCS after this time. By 11/0800 UTC a new 

convective line forms at the leading edge of the decaying system, and goes through an 

entire new, shorter-lived nocturnal lifecycle in NE Texas. Unfortunately, our simulation 

did not capture this interes ing regeneration. 
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Figure 3.2: (a) Radar Summary at 10/2335 UTC, (b) Vertical velocity (10/2330 UTC) at 
5 km on Grid #2. Contour interval is 0.5 ms-1 . 
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Figure 3.3: As in Fig.(3.2) except ( a) at 11/0135 UTC, and (b) at 11/0130 UTC. 
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Figure 3.4: As in Fig.(3.2) except (a) at 11/0335 UTC, and (b) at 11/0330 UTC. 
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Figure 3.5: As in Fig.(3.2) except (a) at 11/0535 UTC, and (b) at 11 / 0530 UTC. 
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Figure 3.6: All figures at 11/0600 UTC. (a) Reduced mean-sea-level pressure from the 
RAMS simulation, (b) Surface pressure from observati ns. Solid contour in inches as in 
Fig.(3.lb) [from Zhang et al. 1989], (c) Surface pressure (solid contours) and temperature 
in C (dashed contours) from the simulation of Zhang et al. (1989) . 
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Figure 3.7: All figures at 11/0600 UTC. (a) Total precipitation (mm) from the simulation, 
(b) Total precipitation (mm) from observations [from Zhang et al. (1989)], (c) Total 
precipitation from the simulation of Zhang et al. (1989). 
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3.2.3 Model setup for the 10-11 June 1985 MCS simulation 

Generally, this simulation used the same model physics, etc., as a simulation of the 23-

24 June 1985 MCS completed by Olsson (1994). The simulation was nonhydrostatic with 

grid-scale microphysics which specify the mean diameter for rain,ice, snow, and graupel. 

Time differencing uses a leapfrog scheme, while second-order leapfrog is used for horizontal 

advection and second-order forward for vertical advection. Radiation follows Chen and 

Cotton (1983,1987) and is updated every 900 seconds; turbulence uses a deformation-K 

closure parameterization (Tremback 1990). Lateral boundary conditions are time varying, 

and are nudged to time-interpolated boundary values from initial files. The top boundary 

uses a Rayleigh friction absorbing scheme (Olsson 1994). 

The simulation of the 10-11 June 1985 MCS contained two grids, using a two-way 

interactive nesting (Clark and Farley 1984) and is shown in in Fig. 3.8. The coarser Grid 

#1, with 80 km spacing, was set up large enough to capture the synoptic-scale dynamics 

influencing the MCS, while the finer Grid #2, with 20 km spacing, was placed to capture 

details of the MCS. The vertical grid spacing is 200 mat the first level and is then stretched 

at a ratio of 1.1 to a maximum of 800 m. Below the 30 atmospheric layers are 11 soil layers. 

The soil model uses the soil moisture and vegetation scheme developed by Tremback and 

Kessler (1985). Some other details concerning the simulation appear in Table 3.1. 

This simulation was initialized using European Centre for Medium-Range Forecasting 

(ECMWF) data, which is on seven constant-pressure levels from,1000 to 100 mb and every 

2.5 degrees latitude/longitude. These data are enhanced with rawinsonde data, which are 

first vertically and then horizontally interpolated onto a common grid. Surface data are 

blended into this intermediate data set , before finally being interpolated onto the RAMS 

x-y-a z model grid. 

Using this initial data, the simulation was begun at 1200 UTC on June 10 (10/1200 

UTC) with only Grid #1 active. This configuration was run for 10 hours, until 10/2200 

UTC , at which time Grid #2 was spawned. Both grids remained active for the remainder 

of the simulation, i.e. , eight more hours ending at 11/06 0 UTC. The convective parame-

terization is active on both grids for the duration of the 3imulation. 
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Table 3.1: Model configuration for the 10-11 June 1985 MCS simulation. 

II Grid #1 I Grid #2 
number of 48 X 41 54 X 46 
grid points 
domain 3840 X 3280 1080 X 920 
size (km) 
grid 80 20 
spacing (km) 
vertical levels 30 30 
time step ( s) 90 45 
cumulus yes yes 
parameterization 
used? 

3.2.4 General verification of the RAMS simulation 

By comparison to observations, the simulated system initiates between 10/2100 UTC 

and 10/2200 UTC in SE Colorado. Within two hours (10/2330 UTC), the simulated 

system consists mainly of a line of convective cells 325 km long and has begun to propagate 

towards the ESE (Fig. 3.2b ). Compared to observations, the simulated MCS initiates too 

far awards the west, i.e., nearer the foothills of the Rocky Mountains instead of in the 

extreme SE corner of Colorado (Fig. 3.2b ). At this time, the observed MCS is oriented 

more NE-SW, while the simulated system is oriented more N-S, paraTiel to the topography. 

This , as it turns out, is our only serious criticism of the simulation. The model develops 

strong diurnal upslope flow, thus a convergence zone (both in the model and observations) 

at 10/1200 UTC in SE Colorado which acts as a focus for the observed MCS, migrates 

westward in the simulation during the late morning and early afternoon. The observed 

co vergence zone did not migrate westward. The simulated system subsequently correctly 

orients itself and propagates in agreement with the observed system. This positioning 

error in the initial stages of the simulated MCS leads to a position error during its entire 

lifetime. As we will see in the next section, the heating rates, which are more im:;,ortant to 

this study than exact positioning, agree very well. We should also note that the simulation 

of Zhang et al. (1989) die. not encounter the difficulty in MCS positioning. 
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Figure 3.8: Location of the 80 and 20 km grids for the 10-11 June 1985 MCS simulation. 

Two hours later during the growing stage at 11/0130 UTC, the simulated MCS is 

oriented NE-SW, has expanded in size, and has moved into the Oklahoma Panhandle. At 

this stage, the MCS is still comprised mostly of a convective line, although a stratiform 

cloud area is beginning to form (Fig. 3.3). The simulated MCS also continues to prop-

agate towards the SE at approximately 18 ms-1 . his compares well with an observed 

propagation speed of 16 ms-1 . 

The simulated system continues to grow ( especially the stratiform region) and prop-

agate towards the SE during the mature stage (Fig. 3.4b ). The propagation speed of the 

simulated MCS still closely matches the observed system, so the simulated position still 

lags the observed, due to the initial position error. 

The simulated syst em has begun to dissipate by 11/ 0530 UTC (Fig 3.5b ), in agree-

ment with the observations. Vertical velocities in the leading convective line have decreased 

and the propagation speed has slowed. The stratiform precipitation region continues to ex-
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pand. After this time, the simulated system continues to gradually weaken and continues 

drifting towards the SE. 

Surface pressure features in the wake of the simulated system are found in Fig. 3.6a. 

For comparison, surface pressure is also shown for observations from JH88 (Fig. 3.6b ), and 

from the Zhang et al. (1989) model simulation (Fig. 3.6c). We note that the main observed 

surface pressure features are very well reproduced by the RAMS simulation, including the 

pr~squall low, the squall high, and the wake low. Details of these features appear to be 

much better captured by the RAMS simulation than that of Zhang et al. (1989). Total 

precipitation is similarly compared among the three data sources in Fig. 3.7. Both models 

generally, but certainly not precisely, represent the observed precipitation. Neither model 

picks up a small area of intense precipitation ( associated with observed severe weather 

mentioned above) in western Kansas. It is also interesting to note that both models err 

similarly in producing the maximum simulated precipitation in central Kansas . 

3.2.5 Heating rates 

As previously mentioned, although the simulation did not verify perfectly in terms 

of the MCS location, the size, shape, and speed of the system did verify reasonably well. 

And, more importantly for this study, the simulated heating rates compare very well with 

those diagnosed from observations , as we will now see. 

Gallus and Johnson (1991) studied heat and moisture budgets from the 10-11 June 

MCS using special rawinsonde data taken during PRE-STORM. Data from three times 

(at 90 min intervals) were composited to give a total of 33 soundings for analysis. These 

were interpolated onto a rectangular grid with a spacing of approximately 50 km and then 

data were averaged along the squall line at various times. These observational data form 

the basis of our comparison. 

Gallus and Johnson consider the form of the thermodynamic equation, 

&s _ arw 
Q1 = -+v1 •sV + -8t 8p 

where s = cpT + gz is the dry static energy, p is pressure, w = dp/ dt , and the overbar 

denotes a horizontal average. Some confusion arises because Q1 has the units J kg-1 hr-1 , 
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but most figures in literature present units of K hr-1 . To convert to these more intuitive 

units, we simply divide by cp, thus plots presented here are actually Qif cp . 
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Figure 3.9: (a) Diagnosis of Qi/cp at 11/0300 UTC from observations [from Gallus and 
Johnson (1991)], (b) Qi/cp from the simulation at 11/0300 UTC. 

Figure 3.9a shows Qi/ cP from Gallus and Johnson at 11/0300 UTC while Fig. 3.9b is 

the corresponding analysis from the simulation. Immediately apparent is the good quali-

tative and quantitative agreement. For instance, maximum heating rates are almost 14 K 

hr-1 from the observational study, and 16.5 K hr-1 for the simulated system. Minimum 

cooling rates in the stratiform region show similar agreement. The main difference between 

heating rates diagnosed from observations and those from the model occurs in the lowest 
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levels along the convective line. One possibility is that the convective parameterization is 

not correctly representing heating there. Another, perhaps more likely, possibility is that 

the relatively narrow, leading convective line is not resolved by the observations of Gallus 

and Johnson. Although the observed gridded data has a spacing of approximately 50 km, 

the composited station spacing is about 80 km, making smaller-scale features difficult to 

resolve. Gallus and Johnson point to this limitation, stating that lack of resolution leads 

to a 40% underestimate in the convective rainfall rates. Despite the differences at low 

levels, the general agreement between observations and the model was very encouraging. 

:z:, -:z:. -?$ 

0is1ancl flaln lecdll9 ec191 ot llldar ICho 11ml 

<\r/L .,"~ 
<-'.:-• -==, --~-z • - l:-· --- . 0 , ---- H 

.0 . 1 
1', 

8 \~ 

~s~· ' , 
'v ', 

/'' 
H ,.' \ 

1 . 7 / ~l ' 

---

Figure 3.10: As in Fig. (3.9) except at 11/0600 UTC. 
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Shown in Fig. 3.10 are observed and model heating rates at 11/0600 UTC. At this 

time the system is beginning to dissipate; heating rates are lower while cooling associated 

with stratiform precipitation has increased. The agreement is again very good; the main 

difference is again at lower levels. 

It is interesting to note the conspicuous lack of presentation of any heating rates in the 

"remarkable" simulation of this system by Zhang et al. (1989). Inaccurate representation 

of heating would bring into question the usefulness of that simulation in any PV study 

(e.g., Zhang and Cho 1992). 

3.2.6 Comparison with a simulation using the Kuo cumulus parameterization 

One sensitivity experiment worth noting was a comparison between the Level 2.5w 

Convective Adjustment Scheme and a modified Kuo-type convective parameterization 

(Tremback 1990). This comparison is not completely fair, since the 20 km grid spacing 

used on the second grid for these runs is smaller than that for which the Kuo scheme was 

originally designed. 

The main result can be briefly summarized: the Level 2.5w scheme much more re-

alistically reproduced the observed position, movement, and structure of the observed 

system. Specifically, major surface features ( e.g., the wake low), and main flow features 

(e.g., the rear-to-front descending :flow branch) were not well captured by the modified 

Kuo scheme. Tremback (1990) modified the original Kuo scheme to include downdrafts. 

These modifications should, if anything, have enhanced these features; thus the original 

Kuo scheme would be expected to perform worse than the modified scheme. 

3.3 The 23-24 June 1985 MCS 

3.3.1 Observational and model studies of the 23-24 June 1985 MCS 

Although not nearly as widely studied as the 10-11 June MCS, the 23-24 June MCS 

has been the subject of several studies. The system is first mentioned by Augustine and 

Howard (1988) in their climatology of MCCs occurring in 1985. They note that this 

was a particularly active MCS year, due to a "mean quasi-geostrophic forcing pattern", 
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especially in June. The 23-24 June case distinguished itself for a relatively large a.mount 

of death and destruction (see their Table 3) among 1985 MCSs. 

The 23-24 June MCS was also noteworthy for what did not occur. Stensrud and 

Maddox (1988) document the ~CS from a forecaster's standpoint . Two distinct systems 

sent out outflow boundaries which were forecast to form new deep convection upon col-

lision. None occurred. Further analysis ( completed after the fact) revealed upper-level 

mesoscale circulations induced by the two MCSs which lead to mid-level divergence, ef-

fectively capping any deep convection. 

Johnson and collaborators performed the most complete observational studies re-

garding this system. Johnson et al. (1989) document surface features associated with this 

system, especially heat bursts ( sudden, dramatic rises in temperature with a drop in dew-

point) and surface mesolow formation . They also note that this system is "an outstanding 

example of upscale development of convection". In a later study, Bernstein and Johnson 

(1994) focus on the heat bursts, which they attribute to dry, adiabatically sinking air as 

part of the rear-to-front :flow branch. Johnson and Bartels (1992) examine upper-level 

features, especially a warm-core mesovortex, which forms between 3 and 8 km above the 

surface. They note the complex structure of the mesovortex as well as its complicated 

formation, which is due to the interaction of multiple scales ranging from the synoptic 

down to the microscales . 

Olsson (1994) completed the only known simulation of one of the MCSs occurring on 

23-24 June 1985. His emphasis was on the analysis of balanced circulations associated 

with the observed mesovortex. This simulation is described in greater detail in the next 

sect ion. 

3.3.2 System overview 

Upper-air and surface analyses near the time of convective initiation are shown in 

Fig. 3.11. At 500 mb, a large ridge is located over the southeastern USA, with a weak 

shortwave evident over ~ebraska, near the developing MCS (see Fig. 3.12a). Weak cold-air 

advection at 500 mb is also taking place at this time. At the surface (Fig. 3.llb), a quasi-

stationary front runs approximately east-west across the central USA, with relatively dry 
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air north and much more moist air south of the front. This moist air rapidly advected 

northward. Initial convection fires along this front in Iowa about 23/1900 UTC. 

The 23-24 June 1985 PRE-STORM MCS might actually be better termed an "MCS 

event", since two main MCSs formed in the region. The larger of these two systems 

(which was the focus of the simulation) has expanded along the front in western Iowa and 

southeastern Nebraska by 23/2235 UTC (Fig. 3.12a). A second smaller MCS is located 

in western Kansas. This smaller MCS is not captured by the simulation at this time 

(Fig. 3.12b) since that area is not included in Grid #3 (Fig. 3.15). Hereafter, we simply 

refer to the larger of the two MCSs as the 23-24 June MCS, and will neglect the other, 

smaller system. 

The propagation speed of this system is less steady than the 10-11 June MCS and 

points to a difference between the two MCSs. The 10-11 June MCS had a classic squall line 

structure, with a long, well-defined leading edge that could be easily tracked over time. 

By contrast, the 23-24 June MCS featured deep convection embedded more randomly 

along the leading edge, making a propagation speed more difficult to define. 

After 24/0000 UTC, the system continues to expand and move southward. At 24/0230 

UTC the MCS is located along the Iowa-Missouri border, extending into NE Kansas 

(Fig. 3.13a). Four hours later, the MCS has continued to move southward and has begun 

the transition from a mature to dissipating MCS (Fig. 3.14). After this time the MCS 

slows its southward progress and dissipates . 

A much more detailed analysis of the evolution and movement of the simulated MCS 

is presented in Olsson (1994), as previously discussed. 

3.3.3 Model setup for the 23-24 June 1985 MCS 

The major difference between this simulation and that for 10-11 June was in the grid 

structure, which is summarized for the 23-24 June MCS in Table 3.2 (cf. Table 3.1). The 

23-24 June simulation used three grids (Fig. 3.15) instead of only two used for the 10-11 

June case. Three grids were needed for two reasons (Olsson 1994). First, forcing for this 

MCS was apparently not strong enough to allow the parameterization to trigger with the 

25 km spacing used on Grid #2. Second, convection near the boundaries of Grid #2 would 
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Figure 3.11: (a) 500 mb analysis at 24/0000 UTC, (b) Surface analysis at 23/2100 UTC. 

Figure 3.12: (a) Radar Summary at 23/2235 UTC, (b) Vertical velocity (23/2235 UTC) 
at 5 km on Grid #2. Contour interval is 0.5 ms-1 . 
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Figure 3.13: As in Fig.(3.12) except at (a) 24/0235 UTC, and (b) at 24/0230 UTC. 

Figure 3.14: As in Fig.(3.12) except at (a) 24/0635 UTC, and (b) at 24/0630 UTC. 
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possibly cause problems with the analysis of balanced dynamics, which was the main goal 

of that work. Thus to reduce spurious convection away from the area of interest, the Level 

2.5w Convective Adjustment Scheme was only used on the finest grid (i.e., Grid #3) for 

the 23-24 June case. This potentially leads to problems in the representation of heating 

in the two simulations, since in the case of 10-11 June the convective parameterization 

was employed on the 20 km grid, while in the 23-24 June case, it was used on the 8.33 

km grid. The vertical grid structure differs somewhat from the 10-11 June simulation as 

well. The 23-24 June simulation uses 175 m at the lowest level, stretching at a ratio of 

1.1 to a maximum vertical spacing of 1000 m. 

Table 3.2: Model configuration for the 23-24 June 1985 MCS simulation 

II Grid #1 I Grid #2 I Grid #3 
number of 55 X 44 80 X 65 101 X 77 
grid points 
domain 4050 X 3225 1975 X 1600 833 X 633 
size (km) 
grid 75 25 8.33 
spacing (km) 
vertical levels 32 32 32 
time step ( s) 90 45 22.5 
cumulus no no yes 
parameterization 
used? 

Grids #1 and #2 (Fig. 3.15) were active from the beginning of the simulation, i.e., 

23/1200 UTC. This configuration was run until 23/1800 UTC , when Grid #3 was added. 

All three grids were then active until the end of the simulation, 24/1200 UTC. The Level 

2.5w Convective Adjustment Scheme was activated (on Grid #3 only) at 23/1900 UTC, 

near the time of convective onset , and remained active until the system was well into its 

dissipating stage, at 24/ 0800 UTC. 
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Figure 3.15: Location of the model grids for the 23-24 June 1985 MCS simulation. 

3.3.4 General verification 

Deep convection with the simulated system also starts in southern Iowa and at 

23/2230 UTC agrees well with the observed system (Fig. 3.12b ). At this time deep con-

vection which is not observed is also occurring over Illinois. 

The simulated system grows and moves south in agreement with the observed MCS. 

At 24/0230 UTC (Fig. 3.13b) the both the simulated and observed systems are on the 

Iowa-Missouri border. The simulated system is aligned E-W, whereas the observed system 

is oriented somewhat more WSW-ENE. Recall that the Grid #3 domain does not extend 

into western Kansas, hence the convection observed there at this time is not captured by 

the simulation. 

Four hours later, at 24/0630 UTC (Fig. 3.14b ), the simulated MCS has continued to 

move south and has begun to dissipate. In agreement with the observations, the speed of 

the simulated MCS slows as it weakens. After this time, the simulated MCS continues to 

dissipate. 
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3.3.5 Heating rates 

The magnitude of the heating rate (Qi/cp) is potentially higher in the 23-24 June case 

than the 10-11 June case, due to the finer resolution of the grid on which the convective 

parameterization was active. We will now determine whether the averaging done to place 

Grid #3 data onto Grid #2 ( which will be used for our analysis) gave consistent heating 

rates for our analysis. 

Heating rates were calculated from the 23-24 June simulation as they were for the 

10-11 June case. Unfortunately, no observations of heating rates exist for this system 

as they do for the 10-11 June MCS. Thus, we are restricted to a somewhat qualitative 

evaluation of heating rates for the 23-24 June case. 

Figure. 3.16 shows heating rates averaged along the MCS (in an east-west direction) 

during the dissipating stages of this system. Maximum heating rates at this time are 

about 12 K hr-1 and are associated with the weakening convective line. Cooling in the 

precipitating stratiform region is about 3 K hr-1 . The shape and magnitude of the heating 

for this system are consistent with both the simulation and observations of the 10-11 June 

MCS ( cf. Fig. 3.10). One noticeable difference is the lack oflow-level heating along the 

convective line of the 23-24 June case, which occurs for two reasons. First, at this time 

the convective line is weaker than for the 10-11 June MCS. Second, the convective line in 

the 23-24 June MCS was much more broken, with many gaps in deep convective cells, as 

opposed to the solid, unbroken convective line associated with the 10-11 June MCS. 

Thus it appears that heating rates on Grid #2 are consistent, at least qualitatively, 

with both observations and the results from the 10-11 June simulation. 
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Figure 3.16: Qif cp from the simulation at 24/0600 UTC. 
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Chapter 4 

PV EVOLUTION ASSOCIATED WITH THE MESOSCALE 

CONVECTIVE SYSTEMS 

We begin this chapter with a short discussion of the data processing carried out from 

model output data. The remainder of this chapter is devoted to a description of the 

evolution of P associated with two simulated MCSs, from the pre-MCS environment to 

the dissipating stages. We will focus our attention on two levels, a middle level where a 

positive P anomaly is often observed and an upper level, below the tropopause, where a 

negative anomaly is observed. Our description here is meant to show how P evolved; why 

it evolved as it did is the subject of the quantitative budget analysis in the next chapter. 

4.1 Post-model Processing 

Model output was written out every 30 min during the simulation in files which 

contain data on the model a z coordinate. These coordinates can, however, be inconvenient 

for analysis, especially at low levels. Even on the relatively small Grid #2 domain for the 

10-11 June simulation, the lowest model level extends from about 900 to 700 mb, or from 

about 500 m to 3000 m, making interpretation difficult. For this reason, another vertical 

coordinate was chosen for analysis. 

Two likely choices for a vertical coordinate were pressure or Cartesian. Pressure 

coordinates have an advantage of being quasi-horizontal and compatible with standard 

weather charts for comparison. This latter point was less important since most of the 

products considered in this analysis were not on standard charts. A disadvantage of 

pressure coordinates compared to Cartesian coordinates was an extra level of calculation, 

e.g., calculating w = dp/dt in the total derivative. Thus it was concluded that Cartesian 

was the most straightforward choice for a vertical coordinate. 



From the model output files, u, v, w, 8, p, and P were linearly interpolated to Carte-

sian space at 500 m intervals. These files were saved and form the "raw" data used for 

the analysis. The analysis further required calculations of temporal and spatial deriva. 

tives, e.g., in the code to calculate (2.4). Time derivatives were calculated using centered 

time differencing. Spatial derivatives were also calculated using centered differencing. In 

addition, for consistency, spatial derivatives were averaged over the three times spanning 

the temporal derivatives. Further averaging will be addressed as results are presented in 

Chapter 5. 

4.2 PV evolution during 10-11 June 

In this section we examine the mid- and upper-level P evolution associated with the 

10-11 June 1985 MCS, from ambient fields prior to MCS initiation to those as the MCS 

is dissipating. 

4.2.1 Structure prior to MCS initiation 

The ambient P field before MCS initiation is fairly quiet at mid levels. Fig. 4.1 shows 

P and winds at 5 km over most of the Grid # 1 domain. One feature that is apparent is 

some slightly higher-Pair extending downwards from upper levels through Wyoming and 

into South Dakota. In general, ambient values at this level are on the order of 0.5 PVU 

or less. 

At upper levels (Fig. 4.lb) we see a strong "inverted ridge" of high-P air in the 

north-central U.S.A. associated with an upper-level trough there. A large region is under 

the influence of stratospheric air ( defined as P > 2 PVU) at this level, with maximum 

values of 6 PVU over Wyoming. It is interesting to note that the MCS initiates ahead of 

the upper-level P gradient and the squall line grows parallel to it, suggesting a possible 

influence of this upper-level feature. 

A cross section through the upper-level high-P air in the vicinity of the MCS genesis 

region shows that the stratospheric air dips down to about 10 km at its lowest point 

(Fig. 4.lc). What effect this feature had on the development of this MCS is difficult to 

ascertain due to possible influences of the mountains. Potential temperature contours are 
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Figure 4.1: (a) P and winds at 10/2000 UTC and 5 km over a portion of the Grid #1 
domain. Contour interva.i is 0.3 PVU and maximum wind vector is 27 ms-1 , (b) P and 
winds at 10/2000 UTC and 10 km, maximum wind vector is 45 ms-1 , (c) potential vorticity 
and potential temperature at 10/2000 UTC along the section shown in (b ). 
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also plotted; in upper levels some packing of isentropes associated with high-P air is seen. 

At 11.5 km the maximum Bis 341 K. 

In order to better determine the effect of the convection, an additional experiment 

was run using only Grid # 1 in which the convective parameterization was never activated, 

thus simulating a situation in which an MCS did not occur. In this experiment, the upper-

level inverted P ridge simply advects eastward without a significant change in structure. 

At mid levels, no significant changes occur. Thus, changes in P investigated in the next 

subsections can be attributed to the influence of the MCS. 

4.2.2 Evolution at mid levels 

The size of the mid-level P anomaly that forms as the M CS develops is largely 

contained within Grid #2. Thus we will take advantage of this more highly-resolved 

domain for an examination of P evolution at this level. 

By 10/2300 UTC the MCS has begun to develop as a short N-S oriented convective 

line in SE Colorado. The ambient P pattern has now been replaced by strong anomalies1 

(Fig. 4.2a). A region of high P air, with a maximum of 6 PVU, is located towards 

the southern end of the MCS, while negative P air to almost -3 PVU is located in the 

southern region of the MCS. At this time the P anomalies are collocated with the MCS 

(cf. Fig. 3.2a). 

Negative P air consists of either strong anticyclonic shear (i.e., negative absolute 

vorticity) or a superadiabatic layer (i.e. , 80/8z < 0). Since the latter is unlikely except in 

a shallow layer near the surface, we anticipate the former. This is a.i.so seen in Fig. 4.2a, 

which shows the fl.ow deflected anticyclonically around the north end of the MCS, and 

cyclonically around the south end. From the figure the impression is that the MCS is 

acting as a barrier to the ambient flow, with deflection around it. 

This vorticity pattern also resembles that obtained in a thunderstorm simulation by 

Rotunno (1981). This vortex couplet forms due to tilting of ambient horizontal vorticity 

1 Here we use the term "anomaly" somewhat loosely. Any 'P that deviates from the time-varying 
ambient value that would have occurred in the absence of the M CS is considered an anomaly. 
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(associated with strong low-level shear) by the main thunderstorm updraft. Verlinde and 

Cotton (1990) observed such vortex pairs using dual-Doppler radar. It is important to 

note that the horizontal scale of vortex pairs in the above two studies is between 10 and 

40 km. In the 10-11 June MCS, the P (and vorticity) couplet spans about 300 km. 

Two hours later, at 11/0130 UTC, the MCS and associated P anomalies have taken 

on a more NE-SW orientation as the simulated system begins to move into Kansas and 

Oklahoma (Fig. 4.2b) . Peak values of the positive and negative P anomalies have increased 

to +8.4 and -3.5 PVU respectively. More important, the character of the P anomalies and 

flow vectors have dramatically changed. 

The positive and negative P dipole seen two hours earlier at this level is no longer 

apparent. Both anomalies have expanded with a shape oriented along the MCS. The 

positive P anomaly is still collocated with the MCS at this time (cf. Fig. 3.3a). However, 

the negative anomaly is now located to the rear of the system, is spatially less expansive 

than the positive anomaly, and is also less organized than two hours previous. 

The flow :field is necessarily altered as well. Speci:fically, with the loss of the P dipole 

pattern, the fl.ow no longer has the "bookend" appearance of the earlier time. The MCS 

still qualitatively appears to present a barrier to the ambient flow, with very weak winds 

directly downwind of the MCS. 

The area encompassed by the negative P anomaly at this level continues to decrease at 

11/0330 UTC, although it maintains about the same magnitude (Fig. 4.2c). The negative 

anomaly is still located to the rear of the positive anomaly (which has weakened to 6.3 

PVU). Another important change has taken place. Both anomalies are now towards the 

rear of the storm, and are hence associated with the stratiform precipitating region. In 

addition, the strongest part of the positive anomaly is now located towards the ~E end 

of the storm. 

The flow field shows a trough along the rear portion of the MCS , although no closed 

vortical circulation has formed either in the absolute wind field or in the system-relative 

winds. 

During the dissipating stages at 11/ 0530 UTC, the system is dominated by positive 

P anomalies (Fig. 4.2d) . Both positive and negative anomalies have weakened (5 and -1.4 
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Figure 4.2: P and winds over the Grid #2 domain at 5 km. Contour interval is 0. 7 PVU 
and maximum wind vector::::: 30 ms-1 . (a) 10/2330 UTC, (b) 11/0130 UTC, ( c) 11/0330 
UTC, (d) 11/0530 UTC. 
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PVU respectively). Small negative anomalies are now located at the front of the MCS. 

The main positive anomaly is still located towards the rear and NE end of the storm. 

The fl.ow field at this time is similar to 11/0330 UTC, with cyclonic fl.ow dominating the 

system. 

Summarizing, the perturbation 'P field at 5 km starts as a dipole, with positive 

(negative) anomalies at the south (north) collocated with the convective line. A gradual 

evolution takes place, with the anomalies migrating towards the rear of the MCS and a 

widespread positive anomaly greatly dominating smaller and weaker negative anomalies. 

The processes responsible for the demise of the negative anomaly as well as the growth of 

the positive anomaly are subjects of the budget analysis in the Chapter 5. 

4.2.3 Evolution at upper levels 

The upper-level 'P anomaly that forms as the MCS grows is more strongly influenced 

by ambient :flow at this level, and is not contained within the Grid #2 domain. We 

will thus not be able to use the more highly-resolved model data from this grid and will 

examine the P evolution at this level using Grid #1 data. 

As we have seen, the MCS at 10/2330 UTC has begun to organize in SE Colorado. The 

upper-level high-'P air has translated eastward (Fig. 4.3a) as can be seen by examination 

of the 2.1 PVU contour ( cf. Fig. 4.lb ). In addition, we see from Fig. 4.3a the beginnings 

of an "erosion" of the high-P air collocated with the MCS, with a decrease of about 1 

PVU from ambient values . Winds also show this perturbation, with more diffi.uent fl.ow 

appearing over the MCS. 

Two hours later, at 11 / 0130 UTC , an area with P = -1.8 PVU now has developed 

north of the MCS (Fig. 4.3b ). It appears that this area has become separated from the 

MCS. Over the north enci. of the MCS itself, a positive P anomaly is seen, while a weaker 

negative anomaly is located over the south end of the MCS. The diffiuent outfow has 

increased as well. 

This trend continues as the main negative 'P anomaly weakens slightly (by 0.3 PVU) 

but continues to advect towards the NE as the storm itself propagates towards the SE. 

By 11/ 0330 UTC, the main negative anomaly and associated anticyclonic flow (Fig. 4.3c) 
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{a) (b) 

(c) (d) 

Figure 4.3: P and winds over a portion of the Grid #1 domain at 10 km. Contour interval 
is 0.3 PVU and maximum wind vector::::: 50 ms-1 . (a) 10/2330 UTC, (b) 11/0130 UTC, 
(c) 11/0330 UTC, (d) 11/0530 UTC. 
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have become completely detached from the MCS. A positive P anomaly is still associated 

with the NE end of the MCS and has strengthened. From this overview, it is not obvious 

whether the positive anomaly forms in situ or is advected in from the reservoir upstream. 

During the early dissipating stages (11/0530 UTC), the features previously seen are 

all still evident, although all anomalies have weakened (Fig. 4.3d). The strong deformation 

of the inverted P ridge due to the formation of the MCS is also evident by this time. 

4.2.4 Vertical structure 

We will first investigate the vertical structure of the mid-level P anomalies that form 

on Grid #2 during the life of the simulated MCS. Then we will again utilize Grid #1 data 

to investigate the change in vertical structure of the inverted P ridge over the larger-scale 

domain. 

Shown in Fig. 4.4 is a north-south section through the MCS at 10/2330 UTC. Both 

the positive and negative P anomalies that were apparent in Fig. 4.2 extend through most 

of the troposphere. The sign does reverse in the lowest 2 km under each anomaly, but 

these are an order of magnitude weaker than the main, mid-level anomalies. The positive 

anomaly has a maximum of almost 8 PVU near 5 km, while the negative anomaly is 

weaker. An east-west section through each anomaly (not shown), does not show much 

additional structure, i.e., these anomalies are (in a smoothed sense) quite symmetrical. 

As we saw earlier, the structure of P at 5 km changes dramatically in the next 

two hours; the north-south dipole is gone and features are becoming more linear along 

the squall line. For the remaining times we examine sections through some of the more 

prominent features. We will also look at the average P along the MCS, as well as a 

standard deviation to ascertain the amount of variability from the average along the line. 

A NW-SE section hrough the MCS at 11/0130 UTC is shown in Fig. 4.5a. A 

deep positive P anomaly, with a maximum of almost 6 PVU, exists at mid levels. The 

positive anomaly corresponds to the main convective updraft and tilts rearward.2 with 

2We use front to mean towards the direction of MCS propagation, i.e. , southeast , and thus reai refers 
to a direction towaid the northwest. 
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Figure 4.4: North-south section of P at 10/2330 UTC, shown in Fig.( 4.2a). 

height towards the forming stratiform region. A deep region with negative P is seen 

to the rear of the positive anomaly, associated with a developing rear-inflow jet. The 

boundary between positive and negative P corresponds well to the boundary between 

rising and sinking air. Rearward of the negative anomaly is another, weaker mid-level 

positive anomaly. Strong anomalies are seen near the surface, located near the leading 

convective line and cold pool due to baroclinic effects. 

Average P along the squall line is shown in Fig. 4.5b. Generally, we have positive 

values towards the front of the system, with a maximum of 2.4 PVU, and a minimum 

(about -1 PVU) towards the rear. The tilt of the anomalies seen in the sample section is 

not seen in the average and the maximum positive anomaly is somewhat elevated. The 

standard deviation (Fig. 4.5c) shows values on the same order as the average, indicating a 

large variance along the MCS. This can also be interpreted as the MCS being highly three-

dimensional, and thus a two-dimensional slice would not necessarily be representative of 

the system as a whole. Most of the deviation occurs along the boundary between positive 

and negative P and an even stronger contribution in the region of surface baroclinicity. 

At 11/0330 UTC, the pattern is similar to the previous time, as seen in Fig. 4.6a. 

However, the P anomalies now show more tilt towards the northwest , corresponding to 

more tilt in the vertical velocity field. The anomalies are stronger, with the negative 
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Figure 4.5: Northwest-southeast sections at 11/0130 UTC , shown in Fig.(4.2b), (a) P , 
(b) 'P average along the M CS , ( c) Standard deviation of P. 
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anomaly now -3.6 PVU. The maximum value of the positive anomaly along this section 

has also decreased slightly. It should be kept in mind that these are "snapshots" across one 

portion of the MCS at one time, so care must be exercised when comparing magnitudes 

of the anomalies at different times. 

At this time, the average along the squall line much better matches the individual 

section (Fig. 4.6b ), with a mid-level maximum at a.round 4 km, and tilting region of 

negative P towards the rear of the system. The average negative anomaly is not as well 

defined as the positive anomaly because it does not extend along the full length of the 

system, as does the the positive anomaly ( cf. Fig. 4.2c) . The pattern of standard deviation 

along the MCS (Fig. 4.6c) qualitatively matches the average. Thus the structure seen in 

the average is more representative of the system as a whole, and thus at this time the 

MCS might be considered more two dimensional. 

During this stage of the MCS lifecycle, the negative P anomaly appears to be as-

sociated with the rear-inflow jet. Since negative 'P indicates symmetric instability (SI), 

it appears that the rear-inflow jet is associated with SI, while the front-to-rear flow is 

associated with symmetric stability. As we saw in Chapter 2, negative moist P (MPV) 

indicates conditional symmetric instability (CSI). It is interesting to note that Zhang and 

Cho (1992) analyze negative MPV ( and hence CSI) associated with the front-to-rear 

flow, and conditional symmetric stability associated with the rear-inflow jet . 

As the system enters its dissipating stages, the P pattern takes on a more asymmetric 

shape (Fig. 4.2d), with the stronger positive anomaly towards the NE end of the MCS. A 

section through the approximate center of the system (Fig. 4.7a) shows a rather compli-

cated structure, but generally there is tilted positive P along the front-to-rear ascending 

flow. Vertical velocities along the rear-inflow jet have decreased and we have lost most of 

the negative P anomaly here. The main features are a mid-level maximum of al.most 4.2 

PVU at 4 km, with secondary maxima near the surface, and aloft towards the rear of the 

system. A weak region of negative 'Pis seen at upper levels towards the front of the MCS. 

Figure 4.7b shows the average along the MCS at 11/0530 UTC. Generally, the average 

shows the titled positive 'P anomaly seen in the individual section, with weaker magnitudes. 
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Figure 4.6: Northwest-south.east sections at 11/0330 UTC, shown in Fig.(4.2c), (a) 'P, (b) 
'P average along the MCS, (c) Standard deviation of P . 
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Figure 4.7: Northwest-southeast sections at 11/0530 UTC, shown in Fig.(4.2d), (a) P, 
(b) P average along the MCS, ( c) Standard deviation of P . 
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The average extends to include the much weaker SE portion of the storm, thus much detail 

is lost. It is interesting to note that the maximum in the average is now located near the 

surface. A secondary, weaker maximum is seen near 6 km. The standard deviation at this 

time (Fig. 4. 7c) shows little resemblance to either the individual section or the average. 

We now see a broad region in mid levels, indicating that at this time, the MCS has once 

again evolved into a highly three-dimensional system. This can be inferred from Fig. 4.2d 

as the MCS has become more asymmetrical than during its mature stage. 

To examine the larger-scale modification of P, we take an east-west section through 

Grid #1 (Fig. 4.8). This section is similar to the previous one (cf. Fig. 4.lc) and is 

not perpendicular to the MCS but across the original inverted P ridge at upper levels. 

At once apparent is the distortion of the ambient structure by the MCS. On this scale 

and at this location, we see weak positive P at upper levels with a smaller-sized positive 

anomaly at around 5 km and another above 9 km. A lobe of P, as seen by the P = l PVU 

contour, extending down from near the tropopause is interesting as well. A region of weak 

negative P is seen centered at approximately 3 km. Potential temperature shows lowered 

stratospheric air in the wake of the MCS, with a maximum value at 11.5 km of 351 K, 

or 10 K greater than the initial time. This pattern of a raised tropopause and lowered 

isentropes (i.e., warming) directly over the MCS, followed by a lowered tropopause to the 

rear of the system closely resembles observations of this MCS by Johnson et al. (1990). 

From (Fig. 4.8) we also see a lobe of high-P air extending down to mid levels. There is 

some suggestion that an exchange of air between the stratosphere and troposphere may 

be taking place. 

4.2.5 Summary 

We now briefly summarize the evolution of P with this MCS. At mid levels , we initially 

see a horizontal positive-negative dipole structure. Over its lifetime, the P anomalies grow 

along the developing MCS. However, the negative anomaly eventually disappears, while a 

broader positive anomaly dominates. 

A comparison with Raymond (1992) shows general agreement in the early stages of 

this MCS ( cf. his Fig. 11). Raymond shows a positive-negative PV dipole at mid levels 

69 



PV and potential temperature 11/0530 UTC 
1----,_ ---- <:::::;:= ·~ --

0 100 200 JOO 400 500 100 700 100 tao 1000 1100 1200 000 1400 1500 1100 t7m 1100 ttoO 2000 

w (km) E 

Figure 4.8: East-west section of 'P (bold contours) and potential temperature (light 
quasi-horizontal contours) at 11/0530 UTC along the same section as shown in Fig.(4.lc) . 

similar to our results at 10/2330 UTC. As the 10-11 June MCS continues to grow, the 

'P anomalies go from a mostly horizontal structure and attain a more vertical structure. 

This is in qualitative agreement with Raymond's paradigm for small vs. large MCSs. 

Our results show less agreement with those of Davis and Weisman (1994). Reference 

to their Fig. 2 does show a 'P dipole at 2.1 km, but in an opposite sense to our results at 

5 km. A section through their simulated MCS shows that forcing reverses itself at about 

5 km (see their Fig. 11) , hence at mid levels , the two simulations may indeed be similar. 

During the mature stage of both simulations, there appears to be more agreement . 

One aspect that we should keep in mind when comparing various studies is the nature 

and structure of the convection. Raymond (1992) considers "sphere"-shaped heating 

functions , approximately like the 10-11 or 23-24 June systems in their early stages. Davis 

and Weisman (1994) consider a line of convection initiated by spherical warm bubbles. 

We will compare similarities and differences between our results and the study of Davis 

and Weisman, as well as the results of Raymond, in great er detail in the next Chapter 5. 

At upper levels , a strong· negative 'P anomaly initially forms , associated with deep 

convective cells. Over time, this anomaly appears to advect away and become detached 

from the MCS. A positiv~negative dipole subsequently forms , but in the opposite sense 
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of the dipole at mid levels. Thus, the larg~scale ambient P structure is dramatically 

altered at upper levels. 

Sections across the system at various times generally show deep positive P anomalies 

associated with the front-to-rear flow and deep negative P anomalies in the rear-inflow 

jet. Although there is usually a maximum of the positive anomaly at mid levels, there is 

no distinct vertical dipole during the forming stages or vertical tripole structure during the 

mature stage as simulated by Hertenstein and Schubert (1991) with their two-dimensional 

semigeostrophic model. Averages taken along the MCS, as well as standard deviations, 

suggest that during most stages in the MCS lifecycle, the P distribution is very three-

dimensional. An exception is during the mature stage. 

4.3 PV evolution during 23-24 June 

We now examine the evolution of P over the lifetime of the second simulated MCS. 

As we saw in Chapter 3, the structure of convection with this MCS differs from the 10-11 

June case. Instead of a long squall line with tilted updraft and downdraft branches, this 

system is dominated by more randomly organized deep convective cells. 

4.3.1 Structure prior to MCS initiation 

The ambient P field at 5 km before convection begins is , as in the previous case, 

relatively quiet (Fig. 4.9a). Some higher Pis seen over Wisconsin and Michigan which is 

associated with lowered stratospheric air in this region . At 10 km (Fig. 4.9b) we see high-

P air in the northern USA which is at the southern end of an upper-level trough centered 

over Hudson Bay. The north-south gradient across this feature somewhat resembles that 

of the 10-11 June case, but is not as strong. The MCS starts just to the south of this 

gradient, although in this case the MCS propagates towards the south, while the high-P 

air moves eastward. An experiment without convection shows that this feature remains 

unaltered, except for moving eastward, much as the previous case. 

A north-south section taken through the P gradient at 23/1900 UTC before the 

MCS initiates (Fig. 4.9c) shows a tropopause (in terms of P ) with some waviness before 

distinctly dipping downward near the north end of the domain. Potential temperature 
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Figure 4.9: (a) P and winds at 23/1900 UTC and 5 km over a portion of the Grid #1 
domain. Contour interval is 0.3 PVU and maximum wind vector is 36 ms-1 , (b) P and 
winds at 23/1900 UTC and 10 km, maximum wind vector is 41 ms-1 , (c) P and potential 
temperature along the section shown in (b ). 
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is much more closely packed near the high-P air. As previously mentioned, the MCS 

subsequently initiates to the south of this feature. Vertical velocities do not show signs 

of deep or organized updrafts through the troposphere. Some organization in vertical 

velocity and divergence fields is seen near the surface front (see Fig. 4.9c). A small region 

of 0.5 PVU air also marks the location of the surface front. 

4.3.2 Evolution at mid leuels 

We now examine the evolution of P at mid levels; as in the previous case, we will 

examine results on Grid #2 (25 km grid spacing) for this level. By 23/2230 UTC, deep 

convective cells have been f:ring for about two hours. At this time, two main convective 

cells are active with no re organization and each cell has a positive-negative P dipole 

(Fig. 4.10a). These resemble the dipole seen in the 10-11 June MCS, although the anoma-

lies here are weaker, with -1.4 PVU < P < 3.5 PVU. Winds show cylonic (anticyclonic) 

shear with each positive (negative) anomaly. 

In general, this MCS takes longer to organize than the 10-11 June case. However, two 

hours later, the cells begin to merge, as do the P anomalies (Fig. 4.10b ). Positive-negative 

P dipoles are still apparent, but these have also begun to blend together. The anomalies 

have strengthened, now ranging from -2.1 PVU < P < 6.3 PVU. Winds now appear to 

be deflected more around the entire system rather than around each dipole. 

The system continues to organize and grow as it moves towards the south. The main 

part of the MCS is now located over northern Missouri. As in the 10-11 June case, as 

the system matures, the positive P anomaly begins to dominate and the area of negative 

anomaly shrinks (Fig. 4.1 c). Both anomalies have weakened somewhat, and the positive 

anomaly now begins t o display an asymmetric shape. Wind vectors now show what 

appears to be a rear-inflow jet developing, with some anticyclonic shear, while cyclonic 

shear dominates the southern portion of the system. 

Two hours later, the MCS appears to have weakened. The rear-inflow jet is still 

obvious (Fig. 4.10d), but it has lost most of its anticyclonic shear and no longer appears 

to penetrate to the front of the system. Dissipation of the anticyclonic shear can be seen 

in the disappearance of the negative P anomaly at this level. South of the system, the 
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Figure 4.10: 'P and winds over a portion of the Grid #2 domain at 5 km. Contour interval 
is 0.7 PVU and maximum wind vector~ 30 ms-1 . (a) 23/2230 UTC , (b) 24/0030 UTC, 
(c) 24/0230 UTC , (d) 24/0430 UTC, (e) 24/0630 UTC. 
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cyclonic shear has likewise weakened considerably, with the maximum positive P now half 

its value (i.e., 2.8 PVU) compared to two hours earlier. The area encompassed by the P 

= 1.4 PVU contour is about the same as two hours previous however. 

By 24/0630 UTC as the system is well into its dissipating stages, the straight-line 

rear-inflow jet is still seen, but now the cyclonic shear south of the MCS has again strength-

ened (Fig. 4.lOe). Thus, although no new negative P has developed, the maximum positive 

anomaly has once again increased to 5.6 PVU, or double the maximum two hours earlier. 

4.3.3 Evolution at upper levels 

At 23/2230 UTC, the MCS has been active for about two hours. As seen with the 10-

11 June case during the early stages, a large negative anomaly with P = -1.2 PVU develops 

(Fig. 4.lla). The strongest negative anomaly has advected away from its "source", i.e., 

earlier deep convection SW of the anomaly. Winds in the vicinity of the MCS are diffl.uent 

and anticyclonic. 

Four hours later, at 24/0230 UTC, the largest area of negative P has continued to 

advect away (Fig. 4.llb) Two other smaller regions of negative P have formed over new 

deep convective cells and the area of low P has greatly expanded due to the divergent 

outflow. Unlike the 10-11 June MCS, there is only weak flow south of the MCS, thus we 

see no cyclonic shear and associated positive P anomaly as in the previous case. 

The negative P anomaly continues to expand and by 24/0630 UTC the divergent 

outflow has even advected some low-'P upstream (Fig. 4.llc). Very little negative P 

remains, although a large region of negative perturbation P remains. The system now 

displays a large area of anticyclonic flow to the north of the MCS. Thus, the ambient flow 

has been altered due to the presence of the MCS over much of the central USA. 

4.3.4 Vertical structure 

As we saw in Section 3.3.4, at 23/2230 UTC the MCS has not become organized as yet, 

and displays mainly two deep convective cells, each with a north-south oriented negative-

positive P dipole (Fig. 4.10). A section through the western dipole shows similarities 

to the 10-11 June MCS (Fig. 4.12). Both the positive and negative P anomaly extend 
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Figure 4.11: P and winds over a portion of the Grid #1 domain at 10 km. Contour 
interval is 0.3 PVU and maximum wind vector~ 45 ms-1 . (a) 23/2230 UTC, (b) 24/0230 
UTC, (c) 24/0630 UTC. 
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through most of the troposphere. Some weakly negative 'P is seen aloft near the positive 

anomaly. Unlike the 10-11 June MCS , both anomalies in this case show signs of two 

maxima in the vertical. In addition, no hint of a reversal at low levels is seen as in the 

10-11 June case (cf. Fig. 4.4). 
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Figure 4.12: North-south section of P at 23/2230 UTC shown in Fig.( 4.10a). 

Two hours later, the system has begun to merge somewhat , but is still comprised 

of essentially two main convection areas , and the P still shows two main dipoles, one 

associated with each dipole. A section through the eastern (and stronger) dipole (Fig. 4.13) 

shows that some differences have occurred from the previous time. Only a single maximum 

is now seen with either the positive or negative 'P anomaly. The negative anomaly has 

become broader and the maximum elevated from the previous time by about 3 ~m. The 

positive anomaly has almost doubled in strength, with a maximum now of 6.6 ? VU. At 

this time, neither anomaly displays any tilt from the vertical. 

After this time, the system does begin to organize, with the main part of : he MCS 

advecting southward through Missouri. As before, we will now consider individual sections 

across the system, as well as averages and standard deviations along the MCS. 

By 24/0230 UTC, the system has become more organized. Two N-S sections are 

taken through the main 'P anomaly in northern Missouri (see Fig. 4.10c) . As before, 

we refer to the "front " of the storm as towards the direction of movement , in this case, 
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Figure 4.13: North-south section of P at 24/0030 UTC shown in Fig.( 4.10b ). 

south. The western N-S section (Fig. 4.14a) shows a similar pattern to that seen during 

the mature stage of the 10-11 June MCS, with a deep positive anomaly centered at 5.5 

km along the leading edge and a tilting negative anomaly associated with the rear inflow. 

A main difference is that the positive anomaly does not tilt rearward. Both anomalies 

a.re also weaker than the previous case. By contrast, the eastern N-S section shows little 

negative P and is dominated by a large, mid-level positive anomaly, centered somewhat 

lower at 4.5 km (Fig. 4.14b ). Although different in shape, the magnitude of the anomaly 

is similar to the 10-11 June case at this stage. 

An average along the MCS at this time (Fig. 4.14c) shows a large positive P anomaly 

centered at about 6.5 km, somewhat higher than the positive anomaly from either in-

dividual section. Some weak negative P is seen sloping downwards from the north. In 

general, the average fields do not show the degree of t[t seen in the 10-11 June MCS. 

The standard deviation (Fig. 4.14d) shows a maximum towards the rear of the MCS. This 

is likely due to the fact that the negative P anomaly only occurs in part of the system 

as well as the difference in position of the positive anomaly along the MCS. Once again, 

the standard deviation is on the same order as the average, indicating three-dimensional 

structure along the MCS. 

A striking difference is seen two hours later at 24/0430 UTC in the vertical structure 

of the positive P anomaly along the eastern end of the MCS (Fig. 4.15a). An area of 
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weakly negative P now exists above about 7 km in the center of the section, giving the 

appearance that the broad positive anomaly has been eroded from the top down. The 

positive anomaly centered at 4 km extends upwards on either side of the negative anomaly. 

The average along the MCS at 24/0430 UTC (Fig. 4.15b) does not show this com-

plicated structure, and is very similar to the average two hours earlier. However, at this 

time, the average positive 'Pis centered about 500 m lower and is about 20 % weaker. In 

addition, the tilted negative region is no longer seen on the south side of the system. The 

maximum standard deviation has shifted, so that it is now collocated with the maximum 

average positive P (Fig. 4.15c). 

During the dissipating stages, the positive 'P anomaly actually strengthens somewhat. 

A section through the eastern portion of the MCS (Fig. 4.16a) very closely resembles that 

4 hours earlier ( cf. Fig. 4.14b ). The maximum anomaly is again 5.4 PVU located at 4 

km. The positive.anomaly does show some extension upward and towards the north. The 

average along the MCS (Fig. 4.16b) is also again very similar to 4 hours earlier except 

the maximum extends a few hundred meters lower. The tilted negative anomaly has not 

reappeared on the north end of the averaged field. The standard deviation (Fig. 4.16c) 

has increased in size and magnitude somewhat from two hours previous. It also shows the 

upward and northward extension of the maximum, indicating that this feature (not seen 

in the average) is quite variable along the MCS. 

We now examine the larger scale changes in vertical structure. A N-S section across 

Grid #1 taken in the same location as the 23/1900 UTC, is shown in (Fig. 4.17). We 

still see evidence of lowered stratospheric air to the north, but the 'P field in the vicinity 

of the MCS has been greatly altered. The high-'P air directly above the MCS has been 

eroded significantly, with some negative 'P evident. At mid levels, a positive 'P anomaly 

of 1.5 PVU is seen centered at around 5.5 km. Unlike the 10-11 June MCS, there does 

not appear to be a link between the mid-level positive anomaly and the upper-level 

stratospheric reservoir ( cf. Fig. 4.8). The potential temperature distribution resembles 

that associated with the ideal PV anomaly ( cf. Fig. 2.la). This resemblance is not seen 

in the 10-11 June MCS because of both the influence of the ambient high-'P inverted ridge 

and the nearness of mountains , both of which cause distortions. 
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Figure 4.15: North- south sections at 24/0430 UTC, shown in Fig.( 4.10d), (a) P, (b) P 
average along the MCS , ( c) Standard deviation of P . 
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Figure 4.16: North-south sections at 24/0630 UTC, shown in Fig. (4 .l0e), (a) P, (b) P 
average along the M CS, ( c) Standard deviation of P. 
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Figure 4.17: East-west section of P (bold contours) and potential temperature (light 
quasi-horizontal contours) at 24/0630 UTC along the same section as shown in Fig.( 4.9c). 

4.3.5 Summary 

We now summarize the evolution of P during the 23-24 June MCS and compare 

these results to those for the 10-11 June MCS. We have noted the generally different 

nature of convection between these two systems. Both systems start with deep, upright 

convection. The 10-11 June MCS then quickly develops into a system with tilted front-

to-rear updraft and rear-inflow downdraft branches. The 23-24 June system also develops 

a tilted rear-inflow downdraft along portions of the MCS, but updrafts remain upright 

and are more randomly organized. This leads to differences in the evolution of P between 

the two MCSs. Some differences also occur due to differences in the interactions with the 

ambient environment between the two MCSs. 

At mid levels, both systems initially display P dipoles, with positive (negative) 

anomalies on the south (north) sides of deep convective cells. In both systems, the nega-

tive P anomaly slowly disappears with time, and the MCSs become dominated by positive 

P anomalies. As the systems go from mature to dissipating stages, the positive anomalies 

tend to concentrate on the downwind (relative to the ambient flow at 5 km) side of the 

MCS . In this sense, they resemble the results of Davis and Weisman (1994) in that the 

area of strongest positive Pis concentrated on one end of the MCS. The positive anomaly 

is generally weaker in the 23-24 June case. 
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The greatest differences between the two MCSs are found at upper levels. It appears 

that the mode of convection has a dramatic effect on the negative P anomalies at upper 

levels. The 10-11 June MCS produces a strong negative anomaly when it is dominated by 

deep, upright convection. As the system matures, the tilted updrafts no longer produce 

much negative P aloft, and the original negative anomaly quickly is advected away. By 

contrast, the 23-24 June MCS continually produces negative P, due to its continuing deep, 

upright convection. Even though the early negative anomalies also advect away, they are 

continually replenished, and this results in a negative anomaly aloft over a much larger 

area. Thus it appears that an MCS with more randomly organized upright convection 

has a much greater effect on the ambient upper-level environment than an MCS with 

organized tilted updrafts, such as a squall line. 

Blanchard (1994) studied the effects of ambient inertial instability at upper levels 

in the upscale growth of MCSs. Assuming that we have a stably-stratified atmosphere, 

regions with negative P al.so means we have regions with inertial instability. Although no 

inertial instability exists aloft initially with either system studied here, it quickly develops 

with the onset of deep convection. In the 23-24 June MCS, regions with weak inertial 

stability or inertial stability exist for many hours. It is thus possible that inertial instability 

plays a role not only in the upscale growth of this system, as suggested by Blanchard, but 

in its longevity as well. The role of convectively-induced inertial instability has been 

discussed by Emanuel (1979) and more recently by Seman (1990). 

The two MCSs develop in differing synoptic settings. The 10-11 June MCS is embed-

ded in stronger ambient upper-level winds , thus some of the flow aloft displays cyclonic 

curvature as it is deflected south of the MCS. This results in a positive and negative P 

anomalies as well at upper levels with this case. In the 23-24 June case, the stronger 

upper-level fl.ow is north of the MCS, hence only weak fl.ow occurs in the vicinity of the 

MCS, and we see no similar positive P anomaly aloft. Another difference occurs because 

the ambient upper-level inverted P ridge moves across the region associated with MCS 

in the case of 10-11 June, but remains north in the case of 23-24 June. Thus, the 10-11 

June MCS appears to interact with· the ambient stratospheric air , while the 23-24 June 

MCS has little influence on it. 
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The vertical 'P structure associated with both systems starts out similar and on 

average remains somewhat similar on the storm scale, especially early in their lifecycle 

when the convective mode is similar. During the mature stages, both systems display 

a tilted region located toward the rear of the storm, with negative P. Only the 10-11 

June case has a tilted positive P anomaly, associated with the tilted updraft. On average, 

the 10-11 June MCS has a positive anomaly which is about twice as strong as the 23-24 

June case. In addition, the positive anomaly in the 23-24 June case is generally one to 

two kilometers higher. Standard deviations associated with both systems do not appear to 

show one or the other system as being more three-dimensional. Higher standard deviations 

associated with the 10-11 June MCS can generally be attributed to the stronger anomalies 

with that system. In the dissipating stages, both MCSs display a positive anomaly of 

similar strength, with the 10-11 June system showing a tilted structure, while the 23-24 

June system remains upright. 

A quantitative analysis of the above features seen in the data is given in the next 

chapter. 
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Chapter 5 

PV BUDGET ANALYSIS 

We begin this chapter with a closer look at the definition of P. The objective of 

this chapter is to complete a budget study of the important terms in the evolution of 

P associated with the two simulated MCSs. We then compare our results with those of 

Raymond (1992) and Davis and Weisman (1994). In the final section we examine possible 

processes responsible for the friction term in Eqn. (2.4). 

5.1 Contributions to 'P 

·Equation (2.5) can be rewritten 

(5 .1) 

where 

(5.2) 

(5.3) 

(5.4) 

It is tempting to refer to (Pr, 'Py, Pz) as components of P. However, since 'Pis a scalar, 

and not a vector, this terminology would not be quite correct . Thus , we will refer to 

'P:i: as the zonal contributioL, 'Py as the meridional contribution, and 'Pz as the vertical 

contribution to 'P . The two terms, 'Pr and 'Py, are also referred to as the baroclinic terms. 

As discussed in Chapter 2, for large-scale, stably-stratified flows , P is often approx-

imated by 'P z. While this approximation can usually be justified for large-scale motions 

( except near very strong fronts or strong vertical shear) it is not clear whether these terms 



a.re negligible for all mesoscale applications. This is especially true in situations with deep 

convection, where phenomena such as surface cold pools or strong upper-level divergent 

outflow may display strong horizontal gradients of O and/or strong vertical shear. To shed 

some light on this question, we will examine P:i:, 'Pv, and 'Pz using Grid #2 data from the 

MCS simulations. 

During the early stages of the 10-11 June MCS, Pz is the dominant contribution to 'P. 

Figure 5.la shows a vertical profile of 'P and the contributions at 10/2330 UTC through 

the center of the maximum 5 km positive anomaly. The maximum of 8 PVU at 5 km is 

apparent, and is due entirely to Pz. Above this level, 'P:i: and Py contribute somewhat 

to 'P, but these terms also tend to cancel each other. Below 3.5 km, Pis much smaller; 

a negative region at 2.5 km is due to an almost equal contribution by all terms. At the 

lowest level, all terms a.re relatively large, but combine for a very small 'P. 

A vertical profile ta.ken through the strongest negative anomaly (Fig. 5.lb) shows a 

more significant difference between P and 'Pz through a deep layer, by almost as much as 

0.5 ·pvu. This difference is due ma.inly to contributions by 'Py and accounts for approxi-

mately 20% of P. 

A vertical profile over the storm-scale average (Fig. 5.lc) shows that 'Pis dominated 

by 'Pz at levels above 3.5 km; 'P:i: and 'Py are not completely negligible however. Approxi-

mation of 'P by Pz at these levels would lead to an overestimate of 20-25%. In the lowest 

2 km, the approximation would fail in magnitude and sign. Here, negative P is due to 

negative values of 'Pz and Py, 

Four hours later, the MCS attained maturity and the contributions to P evolve in 

a fashion consistent with the evolution of the MCS. The profile through the strongest 

pa.rt of the positive anomaly (Fig. 5.ld) still shows the dominant contribution of Pz, but 

now P:i: contributes about 25% in the mid levels. This is due, as we will see shortly, 

to strong horizontal vorticity associated with the front-to-rear and rear-to-front flow 

branches and this feature remains through the dissipating stages. Below 2.5 km, there is 

litt e contribution to P . 

A vertical profile through the negative P anomaly at 11 / 0330 UTC suggests a more 

complicated structure than during the early stages (Fig. 5.le). The mid-level minimum is 
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Figure 5.1: Vertical profiles of P terms at 10/2330 UTC, (a) Through the positive P 
anomaly at 5 km, (b) Thro gh the negative P anomaly at 5 km, ( c) Storm-scale average. 
Vertical profiles of P terms at 11/0330 UTC, (d) Through the positive P anomaly at 5 
km, ( e) Through the negative P anomaly at 5 km, ( f) Storm-scale average. 
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now overlaid with a positive anomaly. This agrees with the general trend for the negative 

anomaly to diminish at mid levels as was seen in the previous chapter. The negative 

contribution by 'P:z: is elevated relative to its position in the positive anomaly. Since this 

vertical profile is taken rearward of that in Fig. 5.ld, this is consistent with the notion that 

this contribution (and also possibly that by 'P11 ) is due to horizontal vorticity developed 

between flow branches. The contribution by 'Py is again relatively large at 3.5 km, but 

the reason for this is not obvious however. 

The storm-scale average at this time (Fig. 5.lf) is similar to the early stage of the 

MCS. Below 6 km, both 'P::: and 'Py contribute negatively to 'P, thus calculation using only 

'Pz would again overestimate 'P by 10-20%. In portions of the upper levels, 'P:z: and 'P11 

tend to cancel one another. 

To further investigate the structure of the various contributions to 'P, we now con-

sider sections across the MCS during its mature stage. The section is taken through the 

maximum positive anomaly and the structure of 'P closely resembles that seen in Fig. 4.6a. 

The contributions by 'P::: and 'P11 both have maxima at the surface near the leading edge of 

the MCS, near n = -70 km (Fig. 5.2).1 This is due to strong baroclinicity at the leading 

edge, seen in both horizontal potential temperature gradients and vertical shear. All three 

contributions (i.e , 'P:::, 'Py, and 'Pz) show a structure following the tilted flow branches. In 

addition, the sections of 'P :z: and 'Py confirm that the largest contributions ( except near the 

surface) are associated with the tilted flow branches. There also appears to be a signature 

in all three contributions near the top of the leading line convection, again near n = -70 

km. Generally, these sections confirm the conclusions from the vertical profiles. The main 

contribution to 'P is from 'Pz, although neglecting the other two contributions tends to 

overestimate 'P at mid levels. Average sections oi the 'P contributions along the squall 

line at this time show similar features to the individual sections, although the detailed 

structure in 'P:z: and 'Py is ost. 

1We define the direction n as across the squall line while sis along the squall line. 
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Referring again to Eqn. (5.2), we see that 'P: is the product of a horizontal vorticity 

and a horizontal potential temperature gradient. Likewise, Eqn. (5.4) is the product of 

vertical vorticity and the vertical potential temperature gradient. Figure (5.3a,b shows 

cross sections of zonal vorticity and 89/8x taken at the same location as Fig.(5.2a). Note 

that we are considering zonal (east-west) vorticity and not the projection of he horizontal 

vorticity parallel to the squall line. Projections of vorticity along squall line show qualita-

tively similar structure and will comprise the analysis in the next section. Zonal vorticity 

shows negative values along the boundary between the FTR and RTF flow branches, while 

positive values are associated with shear below the RTF branch. Values are on the order of 

10-2 s-1 , which corresponds to vertical wind shear of 10 ms-1 over 1 km. Zonal potential 

temperature gradients are strongest near the surface with a magnitude of 0.2 K 1an-1 • 

This is a strong cold pool, but it is on the order of what was observed during this MCS. 

Similar magnitudes and structure are found for the components of P-v (not shown). 

In general, vertical vorticity (Fig. 5.3c,d) exhibits a similar structure to Pz with mag-

nitudes between 2 and 12 x 10-4 s-1 • Vertical potential temperature gradients correspond 

roughly to an standard ambient stratification of about 4 K km-1; substantial variability 

exists, as well as a small area of static instability. This unstable region appears to be 

under the RTF branch and is possibly associated with dry, turbulent decent in a region 

where precipitation has evaporated. 

Although the vertical vorticity is strong, i.e., several times J, the zonal vorticity is 

much stronger, by almost two orders of magnitude. However, 89/8z is somewhat more 

than two orders of magnitude greater than 89 / 8x. Thus, as we have seen, total P is dom-

inat ed by 'Pz , but not because vertical vorticity is greater than horizontal vorticity. These 

res t s sound a note of caution when interpret' ng anticipated horizontal flows associated 

with P anomalies on the mesoscale. In regions of strong vertical shear or strong horizontal 

temperature gradients, anticipated vertical vorticity may be much weaker than actually 

associated with a given 'P anomaly. It is also interesting to speculate on the usefulness of 

P on smaller scales , e.g. , an individual thunderstorm, in the interpretation of underlying 

dynamics. 
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The entire analysis described above was repeated for the 23-24 June MCS. Results 

were generally similar to the 10-11 June MCS. One notable difference occurred during 

the mature to dissipating stages of the 23-24 June case. At upper levels, 'Pz did not show 

much contribution to P . This is believed due to the fact that this MCS did not feature 

the tilted :flow branches (at least not the FTR tilted branch) and thus the zonal vorticity, 

which in this case is actually approximately parallel to the MCS, was not as important at 

mid to upper levels. 

Summarizing this section, we have demonstrated that for some mesoscale applica-

tions, neglecting horizontal vorticity contributions in the calculation of 'Pis marginal. By 

marginal, we refer to the normal meteorological scaling, where processes at least an order 

of magnitude smaller than the dominant ones can be neglected. Although horizontal vor-

ticity contributions are usually smaller than the vertical vorticity contribution, they are 

often not very much smaller and are locally even as large. Conceptually, this ca.n lead to 

problems when using the analogy between small-scale fields of vertical vorticity and 'P, 

since horizontal vorticity can actually be stronger than vertical vorticity. 

5.2 Diagnostic analysis of the P equation 

We now examine the processes responsible for the evolution of 'P seen in Chapter 4. 

We will concentrate our efforts away from the lowest levels because surface friction, topog-

raphy, and adiabatic layers make interpretation of P difficult. Recall that at mid levels 

each MCS first shows a horizontal 'P dipole (positive anomaly south, negative anomaly 

north) and then evolves to a system with a spatially large, dominant positive anomaly. At 

upper levels , a negative anomaly develops early in each MCS lifecycle. In the 10-11 June 

case, this area advects away, but in the 23- 24 June case, negative anomalies continue to 

develop over the system, eventually causing a more widespread perturbation. To examine 

the P evolution, we rewr:te Eqn.(2.4) in Eulerian form 

8P 8P 8P 8P - = -u- - v-- w- + ri + RES 8t ax 8y 8z 
(5.5) 
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and investigate contributions by advective, diabatic, and frictional processes. We consider 

frictional processes2 as a residual, defined simply by 

ap ap ap &P 
RES= -+u-+ v-+ w--1{. at ax ay az (5.6) 

Material changes to P due to 1{ will be referred to simply as as diabatic effects while 

material changes to P due o RES will be referred to si ply as the residual. 

The development of P over the entire MCS is very complicated. To simplify the 

presentation, we first consider the evolution of the positive and negative anomalies at 

mid levels separately, then we consider the negative anomaly at upper levels. Since the 

structure of the anomalies vary greatly over the MCS lifetime, it is difficult to examine 

averages over only the positive or negative anomalies. To limit analyses to desired areas, we 

employ a conditional sampling technique described as follows. For the mid-level positive 

anomaly, we consider only those points with P > 0.5. This sampling is performed at 

each ievel, the number of points sampled are counted and an average is then taken over 

the points sampled. Time series and vertical profiles of the various conditionally-sampled 

terms will be presented. Different sampling criteria were t ested and while the magnitude 

varies ( e.g., using a criteria of 2 PVU rather than 0.5 PVU) the overall structure of the 

time series or vertical profiles did not. The terms are presented with the sign that indicates 

their effect on the local time tendency of P as in Eqn.(5.5). Thus advections are negative 

and by "vertical advective effects are negative", we simply mean that waP / 8z is negative. 

Finally, in the remaining two subsections, we compare our results with the nonlinear 

balance experiments of Raymond (1992) as well as the pr"mitive equation solutions of an 

idealized squall line by Dav·s and Weisman (1994). We then summarize our findings. 

5.2.1 Evolution at mid levels 

2These processes may include molecular dissipation near the surface or Reynold's stresses away from 
the surface. We will discuss this term further in Section 5.3. 
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Positive P anomaly at mid levels - time series 

As mentioned above, the conditional sampling criteria for the mid-level positive 

anomaly is P > 0.5 PVU. Figure (5.4a) shows a time series of the conditionally-sampled 

terms averaged between 3 and 7 km over the life of the 10-11 June MCS. In a Lagrangian. 

sense, 1t closely follows dP /dt; the difference is determined by RES. The diabatic effects 

are largest during the early and growing stages of the MCS, and decreases rapidly during 

the mature to dissipating stages. 3 The residual becomes negative and is a minimum as the 

MCS grows and by the early dissipating stages, it is almost as large as the other terms. 

From an Eulerian perspective, the horizontal advective effect is negative throughout the 

MCS lifetime thus contributing negatively to the local time tendency. This indicates 

stronger fl.ow upstream of the maximum P anomaly than downstream. Vertical advec-

tive effects contribute to 1t, but until the mature stage, these effects are two to four times 

weaker, thus these terms do not balance. In general, all terms weaken as the MCS matures 

and begins to dissipate. 

Consideration of time series at individual levels sheds some light on the 3 to 7 km 

layer average. At 3 km, 1t peaks during the growing stage, and is partially offset by 

vertical advection. At this level, horizontal advective effects vary in sign, while RES 

weakens towards the end of the system lifetime. At 5 km, the peak in 1{ occurs during 

the early stages. Thus the broad peak in 1t average between 3 and 7 km occurs due to 

both contributions at both 3 and 5 km. Horizontal advective effects at 5 km display a 

fairly consistent negative contribution (-0.2 to -0.8 PVU hr-1 ) to 8P /8t as seen in the 

layer average. The residual at this level is weak until the dissipating stages. By 7 km, all 

terms are weaker than at lower levels but peak in the initial to growing stage. As at 3 

km, vertical advective effects are somewhat larger than 1t at this level and RES weakens 

with time. Thus, the general trend in the 3 to 7 km layer average is well represented by 

each individual level. 

3 Recall from Chapter 3 that the initial st age for 10-11 June occurs between 10/2200 and 11/0000 
UTC, the growing stage between 11/0000 and 11/0200 UTC, t he mature stage between 11/0230 and 
11/0430 UTC and the dissipating stage after 11 / 0500 UTC. For 23-24 June, times at which the stages of 
development occur are similar , but are more difficult to identify. 
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Figure ( 5.4b) shows a time series of the number of points sampled at 5 km. The area 

covered by the positive 'P anomaly increases from 30,000 km2 to 164,000 km2 or more an 

increase of than five times. For comparison, the state of Colorado covers approximately 

274,000 km2 • 

Convection during 23-24 June starts a.round 23/1930 UTC but the main MCS does 

not become easily discernible until 23/2230 UTC. Sampling for this case will be limited to 

only the main MCS which forms over southern Iowa and moves southward into Missouri 

(see Figs. 3.13a and 3.14a). The convection further east and west is not included in the 

sampling. A time series of conditionally-sampled terms ( again using P > 0.5 PVU) be-

tween 3 and 7 km again shows that 1i again dominates vertical advective effects (Fig. 5.4c). 

In general the shape and magnitude of the time series are similar to the 10-11 June case, 

with a few differences. Unlike the previous case, RES is always negative. The vertical 

advective effects change sign during the MCS evolution (from negative to positive) but this 

occurs about 2 hours later than during the 10-11 June MCS. Since the average positive P 

anomaly has not changed position vertically, this sign change indicates a slight weakening 

of the anomaly. Horizontal advective effects remain negative as in the 10-11 June case 

but a.re somewhat weaker. 

Individual levels for the 23-24 June case show that at 3 km we see no strong peak 

in the time series as was present in the previous case. By 5 km however, more structure 

is evident. Before the ma.in MCS becomes well defined (i.e., before 23/2230 UTC), 1i is 

negative and vertical advective effects are positive. Since w > 0 here, 8P / 8z < 0 and the 

positive anomaly is centered in the lower levels below 5 km. This would agree with the 

P distribution predicted by Hertenstein and Schubert (1991) during the early convective 

stages of an MCS and as we will see in the next section, agrees with the positive 1i seen at 

3 km. By 7 km, 1i is large and negative during the growing and mature stages reflecting 

the mid-level P maximum which remains much better defined in this system. Unlike the 

10-11 June case, RES remains positive until the end of the mature stage. Horizontal 

advective effects at this level remain small throughout, as in the previous case. Thus, in 

general, for the 23-24 June MCS stronger material changes to P occur between 5 to 7 km, 

while for the 10-11 June MCS more occurs between 3 to 5 km. 
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The number of points sampled (Fig. 5.4d) increases rapidly during the growing stage 

(i.e., 11/0130 UTC) but shows more oscillation after the mature stage than in the 10-11 

June case. This is most likely a reflection of the more randomly organized, deep upright 

convection that continues in this case, as noted in the previous chapter. The total area 

occupied by the positive P anomaly is about half that of the 10-11 June case, or about 

87,500 km2• Keep in mind that we are only considering the MCS that moves from Iowa 

southward into Missouri. 

Positive P anomaly at mid levels - vertical structure 

Vertical profiles through the conditionally-sampled P (> 0.5 PVU as before) reveal 

some interesting structures. At 10/2330 UTC , 1i shows a sharp maximum at 5 km, while 

vertical advective effects show a strong minimum (Fig. 5.5a). Vertical advective effects do 

not entirely balance 11., the latter being stronger by about 0.7 PVU hr-1 • Above 6 km, 

profiles of both terms change sign, although both are much weaker. We should note here 

that if these were actual vertical profiles through one point, the terms would be larger 

at upper levels since a negative anomaly exists aloft. However, since this is a vertical 

profile of conditionally-sampled terms, the terms sampled likely do not lie directly above 

the maximum P anomaly. Figure(5.6a) shows profiles of 1i at 10/2330 UTC, as well as 

the three contributions (refer to Eq. 2.10). At this time 1iz dominates both 1ix and 11.11 •4 

Vertical profiles also reveal differences between the 23-24 June and 10-11 June MCS 

during the first half of the MCS lifecycle. The initial stage, at 23/2330 UTC, shows 1i 

with a deeper, although weaker, contribution (Fig. 5.8a). A double maximum is seen, 

with peaks at 4 and 6 km, reflecting the double maximum seen in P i Fig. 4.12. This is 

likely an indication of a transition from the low-level positive anomaly very early in the 

development to a mid-level positive anomaly. Both 1i and vertical advective effects change 

sign and weaken above 6.5 km. As in the previous case, 1iz is the main contribution to 

11.; 1ix is weaker whereas 11."' shows some structure at this time in mid levels (Fig. 5.9a). 

~riz is the first term in brackets in Eqn. (2.10), while 1{,~ is the second term. 
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As we saw in Chapter 4, one of the distinctive features at mid levels is the north 

(south) negative (positive) P dipole during the initial and growing stages of both MCSs. 

This pattern resembles th2.t predicted by Raymond (1992). Davis and Weisman (1994) 

also predict a P dipole but of the opposite sense and at lower levels. We return to a 

comparison with these two studies in Section 5.2.3 and 5.2.4. Here we look further into 

the formation of the positive anomaly which forms during the initial stages. 

The positive P anomaly at mid levels forms in conjunction with the strongest vertical 

velocities found along the s uth end of the 10-11 June convective line. At 10/2230 UTC 

this N-S oriented line is about 220 km in length and expands to 300 km by 10/2330 UTC 

(Fig. 5.7a). Between these times , a peak in 1i occurs at 5 km and increases from 2 to 4 

PVU hr-1 . In addition, the magnitude of 1i is greater than that of advective effects, by 

0.3 PVU hr- 1 at 10/2230 UTC, increasing to 0.8 PVU hr-1 by 10/2330 UTC (Fig 5.6a). 

During this period, Hz dominates 1i at all levels . Since ( ( + f) > 0 in the positive P 

anomaly, 8Q/8z > 0 as well, consistent with the heating profile during this stage. 
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A similar situation occurs for the 23-24 June case, with the positive P anomaly 

associated with the strongest vertical velocities a.long the south end of a 175 km long N-S 

oriented convective line (Fig. 5.7b). Unlike the previous case, at 23/2230 UTC, 1-(. shows 

two positive peaks at 4 and 6 km (1.5 and 3.5 PVU hr-1 ). A minimum of - 1.7 PVU 

hr-1 is noted at 5 km. An hour later, 1-(. at 23/2330 UTC (Fig. 5.8a) is positive through 

a deep layer from 0.5 to 6.5 km with a maximum of about 2 PVU hr-1 . The magnitude 

of 1-(. again exceeds vertical advective effects by about 1 PVU hr-1 . Also as before, rlz 

dominates 1-(. at 23/2330 UTC, but unlike the 10-11 June case, rf.y accounts for about 

20% of the total between 5 and 6 km. An hour later, at 24/0030 UTC (not shown) rlz 

absolutely dominates the profile of rf.. 

Thus, it appears that the positive, mid-level P anomaly is due mainly to rlz > O, 

with some early contribution by rf.y• In terms of the flux form of the P equation, this is 

the non-advective flux divergence due to diabatic effects. The profiles of 1-(. are consistent 

with cross sections of P from Chapter 4. For the 10-11 June MCS, the sharp rf. maximum 

at 5 km leads to a strong mid-level P anomaly with strong vertical gradients ( cf. Fig. 4.4 ). 

By comparison, for the 23-24 June MCS, the weaker, broader double rf. maximum leads 

to a 'P maximum with similar vertical structure (cf. Fig. 4.12). This scenario is also 

consistent with a vorticity viewpoint, discussed further in Section 5.2.4. 

By 11/0130 UTC, the maximum in 1-(. is lower and somewhat weaker (Fig. 5.5b ). In 

addition, rf. is now substantially stronger than vertical advective effects, by as much as 1.5 

PVU hr-1 . The main contribution to the budget by RES is negative (-0.6 PVU hr-1 ) at 3 

km. Profiles of the contributions to 1-(. is similar to the previous time, with rlz dominating 

( not shown). 

In the growing stage at 24/0230 UTC (Fig. 5.8b ), the vertical profile is similar to 

that of three hours previous, with a weaker but still vertically deep layer of 1-(. > 0. 

Diabatic effects are dominated by rlz and remain almost twice as large as vertical advection 

(Fig. 5.9b ). The residual provides a negative contribution on the order of vertical advective 

effects from the surface to 6.5 km. 

A closer look at events leading up to the growing st age shows that after 10/2330 UTC, 

the 300 km N-S convective line moves at about 17 ms-1 for an hour. The horizontal P 
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dipole persists during this time. In the next half hour, a new line forms at an angle from the 

N end of the original. line. By 11/0130 UTC, this new line has explosively developed, while 

the original line has merely changed orientation giving just one 560 km long convective 

line oriented SW-NE. The observed "kink" in P at this time (Fig. 4.2b) is located at the 

north end of the initial line. 

Figure (5.10a) shows P and vertical velocity at 5 km and 11/0130 UTC over a portion 

of the Grid #2 domain centered over the MCS at this time. Generally we have higher-P 

air aligned along positive vertical velocities , but not directly coincident as before. This 

can be seen in a N-S section of vertical velocities and P taken through the "kink" in 

the convective line (Fig. 5.12a). Two P maximums exist, one located at the "kink" 

in the line, while the other is located with strong updrafts at the NE end of the line. 

What processes lead to the formation of these anomalies? Vertical profiles were taken 

through both positive P anomalies and where found to be very much like those through 

the conditionally-sampled profiles (Fig. 5.5b). Contributions to 1t along the new profile 

shows that riz dominates; the horizontal contributions are somewhat stronger at the NE 
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P maximum. Thus it appears that the positive P forms for the same reasons as during 

the initial stage, but now the anomaly has expanded. The displacement between the 

vertical velocity and P maxima indicate that perhaps after the anomaly forms the storm 

propagates SE, while the anomaly loses its collcation with the convective line. 

After the initial stage of the 23-24 June MCS, the N-S oriented line rapidly changes 

to an E-W oriented line by 24/0030 UTC. The vertical velocities and P remain collocated, 

and this trend continues through 24/0130 UTC. An hour later, at 24/0230 UTC, the E-W 

area of convection has expanded to about 450 km in length and still shows that P maxima 

remain close to regions of maximum vertical velocities (Fig. 5.10b). The time taken for 

this entire transition is about twice as long as for the 10-11 June case. 

Vertical profiles of the terms in the 'P equation and contributions to 1-f. where taken 

through the eastern positive anomaly. These profiles are again very similar to Figs. (5.8b) 

and (5.9b) and are therefore not shown. Profiles show that positive 1-f. dominates the posi-

tive 'P anomaly at this time and as during the initial stage, diabatic effects are dominated 

by 1iz, This also indicates that the conditionally-sampled profiles are representative of 

individual areas. So although the systems have expanded by the growing stage, the mech-

anisms behind the formation (or maintenance) of the positive P anomaly has not changed. 

During the mature stage of the 10-11 June MCS, i.e., at 11/0330 UTC , all terms 

are weaker (Fig. 5.5c), with no well-defined peaks in any of the terms as seen earlier. 

Contributions to 1-f. (Fig. 5.6b) show that 1-lz has weakened, while 1-lx and 1-f.y are relatively 

stronger, especially in low to mid levels. This may be due to strong tilted fl.ow branches. 

As we will see in Section 5.2.4, the terms 1-f.x and 1-f.y contain vorticity tilting thought to 

be important in vertical vorticity production in MCSs. 

The mature stage of the 23-24 June MCS shows that all the terms have weakened 

considerably as well and begin to lose structure as in the 10-11 June case (Fig. 5.8c). 

However, more structure remains in 1-f. compared to the 10-11 June MCS and a positive 

1i maximum still exists at 6 km. Unlike the mature stage of the 10-11 June MCS, 1-f.x 

and 1-f.y do not show much structure at this time (or, for that matter at any time during 

this MCS) and are much smaller than 1tz. 
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The relative positions of maxima in vertical velocity and 'P have changed by the 

mature stage of the 10-11 ~une MCS. The 'P maximum is now behind the convective 

line (i.e., towards the NW). However, for the 23-24 June case, vertical velocity and 'P 

maxima are still fairly close together. This difference between the systems occurs, as was 

seen in Chapter 4, because a more tilted FTR updraft forms in the 10-11 June case while 

updrafts in the 23-24 June case remain more upright (Figs. 4.6b and 4.15b ). Comparing 

Figs. (5.5c) and (5.8c) we see that 1{ remains stronger and better defined for the 23-24 

June case. In addition, the horizontal vorticity contributions, i.e., H2: and 1{" remain small 

for the 23-24 June MCS, while they become more important for the 10-11 June case. It 

appears that the positive P anomaly is transported towards the back of the system by the 

FTR branch for the 10-11 June case, as qualitatively seen in Chapter 4. Little evidence 

for this is seen for the 23-24 June case. This difference is not noticeable in the profiles of 

the horizontal advective effects. As recently noted by Alexander and Cotton (1994) and 

also Cifelli (1995), isolating processes internal to MCSs is a difficult task; isolating effects 

along one of the flow branches would be even more difficult. 

By 11/0530 UTC (Fig. 5.5d), the system has started to dissipate stage. The residual is 

negative and as large or larger than 1{. It is possible that turbulence associated with shear 

between flow branches may be responsible for the magnitude of RES at this time and acts 

to weaken positive P. Also at this time horizontal advective effects are relatively strong 

and negative while vertical advective effects are also strong but positive. Contributions 

to 1{ are again dominated by Hz, as in the early and growing stages. 

During the early dissipating stages of the 23-24 June MCS, at 24/0600 UTC, 1{ 

still shows a peak around 5-6 km, reflecting some deep convection which is still active 

(Fig. 5.8d). Thus, unlike the 10-11 June case, while the system as a whole begins to 

dissipate, locally it remains active, making "stages" of development more difficult to define 

with the 23-24 June case, as we saw in Chapter 3. Vertical advective effects are generally 

much weaker than 1{, except where the former is positive. In addition, both horizontal 

advective effects and RES are somewhat stronger than the 10-11 June MCS at this stage. 
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Thus it appears that the mid-level P anomaly during the 10-11 June is due mostly 

to 1i and specifically 1iz during the initial and growing stages of the MCS. Other terms, 

while important at some times and levels, tend to be secondary. 

The evolution of P during the 23-24 June MCS is much like 10-11 June system in 

that the main contribution to the positive P anomaly at mid levels is 1i and specifically 

1iz, especially in the initial and growing stages. Details between the two systems vary, 

reflecting the difference in convective organization and mode of convection (i.e., slanted 

vs. deep upright updrafts during the mature and dissipating stages). In the 23-24 June 

case, the contribution to the budget by RES is fairly steady, thus this term may not be 

due to processes, such as the shear between the flow branches, during one particular stage 

of the MCS, at least for the evolution of the positive anomaly. On the other hand, since 

the FTR flow branch with this system does not tilt much, shear between the flow branches 

would likely be weaker. 

Negative P anomaly at mid levels - time series 

At mid levels during both simulations, a negative 'P anomaly also forms . This anomaly 

expands with the system during the growing stage and then appears to dissipate. We 

now examine the evolution of the negative anomaly by considering conditionally-sampled 

regions with P < -0.5 PVU. 

Figure (5.lla) shows the 3-to-7 km layer average time series for 10-11 June using 

the conditional sampling criteria P < -0.5 PVU. Throughout the MCS lifecycle, 1i is 

negative, with a minimum during the growing stage, but decreasing in magnitude as 

the MCS matures and then dissipates . Horizontal advective effects are positive until 

the mature stage (11/0330 UTC) when they become weakly negative. Vertical advective 

effects supply a positive tendency as well for most of the MCS lifecycle and are never 

strong enough to offset 'Ji. The unexpected term in this time series is RES, which provides 

the largest positive tendency from the growing through the mature stages before sharply 

decreasing as the system begins to dissipate. The number of points sampled at 5 km 

increases until the growing stage and then sharply drops off (Fig. 5.llb ). The number of 

negative points sampled on y reaches a maximum of 20% of the positive points sampled 
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and is the case even when relaxing the sampling criteria and considering points with 'P < 

0 PVU. This would indicate that the poorly understood residual is largely responsible for 

the deterioration of the negative anomaly. 

The conditionally-sampled negative anomaly (same criteria) for the 23-24 June MCS 

shows a similar trend (Fig. 5.llc). Note that the time series of the 3-to-7 km layer average 

begins at 23/2130 UTC; no points met the sampling criteria before this time. In general, 

far fewer points met the sampling criteria than for the 10-11 June case (Fig. 5.lld). As 

before, rl is negative early in the MCS lifecycle, with a minimum near the growing stage, 

and a decrease in magnitude thereafter. Unlike the 10-11 June case, at about the time 

that 1-(. is decreasing, advective effects also become negative, thus adding to the tendency 

due to rl.. However, RES is once again positive and remains stronger than the 10-11 

June case. Hence, it appears that processes associated with the residual may be even 

more important for the deterioration of the negative anomaly than in the 10-11 June 

case .. 

Negative P anomaly at mid levels - vertical structure 

A vertical profile of the P equation terms at 10 /2330 UTC shows that '}-{. is negative 

above 4 km (Fig. 5.14a). The advective terms are weaker and mostly positive above this 

level. Note that by this time that RES changes sign and yields only a small positive 

contribution. Contributions to'}-{. at 10/2330 UTC (Fig. 5.14b) show much more complex 

structure than for the positive P anomaly at this time. Small contributions by rlz are 

found but rl.y and rlz have similar magnitudes and are both negative through a deep 

tropospheric layer. This indicates that different processes are at work in the formation of 

the positive vs. negative 'P anomalies. 

Vertical profiles at 23/2230 UTC show that'}-{. is negative with a double minimum at 

4 and 6.5 km, while other terms are weak and mostly positive as in the 10-11 June case 

(Fig. 5.15a). Also as in the previous case, contributions to rl dominated by rl.y (Fig. 5.16). 

We previously examined the formation of the mid-level positive P anomaly; we now 

examine the formation of the negative part of the horizontal P dipole in this layer. For 

both systems , the negative anomaly is associated with weaker but still positive vertical 
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velocities along the northern end of the N-S oriented convective lines (Figs. 5.7a and 5.7b ). 

Unlike the positive P anomaly, which continues to strengthen throughout the initial to 

growing stages, the negative anomaly first strengthens, then weakens during this period. 

At 10/2230 UTC, an hour earlier than Fig. (5.14b), 1i is negative above 4 km, 

with a minimum of -1.6 PVU hr-1 at 6 km. The minimum increases in magnitude 30 

minutes later to -1.8 PVU hr-1 and then decreases in magnitude to -1.1 PVU hr-1 by 

10/2330 UTC. At all times, t he magnitude of 7i is weaker than for the positive anomaly. 

Examination of contributions to 1i shows differences from the profiles seen for the positive 

P anomaly. At all three times, 1i:c is weak. However, 1-{11 and 1iz are of similar magnitude 

and both are negative above about 4 km. 

A similar situation is seen during the initial stages of the 23-24 June MCS, with the 

excep ion that 7iy is actually somewhat stronger than 1iz, Thus it appears that as was the 

case for the positive P anomaly, the negative mid-ievel anomaly forms similarly for both 

MCSs. However, the mechanisms for the formation of the positive anomaly differ from 

those for the negative anomaly. The latter anomaly forms due to negative 7-{ from almost 

equal contributions by 7iy and 1iz, Since vertical velocities are positive in the vicinity of 

the negative P anomaly: negative 1iz indicates negative vorticity, as seen in Figs.( 4.2) and 

(4.10). The dominant term in 7iy is 
au8Q 
az 8y. 

Since the vertical shear of the zonal wind is positive, 8Q / 8y is negative, consistent with the 

heating gradient at the north end of the convective line. Another way of saying this is that 

the negative 'P anomaly forms because of negative horizontal and vertical non-advective 

flux divergence due to diabatic heating. As we will see in section 5.2.4, 1i~- contains 

vorticity tilting, thus the formation of the negative anomaly can also be explained using 

vorticity concepts. 

For the growing stage of the 10-11 June MCS, we will consider only one negative 

P anomaly, that just north of the "kink" seen in Fig. (5.10a). The proceeses associated 

with this anomaly are much more complex than the processes involved in the positive 

anomaly. From Fig. (5.12a) we see that the negative 'P anomaly is located at the vertical 
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Figure 5.13: Vertical profiles through the negative P anomaly north of the "kink" in the 
convective line, ( a) P equation terms, and (b) contributions to 1{. 

boundary between the updraft and downdraft. Figure (5.13a) shows the actual vertical 

profiles of the P equation terms , while Fig. (5.13b) shows the corresponding contributions 

to 1{. Horizontal advective effects are positive and relatively strong through most of the 

troposphere, reflecting NW flow advecting in positive P air upsueam of the negative 

anomaly. Vertical advective effects are negative below about 8 km due to negative vertical 

P gradients and negative vertical velocities in the forming RTF branch. Diabatic effects are 

also negative above about 4 km, while RES changes sign but is negative and a minimum 

at 6.5 km, which appears to be the boundary between updrafts and downdraf-:s in this 

section of the storm. 

Contributions to 1{ show a more complex picture than was seen during the initial stage 

of development. Below 5.5 km, 1iy is small but above this level shows a positive maximum 

at 7 km. This is explained with the help of Fig. ( 5.12b ), a N-S section of vertical velocities 

and Q through the "kink" in the system. Below 5.5 km, 8Q / oy is small, while above this 

level it becomes negative. Although the ambient shear, 8u/ oz is positive, in this region it 
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is negative, due to mid-level inflow and upper-level outflow. Unlike the initial time, rlz 

is large ( actually dominant) and negative at this time. This occurs because both av/ az 
and aQ / ax are positive and riz can be approximated by the negative of their product. 

In vorticity terms, this anomaly is due to tilting of zonal vorticity while during the initial 

stages it was due to equal contributions from tilting of meridional vorticity and vorticity 

convergence (stretching). Thus by the growing stage, it may be difficuit to build a simple 

conceptual model of the formation of the negative P anomaly since it involves processes 

which depend on vertical wind shears which may be locally highly modified (relative to 

the ambient) by the storm itself. 

During the growing stage of the 23-24 June case, at 24/0230 UTC, vertical advective 

effects are negative through a deep layer, as is 1{ at mid levels (Fig. 5.15b). The residual is 

very strong and positive and like the 10-11 June case, seems to act to deteriorate the neg-

ative P. Contributions to 1{ show a profile similar to the earlier time (not shown) . Hence, 

11.y still dominates. The profiles through the average conditionally- sampled negative P 

regions considered are ev· dently not as complex as the one negative region considered for 

the 10-11 June case. The conditionally-sampled averages may not be as representative of 

the individual regions as was the case for the conditionally-sampled positive anomalies. 

By the mature stage (11/0330 UTC) the time series show a quite different situation 

(Fig. 5.14b ). Diabatic effects are weaker and only negative between 4.5 and 7.5 km. Ver-

tical advective effects are now negative through most of the troposphere, while horizontal 

advective effects are generally negative below 5.5 km and positive above. Once more, the 

residual is positive and dominant through most of the middle troposphere, again indicating 

it as the main agent responsible for deterioration of the negative anomaly. As the MCS 

matures, negative riz becomes more important, but is not dominant until the dissipating 

stages. After the growing stage, generation of P by negative 1{ is never strong enough to 

counter positive effect by RES. 

During the mature to dissipating stages of the 23-24 June MCS , we no longer have 

points which meet the sampling criteria (P < -0.5 PVU) below 6 km. This is due to 

the deterioration of the negative anomaly primarily due to RES; which is still strong and 
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Figure 5.15: Vertical profile of the 'P terms at (a) 23/2330 UTC, (b) 24/0230 UTC. 

positive at or above 6 km at 24/0430 UTC. Very little negative 'P forms after the mature 

stage, and what little does form does not meet the sampling criteria. 

An example of RES related to the MCS is shown in Fig. (5.17) , with vertical velocities 

and the N-S wind component. The RTF branch is beginning to develop at this time 

(largest vectors) and much of this is in weak descending :flow (less than -0.2 ms-1 ) . The 

frictional effects in the convective line do not show much structure, but contained within 

the descending branch is a distinct maximum to 0.5 PVU hr-1 . This descending region is 

also where the negative 'P anomaly at 5 km is located. 

Thus , for both MCSs it appears that the mid-level negative anomaly forms initially 

due to negative diabatic effect s (both horizontal and vertical), but shortly after the growing 

stage, this greatly weakens . Then, the residual is dominant and causes the anomaly to 

deteriorate by the mature stage. 
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Figure 5.16: Vertical profiles of contributions to 1{ at 23/2330 UTC. Blank areas are those 
in which no points were sampled. 

Storm-scale average at mid levels 

On average, the positive P anomaly dominates the MCS. Although the negative 

anomaly is at times as spatially extensive as the positive anomaly, especially in the initial 

stages, the latter is always stronger. 

A time series of the 3-to-7 km layer and storm-scale average is shown in Fig.(5.18a) 

for the 10-11 June MCS. As was seen with the conditionally-samp_ed positive anomaly, 1{ 

is the dominant term, especially during the initial and growing stages. The broad peak in 1{ 

seen in the time series of the conditionally-sampled positive anomaly is not evident here. 

This is due to the conditionally-sampled negative anomaly, which is strong during the 

growing stage (cf. Figs. 5.4 and 5.11). Horizontal advective effects are negative throughout 

the :MCS lifetime, while vertical advective effects change sign during the growing to mature 

stage; during the initial to growing stage, vertical advective effects do not balance 1{. The 

residual remains positive and relatively weak throughout, thus on the storm-scale average, 

we do not see the deterioration of the negative anomaly due to this term. 
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Figure 5.17: Vertical velocity (shaded- see color bar), the residual (RES) (contour), and 
v-component of the fl.ow (vectors). 

During the mature-to-dissipating stages (11/0200 UTC to 11/0500 UTC) all terms 

are weaker. Horizontal advective effects remain rather consistent at -0.1 PVU hr-1 , while 

RES remains very small. On the storm-scale then, it appears that the residual may not 

be due to shear associated with fl.ow branches, since it should increase under this scenario. 

As mentioned, vertical advective effects change sign from negative to positive during this 

time. This could indicate a vertical displacement of the positive P anomaly ( assuming 

average positive vertical velocities). Since this is not seen, the more likely reason for the 

sign change is the deterioration of the negative anomaly, which would have the same effect. 

For the 23-24 June MCS , the storm-scale average (Fig. 5.18b) shows that as in the 

10-11 June case, 1t is dominant, with peaks in the growing and matures stages. This 

term also tends to remain larger than in the previous case. Horizontal advective effects 

remain negative throughout the MCS lifecycle as before. In addition, vertical advective 

effects go from negative to positive, but later, towards the end of the mature stage. The 

residual accounts for the smallest contribution, but becomes positive between the growing 
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and mature stages. Recail RES was largest during the initial to growing stages during 

the 10-11 June MCS. From the storm-scale average perspective, it is even more difficult 

to speculate on the processes responsible for this term. 

Summary - evolution at mid levels 

We now summarize the evolution of P at mid levels. The horizontal P dipole that 

forms during the initial and growing stages of both MCSs occurs primarily because of 

non-advective fluxes due to diabatic effects. The positive anomaly forms mainly due to 

positive contributions from 'Hz, while the negative anomaly forms due to almost equal 

negative contributions by Hy and Hz, As we will see in Section 5.2.4, Hz and 'Hy can be 

viewed from a vorticity perspective as stretching and tilting respectively. From studies of 

vorticity formation in individual thunderstorms, one might suppose that the formation of 

the two anomalies should be due to the same process, for instance tilting of horizontal 

vorticity (Rotunno 1981). This is not the case because the vertical velocity distribution 

along the convective lines is more complex than a single thunderstorm updraft . Along the 

south end, strong vertical velocities lead to adjacent areas of positive and negative 8Q/8y. 

Averaged over the positive P anomaly, then, the contribution from Hy is small and 'H.z 

dominates. Along the north end of the both convective lines, vertical velocities and Q are 

weaker and drop off to the north, thus an average negative 8Q / 8y ( and hence relatively 

strong negative Hy) forms in conjunction with the negative P anomaly. A negative rlz 

also contributes due to the positive vertical velocities . 

The growing stage becomes more interesting. In general, the positive anomaly ex-

pands with the system, but shows signs of becoming dislocated from the maximum verti-

cal velocities. Thus the system may be showing early signs of developing organized fl.ow 

branches. Nonetheless, the positive P anomaly at this time is due mainly to positive 

H, the non-advective flux divergence associated wit h diabatic processes , and specifically 

due to contributions by Hz. In terms of vorticity, the positive relative vorticity comes 

about due to vorticity convergence (st retching). The negative anomaly becomes much 

more complex. An average over conditionally-sampled negative P still shows contribu-

tions by both Hz and Hy, but the magnitudes vary depending on the area sampled. A 
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vertical profile through just one of the negative anomalies shows that the contribution by 

P:i: dominates, while contributions by 'H. 11 are secondary. This is not seen in any of the 

conditionally-sampled profiles. Thus the processes leading to the formation of the nega-

tive P anomalies after the initial stage appear to be a highly complex interaction between 

gradients of diabatic heating and vertical shear (i.e., horizontal vorticity) of both ambient 

winds and flow excited by the MCS itself. 

During the mature and dissipating stages, the positive P anomaly is located behind 

the convective line, i.e., away from the strongest vertical velocities. This occurs somewhat 

in the 23-24 June case as well but it is much less apparent for that MCS. This displace-

ment of the positive anomaly is likely due to transport by the FTR fl.ow branch, but as 

mentioned previously, this transport is difficult to quantify. In this latter part of the MCS 

lifecycle,we still see positive 'Hz although much weaker, and this dominates the positive 

anomaly. Negative 'H.11 is confined to an increasingly smaller area as the MCSs expand. 

This combined with the decreasing magnitude of negative 'Hz causes less negative P to 

form. At the same time, the residual becomes important, showing strong positive values 

which cause the deterioration of the negative P anomaly. This seems to be associated 

with the descending RTF fl.ow branch that develops as the MCSs mature. In terms of 

advective and non-advective fluxes of p'P , we find that the divergence of non-advective 

fluxes are mainly responsible for the distribution found at mid levels especially during the 

initial and growing stages. The divergence of advective fluxes play a role in the horizontal 

distribution as the heating weakens, especially during the mature to dissipating stages. 

5.2.2 Evolution at upper levels 

We now examine the P evolution at upper levels. Theory and observations have shown 

that a negative 'P anomaly usually forms aloft, positioned over the positive P anomaly; 

both simulated MCSs here generally feature these negative anomalies . During the 10-11 

June case, a small positive anomaly also forms aloft, possibly high-'P air advecting in from 

the inverted P ridge northwest of the system. 
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Positive P anomaly at upper levels during 10-11 June 

From Chapter 4 we saw that a spatially small ( compared to the negative anomaly) 

positive P anomaly also forms aloft during the 10-11 June MCS. This feature was not seen 

during the 23-24 June MCS , most likely because the inverted P ridge aloft was further 

displaced and did not transition across the MCS as in the former case. 

Figure (5.19) shows a 9-to-11 km layer average of the conditionally-sampled time 

series of P > 1.2 PVU. During the initial and growing stages, 1i is large and negative. 

Vertical advective effects largely balance 1{. Horizontal advective effects are positive until 

the mature to dissipating stages when this term becomes small. The residual peaks during 

the growing stage but then becomes relatively small as well. Since vertical advective effects 

do largely balance 1-l, it appears that the positive anomaly in this layer occurs because of 

horizontal advective effects, modified by RES. 

Negative P anomaly at upper levels 

The negative anomaly aloft is conditionally-sampled using the criteria P < 0. PVU, 

i.e, any negative values. Figure (5.20a) shows a time series of the 9-to-11 km layer average 

for the 10-11 June MCS. Apparent is the minimum in the diabat:c effects during the 

growing stage. Recall from the previous chapter that during this period the main negative 

anomaly forms at 10 km. The diabatic effects are not offset by vertical advection. As the 

magnitude of 1i decreases, horizontal advection goes from almost zero to negative values. 

This appears due to the fact that the strongest flow (positive values) is found in regions 

with positive horizontal P gradients. The residual also becomes stronger by this time with 

positive values. The reason for this is unknown since by the time RES is positive, the 

negative P anomaly is advecting away from the storm and would no longer be directly 

asso iated with strong divergent outflow. Thus it appears that the negative anomaly forms 

over the MCS primarily during the growing stage when deep mostly upright convection 

exist s, and this subsequently advects away with the ambient flow while being somewhat 

modi:fied by the residual. 

During the 23-24 June MCS, the minimum in 1{ occurs much earlier, when a few deep 

convective cells exist but before the MCS is actually discernible (Fig. 5.20b) . During this 
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early stage, the residual is negative and stronger than diabatic effects. This is possibly 

associated with strong divergent outflow. As in the 10-11 June case, RES weakens during 

the growing stage and becomes positive. One notable difference between the two systems 

is that although 1-(. does weaken somewhat after the earliest stages of the 23-24 June case 

(as in the 10-11 June case), it does remain stronger and more consistent throughout the 

life of the MCS. As mentioned before, this is an indication of the more upright convection 

that persists through the life of the 23-24 June MCS. 

Storm-scale average at upper levels 

An average time series of P equation terms taken over the MCS in a layer between 9 

and 11 km is shown in Fig. (5.21a) for the 10-11 June case. A minimum in 1-l occurs during 

the initial to growing stages of the MCS. The diabatic effects remain negative in this layer 

throughout the MCS lifecycle. Vertical advective effects act to offset the diabatic heating; 

these a.re always positive and at times stronger than 1-l. Horizontal advective effects a.re 

positive and increase during the growing stage, reflecting the positive P anomaly that 

forms aloft over the system. The residual remains small throughout in this layer. Recall 

that RES was also small for the mid-level storm-scale average, further indicating that 

this term may only be locally important. 

The 23-24 June case shows that 1i is negative but weaker during the initial stages over 

the storm-scale average (Fig. 5.21b ). The diabatic effects remain relatively steady into 

the mature stage before decreasing in magnitude toward the dissipating stages. Vertical 

advective effects are positive as before, but remain weaker than 1-(.. Horizontal advective 

effects and the residual remain small and positive, generally weakening somewhat over the 

MCS lifecycle. 

Summary - evolution at upper levels 

The evolution of Pat upper levels is much less complex than at mid levels. The main 

feature in P at upper levels is a negative anomaly, with the exception of a positive anomaly 

which also develops for a time in the 10-11 June MCS. Time series of the P equation terms 
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indicate that this feature is due to negative '}{, i.e., negative non-advective flux due to 

diabatic effects. 

The negative P anomaly for the 23-24 June MCS is much more widespread ( especially 

when considering P which is less than or approximately zero) than in the 10-11 June MCS. 

This occurs because the 23-24 June system features deep, upright convection through 

most of its lifetime, hence stronger negative 1{ persists, whereas the 10-11 June system 

develops tilted updraft and downdraft flow branches. Deep upright convection causes 

stronger -8Q/8z which we see as negative 1{ in the time series. 

The residual is rather small on a storm-scale average, but tends to be stronger in 

regions with negative P. Since this occurs over the deep convective updrafts, RES may 

be associated with strong, divergent outflow at these levels, but this remains speculative. 

5.2.3 Comparison with Raymond {1992) 

Introduction 

Raymond (1992), hereafter R92, considers "PV thinking" at large Rossby number 

using a form of nonlinear balance (NLB) equations which he refers to as "semi-balanced". 

Raymond derives a set of equations by retaining the total (i.e., balanced and unbalanced) 

winds 'n the predictive equa·ion for PV and 8, but neglects the unbalanced winds in the 

definition of PV. His model is also hydrostatic and Boussinesq (i.e., pis replaced by Po), 

Thus , using our notation from Chapter 2, we define 

Note that horizontal and ve:-tical vorticity is defined in terms of the nondivergent winds, 

uw, v,;,; the irrotational winci.s are neglected. We return to the lack of these winds in the 

next section. 

Raymond considers the distribution of PV in an MCS due to the non-advective flux 

of PNL B • The semi-balance predictive equation, neglecting friction , is given by 

(5.8) 
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where 

1{NLB = _.!:_ [(- 8v,1,) aQ + (au"") 8Q + (OV,µ _ OU1/) + 1) aQ] . (5.9) 
Po az ax oz ay ax ay az 

and (NLB is calculated from irrotational winds only. This form can be compared to Eq. 

(2.10). Note from Eq. (5.8) that the non-advective flux is oriented parallel to, but in the 

opposite direction to the absolute vorticity vector, (NLB• 

Raymond next considers a situation in which ambient vertical vorticity is given by f 

and the horizontal vorticity is limited to the meridional component by positive westerly 

vertical shear only. Thus, we neglect the zonal vorticity part of 1iNLB and the ambient 

absolute vorticity vector points upwards and northwards. Next, consider a typical distri-

bution of 1{NLB associated with an MCS, which has a maximum meridionally somewhere 

in the middle of the MCS and vertically, somewhere in the middle troposphere. Since 

PNLB varies due to the non-advective flux divergence (see Eqn.( 5.8)), we end up with a 

positive anomaly in the southern regions of the MCS with a negative anomaly towards the 

northern end. The negative anomaly is also elevated somewhat in relation to the positive 

anomaly. 

The degree to which the PNLB dipole is tilted vertically depends on the aspect ratio 

of the diabatic heating of the MCS. This ratio is defined by the vertical scale of the 

heating (h) over the horizontal scale (d). This ratio is compared to the ratio off over 

the vertical shear vector, S = du0 /dz, where u0 is the ambient zonal velocity. When 

hf d > > J / S transport of PNLB is effectively horizontal, while if hf d < < f / S transport of 

PNLB is effectively vertical. A conceptual model summarizing this idea is summarized in 

Fig.(5.22a), while results from an NLB simulation are shown in Fig.( 5.22b ). 

Comparison between PRESTORM simulations and R92. 

As we have noted, Fig. (5.22b) from R92 resembles the distribution found in our 

simulations (e.g., Fig. 4.2a). In addition, Fig. (5.22a) would indicate that if h/d::::: f / S, 

then the transport of P should be a combination of horizontal and vertical transports. 

A N-S section through the P dipole during the initial stages of both simulations show 

a slight vertical displacement of the anomalies (Fig. 4.4 and 4.12) , with the negative 
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anomaly elevated over the positive anomaly as predicted by the theory of Raymond. 

Does this resemblance with results from our PE simulation indicate that the aspect ratio 

presented by R92 is generally valid? 

Table 5.1: Horizontal dimensnon of heating d, vertical shear S = 8uf 8z, and for aspect 
ratio calculations. Vertical dimension of heating h = 10 km, and / = 10-4s-1 • 

I time II d km I hf d I S s-i I / f S I 
10f2330 UTC 300 0.033 0.0024 0.042 
llf0330 UTC 600 0.017 0.0032 0.032 
23f2230 UTC 175 0.057 0.005 0.020 
24f0430 UTC 500 0.020 0.002 0.045 

Table 5.1 shows values for the calculation of aspect ratio for the initial and mature 

stages for both simulated MCSs. For all times, we assume f = 10-4s-1 and h = 10 km. 

During the initial stage of the 10-11 June case (10f2330 UTC), hf dis only slightly less 

than / f S, and thus vertical transport of 'P should be slightly stronger than horizontal. 

By comparison, for the initial stage of the 23-24 June case, hf d is somewhat greater 

than / f S, thus horizontal transport should dominate vertical somewhat. Inspection of 

contributions to 1{ shows that for 10-11 June, 1iz does dominate in the positive anomaly 

(Fig. 5.6a), while for the 23-24 June case 1iz still dominates, but 1iy is somewhat stronger 

than during the previous case (Fig. 5.9a). For the negative anomaly in both cases 1{11 is 

as strong, and sometimes even stronger than 1iz, Thus, there is some suggestion that the 

aspect ratio ideas hold, however, different processes are at work in each anomaly. This is 

a more complicated situatio::1 than envisioned by R92. 

During the mature stage of both simulated MCSs, the systems have about doubled in 

horizontal extent and comparison of aspect ratios shows that hf d < ff S and thus, vertical 

transport should dominate. As we saw in the previous section, by the mature stage, the 

negative anomaly is deterio:-ating and the positive anomaly is the main feature . Vertical 

non-advective flux (1iz) is strongest in both cases , but the horizontal non-advective flux 

(1iy) is actually stronger than at the initial stage for the 10-11 June MCS. Hence, once 
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again it appears that the aspect ratios hold, but ambiguity exists due to the complexity of 

the systems at this time compared to the simple heating distribution considered by R92. 

Raymond also discusses transport of PV due to non-advective fluxes, e.g., meridional 

transport by 

(au_ aw) Q. 
oz ox 

But as we see from Fig. (5.22a), adapted from R92, it is the flux divergence that is 

important in the local redistribution of PV, e.g., 

~[(au_ ow) Q]. 
8y oz ox 

We now consider flux divergences for our simulated MCSs. All sections presented have 

been averaged across the system, so these are height vs. "along-line" sections. During 

the initial stage, the sections are oriented N-S, but later orientations change so they are 

SW-NE for the 10-11 June case and E-W for the 23-24 June case. 

Figure (5.23a,b) we show the horizontal and vertical non-advective flux divergences 

(due to diabatic effects only) during the initial stage of the 10-11 June MCS. These 

agree with the finding from the vertical profiles of conditionally-sampled averages from 

the previous section, as they of course should. The positive anomaly (south end) is 

dominated by positive Hz, while the negative anomaly (north end) is comprised of almost 

equal contributions by Hy and Hz. Note the difference in contour intervals. So again direct 

comparison with R92 is difficult since neither horizontal nor vertical non-advective flux 

divergence dominate the entire system; overall Hz does. We also note that a comparison 

between ratios is weak at this time since neither h/ d nor f / S is much greater or less than 

the other. 

By the mature stage of the 10-11 June MCS (Figs. 5.23c,d), Hz is generally larger 

than Hy• Note that the structure of the positive Hz region appears to elevate towards 

the SW. This occurs because we are averaging along the line, and at this time the line 

is not straight (Fig. 3.4a) . So the SW end of the section averages over more of the full 

system, capturing the convective line and stratiform region, whereas the NE end captures 

mostly the convective line. Values of Hy are largest and (very) locally as large as Hz 
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near t he NE end of the line. This agrees with the vertical profiles of contributions to rl; 

recall the horizontal non-advective flux gained relative strength at this time (Fig. 5.6b ). 

The prediction by R92 that the vertical non-advective flux divergence should dominate 

horizontal non-advective flux divergence appears to hold for this MCS. 

Examination of the 23-24 June system yields similar results. Again in agreement with 

the vertical profiles, during the initial stage, 7-ly is somewhat stronger than 1iz compared 

to what was seen in the 10-11 June case. The latter dominates as before though. During 

the mature stage, 7-lz becomes very dominant. 

Summarizing, our findings show some agreement with R92 , but the results are some-

what ambiguous due to the complexity of our simulated MCSs. This will likely be a 

problem comparing any PE simulation of a real system to more idealized PE simulations 

or NLB. Our system is never small enough to test the dominance by horizontal flux di-

vergence. It would be interesting to investigate PV transport associated with a single 

deep convective cell (e.g., 10 km in the vertical and 10 km or less in the horizontal) using 

for instance the simulation of deep convection along sea-breeze fronts by Hertenstein and 

Cotton (1992). We note again that especially after the growing stage, the structure of 

the heating becomes more complicated than envisioned by Raymond. In addition, even 

during the initial stage, processes differ for the positive and negative anomalies. Finally, 

we note that our simulations agree with NLB in that it is the ambient vertical shear that is 

tilted in the negative anomaly that leads to our horizontal dipole structure. Also! it is the 

heating acting on ambient vorticity that is the main contributor to the positive anomaly. 

In this regard, NLB has captured the underlying dynamics. 

5.2.4 Comparison with Davis and Weisman {1994} 

Introduction 

Davis and Weisman (1994), hereafter DW94, use the Klemp-Wilhelmson cloud model 

(Klemp and Wilhelmson 1978) employing horizontal grid spacing of 4 km to investigate 

the causes of Mesoscale Convective Vortices (M CV s) associated with an idealized squall 

line. They initialize their simulation using a wind profile with westerly shear in the lowest 
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2.5 km, the sounding of Skamarock et al. (1994), and six "warm thermals" in a line 200 

km long. After 3 hours, this configuration results in a horizontal PV dipole at 2.1 km, 

with positive PV north and negative south. In the presence of background rotation (i.e., 

f), the dipole is asymmetric, with the northern positive PV anomaly the strongest. Note 

that this dipole is of the opposite sense shown by R92 at 5 km (see Fig. 5.22). 

For their analysis, DW94 use a modified flux form of the PV equation, 

a(pq) a [ (av aw) ] a [ (au aw) ] --~-- Q --- +puq -- -Q --- +pvq. at ax az 8y {)y oz ox (5.10) 

In this form, the vertical advective and non-advective flux divergence, 

a 
- 8z [-Q (( + f) + pwq] 

has been neglected. The following approximations are then made: 

• Boussinesq 

• 8 = 8(z) 

With these, a vorticity equation can be derived from Eqn. (5.10) which takes the form 

8( a [ 8v ] 8 [ au ] - = -- W- + U (f + () - - -W- + V (f + () . ot ox 8z oy oz (5.11) 

the authors state, within the limits imposed by the above approximations, "PV 

thinking" and "vorticity thinking" coalesce. Note that the twisting term in the vorticity 

equation, i.e., 
8w av aw au ---+--ax oz 8y oz 

is contained in the non-advective flux of Eqn. (5.10), i.e., 

8Q av 8Q au ---+--ax oz oy 8z. 

Convergence of vorticity (stret ching) is contained in the horizontal derivatives of the second 

term in each bracketed term of Eqs.( 5.10) and ( 5.11). 
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As mentioned, the main result of the DW94 cloud model integration is a PV dipole 

at a height of 2.1 km with a positive anomaly north and a negative anomaly south. The 

authors explain this distribution from two perspectives. First, the PV perspective can be 

explained by inspection of Fig.(5.24). Shown are the total flux (J11 ), the advective part 

of the fl.ux (J11-ADV), the non-advective part (J11-NON), and the q time tendency. The 

fields have been zonally averaged (i.e. , across the squall line) so that the sections shown are 

N-S, and we are viewing the squall line from the "front", as it moves awards us. The time 

tendency shows the dipole development at lower levels, with a positive tendency north and 

a negative tendency south. From Fig.(5.24a), we see that below about 4.5 km, J11 has a 

maximum near the center of the domain. Since it is the flux divergence that changes the 

q distribution (see Eq.(5.10)), regions to the north of the maximum (8J11 /8y > 0) lead to 

a negative tendency, while regions south of the maximum (8Jy/8y < 0) lead to a positive 

tendency. Thus they argue that the q dipole at 2.1 km can be explained in terms of the 

total fl. ux. 

The vorticity perspective is explained by DW94 with the help of Fig. 5.25. As the 

squall line evolves, a cold pool develops. When the horizontal vorticity associated with 

the cold pool becomes greater than the horizontal vorticity associated with the ambient 

westerly shear, the system begins to tilt upshear (Rotunno et al. 1988). The FTR and RTF 

flow branches then develop , with negative meridional vorticity between the flow branches, 

and positive meridional vorticity below the RTF branch. The negative meridional vorticity 

is then tilted upwards by · he mesoscale updraft in the FTR branch, while the positive 

meridional vorticity is tilted downwards by the descending RTF branch, leaving us with 

a vertical vorticity in the £ense implied by Fig. 5.25. The authors further note that this 

mechanism could not occur in the NLB paradigm, since the horizontal vorticity associated 

with the flow branches is due to the unbalanced flow (i.e., 8ux/ 8z) and this vorticity is 

not tilted in the NLB system. 

Some questions remain with the analysis and interpretation of DW94. First, is the 

neglect of the vertical divergence in Eq. 5.10 really valid? If this were so , it would largely 

invalidate the conceptual model presented in Figs. (2.2) and (2.3 ), in which the vertical 
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pa.rt of the diabatic heating is vital. Second, as DW94 state in their introduction, MCVs 

a.re often deep, extending from 2 to 8 km, and are generally a maximum in mid-levels, 

between 4 and 6 km. This concurs with the climatology of Bartels and Maddox (1991); 

MCVs visible by satellite would occur in mid level clouds. However, the flux and flux 

divergence change sign above about 4.5 km (see Fig. 5.24), thus we would expect a dipole 

in the opposite sense above this level. This is confirmed by inspection of Skama.rock et 

al. (1994) (their Fig. 12). As DW94 point out, the two simulations yield almost identical 

results. Thus, the MCVs presented by DW94 a.re confined to the lower levels and at mid 

levels the dipole would be the same sense as R92. This leads to the third point. From 

the vorticity argument of DW94, deep MCVs should form since they propose horizontal 

vorticity tilted by the FTR branch augmented by horizontal vorticity ( of the opposite 

sign) tilted by the RTF branch. As we just saw, this deep MCV does not appear to be 

simulated. 

Comparison between PRESTORM simulations and DW94. 

Our purpose in making comparisons between our simulations and those of DW94 

is not to downplay their work. However, there do appear to be inconsistencies between 

the results of D\V94, our simulations, and between a companion paper to DW94 (i.e., 

Skama.rock et al. (1994), hereafter S94). We would also like to determine whether the 

horizontal flux divergence of pP is the dominant process in the formation of the horizontal 

'P dipole. 

It is instructive to consider the aspect ratios proposed by R92 for the simulation of 

DW94. H we take h =10 km and d = 300 km, then h/ d = 0.033, while using f = 10 s-1 , 

and S = 4 x 10-3 s-1 yields f / S = 0.25. Thus these ratios are almost equal and we would 

expect both horizontal and vertical flux divergence to be important. 

Consider the term neglected by DW94, 

a 
8z [( ( + f) Q - pwq] · (5.12) 

Using their approximations this term simplifies to 

8 [ dO l dO] - ( ( + f) w- - pw- ( ( + f) - . 
oz dz p dz 
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and the terms within brackets cancel identically. 

Examination of our results show that the two terms in brackets are indeed approx-

imately equal and of opposite sign. Consistent with DW94, this is not the case for the 

meridional advective and non-advective fluxes. However, it is the flux divergence that is 

important in changing pP. Figure (5.26) shows a N-S section of meridional and vertical 

flux divergence for the 10-11 June MCS. The section is taken at 10/2330 UTC~ during 

the initial stage when the horizontal P dipole is prominent. The. fields are somewhat 

complicated but notice that the two terms are of comparable magnitude. Thus it appears 

tha.t the assumption made by DW94 that the vertical flux divergence does not appear 

to be negligible is not valid. Why would this be the case? One of the assumptions in 

eliminating the term in brackets involves using the large-scale form for PV, i.e., q defined 

above. But as we saw in Section 5.1, other contributions to P can be important. Vertical 

flux divergence which includes the total P also contains vertical derivatives of horizontal 

vorticity, which are not necessarily small in the MCS. In addition, DW94 justify the ne-

glect of the Eqn. (5.12) by assuming that potential temperature surfaces are essentially 

horizontal, thus 8 / 8 z is in the same direction as 8 / 88. Using the conservation theorem 

of Haynes and McIntyre (1987,1990), no PV can be transported across isentropic surfaces 

and hence none should be transported across Cartesian-z surfaces. HoWt!ver as pointed 

out by Peter Olsson (personal communication), DW94 do not balance the:r vertical shear 

with a meridional 8 gradient. Thus, in the real atmosphere, 0 surfaces would not coincide 

with Cartesian-z surfaces. 

The interpretation of DW94 that the horizontal P dipole can be explained in terms of 

meridional flux divergence does not hold for our two simulated MCSs. As we saw in Section 

5.2.1, the vertical non-advective flux divergence (neglected by DW94) is most important 

in the formation of the positive P anomaly. Both meridional and vertical non-advective 

flux divergence play a role in the formation of the negative P an maly. 

Using the assumptions listed above DW94 draw an analogy between PV and vorticity 

viewpoints (cf. Eqn. 5.10 and 5.11). ~ote that vertical vorticity convergence is contained 

in Eqn. (5.12), i.e. , 
8Q 

(c + n az· 
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Thus, we should see qualitative agreement between PV and vorticity perspectives from 

our results. Quantitative agreement would require assumption of a horizontal balance 

condition and use of an invertibility principle to extract winds from the PV anomaly. How 

does the vorticity perspective compare with our earlier analysis from a PV perspective? 

Figure (5.27) shows vertical profiles of vorticity tilting and stretching averaged over 

the positive anomaly at 5 km for both MCSs. In low to mid levels, these show that 

positive stretching dominates, in agreement with the dominance of 1-(.z, Tilting is small 

in the low to mid levels of both cases but becomes negative in the upper levels. This is 

most likely due to negative 8Q / 8y over a larger portion of the averaging area.. Figure 

(5.28) shows the corresponding profiles through the negative anomaly. In both systems, 

negative tilting is strong through the mid levels. In the 23-24 June case, stretching is also 

negative but weaker above 3 km. In the 10-11 June case, stretching is negative below 

5.5 km and positive a.hove that. The positive stretching is due to 8Q/8z < 0 a.hove the 

mid levels. This combined with anticyclonic vorticity leads to positive stretching. Once 

again we see good qualitative agreement between vorticity term profiles and profiles of the 

contributions to 1-(. examined earlier. 

Davis and Weisman concentrate their analysis on the dipole that forms at 2.1 km. 

However, MCVs, their purported motivation for this study, usually occur between 2 and 

8 km, as the au6ors themselves state. Following their interpretation combined with 

inspection of Fig. (5.24a) would indicate that we should see a P dipole in the same sense 

as our simulations above 4.5 km. These levels are not considered in their work, DW94 

however also state the following regarding the companion paper by S94 "our simulations 

reproduce all significant system-scale features seen in the higher-resolution runs by S94". 

Thus we should be able to use S94 figures to help explain what is inferred from DW94. 

Figure (5.29) shows winds, vertical velocities, and potential temperature perturbations for 

after 4 hours of integration. Note that at 3 km, the fl.ow field is the same sense as DW94. 

By 8 km, the sense of the fl.ow is reversed, as predicted by Fig. (5.4a). The fl.ow fields 

do not show the circulations as clearly as at lower levels since we are approaching levels 

where divergent outflow is becoming an influence. Unfortunately S94 do not present levels 

between 3 and 8 km. 
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Figure (5.30) also taken from S94, shows vorticity tilting and stretching. Note that no 

dominant pattern shows up ir. the vorticity tilting field, however, it appears that vorticity 

stretching is a maximized in the northern part of their system, which is where the positive 

P anomaly forms. The authors also state that the most vigorous convective cells are also 

along the northern portion of the squall line. Thus it appears that further examination of 

DW94 results (seen indirectly via S94) actually seems to support our finding that vorticity 

stretching is more important in the formation of the positive P anomaly. 

Summarizing, the comparison between our results and those of DW94 do not agree, 

especially in terms of the pTocesses responsible for the formation of the horizontal P 

dipole. Davis and Weisman neglect the vertical flux divergence and stress the horizontal 

in their analysis. As we have seen, our analysis shows that the vertical flux divergence 

is not negligible and is largely responsible for the formation of the positive P anomaly. 

Both horizontal and negative flux divergence play a role in the formation of the negative 

anomaly. 

We are not suggesting that the dipole simulated by DW94 itself is incorrect. This 

brings up an interesting point, since our simulation also correctly simulated a 'P dipole but 

of t e opposite sense. It may be useless trying to generalize the formation and structure 

of PV distributions in "real " MCSs. The actual formation and structure seems to be a 

function of vertical wind shear ( ambient or storm-induced), and the strength and struc-

ture of the vertical velocity field. Thus , a wide variety of vortical circulations can form 

dep€Ilding on the details of the storm. However, the dominant feature is the mid-level 

positive PV anomaly and i s associated positive relative vorticity. 

Our findings do agree well with one main assertion of Davis and Weisman.. Their 

results suggest that the vorticity field quickly forms, a fast-manifold process using their 

terminology, and the temperature field comes into balance with the wind fields. This is 

in contrast to a slow-manifold process where the wind field gradually comes int balance 

with a temperature perturbation due to the MCS heating. Our findings, e.g. , the time 

series in Fig. (5.4) would support their conclusion. 
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5.2.5 Summary 

This section dealt with the major processes responsible for the distribution of P 

described in Chapter 4. We now briefly summarize the findings of this section. 

The mid-level positive P anomaly forms and is maintained by diabatic effects, espe-

cially by positive contributions by 1iz, the vertical vorticity part of the diabatic heating 

term. In terms of vorticity this is the convergence ( or stretching) term. The negative 

anomaly at mid levels forms initially due to almost equal negative contributions by riv 

and riz. These terms contain tilting and stretching of vertical vorticity respectively. Since 

there is little if any negative relative vorticity initially, tilting must necessarily act first, 

but only for a short time, before stretching can become important. As the systems mature, 

the processes responsible for the mid-level anomalies become a very complex interaction 

of heating gradients and horizontal vorticity, the latter can be due to ambient vertical 

shear or shear formed within the MCS. 

At upper levels, the situation is more straightforward. A negative P anomaly forms 

due mainly to negative 1iz, The main negative anomaly simulated in the 10-11 June MCS 

forms during the initial and growing stages and then advects away. By comparison, the 

23-24 June MCS exhibits more upright deep convection over most of its lifetime, hence 

negative 1iz remains stronger through the entire lifetime of this system and results in a 

more widespread negative anomaly than seen in the 10-11 June MCS. 

The MCSs simulated here were never horizontally small enough to rigorously test the 

mostly horizonta.i P transport predicted by Raymond (1992). Qualitatively, the horizontal 

P dipole that Raymond predicts matches our simulations during the initial stages. How-

ever, we found that the processes responsible for the formation of our P dipole is more 

complex than the scenario proposed by Raymond. As our simulated storms grow, the 

heating structure quickly becomes difficult to compare to the NLB model results. 

A comparison was also made with the results of Davis and Weisman (1994) who 

concentrate on a lower-leYel (i.e., at 2.1 km) P dipole which has an opposite sense to the 

PRE-STORM cases simulated here. A companion paper by Skarnarock et al. (1994) shows 

that at 8 km, the sense of their dipole does match ours. Davis and Weisman (1994) explain 
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their 2.1 km P distribution strictly in terms of horizontal advective and non-advective 

fluxes. They make an analogy between "PV thinking" and "vorticity thinking" ; their 

associated vorticity distribution is due to tilting by their analysis. Davis and Weisman 

completely neglect vertical P fluxes, which also means neglecting vorticity convergence 

associated with vertical heating gradients. We found this term to be dominant in the 

formation and maintenance of the positive P anomaly. As we saw, the work by Skamarock 

et al. (1994) seems to support our findings. 

5.3 Material change of 'P due to the residual 

As we saw in Section 5.2, the material change in P due to RES, calculated as a 

residual in the predictive equation for P, is not necessarily small. Surprisingly, this is 

even the case well away from the surface, where one might otherwise expect this term to 

relatively large. In this section, we will take a closer look at the residual calculated as 

RES= d'P/dt-1{ 

then investigate possible mechanisms responsible for this term. Results discussed here are 

for the 10-11 June MCS; similar results occurred for the 23-24 June MCS. 

5.3.1 Residual (RES) in the predictive P equation 

During the early stages of the 10-11 June MCS, vertical profiles through the average 

positive or negative P anomalies show that RES is sometimes a relatively large contri-

bution to 8P / 8t, on the order of 10-30%. As mentioned above, the maximum does not 

occur near the surface, as might be anticipated. On the storm-scale average profiles, RES 

acts with an opposite sign to the horizontal advection through much of the troposphere; 

this tendency is not seen in the average through positive or negative anomalies. 

Later during the mature stage, RES increases in magnitude and is at some levels the 

strongest contribution to 8P/8t (e.g., at 4 km through the negative anomaly). In general, 

the term is strongest in mid levels. The mid-level maximum is seen more clea::ly when 

viewed from conditionally-sampled profiles , which would indicate that RES fo:.lows the 
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tilted positive and negative P anomalies. On a storm-scale average the tendency for the 

RES profile to have the opposite sign of horizontal advection is still seen. 

As the MCS enters its dissipating stages, RES is relatively weak at most levels in 

the positive anomaly and .storm-scale. However, in the negative anomaly, it is still fairly 

strong. As viewed from a storm-scale average, RES no longer appears to oppose the 

horizontal advection in sign. 

5.3.2 Possible mechanisms for RES 

What physical proceeses could account for the RES profiles discussed in the previous 

section? One possibility is that RES at mid levels is due to turbulence associated with 

shear in ( or between) the FTR and RTF fl.ow branches ( e.g., Fig. 5.17). This seems feasible 

since RES at mid levels jncreases as the system matures. 

Raymond (1992) discusses P forcing due to "molecular and turbulent processes" and 

suggests a form 

F -l'M ( -l'M I ') = -po V -po V • V V (5.13) 

so that the material change of P due to these effects becomes 

(5.14) 

Expanding Eq.(5.14), we obtain 24 terms of the form of second partial derivatives of 

momentum fluxes times a potential temperature gradient. 

Vertical profiles of all 24 terms were examined and the following four were found to 

dominate 

2 -2 82v'w' 88 
Po 8z2 8x. 

2 
_2 {J2u'w' 88 

- Po 8z2 8y' 

2 -2 82v'w' 88 
- Po 8x8z 8z' 

2 -2 82u'w' 88 
- Po 8y8z 8z' 

Here the primes denote a c..eviation from a spatial average. In true Reynold's averaging, 

these would be a deviation from a temporal average as well. These terms not only are 
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the strongest , but show a tendency to lower in elevation with time. This lends support to 

the notion that the residual may form as a result of turbulence associated with tilted flow 

branches. 

Comparisons between RES and F calculated using Eqn.(5.14) were discouraging. In 

general, vertical profiles show little agreement. Horizontal sections of both quantities show 

the overall system very well, but fields are noisy and the main positive or negative regions 

do not match. Vertical sections reveal similar results. 

This lack of success points to the difficulty in isolating actually resolved turbulent 

processes from unresolved subgrid-scale processes. As pointed out by Raymond (1992), 

as well as others, P defined from Reynold 's averaged quantities, i.e., 

is not the same as defining P in terms of exact quantities and then Reynold's aYeraging. 

The latter yields 

P2 = 1/p (i 88/8xi + 

(l/ p )(/88' / axi + 

( 1 / p')(i88' I 8xi + 

(l/p' )(/88/Bxi + 

(1 / p')(/ 88' I axi. 

It is possible that on t he 20 km grid used for analysis we should actually consider, or in 

some way parameterize, the subgrid-scale processes represented by P 2 • Without finer grid 

spacing data, covering most of the MCS over the entire lifecycle, this task is difficult , and 

is a worthy topic for study on its own. 
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Figure 5.25: Schematic showing tilting of (a) westerly shear, and (b) easterly shear. View 
is towards the west (from Davis and Weisman 1994), their Fig. 13. 
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Chapter 6 

SUMMARY AND CONCLUSIONS 

6.1 Summary 

This study was motivated by past studies of PV and associated vertical circulations 

associated with MCSs. These studies have included balance-model simulations, PE simu-

lations of idealized scenarios, or observations using the synoptic-scale observing network. 

An investigation of the evolution of PV associated with actual MCSs has been thus far 

lacking. Two non-idealized simulations of mid-latitude MCSs were analyzed to examine 

the behavior of P with these more realistic systems. These simulations used the nested-

grid utility of RAMS, with grid spacings ranging from 80 to about 8 km, and the Level 

2.5w convective adjustment scheme. Although the simulations did not verify perfectly 

in the "forecast" sense of observed MCS timing and position, this was found not to be 

critical for our analysis. Heating rates, however, which are important to the evolution 

of PV, compared favorably to available observations, thus the simulations were deemed 

suitable for our diagnostic analysis. 

The evolution of Erter s potential vorticity, P, was documented at mid and upper 

levels in Chapter 4. The evolution is not analyzed near the surface because of frictional 

dissipation of the flow, topography, and dry adiabatic layers, can lead to small values of 

P even in the presence of strong vorticity, and thus the interpretation of P is difficult. 

The evolution of P is similar for both simulated MCSs. At mid levels , a horizontal P 

dipole forms during the initial stage, with a positive anomaly along the south end of 

the convective line and a negative anomaly along the north end. As the systems grow, 

the dipoles evolve into larger regions of positive and negative anomalies, aligned parallel 

to the convective line. By the mature and dissipating stages, the mid-level negative 



anomaly deteriorates and the system is dominated by a positive P anomaly. At upper 

levels a negative P forms during the initial and growing stages of both MCSs. During the 

later stages of the 10-11 June MCS, the main negative anomaly advects away with the 

ambient :flow. By contrast, during the later stages of the 23-24 June MCS, early negative 

P anomalies also advect away but in addition, new anomalies continue to form due to 

continued upright convection. Thus, the less-organized 23-24 June MCS appears to have 

a larger effect at upper levels. The upper-level analysis was performed on the larger Grid 

#1 in order to better evaluate the synoptic-scale influence. 

Contributions to P were investigated for both systems at various stages of develop-

ment. The large-scale approximation, i.e., that P can be approximated by the vertical 

vorticity contribution was found to be a marginal assumption for MCSs. In some regions 

of the MCS, the horizontal vorticity contributions were on the order of 20-30% of the 

total P, especially during the mature stage when horizontal vorticity associated with :flow 

branches was strongest. The horizontal vorticity itself ( as opposed to horizontal potential 

temperature gradients) were mainly responsible for the strength of the contributions. Thus 

caution is needed when associating strong vertical vorticity with P maxima in mesoscale 

systems. 

Ertel's P equation was examined next , including both diabatic and a residual. The 

:flux form of the P equation was also considered. In order to investigate the positive 

and negative P anomaly at mid levels separately, a conditional sampling technique was 

used. At every level, each point meeting the sampling criteria was summed, then an 

average was taken at each level. Time series of the various P equation terms could then 

be constructed at each level, as well as averages for specified layers . Vertical profiles 

of conditionally-sampled terms were also constructed at several times during the MCS 

lifecycle. In addition , vertical profiles were also constructed of the contributions to the 

non-advective flux divergence due to diabatic effects , rl , to determine whether vertical or 

horizontal contributions dominate and at which stages of MCS development. Whenever 

possible, links between "PV thinking" and "vorticity thinking" were not ed. 

Comparisons were then made with theories for PV evolution using nonlinear balance 

(Raymond 1992) and a PE simulation with idealized initial conditions (Davis and Weisman 
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1994). Here again, the link be::ween a PV and vorticity viewpoint proved useful. In some 

instances this comparison proved difficult due to the more complex nature of the convective 

structure in the PRE-STORM simulations. 

Finally, during the budget analysis described above, it was found that the non-

advective flux divergence due to the processes, represented as a residual from the P 

equation, was not always small, even well away from the surface. An effo::-t was made 

to isolate the physical processes responsible for this term, using a form suggested by Ray-

mond (1992). This lead to speculation on the possible causes for this term, but no firm, 

quantifiable conclusion. 

6.2 Conclusions 

It is both easy and enticing to generalize about some phenomenon ":>ased on few 

samples. In this dissertation, we have examined results from only two simulated mid-

latitude MCS. Based on this limited data set, the main conclusions of this russertation are 

as follows: 

• It appears that the mode of convection has a dramatic effect on the P anomalies, 

especially at upper levels. The 10-11 June MCS started with upright convection but 

fairly quickly organized as a squall line with a tilted front-to-rear updrait followed 

by a tilted rear-inflow downdraft . The 23-24 June M:CS also begins with deep 

upright convective cells, but although the cells eventually organize, tiey never form 

an organized, tilted updraft. Rather, somewhat randomly-organized deep convective 

cells continue to fire. A tilted rear-inflow does develop along portio:i.s of the MCS. 

The mid-level P distribution is similar between the two systems. Overall, both 

systems display a positive P anomaly. At upper levels, the 10-11 June MCS produces 

a strong negative anomaly when it is dominated by deep , upright convection. As the 

system matures , the , ilted updrafts no longer produce much negative P alof,, and the 

original negative anomaly quickly advects away. The 23-24 June hlCS continually 

produces negative P, due to its continuing deep , upright convection. Even though 

the early negative anomalies also advect away, t hey are continually replenished, and 
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this MCS produces a much larger negative anomaly aloft. Thus it appears that an 

MCS with more randomly organized upright convection has a much greater effect on 

the ambient upper-level environment than an MCS with organized tilted updrafts, 

such as a squall line. 

• The structure and evolution of P is highly three-dimensional. This is true both 

for MCSs with organized convection, as the 10-11 June case or more randomly-

spaced convection. Even averages along the MCSs show greater detail temporally 

than would have been anticipated from two-dimensional model studies or two-

dimensional sections across three-dimensional observational or model data sets. This 

complexity and variability makes one, simple conceptual model difficult. In addition, 

there is also the problem of scales. Mesoscale vortices or vortical circulations occur 

in a variety of convective storms, from supercell t hunderstorms to large, organized 

MCSs. This influences both the potential lifetime of these circulations as well as 

processes responsible for the formation or dissipation of vortical flows. For instance, 

it may be that for a single thunderstorm, tilting of ambient vorticity may domi-

nate, whereas for a larger, somewhat more organized system, vorticity advection 

and convergence may be more important . The structure and strength of vertical 

shear profiles and vertical velocity fields will determine the details of PV formation 

in a given MCS. However, aside from the details, the prevalant feature left in the 

wake of most MCSs is a mid- level positive PV anomaly. 

• Although the "large-scale" approximation to P, i.e. , Pz, is typically the dominant 

contribution, it is not always (spatially and temporally) the most important term. 

By "important", we refer to the normal meteoro ogical sense of greater than an 

order of magnitude. The horizontal vorticity contributions , i.e., Pr and Py are also 

important, each sometimes accounting for 20 % of the total contribution and each 

is sometimes even the dominant term, especially in the vicinity of the mesoscale 

flow branches during the mature phase of the MCS. Also in the vicinity of the flow 

branches, horizontal vorticity is about two orders of magnitude greater than vertical 
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vorticity. This is balanced by the fact that vertical potential temperature gradients 

are often somewhat more than two orders of magnitude greater than horizontal 

potential temperature gradients. Thus, Pz usually dominates. This does sound 

a. note of caution in automatically interpreting high P as regions of high vertical 

vorticity; this is not always the case. 

• The residual in the predictive P equation, defined as RES = dP / dt - 1-l, is not 

always small. It has been assumed in most previous studies that frictional effects 

can be neglected. But our analysis show this may not be true. Surprisingly, this 

term is not a maximum near the surface, where frictional effects might ·oe assumed to 

be most important. During the mature and dissipating stages, RES was found to be 

relatively large at mid levels. It was speculated that this could be due to turbulent 

momentum fluxes associated with strong shear near the flow branches. It appears 

that the main role of the residual is in the deterioration of the mid-level negative 

anomaly during the mature stage. One form for the residual was inve:stigated to see 

whether it could account for the vertical structure or magnitude of RES. This was, 

unfortunately, not successful. This points to the difficulty in separating resolved 

processes from unresolved subgrid-scale processes. 

• As we have seen, during the initial stages a horizontal P dipole forms at mid levels. 

We found that the positive anomaly in both cases forms mainly due to positive 1-lz, 

the vertical contribution to the non-advective flux divergence due to diabatic effects. 

From a vorticity standpoint, ambient absolute vorticity is transported upwards while 

simultaneously vorticity convergence ( stretching) acts to rapidly increase relative 

vorticity. Horizontal contributions (1-l 11 ) play only a minor role in :he formation of 

the positive anomaly. The vorticity analogy for this term is tilting, thus for the 

positive P anomaly in these simulations, tilting plays only a small role. This occurs 

because of strong 1:pdrafts associated with the positive P anomaly; averaged over 

the anomaly positive and negative tilting effects cancel. Positive 1-lz weakens but 

continues to be present over the lifetime of the MCS, maintaining this anomaly 

153 



and causing it to expand. During the mature to dissipating stages, the P anomaly 

becomes vertically distorted by the tilted FTR flow branch, as in the 10-11 June 

MCS. Systems lacking a tilted FTR flow branch feature a more upright, symmetric 

positive anomaly, as in the 23-24 June MCS. 

• The negative mid-level P anomaly initially forms due to negative contributions by rf.. 

This consists of contributions from both rf.y and 1iz, i.e., forms due to both vorticity 

tilting and stretching. In the absence of negative vorticity, tilting must occur first. 

In the 10-11 June pre-convective environment, weak ambient negative vorticity was 

present at mid levels. So tilting and stretching could occur simultaneously. However, 

in the 23-24 June pre-convective environment, no negative vorticity was detectable, 

thus tilting occurred first, followed by a combination of tilting and stretching. As 

the MCS grows and matures, the processes associated with the negative anomaly 

become more difficult to isolate. One surprising finding however, is that the negative 

anomaly appears to deteriorate due to the residual during the mature stage, as the 

RTF :fl.ow branch fully develops. By the dissipating stages of both MCSs, the negative 

anomaly has essentially completely deteriorated. 

• From the above two conclusions, it appears that the positive P and associated rela-

tive vorticty do not slowiy form as a balanced response to thermal perturbations in 

the MCS. Rather, the vorticity forms quickly due to vertical transport and vorticity 

stretching. Thus the mass field likely comes into balance with the wind field as the 

system evolves. 

• The comparison between our results and those of Raymond (1992) shows some agree-

ment. Comparison of aspect ratios (height to width of diabatic heating compared 

against J to ambient vertical shear) generally show that the vertical PV transport 

dominates vertical transport. It should be remembered that neither ratio was much 

larger or smaller than the other. So according to Raymond's theory, both trans-

ports should be almost equally important. This was not the case in our simulations. 

Specifically, the positive and negative anomalies form due to different processes. 
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This is not covered by Raymond. Thus the resemblance between our results and the 

NLB results may be somewhat fortuitous. 

• A comparison with the results of Davis and Weisman (1994) shows little agree-

ment when considering the processes responsible for the formation of the horizontal 

P dipole. First, it was found that the vertical divergence of advective and non-

advective fluxes neglected by Davis and Weisman was not small. It appears, as a 

matter of fact, the process most important for the formation of the positive mid-level 

anomaly in our simulations is contained in the term neglected by Davis and Weis-

man. We conclude that their interpretation is not correct. As we have discussed, 

a companion paper by Skamarock et al. (1994) supports our findings. The conclu-

sion by Davis and Weisman that vertical vorticity forms rapidly and the mass field 

subsequently balances the wind field is supported by our simulations. We disagree, 

however, with their interpretation of processes responsible for the vertical vorticity 

generation. 

6.3 Conceptual model 

We can also summar1ze the evolution of the mid-level positive P anomaly with a 

conceptual model, which differs from earlier studies. During the initial stages, a shost 

convective line forms and a P dipole forms, with a negative anomaly north and a posi-

tive anomaly south. Qualitatively, this resembles the distribution predicted by Raymond 

(1992). The positive P anomaly forms due to riz , the vertical non-advective flux diver-

gence. In vorticity terms , this is vorticity stretching. The negative P anomaly forms due 

to both riz and 1i.11 , vertical and horizontal non-advective flux divergence or in vorticity 

terms, stretching and tilting. As the system grows, same processes generally at work, and 

a banded positive-negative P ( and vorticity) is found. During the mature stage the pos-

itive P is maintained mainly by weaker positive riz. The negative anomaly deteriorates 

due to RES. We believe turbulence generated between flow branches may be responsible 

for RES at this time. The MCS then dissipates. All processes are weak , and the posi-

tive anomaly is advected away, while the negative anomaly has completely deteriorated. 
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Although not captured by the simulations, hours or days after the MCS dissipates in a 

highly-sheared environment, the positive P anomaly may become distorted or destroyed. 

In a low-vertical-shear environment, the anomaly may interact with the environment 

leading to new convection, MCSs, or TC genesis. 

6.4 Future work 

Based on the findings of this work, some recommended work for the future is as 

follows: 

• Since MCVs occur on a variety of scales, associated with small and large convective 

systems, and in various locations within the convective systems, a thorough review of 

MCVs (including vertical circulations which are not "closed") is needed. This would 

concentrate on common structures observed or simulated and would concentrate on 

categorization depending on the method of data acquisition ( e.g., PE simulation vs. 

observations based on soundings, etc.). This review would also treat the scales of 

MCVs and treat processes leading to MCV formation depending on scale. 

• It would be interesting to repeat the simulation of Davis and Weisman (1994) using 

RAMS. If reproducible, this would supply us with a data set to more directly test 

our conclusions against those of Davis and Weisman. In addition, this would allow 

us to expand their tests with different environments, e.g., one with a veering or 

backing wind profile. 

• An interesting aspect of these simulations is the apparent transport of PV by the 

front-to-rear and rear-to-front mesoscale flow branches. It would be useful to devise 

a scheme whereby properties could be conditionally-sampled along flow branches, 

thus isolating processes occurring along them. 

• One issue that remains unresolved is that of the processes responsible for the residual 

in Ertel's 'P equation. Our analysis found that this term is locally important to the 

P budget but the interpretation of our results was only speculative. 
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• One area of interest not at all treated herein is the role of PV anomalies in the 

regeneration or even initiation of MCSs. This question has been treated theoret-

ically using nonlinear balance simulations as well as with observations from the 

synoptic-scale network. As mentioned in Chapter 3, the 10-11 June case appeared 

to regenerate after the main system was well into the dissipating stage. Capturing 

this regeneration in a subsequent simulation would be very useful in understanding 

this phenomena. 

• Another area of interest not covered herein is the possible ro e of the upper-level 

inverted P which moves across the region during the lifecycle of the 10-11 June MCS. 

The fact that the MCS formed ahead of and aligned along this upper-level feature 

suggests that it may have played a role in the development and/or organization of 

the storm. Unfortunately, in this case, the nearness of the mountains makes analysis 

of any possible link much more difficult. 

• As · a lead-in to the final item, as computer power increases, high-resolution simu-

lations (using 1 or 2 km grid spacings) of entire MCSs (i.e., spatially and over the 

entire lifecycle) without cumulus parameterization would be useful. Until observa-

tions exist on such fine scales over areas the size of an MCS, such simulations would 

provide the best data set. 

• Finally, we make the ,.;biquitous plea for more cases on which to base conclusions. It 

would be useful if these case studies used one method of data acquisition. Comparing 

studies using radar, soundings , time compositing, NLB simulations, PE simulations 

idealized scenarios , PE simulations of real systems , or eve PE simulations which 

use differing grid spacings, makes conclusions somewhat ambiguos. Ideally: we would 

have a set containing data on several, perhaps dozens , of systems using one tool, 

e.g. , high-resolution PE simulations. This would undoubtedly require cooperation 

between several scientists from several research institutions and is admittedly a pipe 

dream given today's budget priorities. 
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