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ABSTRACT 
 

 

INVESTIGATING MOLECULAR INTERACTIONS CONTRIBUTING TO SELF-ASSEMBLY 

ON ULTRAFAST TIME SCALES WITH TWO-DIMENSIONAL INFRARED SPECTROSCOPY 

 
 

Many chemical systems rely on π-π interactions to drive self-assembly. These systems range 

from peptides and proteins to polyaromatic hydrocarbons (PAH). There are a wide variety of chemical 

environments where π-π interactions are critically important. In such environments, factors such as 

sterics or the solvent surrounding these aromatic systems will affect the final aggregate. To elucidate 

the chemical structures and system dynamics that exist in these π stacking molecular structures, many 

researchers are turning their attention to examining molecular vibrations. Chemical vibrations are 

affected by molecular coupling, solvent environments, and aggregated state. By using infrared 

spectroscopy to monitor these vibrations, we can develop a molecular picture of these aggregated 

systems. Two-dimensional infrared (2D IR) spectroscopy provides additional information on the 

structure and dynamics of aggregated systems that cannot be gained from traditional linear infrared 

techniques. This thesis focuses on using 2D IR to study two aggregate systems. First, this thesis focuses 

on the self-assembly of phenylalanine based dipeptides. One of the primary goals of this work was to 

understand how the solvent interacts with the dipeptides, a factor critical for self-assembly. Using 2D 

IR and molecular dynamics simulations this work investigated how the primary structure of an 

aromatic dipeptide system, Val-Phe versus Phe-Val, affects the solvation dynamics around the 

dipeptide. It also explores the primary sequence influences hydrogen-bond dynamics. The second part 

of this work examines how the polarity of a solvent influences π-π stacking of PAH. Using 2D IR it 

was found that these solvent dependent structures have different degrees of vibrational energy 

delocalization. This suggests that the choice in solvent will influence the flow of energy though 

aggregated systems.  
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Introduction 

 

 

The first section of this chapter focuses on the importance of understanding molecular self-

assembly. It will examine some of the other techniques for understanding self-assemble processes 

and the benefit that 2D IR provides. It will then focus on the chemical systems that are the subject 

of this thesis.  

The second part of this chapter is from a publication from 2018 from the journal Institute 

of Electrical and Electronics Engineers (IEEE) Journal of Selective Topics in Quantum 

Electronics.  I wrote this review article as an invited paper to discuss the advancements of 2D IR 

spectroscopy and how the technique is applied to the study of molecular systems1. 

1.1 Introduction to Molecular Self-Assembly 

Molecular self-assembly is an appealing synthetic approach for the development of novel materials 

due to the relative ease of synthesis and the diversity of material properties that can be achieved. As such, 

self-assembled materials have been utilized in applications such as tissue engineering, charge separation 

for photovoltaics and drug delivery vehicles. In order to make to fast strides in these disciplines, chemists 

would need a data bank of molecular building blocks such that they would know exactly how to create an 

aggregated material for any application. Because of the large variety of self-assembled compounds, 

currently there is no such data bank, but advancements have been made.  

Synthetic chemists have been working diligently at trying combinations of environmental 

conditions and chemical properties to see what types of structures form. They have found that aggregate 

properties can be changed by solvent, or through functionalizing a particular base building block with 

chemical functional groups to drive aggregation towards a final assembled structure. For example, using 
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atomic force microscopy, it has been found the dipeptide diphenylalanine will form different structured 

nanotubes in ethanol verses toluene2. There are many parameters that can be used to tune to a particular 

self-assembled structure.  As such the “phase” space to explore for self-assembly is vast and it is not feasible 

to do it for the endless possibilities of combinations.  Therefor it is necessary to develop design principles 

based on physico-chemical properties that link monomeric structures, solvation dynamics, and final self-

assembled structures of aggregates.   

The synthetic approach discussed above considers looking at self-assembly through an iterative 

technique to determine the best combination of molecular composition and solvent conditions to generate 

a desired aggregate. Alternatively, if the scientific community had a better understanding of the 

fundamental physical properties that drive aggregation then researchers would be able to form more 

informed decisions in their synthetic endeavors. Broadly speaking there are two approaches at getting at 

these physical properties, computational methodology and experiments. Computational techniques such 

quantum mechanical calculations and molecular dynamics simulations provide valuable information on 

aggregation events. For instance, molecular dynamics will inform how the environmental conditions 

surrounding solute molecules will force them together and predict how the solvent will drive dimer 

configurations. Computational techniques have been applied to many scientific problems which has resulted 

in useful information. However, one of the greatest achievements in physical chemistry is when these 

computational results can be correlated with experimental observables. 

The modern experimentalist has many tools at their disposal to examine molecular aggregation. 

For example, UV-Vis spectroscopy is a common technique used to look at polyaromatic hydrocarbons. The 

UV-Vis spectrum of these chemical systems will shift in intensity and position depending on the aggregate 

formed. Typical experiments would look at how changing the concentration changed the spectrum, and thus 

report on the aggregate structures. However, obtaining more specific information can be challenging. To 

state the exact nature of the aggregate requires assumptions that are sometimes not easy to substantiate. 

Therefore, these experiments can be coupled with other techniques such as linear infrared spectroscopy. 

Infrared spectroscopy reports on molecular vibrations of a system. Therefore, if changes in the aggregate 
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occurs, it will manifest itself in changes in the vibrations modes that are probed with linear IR spectroscopy. 

Problems occur when the system becomes incredibly complex; for example, in polyaromatic hydrocarbons, 

the vibrational modes intrinsic to the PAH can be used to report on structure, but are likely to be spectrally 

overlapped.  Thus, spectral information can be convoluted on top of each other, resulting in spectra that are 

difficult to interpret.  It would therefore be advantageous to use a technique that provided additional 

information on the structural motif of these systems.  

Two-dimensional NMR has become a workhorse technique producing high resolution structural 

information of many compounds3,4. However, NMR experiments require high concentration samples and 

several milliliter volumes. Furthermore, NMR does not have particularly high time resolution5.  For 

example, dynamics associated with hydrogen bond making and breaking cannot be accessed by NMR, 

because these events are too fast4,5.  It is possible that initial steps in self-assembly are driven by events that 

occur on sub-nanosecond time scales.  Elucidating dynamic behaviors on ultrafast time scales may give 

scientists an additional parameter to consider when comparing molecular building blocks involved in self-

assembly. 2D NMR falls short in this front as well, only providing information on the microsecond time 

scale.  

Two-dimensional infrared (2D IR) spectroscopy has proven to be a powerful technique to 

investigate solvent dynamics8, structural dynamics in biological systems9,10, and energy transport in 

materials11,12.  The power of 2D IR is due to the structural resolution gained from observing molecular 

vibrations and the time resolution inherent to 2D IR due the ultrafast pulses used to perform the experiments.  

2D IR spectroscopy is an ultrafast optical technique that utilizes three ultrafast pulses to interact with the 

sample. The resulting spectrum contains two frequency axes, referred to as the pump axis and the probe 

axis. In the simplest case of a single vibrational oscillator, the resulting spectrum is a peak pair, equal in 

amplitude and with opposite sign of intensity. This peak pair is the result of optically pumping the chemical 

system into the first and second vibrational levels13.  



  

4 
 

When molecular systems become more complex, like in a self-assembled chemical system, the 

molecular vibrations of a molecule will influence one another14. Because 2D IR has two frequency axis, 

the plethora of information is spread out, making data interpretation easier than its linear counterpart15. 

Depending on the aggregate and the local solvent environment around it a 2D IR spectrum will show 

changes in cross peaks16 and peak shapes17. Furthermore, because 2D IR uses femtosecond pulses to 

interrogate the chemical system, femtosecond chemical dynamic information can be obtained18,19.  

The aim of the work presented in this thesis was to design 2D IR experiments to probe two systems:  

1. The dipeptide building blocks valine-phenylalanine/phenylalanine-valine (VF/FV) and 2. Aggregate 

structures formed by violanthrone-79. These two sets of experiments are used to explore two different 

extremes with regards to self-assembly.  The work with VF/FV is focused on understanding how slight 

changes in the monomer structure influenced how the solvent behaved and interacted with the molecular 

building blocks. This was accomplished by examining the isomers of valine bonded with phenylalanine. 

These experiments revealed drastic changes in the solvent interaction surrounding the dipeptide building 

blocks.  In future work, it will be important to determine if the solvation surrounding the dipeptides plays 

a role in restricting the possible conformations that can be accessed by the dipeptides as they assemble into 

different structures.  At the opposite end of the self-assembly spectrum, aggregates of violanthrone-79 are 

investigated.  More specifically, this work considered how solvent influences the overall aggregate structure 

and how the vibrational energy distribution changed depending on the resulting aggregate structure. In both 

cases, the experimental results were married with computational efforts to generate a more complete view 

of these two extremes in self-assembly. 

 

1.2 Introduction for Institute of Electrical and Electronics Engineers Review Article 

 

The advent of ultrafast laser sources allowed spectroscopists to bring nonlinear optical 

spectroscopy techniques with high time resolution and sensitivity to molecular structure to fruition. 
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Many years prior to the first transient absorption and pump-probe experiments, theorists revealed 

to the community the wealth of information to be gleaned from coherent multidimensional 

spectroscopy experiments20,21. In the decades since, coherent multidimensional spectroscopy 

techniques including 2D Electronic Spectroscopy (2D ES)22, 2D Infrared (2D IR)23 spectroscopy, 

and more recently mixed frequency 2D spectroscopy techniques including 2D Vibrational 

Electronic (2D VE)24, 2D Electronic Vibrational (2D EV)25, and 2D Sum Frequency Generation 

(2D SFG)26,27 spectroscopy have been developed. Each of these spectroscopic techniques have 

proven to be powerful experimental tools to study aggregate structure14, exciton dynamics, 

chemical dynamics28, and ultrafast chemical reactions29 across broad fields of science. These range 

from biology30 to materials engineering to geochemistry 31 to catalysis32. The expanse of these 

investigations has been possible due to the techno-logical breakthroughs made in ultrafast science 

along the way. This brief review will focus on 2D IR spectroscopy, the basic principles that govern 

2D IR, recent technological advances expected to impact 2D IR experiments, and new 2D 

vibrational spectroscopy tools. In each section concrete examples of 2D IR experiments performed 

will be used to illustrate the points. However, this review will not be able to cover all of the 

important results that have come out of 2D IR spectroscopy experiments to date. It is also important 

to note that the field of multidimensional spectroscopy in general has greatly benefited from crucial 

advances made in theoretical frameworks with which these spectroscopy experiments are 

interpreted. However, the brevity of this review will not allow these advanced to be discussed. 

1.3 Basic Principles of 2D IR Spectroscopy 

 

This section provides a backdrop to discuss the principles of vibrational modes, macroscopic 

polarizability, excitation path-ways, observables in 2D IR spectroscopy, and approaches to extract 

the information available from 2D IR experiments. 
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1.3.1 Vibrational Modes 

 

Molecular vibrations are powerful reporters of chemical structure and dynamics. Vibrational 

modes localized to a specific bond can be used to determine molecular structure with angstrom 

level resolution33,34. 2D IR spectroscopy can be used to directly measure the curvature of the 

vibrational potential energy surface and as such can directly report vibrational coupling constants 

required to make structural determinations of molecular systems ranging from small molecules to 

macromolecular systems. These have included the study of hydrogen bond making and breaking18, 

contact ion pairs35, and the vibrational characteristics of different isomers15. In addition, 2D IR 

spectroscopy has been used to determine the structure of amyloid fibrils36,37, the pH dependence 

on Influenza A’s proton channels38, and the structure of potassium ion channels30.  

Vibrational modes are also sensitive to the local environment in which they reside. Interactions 

of solvent molecules with a vibrational mode can alter the force constant, reduced mass, or 

anharmonicity of the vibrational mode. Thus, molecular vibrations are sensitive to fluctuations in 

the local environment sur-rounding the mode. In linear IR spectroscopy this information is 

embedded in the line shape of the observed IR spectrum39. However, quantitative information 

regarding chemical dynamics that is available from the linear IR spectrum is limited. 2DIR 

provides access to investigating vibrational dynamics quantitatively and across timescales ranging 

from femtoseconds6,40 to picoseconds15,41 and even into longer nanosecond time scales42. The 

femtosecond time resolution is achieved using ultrashort mid-infrared pulses and access to 

vibrational dynamics on the nanosecond timescale depends on the vibrational lifetime of the 

oscillator. In addition, 2D IR experiment scan be set up to discern the homogeneous contributions 

from the inhomogeneous contributions to the observed linewidths in the spectra. Taken together 

the vibrational dynamics probed during a 2D IR spectroscopy experiment will provide quantitative 
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details of chemical dynamics in condensed phase systems. For example, advances have been made 

in understanding the role of hydrogen bonding in proton transfer events43, the dynamics involved 

with crossing over from liquid to glassy regimes in molecular glasses42, or the role of multipole 

interactions in ionic liquids, to name a few44. The ability to better understand the dynamics of 

chemical systems is a key strength of 2D IR spectroscopy. 

1.3.2 Pathways  

 

Spectral congestion is a difficult challenge to overcome in linear IR spectroscopy. Observed 

peaks in linear IR spectra carry information related to chemical structure and dynamics. Thus, the 

linear response observed in linear IR spectra is a convolution over the contributions from chemical 

structures and chemical dynamics. Investigators can use a variety of tools to deconvolute the 

structural responses from the dynamical responses observed in linear IR spectroscopy, but this 

often relies on using external vibrational labels or isotope labeling of a particular vibrational mode. 

2D IR spectroscopy techniques offer the ability to spread information across two dimensions and 

probe the structural response independently from the dynamical responses. However, to 

accomplish this task, one must consider the energetic pathways available in 2D IR spectroscopy 

and consider how pathways can be isolated from one another. Here, we briefly develop the concept 

of pathways available via light-matter interactions, relate the pathways to the macroscopic 

polarization of a sample, and then describe experimental approaches to isolate the pathways of 

interest. For a more detailed description, the readers are referred to references 34 and 35. 2D IR 

spectroscopy requires three light-matter interactions. In practice there are a few ways of producing 

these light-matter interactions, a topic that is discussed in the optical geometry section, however 

the underlying principles are the same no matter which optical geometry is used. When a sample  
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Figure 1.1  Cartoon representations of a 2D IR spectrum, and (b) the corresponding energy 

level diagram, (b). The blue peak in (a) is the addition of the bleach and excited state 

emission. These are labeled as transitions (A) and (B)in the Fig. 1b, respectively. The red 

peak in (a) corresponds the excited state absorption, the transition represented by (C) in 

Fig. 1.1.b. 

 

under goes excitation from multiple light-matter interactions, the system goes through different 

Liouville pathways, a concept covered in greater depth in reference46. Here we will take a more 

general view of the processes necessary to generate a 2D IR signal. To illustrate what is happening, 

a simple two-level vibrational system can be used. The molecules start out in the ground vibrational 

state. The first pulse will excite the sample and will generate a coherence between the ground state 

and first excited state. The second pulse will excite the sample and can create populations in the 

first excited state or drive the system back down to the ground state. In addition, it is possible to 

create another coherence between the first and second vibrational excited states. The third pulse 

excites the sample forming coherences between either the ground and the first excited state or 

between the first excited state and the second excited state. After the three pulses interact with the 

sample, a signal field is emitted from the sample and is encoded with the molecular response of 

the system. The responses can be observed as peak pairs in the 2D IR spectrum, where one is 

positive going and the other is negative going. Each peak represents different processes or 

pathways the vibrational system can undergo in a given excitation and detection scheme. A 

diagram showing the energy levels of these processes and a diagram of the corresponding 2D 
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spectrum can be seen in Fig. 1. Multiple path-ways can contribute to particular sets of peaks. For 

example, the negative going peak contains the bleach and the stimulated emission, labeled A and 

B in in Fig. 1 respectively. The positive going peak contains the excited state absorption labeled 

as transition C. The above example is for a single vibrational mode and the simplest of 

experimental geometries. However, if multiple vibrational modes lie within the bandwidth of the 

excitation pulses, then two or more diagonal features appear in the spectrum. When multiple 

excitations exist in the bandwidth of the pulse then cross peaks can also be observed. Showing up 

in the upper left hand and lower right hand corners of the spectrum, cross peaks are the result of 

vibrational coupling13,14 chemical exchange28, population transfer or coherence transfer47. A more 

detailed look at coupling is discussed below. 

1.3.3 Macroscopic Polarizability 

 

Nonlinear spectroscopy relies on a chemical system emitting a macroscopic polarization in 

response to an external electric field. 2D IR is a third order spectroscopic technique and as such, 

the macroscopic response is the function of three input pulses. In a 2D IR pulse sequence each 

pulse interacts with the sample at time intervals t1, t2, and t3. Therefore, an expression for the 

macroscopic polarizability can be written as  

 

𝑃(3) ∝ ∫ 𝑑𝑡3∞
0 ∫ 𝑑𝑡2 ∫ 𝑑𝑡1∞

0 𝐸3(𝑡 − 𝑡3)𝐸2(𝑡 − 𝑡3 − 𝑡2) ∙ 𝐸1(𝑡 − 𝑡3 − 𝑡2 − 𝑡1) ∙ 𝑅(3)(𝑡3, 𝑡2, )∞
0 (1. 1) 

 

where En are the three different electric fields and R(3)is the third order response function of the 

chemical system. The R(3)contains all of the possible excitation pathways that can occur. After 

applying the second-order cumulant expansion approximation, the Condon approximation, the 

short time approximation, and assuming that only beams satisfying the phase matching conditions 
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of the experiment contribute to the signal field, there are 8 response functions for a single 

vibrational mode in a chemical system four rephasing and four nonrephasing responses13. 

However, if there are multiple vibrational modes within the bandwidth of the excitation pulses, 

then each one will have their own eight responses. 

1.3.4 Dynamics  

 

The absorption peaks in linear IR spectroscopy experience two sources of peak broadening, 

homogeneous and inhomogeneous broadening. Homogenous broadening comes from very fast 

fluctuations between the molecule and the bath modes of the solvent. Inhomogeneous broadening 

instead comes from the same molecules being in different local environments, and therefore having 

a distribution of different frequencies48,49. A depiction of this can be seen at the top of Fig. 2(a). 

where underneath the broad gaussian line shape there are several narrower gaussian line shapes 

representing multiple vibrational modes making up the total shape of the absorption feature. These 

different broadening processes also manifest themselves in 2DIR spectra. If a chemical system 

experiences inhomogeneous broadening, the peak in the 2D IR spectrum will be elongated along 

the diagonal of the spectrum13, as seen in the cartoon2D IR spectrum in Fig. 2(a). The fast and 

slow chemical dynamics in a system can be measured in 2D IR experiments, because of the 

femtosecond time resolution inherent to 2D IR experiments that utilize femtosecond light sources. 

Characterizing the inhomogeneity of a chemical system is achieved by monitoring the shape of 

peaks in 2D IR spectra collected as a function of delay time between the second and third pulses, 

denoted Tw. As Tw becomes larger, the molecules in the sample have more time to  
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Figure 1.2 Depiction of an in homogeneously broadened spectral feature. (a) Linear IR and 

2D IR spectrum at early times. The vibrational mode exists in many solvation 

environments resulting in many different vibrational frequencies under the peak in the 

linear IR spectrum and resulting in an elliptical feature in the2D IR spectrum. (b) After a 

delay Tw a vibrational mode has time to sample all of the solvent environments, shown by 

the black arrows, and resulting in round shape of the peak pair in the 2D spectrum. 
 

experience the different solvation environments. This is denoted in Fig. 2(b) by the arrows showing 

that the different vibrational modes that make up the broad peak sample all the different solvent 

environments. The peaks in the resulting2D IR spectra progress from being elongated to being 

round as shown in Fig. 2(b). The evolution of the spectra is referred to as spectral diffusion. 

Spectral diffusion is manifest from a variety of dynamic properties of the molecule50,51. Changes 

in line shape can be related to important physical properties, including the nature of the solvent-

solute interactions in a system. Several techniques have been developed to quantify2D IR peak 

shapes, including monitoring the ellipticity of peak shapes, nodal line slopes (NLS) between the 

peak pairs, and monitoring the center line slope (CLS) of a particular peak in a2D IR spectrum52. 

The readers are referred to references 39 and 40 for a comprehensive discussion of these 

techniques17,53. Regardless of the method used to quantify the change in peak shape, the underlying 

goal is to experimentally determine the frequency frequency correlation function (FFCF)54.The 

FFCF is an expression that describes the fluctuations of the frequencies of a molecule, which are 

directly related to the fluctuations of the local environment around the oscillator .Experimentally 
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this oscillator can either be the solvent system, the solute itself, or a probe molecule containing a 

isolated vibrational mode that is added for reporting on the dynamics of interest55–57. The FFCF 

can be expressed as C(t) as seen in (1.2). Where δω(t) is the difference between the measured 

frequency at time t and the average frequency over the course of the experiment, δω(t)=ω(t)− ⟨ω⟩ 
𝐶(𝑡) =  〈𝛿𝜔(𝑡)𝛿𝜔(0)〉                                                                  (1. 2) 

 
Figure 1.3 LS fits for KOCN in a methanol solution and a mixed methanol-DMF solvent 

environment. These results show there are differences in the spectral diffusion times for 

these two solvent environments58. Figure reproduced from Ref. 46. 
 

Experimentally, 2D IR spectra are collected at a series of waiting times, TW. Then peak shape is 

quantified for each spectrum using one of the methods mentioned above. An example of this can 

be seen in Fig. 3 where CLS of each spectrum in a T-waiting experiment is plotted as a function 

of time. In this example 2D IR spectra were collected within a microfluidic device to demonstrate 

how binary solvent mixtures have unique solvation environments. In this case, as it is with most 

FFCF analyses, the data is fit to a biexponential, like the one shown in (3). In (3) there are the time 

constants, 𝜏1 and  𝜏2, which are the fast and slow time components to the dynamics, respectively.  
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𝐶(𝑡) = 𝐴𝑒−𝜏𝑇1 +  𝐵𝑒−𝜏𝑇2                                                              (1. 3) 

assuming Bloch dynamics in which there are two different, separable time scales for solvent 

rearrangement. The Bloch dynamics picture holds for many types of condensed phase systems. An 

important question is where do dynamics experiments to generate FFCFs find their utility? 

Researchers have had a growing interest in ionic liquids. Current synthetic chemical processes 

primarily use volatile organic compounds, VOCs, as their primary solvent. Unfortunately, VOCs 

are a major source of pollution, and as a result there has been a push for greener solvents59. One 

such solvent system are room temperature ionic liquids or RTILs. RTILs are organic salts that are 

liquid below 100°C. Their low melting point comes from RTILs having very low vapor pressures. 

The low vapor pressure is also one of the properties that lessens them as a pollutant, allows for 

ease of recycling, and purification60. Another compelling reason to use RTILs is the ability to tailor 

them to a particular need. Changing properties such as the different ion pairs or carbon chain 

lengths on the ions can alter the properties of the solvent61 . Some consider RTILs as the next big 

advancement in synthetic chemistry, but many of its solvent properties are not well understood. 

2D IR has become an emerging tool to study the chemical dynamics of this important chemical 

system. Examples of the utility of 2D IR for investigating the dynamic properties of ionic liquids 

is currently being investigated by several groups around the world32,58,61. For example, Garret-Roe 

investigated azides interacting with different ionic liquid solvent environments44. Azides are 

important in SN2 reactions in biochemistry. Moreover, the polarity of the solvent can drastically 

affect the rates of these reactions62. However, it was unclear how a solvent like an ionic liquid 

would affect the solvation and subsequently the reactions. In addition, questions regarding how 

different azide species behave in ionic liquids were largely unexplored. Dutta et. al. examined 

dynamical parameters of azides in solvents, including heavy water(D2O), tetrahydrofuran (THF), 
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and the ionic liquid 1-butyl-3-methylimidazolium tetrafluoroborate ([BMIM][BF4]) with both 

organic and inorganic azides44. The CLS analysis of the 2D IR spectra yielded information 

regarding the solvation of organic and inorganic azide compounds in the solvents noted above, 

asshowninFig.4. In D2O all the azides studied experienced spectral diffusion within ∼2 ps, as seen 

in Fig. 4(a). In THF they found the spectral diffusion of the inorganic azide to be 9.2 ps, roughly 

2 times slower the its organic counterpart 4.8 ps, shown in Fig. 4(b). The authors attribute this 

difference to the first solvation shell each solvent formed around the azide. In ionic liquids the 

spectral diffusion exhibited by organic and inorganic azides have dramatically different time 

scales. Dutta et. al. show that organic azides experience spectral diffusion within sub 5 ps, but the 

inorganic azides with diffusion times greater than 20 ps, presented in Fig. 4(c). The authors relate 

these results to the viscosity of the solvent system. More generally, this work also demonstrates 

the sensitivity of azides as vibrational probes of local molecular environment.  

 

Figure 1.4 CLS data for organic and inorganic azide compounds in different solvents. (a) 

In THF both species of azides have similar solvent interactions.(b) The CLS decays are 

similar for the azides in heavy water. (c) CLS data for the azides in ionic 

liquid[BMIM][BF4]. From the data presented in (c) a clear difference in the solvent-solute 

interaction can be seen44. Reproduced from Ref. 33. 
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1.3.5 Structure 

Molecular structure can be determined so long as the curvature of the potential energy 

surface can be probed. This curvature can be measured using 2D IR spectroscopy by monitoring 

the off-diagonal anharmonicity of vibrational modes23. If a vibrational mode is localized to a 

chemical bond, it is possible to build a local mode picture of the vibrations and the coupling 

between the localized vibrational modes. The framework of coupled, localized vibrational modes 

have afforded the impact of 2D IR spectroscopy for structure determination to be broad. 

Vibrational coupling models have been built to describe peptides63, proteins64, nucleic acids10, and 

aggregates of organic dyes14 to name a few. The structures of these systems were related to the 

linear IR and 2D IR spectra by determining the nature of the vibrational coupling between localized 

vibrational modes in the molecules. Cross peaks that exist at Tw=0 in a 2D IR spectrum provide a 

window into understanding the nature of the vibrational coupling between vibrational modes. To 

understand the appearance of cross peaks, consider two vibrational modes A and B with 

frequencies ω1 and ω2 where ω2>ω1 and the two modes are coupled. An energy level diagram and 

example spectrum can be seen in Fig. 5. The energy level diagram in Fig. 5 depicts the different 

vibrational excitations that can occur within a 2D IR experiment of coupled vibrational modes. 

The red arrows denote the pump pulses establishing populations in ω1 and ω2, and the blue arrows 

denote the coherences that occur with probe pulse. As discussed above, the peaks that lie on the 

diagonal comes from the bleach and stimulated emission, blue peak, and the excited state ab-

sorption, red peak.  
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Figure 1.5  Energy level 2D IR for a system with coupled oscillators, and(b) the 

corresponding energy level diagram, where the oscillators I and j are equal to 1 and 2, 

respectively. 
 

Here, there are two sets of peak pairs on the diagonal, one for each vibrational mode. Because 

vibrational modes A and B are coupled the spectrum also contains pairs of cross peaks. Like the 

diagonal peaks, the cross peaks show upas a peak pair, one negative going and the other positive. 

The off-diagonal anharmonicity, Δij, can be used to determine the vibrational coupling constant 

[30]. Perturbation theory provides an analytic solution to relate the off-diagonal anharmonicity to 

the vibrational coupling constant, βij. The last term in the Taylor series expansion of potential 

energy with respect to vibrational modes, Q, as seen in (4), is the bilinear vibrational coupling 

term. This term is set equal to the bilinear vibrational coupling constant, βij, seen in (5). Therefore, 

vibrational coupling is directly related to the curvature of the potential energy surface. Using (6),βij  

𝑉(𝑄𝑖, 𝑄𝑗)  =  12 (𝛿2𝑉𝛿𝑄𝑖2) 𝑄𝑖2 + 12 (𝛿2𝑉𝛿𝑄𝑗2) 𝑄𝑗2 + 12 ( 𝛿2𝑉𝛿𝑄𝑖𝛿𝑄𝑗) 𝑄𝑖𝑄𝑗                     (1. 4) 

𝛽𝑖,𝑗 ∝ ( 𝛿2𝑉𝛿𝑄𝑖𝛿𝑄𝑗) 𝑄𝑖𝑄𝑗                                                          (1. 5) 

∆𝑖,𝑗 =  −4∆ 𝛽𝑖,𝑗(ℎ𝜔𝑗 − ℎ𝜔𝑖)2                                                          (1. 6) 
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can be determined based on the off-diagonal anharmonicity Δij, the diagonal anharmonicity Δ, and 

the frequency of the transitions, ωi and ωj; it is assumed that Δii and Δij are approximately the same. 

However, in order to relate the linear IR spectrum or the 2D IR spectrum to molecular structure, 

the nature of the coupling between the vibrational modes must be determined. In general, 

vibrational coupling can be classified as mechanical coupling, electrostatic coupling, or a mixture 

of these two extremes. Interactions between vibrational modes in a molecule can be mechanical in 

nature, electrostatic in nature, and sometimes a combination of mechanical and electrostatic 

interactions. The community has utilized quantum electronic structure and frequency calculations 

to estimate the extent to which the vibrational coupling within a molecule is dominated by 

mechanical coupling or electrostatic coupling. For example, finite difference methods (FDM) have 

been used to calculate the bilinear vibrational coupling constant directly as the curvature of the 

potential produced from electronic structure and frequency calculations10,65,66. If the vibrational 

coupling is dominated by mechanical interactions, then the system needs to be investigated in a 

time-dependent manner and is very useful to determine vibrational energy flow pathways through 

a molecular system. Work exemplary of this scenario is recent work by Rubstov and co-workers67, 

as well as Bredenbeck and co-workers68. Two-color 2D IR spectroscopy experiments or 

ultrabroad-band 2D IR spectroscopy experiments can be used to monitor oscillators with large 

differences in energy can be performed as a function of time in order to monitor vibrational energy 

flow directly. In contrast to mechanical coupling of vibrational modes, electrostatically coupled 

oscillators affords the utility of modelling to relate the magnitudes and sign of the vibrational 

coupling constants to molecular structure. The existing models used to describe vibrational 

coupling in an electrostatic picture range from a simple transition dipole coupling model to more 

sophisticated models that take into account electrostatic interactions within the transition dipole 



  

18 
 

volume, for example the Transition Dipole Density Distribution model, or higher order multipole 

interactions. The simplest model is the Transition Dipole Coupling (TDC) model, pioneered by 

Krimm et al. to examine secondary structure in proteins69.  

TDC has been parametrized for many other types of molecules including nucleic acids, as 

well as molecular aggregates of organic dye molecules like violanthrone-79. The vibrational 

coupling constant, βij, depends on the strength of the coupled oscillators, the position of the dipoles 

relative to each other, and the relative angles between them, in accord with (7). TDC is a powerful 

model although it does have its limitations. For example, when two oscillators are too close to each  

𝛽𝑖𝑗 =  14𝜋𝜖0 [𝜇𝑖 ∙ 𝜇𝑗𝑟𝑖𝑗3 − 3 (𝑟𝑖𝑗 ∙ 𝜇⃗𝑖)(𝑟𝑖𝑗 ∙ 𝜇𝑗)𝑟𝑖𝑗5 ]                                          (1. 7) 

other, TDC overestimates the magnitude of the vibrational coupling70. However, the TDC is useful 

for considering one of several reasons why polarization dependent 2D IR spectroscopy 

measurements are useful. Experiments have been developed to exploit cross peaks to determine 

the relative angle between two vibrational modes in a molecule71. These experiments require  

 
Figure 1.6 lot of (8) that related the intensity ratio of cross peaks taken a two different 

polarization conditions and the relative angle between the transition diploe moments. 
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collecting data under different polarization conditions and taking the ratio of intensities of the cross 

peaks. The intensity ratios are then compared to the plot shown in Fig. 6 to determine the relative 

angle between the two transition dipole moments. Fig. 6 is a plot of (1.8), where P2 is  

𝑋𝑋𝑋𝑋3(𝑋𝑋𝑌𝑌) = 4𝑃2 + 510 −  𝑃2                                                               (1. 8) 

𝑃2 = 12 (3 𝑐𝑜𝑠2 𝜃 − 1)                                                               (1. 9) 

equal to (1.9). The formalism noted above is appropriate for purely absorptive spectra collected in 

a pump probe geometry. If a BOX-CAR beam geometry is used in which the wave vector direction 

and polarization of each pulse is manipulated independently, then the ratio between cross peaks in 

the XXXX and XYYX polarization conditions should equate to (1.10). 

𝑋𝑋𝑋𝑋3(𝑋𝑌𝑌𝑋) = 4𝑃2 + 59𝑃2                                                              (1. 10) 

The angles between the vibrational transition dipoles measured under the conditions noted above 

can be directly input into the electrostatic coupling models, like TDC, in order to connect the 

measured 2D IR spectrum to molecular structure. However, polarization control can also be used 

to remove diagonal peaks while retaining the cross peaks72. One such example can be found in 

work by Krummel and Zanni in which model DNA oligomers of guanine and cytosine base pairs 

were studied to get a better understanding of vibrational coupling in DNA10. Their results, shown 

in Fig. 7, were produced with polarization-dependent 2D IR measurements to reveal both  
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Figure 1.7 linear and 2D IR spectra of poly(dG)∗poly(dC) oligomers. (a) The linear IR 

spectrum of the sample with the peaks of interest labeled A though D.(b) A 2D IR spectrum 

collected with XXXX polarization. (c) 2D IR collected with XYYX polarization. (d) 2D IR 

spectrum collected with (X+Y), (X-Y), Y,X10. Figure reproduced from reference 53. 
 

the relative angles between the vibrational modes in the molecule and to remove diagonal peaks 

to better observe cross peaks. Fig. 1.7(a) is the linear IR spectrum of the poly(dG)∗poly(dC) 

oligomers with the peaks of interest labeled A though D. The corresponding absolute value 2D IR 

spectrum in Fig. 1.7(b) shows all four features having diagonal features as well as cross peaks; 
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cross peaks F and G arise from vibrational coupling between modes D and C, while cross peaks E 

and H arise from vibrational coupling between peaks D and B. Fig. 1.7(c) is of the same chemical 

system but with XYYX polarization. Under this polarization condition the cross peaks gain 

intensity suggesting the coupled vibrational modes are nearly 90°from one another. Fig. 1.7(d) 

utilizes a fully orthogonal polarization condition (X+Y), (X−Y), Y, X. These spectra were 

collected in a BOXCAR beam geometry hence the ability to control the polarization of each 

electric field in the experiment. Under these conditions the diagonal features are removed from the 

spectra and only the cross peaks remain. The authors suggest that strong feature located close to 

the diagonal peak D comes from a cross peak between two modes hidden under peak D, an 

observable that would be unavailable without polarization control. 

1.4 Experimental Systems  

 

In Section II above, the basic principles of 2D IR were discussed in the context of 

experimental observables. In this section, we focus on new developments in light sources and 

experimental systems that have taken place in the last decade. These technological developments 

are enabling 2D IR spectroscopy experiments to be more broadly applied to heterogeneous 

chemical systems and open the doors to new measurements. 

1.4.1 Source and Repetition Rate 

  Ti:Sapphire lasers have become a ubiquitous table top source for 2D IR spectroscopy 

measurements. In the 1990’s, it was first demonstrated that Ti:Sapphire lasers could be used to 

pump an optical parametric amplifier (OPA)—a key breakthrough for IR light generation. Today, 

OPAs have become more compact, produce pulses higher in energy, and are more stable. 
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Figure 1.8 comparison of a 1 kHz Ti:Sapphire and a 100 kHz ytterbium source. (a) Relative 

intensity for 214pulses. (b) Fourier transform of 16,384 pulses plotted on a log scale. (c) 

Autocorrelations for 214pulses73. Reproduced form Ref. 62. 
 

Recently efforts have been made to generate pulse trains at much higher repetition rates to 

allow for faster acquisition times. Starting off with 100 kHz pump-probe experiments in the visible 

region of the light spectrum74, high repetition rate sources found their way into nonlinear optical 

spectroscopy experiments. Improvements in ytterbium-based oscillators along with advancements 

in nonlinear crystals have allowed for mid-IR light generation at 100 kHz. The ability for mid-IR 

light generation soon led to 2D IR at 100 kHz75,76. Stable 100 kHzmid-IR sources paved the way 

to dramatically reduce the acquisition time of 2D IR spectra. This technological development is 

opening the possibility for more time intensive experiments such as 2D IR microscopy77. The 

experimental efforts to demonstrate the utility of high repetition rate laser sources in nonlinear 

optical spectroscopy revealed that data produced from ytterbium based laser systems had far better 

signal-to-noise ratios than the signal-to-noise ratios achieved with Ti:Sapphire laser sources. Work 

by Zanni and co-workers has shown that ytterbium-based systems have a greater shot-to-shot 

stability than Ti:Sapphire systems73. The plots in Fig. 8 of the two laser sources as a function of 

time with data from a 1 kHz Ti:Sapphire lasers system shown in red and data from a 100 kHz 

ytterbium-based laser system in blue. Fig. 8(a) shows the relative intensity of each laser pulse for 

214 pulses. Fig. 8(b), the Fourier transform of 16,384 pulses and the amplitude of the frequency 
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fluctuation in those pulses plotted on a log scale. The autocorrelation of the 214 shots from each 

system are shown in Fig. 1.8(c). These results demonstrate the improvement in shot-to-shot 

stability achieved in ytterbium-based sources over the Ti:Sapphire laser sources. It has been 

suggested that this is due to the difference in the fluorescence lifetime between the two sources.73 

The impact of the improved acquisition time and signal-to-noise ratios gained using a ytterbium-

based laser system can be demonstrated by inspecting 2D IR spectra collected under different 

averaging conditions. Fig. 9 presents three 2D IR spectra of potassium cyanate (KOCN) in  

 
Figure 1.9 2D IR spectra of KOCN in DMF with different number of averages.(a) One 

spectrum, no averaging, (b) 20 spectra, (c) 100 spectra75. Figure reproduced from Ref. 64. 

 

dimethylformamide (DMF) acquired with different numbers of averages. Fig. 1.9(a) is a single 2D 

IR spectrum with no averaging, Fig. 1.9(b) is the average of 20 spectra, and Fig. 1.9(c) is the 

average of 100 spectra. As Fig. 1.9 demonstrates the signal-to-noise ratio for the ytterbium system 

is so good that only a single spectrum is needed to resolve the spectral features. 

Of course, the quality of the data is increased with averaging, but with 100 spectra averaged 

the peak pair is cleanly resolved. It should be noted that the spectrum in Fig. 1.9(c) only required 

716 ms to acquire75. Donaldson and coworkers have also shown that one can take advantage of the 

improved sensitivity in the high-repetition rate ytterbium-based laser systems in order to 

investigate biomolecules at much lower concentrations, approximately 300 nM76, much lower than 
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those required in previous investigations, such as 886μM64. There are clear advantages of moving 

to high repetition rate laser systems. However, in moving to high repetition rates, investigators 

have had to address concerns regarding the heating of molecular samples and the impact of heating 

on the results acquired using high repetition rate 2D IR spectrometers. 

 
Figure 1.10 Comparing the effects of temperature on the IR spectra of NaSCN. (a) 100 kHz 

pump and probe pulses on the chemical system.(b) Just the 100 kHz probe pulse. (c) A 

FTIR spectrum of the chemical sample with the temperature raised 9°C. The baseline 

differences between (a) and(b) are believed to be due to laser fluctuations not a heating 

processes76. Figure reproduced from Ref. 65. 

 

Heating in samples is a function of how strongly the sample absorbs at the frequencies it is being 

driven with, as well as the heat capacity of the solvent. Sample heating has been explored by 

investigating sodium thiocyanate (NaSCN) in a variety of sol-vents including ionic liquids, water, 

and organic solvents76. The ionic liquid data is shown in Fig. 1.10. In Fig. 1.10 plot (a)shows the 

response from the system when it is pumped, (b) is the spectrum of the system with only the probe 
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present, and (c) is of the sample in a temperature-controlled cell collected in an FTIR heated 9°C 

above room temperature. These data show that for samples that are pumped, there is an increase 

in the bleach at∼2050 cm−1. These results suggest that the pump is thermally exciting vibrational 

modes from the ground state to the first excited state. However, this heating is likely only a few 

degrees, because when the spectrum is compared to the one collected from the sample heated in 

the temperature-controlled cell in the FTIR spectrometer, they are very different. These 

experimental efforts also realized approaches to avoid heating in samples. It was noted that NaSCN 

in water experienced some thermal effects, but a more extreme result was the observation that the 

pump pulse boiled the organic solvent. Rastering the sample provided a solution to this problem. 

Therefore, although high average powers generated by operating at 100 kHz can affect the data 

collected, it will depend on the sample and can be avoided by rastering the sample as needed. 

1.4.2 Optical  

 

2D IR reports on the correlation between the state prepared by two pump pulses and a probe 

pulse. In practice, 2D IR can be performed in the frequency domain78, time domain79,or in mixed 

frequency domain-time domain experiments80. In this review, the authors will focus on 

advancements made in time domain experiments. The general pulse sequence that is used is shown 

in Fig. 1.11. As shown in Fig. 1.11, each pulse has a corresponding wave vector denoted as k1, k2 

and k3whichdescribes the direction of the pulse; there are also three time intervals denoted. First  
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Figure 1.11 Pulse sequence used in a 2D IR experiment. Pulses with k vectors 1 and 2 are 

the pump pulses separated by time τ. Pulse with k vector 3 is the probe pulse and is 
separated from the last pump pulse by time TW. The blue decay represents the emitted 

signal field that occurs at time t after the probe pulse. 
 

is the time interval between the first wo pump pulses, the correlation time labeled as τ. Next is the 

time interval between the last pump pulse and the probe pulse, referred to as the population time 

and denoted as Tw. The last time interval is between the probe pulse and the emitted signal field, 

referred to as the detection time, t. The two pump pulses are scanned from τ equal to zero and out 

to τ equal to several picoseconds; the time steps, Δτ, typically range from a few to tens of 

femtoseconds. At each value of τ the probe pulse interacts with the molecular sample, thus probing 

the state that the two pulses generated. Thus, a free induction decay of all the frequencies present 

within the bandwidth of the pulses is traced out in this process. In practice, these experiments are 

realized with two different optical geometries—the BOXCAR and pump probe geometries. The 

BOXCAR geometry involves having each pulse in the pulse sequence on its own input line, and 

therefore each have a unique wave vector direction. The emitted signal will then be emitted with 

a new, unique wave vector, k4, that is picked off and sent to the detector. The BOXCAR geometry 

provides the benefit of having control over the polarization of each pulse in the experiment; having 

this level of control allows for a wider variety of experiments that explore the polarization 
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dependent excitation pathways in a chemical system71. Another benefit of the BOXCAR geometry 

is that it is a background free experiment. The background free nature of this beam geometry comes 

from the emitted signal having a different wave vector than the three input pulses. Often a fourth 

pulse is employed to act as a local oscillator in the BOXCAR geometry to heterodyne the signal; 

the heterodyned detection allows phase information to be retained in the experiment and the local 

oscillator also amplifies the signal, thus aiding in signal detection. 2D IR spectra produced with a 

pump-probe geometry can use two different means of generating the pump pulses, interferometry 

or pulse shaping. In this review we will focus on the pulse shaping technique due to the direct 

impact pulse shaping has had on improving 2D IR acquisition rates. Pulse shaping involves 

modulating the amplitude and phase of individual frequencies to produce the pulse pair required 

for 2D IR spectroscopy. Un-like the previously discussed BOXCAR beam geometry, both pump 

pulses come in on the same input line, and therefore have the same wave vector direction. This 

allows for ease in alignment but limits the polarization dependent studies that can be  

 
Figure 1.12 Example of an optical layout used for a pulse shaper. A pulse shaper takes the 

input pulse (left side) to be phase and amplitude modulated such that the output of the 

shaper is two pulses. 
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performed. Shaping in the mid IR requires frequency resolving the optical pulse and manipulating 

the phase and amplitude of the pulse’s constituent wavelengths. This can be done using an acoustic 

optical modulator (AOM). A typical optical geometry for a mid-IR pulse shaper is drawn in Fig. 

1.12. In Fig. 1.12 the input optical pulse is frequency dispersed using a grating. This light is then 

collimated using a cylindrical mirror and reflected down onto a flat mirror directing the light onto 

the AOM. Within the AOM the optical wavelengths interact with an acoustic wave, called a  mask, 

that is propagating though a crystal. The acoustic mask modulates the amplitude and phase of the 

individual wavelengths. The optical output of the AOM is then directed up to a second cylindrical 

mirror, by way of a flat mirror, and onto a second grating, resulting in the output being a 

recollimated beam with the pulses in the time domain. A key advantage to pulse shaping is the 

ability to control the phase of each pump pulse. The phase and amplitude control over the pump 

pulses is achieved because the phase and amplitude of frequencies that make up the longitudinal 

wave are written onto the optical frequencies. An equation for the longitudinal wave, or mask is 

shown in (1.11). In (1.11) M(ω)is a mask written as a function of the center frequency of the optical 

𝑀(𝜔) = 12 (𝑒𝑖𝜔𝜏𝑒𝑖𝜙1 + 𝑒𝑖𝜙2)                                                  (1. 11) 

pulse, ω, the time between the two pump pulses, τ, and the phases, φi, for pulses 1 and 2. The 

detected 2D IR signal is a function of the relative phase of the pump pulses13,81, specifically φ1–

φ2 which can be written as Δφ12.Therefore, changing φ1 and φ2 in (1.11) will change the phase of 

the detected signal. This is an important property that allows for improved data collection82. The 

ability to changeΔφ12 allows for phase cycling, a technique that drastically improves the signal to 

noise ratio in a dataset and removes unwanted nonlinear artifacts in the data82,83. Phase cycling can 

provide these benefits because the detected signal from the sample is a function of the relative 
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phase of the two pump pulses, while other nonlinear signals such as a transient absorption are not 

affected by the relative phase of the pump pulses. The relative phase will typically be either 0 or 

π. In a practice, implementing phase cycling involves collecting one data set for all values of τ 

with Δφ12 equal to 0, and then another data set for all values of τ with Δφ12  

 
         Table 1.1. Relative Phases for Each Pulse in Each Frame 

Frame Number ϕ of pump pulse 1 ϕ of pump pulse 2 

Frame 1 0 0 

Frame 2 0 π 

Frame 3 π π 

Frame 4 π 0 

 

equal to π. Then the two data sets are subtracted from one another. This is referred to as two frame 

phase cycling, because there are two different values of Δφ12 used. The subtraction will remove 

any transient absorption signal that is present, while at the same time doubling the intensity of the 

2D IR signal. To further sup-press the noise a four-frame phase cycling scheme can be used. Table 

I lists out the different values of Δφ12 and (1.12) provides the phase math used to isolate the signal. 

𝐷𝑎𝑡𝑎𝑂𝑢𝑡𝑝𝑢𝑡 =  (𝐹𝑟𝑎𝑚𝑒 1 − 𝐹𝑟𝑎𝑚𝑒 2) + (𝐹𝑟𝑎𝑚𝑒 3 − 𝐹𝑟𝑎𝑚𝑒 4)                 (1. 12) 

Depending on the beam geometry and the sample of interest, simple four-frame phase cycling may 

not be enough to remove unwanted features from a data set. For example, scatter from a sample 

can produce a spectral feature that appears along the di-agonal of the data. This feature is due to 

interactions between the two pump pulses. Furthermore, signals from each pump pulse 

individually interacting with the probe pulse can also appear in the spectra81. Investigators can turn 

to eight-frame phase cycling to remove these unwanted features. In these schemes, two consecutive 
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four frame phase cycling schemes are performed back to back for each value of τ and the probe 

beam line is chopped. Finally, the chopped and unchopped signals are subtracted to isolate the 

signal. It should be noted that phase cycling schemes have also been developed for higher order 

spectroscopies and can be adapted to suit the needs of the experiment84. Faster acquisition times 

are achieved by removing the need for mechanical stages and implementing the use of a rotating 

frame. When collecting a 2D IR spectrum Δτ needs to be small enough to satisfy the Nyquist 

frequency of the highest frequency vibrational mode that is being probed. For example, Δτ needs 

to be 10 fs or less to probe vibrational modes at 1666 cm−1. Therefore, many timesteps of τ are 

required, and consequently the acquisition time in the experiment is increased to have satisfactory 

resolution in a 2D IR spectrum. By implementing rotating frame, under sampling of the free 

induction decay can be achieved, while still preserving the third order signal85,86. Though there are 

many benefits to using pulse shaping, issues do arise especially with broad bandwidth pulses. The 

next section will look at these issues and approaches to correct them. To shape in the mid-IR the 

typical AOM is made with a 10 mm by 55 mm germanium crystal that the mask travels down. As 

the mask propagates though the crystal it creates different regions of density in the germanium 

crystal making what is in effect a transmission grating. Since the AOM acts as a transmission 

grating the input beam coming from the flat mirror is rotated ∼2°to allow for the first order signal 

to be reflected to the second flat mirror. The ∼2°angle comes from the Bragg equation, as shown 

in (13). In (13) θ is the transmission angle, λ is the center wavelength of the  

𝑠𝑖𝑛(𝜃) = 𝜆𝜐𝑅𝐹2𝑈𝑎𝑐                                                                       (1. 13) 

optical pulse, νRF is frequency of the mask, and Uac is the speed of sound in the material. From this 

equation an important issue can be seen for broad band-width pulses the further the wavelengths 
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are from the center frequency the greater the difference of the transmission angles become. This 

results in angular dispersion of the light, because all wavelengths do not exit the AOM in the same 

direction. To get around this issue νRF can be changed from being a constant frequency to one that 

is varied across the germanium crystal. This results in θ being constant for all wavelengths79,87. 

The germanium crystal will also chirp the beam, a problem that is especially true for broadband 

pulses. Germanium willput∼698 fs2/mm of group velocity dispersion (GVD) on a 6000 nm 

pulse88. This amount of GVD will put enough chirp on the pulse to turn a femtosecond pulse into 

a picosecond pulse. Two approaches can be taken to correct for this problem. First, germanium 

puts positive GVD on the pulse, therefore, placing a material window with negative GVD, such as 

calcium fluoride (CaF2)89, in the beam path will help to compensate for this material dispersion. 

Secondly, just like with correcting for the different Bragg angles discussed above, using a chirped 

mask will cause individual wavelengths to be reflected at slightly different angles. This results in 

each wavelength taking slightly different beam paths thought the shaper and thus, reversing the 

chirp that the germanium put on the pulse. Continuing to develop a deeper understanding of pulse 

shaping across the entire wavelength spectrum from the deep UV to the far IR will lead to the 

ability to implement pulse shaping in many emerging spectroscopy techniques outside of the 

visible and mid-IR wavelength regions. 

1.5 New Opportunities in the Field  

 

A long-standing advantage of 2D IR spectroscopy has been the fact that samples of interest 

can be in their natural environment; one of the few molecular environments 2D IR spectroscopy 

has yet to be applied to is the gas phase environment. Therefore, 2DIR spectroscopy is a potentially 

powerful tool to investigate heterogeneous systems. However, dynamics in biological systems and 

materials science applications can span decades in time. For example, in RTILs chemical dynamics 
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that govern local ionic conductivity occur on femtosecond to 10 s of picosecond timescales, while 

dynamics that govern diffusion and transport of an ion pair occur at much longer times in the 

nanosecond to microsecond timescales and longer. Emerging techniques to extend the utility of 

2D IR spectroscopy to examine time dynamics beyond picosecond and into the nanosecond time 

regime are crucial to continue to exploit 2D IR spectroscopy to study heterogeneous systems. One 

approach has been to exploit the long vibrational lifetimes of pseudohalides, including SCN and 

SeCN among others, to utilize 2D IR spectroscopy to monitor dynamics from femtosecond to 

nanosecond timescales. For ex-ample, recent work utilizing selenocyanate based probes have 

provided a quantitative picture of dynamics in RTILs and fragile glasses well into the nanosecond 

timescales42,90. A second approach is to extend vibrational lifetimes of oscillators native to system 

by employing different pulse sequences to perform 2DIR spectroscopy. VIPER Spectroscopy is 

an emerging technique that is a promising approach to extending the time window of dynamics 

that can be monitored, as well as provide new information related to energy flow within a 

molecular system. 

1.5.1 VIPER Spectroscopy  

 

Exploring the dynamics of certain chemical systems can be a challenge due to their short 

vibrational lifetimes. 2D IR spectroscopy can only probe chemical dynamics that occur within the 

vibrational lifetime of the oscillator employed during an experiment. Thus, investigators have 

explored the use of oscillators that have very long vibrational lifetimes as probes91. Alternatively, 

new spectroscopic approaches can be developed to extend the dynamical timescales accessible by 

coherent multidimensional spectroscopy techniques. One such spectroscopic approach is 

vibrationally promoted electronic resonance spectroscopy (VIPERS)92. VIPERS utilizes a UV/Vis 
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pulse to excite molecules into the first electronic excited state which allows access to longer 

lifetimes. VIPERS experiments begin with an IR pulse to selectively excite certain  

 
Figure 1.13 Comparing the pulse ordering that is used in VIPERS experiments by 

reversing the order of the pump pulses. (A) the first pump pulse is a UV/Vis pulse and (C) 

the first pump pulse is an IR pulse. After a delay of 500 ps between each IR pulse, it can be 

seen the VIPERS pulse sequence, (B), provides the longer observed signal93. Figure 

reproduced from Ref. 82. 
 

vibrational modes to the first excited state. The population that is in the first ex-cited state is then 

excited with a UV/Vis pulse. It is important to note that this pulse is only resonant with the first 

vibrational excited state and the first excited state, meaning the molecules left in the ground state 

will not be promoted to the first electronic excited state. This in effect writes the information 

carried in the vibration onto the much longer lifetime of the electronic state. Therefore, much 

longer waiting times can be used in experiments. VIPERS is particularly useful to monitor 

chemical exchange processes across femtosecond to nanosecond times and potentially longer. The 

utility of a VIPERS experiment is demonstrated with an investigation of coumarin 6, (C6). The 
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goal of the work was to see if the extended vibrational life time offered by VIPERS could provide 

more information on the chemical exchange processes between a hydrogen bonded carbonyl and 

a non-hydrogen bonded, or free, carbonyl93. Testing the pulse sequence is necessary to determine 

if the increased detection time comes only from the addition of a UV/Vis pulse or if it is due to the 

timing of the UV/Vis excitation at the sample relative to the IR pulses. A VIPERS pulse sequence, 

Fig. 1.13(B), was compared to a pulse sequence where the first excitation was the UV/Vis pulse, 

Fig. 1.13(A). This data clearly shows the larger signal strength in the VIPERS pulse sequence after 

500 ps. Therefore, the pulse sequence used does influence the resulting data. It was crucial to 

determine whether the vibrational properties of C6 were perturbed in VIPERS experiments. Thus, 

experiments were conducted to compare the results for vibrational lifetimes of the ring modes of 

C6 with traditional 2D IR spectroscopy techniques. Vibrational lifetimes were found to be 2 ps 

and 9 ps; these results were comparable to the lifetimes observed with 2D IR. After confirming 

the results of VIPERS, the chemical exchange dynamics could be studied. Moreover, analysis of 

the cross peaks between the free and hydrogen bonded carbonyl modes revealed that the chemical 

exchange processes extended for at least 77 ps. Processes occurring on long time scales like these 

would not be possible to observe on the coumarin directly with traditional 2D IR spectroscopy 

techniques. VIPERS is a promising technique to dramatically expand the timescales of dynamics 

that can be observed. As the time window for observed dynamics is expanded, the spectrometers 

employed will need to have high signal-to-noise ratios and rapid acquisition rates in order to apply 

VIPERS to heterogeneous condensed phase systems. Thus, it is expected that the efforts in further 

developing pulse-shaping and the recent move towards high repetition rate laser sources will 

crucial technological advancements for 2D IR spectroscopy. 
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1.6 Closing Remarks 

In closing, efforts by investigators involved with technology development continue to 

impact 2D IR spectroscopy, as well as other types of coherent multidimensional spectroscopy 

techniques. Advances in pulse-shaping and mid-IR laser source technologies will continue to push 

2D IR spectroscopy and 2DIR microspectroscopy to be applied to study heterogeneous systems in 

which chemical structure and dynamics will yield in-sights into function of the systems of interest. 

Advancements in detection systems will likely lead to another generation of innovation in the field 

of 2D IR spectroscopy. 
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Materials and Methods 

 

 

2.1  Introduction 
 

The aim of this work was to use multidimensional spectroscopy to study the self-assembly 

processes of a variety of chemical systems. Two-dimensional IR spectroscopy requires three 

ultrafast pulses, two pumps and a probe pulse, to interact with the chemical sample at specific time 

intervals. To accomplish this, a time domain 2D IR spectrometer was built using a pulse shaper to 

generate the pump pulses. 2D IR experiments were then conducted that examined chemical 

exchange and population transfer of self-assembled systems.  

This chapter details the various equipment, techniques, and sample preparation used in this 

thesis. First, this chapter presents a detailed look at the laser system, spectrometer, and pulse 

shaping techniques used to collect the necessary 2D spectra. This is followed by a discussion of 

2D IR data analysis. Finally, an examination of linear spectroscopy techniques is discussed as well 

as a description of sample preparation.  

2.2 Laser System  

Generating the mid-IR light can be broken down into two parts: a Ti:Sapphire laser and an 

optical parametric amplifier (OPA). This section will detail both components explaining the 

different processes that are occurring in each step of the mid-IR light generation.  

Ultrafast pulse generation starts with a KM-Wyvern 1000 Ti:Sapphire laser. This laser 

contains four parts: the oscillator, the stretcher, the amplifier, and the compressor as shown in 

Figure 2.1. The oscillator uses a Spectra Physics Millennium 532 nm continuous wave laser to 
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pump a Ti:Sapphire crystal that generates a 75 MHz pulse train centered at 780 nm with 2 nJ of 

energy. The output of the oscillator, referred to as the seed beam, is then sent into a stretcher, which 

temporally chirps the beam. The pulse is stretched to prevent damaging optics, such as the gain 

medium, in the regenerative amplifier. After the seed is stretched, it is sent into the amplification 

stage. Here the seed is overlapped with Q-switched Lee pump laser operating at 1 kHz. The seed 

is trapped in the cavity approximately 19 ns before it is ejected from the cavity using a Pockel’s 

cell. The amplified beam is then compressed and sent to pump the OPA. The final output of the 

Ti:Sapphire regenerative amplifier is a ~3 mJ 1 kHz beam centered at 790 nm.   

Mid-IR light is generated using a Light Conversion TOPAS-C OPA. There are two sections 

in an OPA: first and second stage. Of the initial 3 mJ input beam from the Ti:Sapphire laser, 3% 

goes to the first stage, while the remining 97% is sent to the second amplification stage. In the first 

stage, the light is split again sending a portion for white light generation and a portion to pump the 

signal and idler beams generated in this step. Using a computer-controlled rotation stage, the signal 

and idler wavelengths are selected by rotating a beta barium borate (BBO) crystal. The signal and 

Figure 2.1 Optical layout for the Ti:Sapphire regenerative amplifier. This amplifier is used 

to generate the 790nm light that is used to pump the OPA. 
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idler are then amplified in the OPA’s second stage by overlapping them with the remaining output 

from the Ti:Sapphire laser in a second BBO crystal. The amplified signal and idler are then sent 

to the difference frequency generation (DFG) crystal which can be angle-tuned to select the desired 

wavelength.     

2.3 2D IR Spectrometer 

 The 2D IR spectrometer is configured in the pump probe geometry utilizing a pulse shaper 

to generate the pump pulses. A diagram of the spectrometer used can be seen in Figure 2.2. The 

output of the TOPAS-C is divided with a 90:10 zinc selenide wedge with 90% of the light going 

to the pulse shaper for the pump pulses and the other 10% of the mid-IR going into the probe pulse. 

In Figure 2.2 the probe beam path is traced out in a blue line and the pump beam path as a red line. 

The probe beam is on a delay line that utilizes a Newport XPS computer-controlled stage to adjust 

for temporal overlap and to conduct T-waiting experiments described below. Both pump and probe 

beams go through a 2x magnification telescope to allow for a tighter focus at the sample. The 

beams are focused onto the sample with a 4 inch off-axis parabolic mirror. The signal field 

generated at the sample follows the probe beam path and is frequency resolved on a 64-element 

mercury cadmium telluride (MCT) detector using a Horiba TRIAX 190 spectrometer. The voltage 

response from the MCT is sent to a Femtosecond Pulse Acquisition System (FPAS), where the 

analog signal is integrated and converted to a digital output. 

The digital output is read out in a custom LabView program.  
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Figure 2.2 Optical layout of our home built 2D IR experiments. The spectrometer is in the 

pump probe optical configuration, employing a pulse shaper to generate the pump pulses. 

The blue line represents the probe beam geometry and the red line the pump pulses. In this 

figure, B.S. is the 90:10 beam splitter used to divided the OPA output into the pump and 

probe pulse line. W.P. is the half-waveplate used to rotate the polarization of the pump pulses 

for XXYY data collection. Two wire-grid polarizers, labeled W.G.P, used to clean up the 

polarization of both pump and probe pulse lines. 

2.4 Pulse Shaping 

2.4.1 Optical Geometry of a Pulse Shaper 

Pulse shaping is an optical technique that allows for the manipulation of the phase and 

amplitude optical frequencies. In 2D IR, pulse shaping is used to generate pulse pairs in the time 

domain that pump a chemical sample. To generate the mid-IR pulse pair, a germanium-based pulse 

shaper is used to manipulate the amplitude and phase of the individual wavelengths that make up 

the input optical pulsed. This is accomplished by frequency resolving the pulse across an acoustic 

optical modulator (AOM). The optical geometry for this can be seen in Figure 2.3. In Figure 2.3 

the pulse, in the time domain, is reflected off a grating, dispersing the frequencies contained in the 
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pulse onto a cylindrical mirror, which collimates the beam and reflects the wavelengths of light 

onto a flat mirror. The flat mirror reflects the wavelengths though the aperture of the AOM and 

through the germanium crystal. The beam is reflected out of the AOM and using a second flat 

mirror, directed to second cylindrical mirror. The second cylindrical mirror focusses the beam onto 

a second grating. The second grating Fourier transforms the wavelengths of light back into the 

time domain, generating the necessary pulse pair.   

 

Figure 2.3 Beam geometry of the pulse shaper used to generate the pump pulses. The mid-

IR pulse is frequency-resolved across a germanium crystal using a grating and a cylindrical 

mirror to collimate the beam. The output pulse pair is focused onto a second grating to 

Fourier transfer the pulses into the time domain.  

2.4.2 Mask Generation 

 

 An acoustic wave is used as the mask that passes through the AOM. The mask acts as a 

transmission grating, refracting the different wavelengths of light. Depending on the properties of 

the mask, the amplitude and phase of the wavelengths in the ultrafast pulse can be modulated. In 

the following section the principles of mask generation, the characteristics of the mask that produce 

pulse pairs, manipulation of the pulse pairs, and important pitfalls of shaping will be discussed.  



  

55 
 

Because the mask acts as a transmission grating, the diffraction angle of the optical 

frequencies is expressed in Equation 2.1. 

𝑠𝑖𝑛(𝜃) = 𝜆𝜈𝑅𝐹2𝜐𝑎𝑐                                                                     (2. 1) 

where RF is the frequency of the acoustic wave, υac is the speed of sound though the germanium 

crystal,  is the center frequency of the optical pulse, and  is the angle of diffraction for the center 

frequency of the optical pulse. For our germanium-based pulse shapers, the center frequency of 

the acoustic wave is 75 MHz and the speed of sound in the germanium crystal is approximately 

5,400 m/s.  

 Equation 2.1 shows that the different wavelengths are diffracted by the mask the angle will 

be different with each wavelength. With ultrafast pulses, the bandwidth can be significant, in some 

cases spanning a few thousand nanometers from base to base of the pulse. Consequently, the 

frequencies that make up the optical pulse will be diffracted at different angles causing a 

temporally chirped pulse.  

Correcting this angular dispersion involves the use of a chirped mask through the AOM. The mask 

is chirped spatially through the germanium crystal. This results in the center wavelength of the 

optical pulse experiencing a mask at 75MHz, but shorter wavelengths will interact with a mask 

that has a frequency less than 75MHz, and longer wavelengths will interact will mask frequencies 

larger than 75MHz. In practice this is applied though group velocity dispersion (GVD) and third 

order dispersion (TOD) compensations.  

 Angular dispersion is not the only factor to generate pulse distortions in a pulse shaper. As 

the optical pulse passes through the germanium crystal in the AOM, it will pick up phase from the 

material. In an ultrafast pulse this will result in chromatic dispersion. Chromatic dispersion can be 
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expressed mathematically as the Taylor series expansion of the change in spectral phase per 

distance, k as shown in Equation 2.2. 

𝑘(𝜔) = 𝑘0 + 𝜕𝑘𝜕𝜔 (𝜔 − 𝜔0) + 12! 𝜕2𝑘𝜕2𝜔 (𝜔 − 𝜔0)2 + 13! 𝜕3𝑘𝜕3𝜔 (𝜔 − 𝜔0)3             (2. 2) 

where k is the change in spectral phase per unit of distance, ω is the angular frequency and ω0 is 

the center frequency. The second order coefficient in this expression is GVD, with units of fs2/mm, 

and the third order coefficient is the TOD, with units of fs3/mm. k(ω) is then multiplied by the 

thickness of the material. The germanium crystal in the AOM is 10 mm thick. Therefore, the mid-

IR light used in these 2D IR experiments is stretched from 110 fs to 8 ps. An 8ps pulse is too long 

for these experiments, therefore it is necessary to manipulate the acoustic mask to compress the 

pulse.  

 To apply the masks to the germanium crystal, an arbitrary waveform generator (AWG) will 

send the waveform to a radio frequency (RF) amplifier. The output of the RF amplifier drives a 

piezoelectric crystal inside of the AOM. The piezoelectric crystal sends a compression wave 

through the germanium crystal, generating the physical mask that interacts with the optical waves. 

The mask is made of discrete points referred to as samples. A Signatec PXDAC4800 arbitrary 

waveform generator (AWG) card is used to generate the mask. The Signatec PXDAC4800 has a 

1200 GHz internal clock meaning that it can generate 1.2x109 samples per second. Masks can be 

made of different lengths of samples, where the more samples that are used, the longer the mask 

will be. Conventionally, the maximum number of samples is 12,000. If this sample number is used, 

then it would take 10 µs for the mask to clear the germanium crystal. Using this value and based 

on the speed of sound in germanium, 5400 m/s, the total length of the mask would be 54 mm long.  

Overcoming the second order dispersion that is placed on the pulse can be done using 

material compensation. The germanium puts positive dispersion on the pulse, therefore, placing a 
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piece of material in the beam line with negative dispersion can act to cancel out the effects of the 

germanium. For example, calcium fluoride has approximately 1200 fs2/mm of dispersion at 6 µm. 

Therefore, placing approximately half the material length that is in the germanium will correct for 

the material dispersion.  

2.4.3 Rotating Frame and Phase Cycling 

 

Pulse shaping allows for faster data collection and better signal-to-noise by using phase 

cycling and rotating frame.  There are three phase cycling schemes commonly used in 2D-IR: two, 

four, and eight frame phase cycling. All of them rely on the fact that the emitted 2D-IR signal as a  

function of the phase of the pulse, but other signals such as noise or transient absorption are not. 

An example of four frame phase cycling is shown in Figures 2.4. Figure 2.4(a) through Figure 

2.4(d) shows the free induction decay (FID) for each frame. In this case, there is a delta π phase 

shift in the signal between frame one and two, as well as a delta π phase shift between frame three 

and four. The next step in four frame phase cycling is to subtract frame one from frame two, 

subtract frame three from frame four, and finally add the results of the two subtractions together. 

This is shown in Figure 2.4e and f. The result is a signal field with drastically less noise and a 

higher signal intensity.    

One of the other benefits of pulse shaping is using rotating frame to reduce acquisition 

time. Rotating frame does this by increasing the Nyquist frequency of the signal allowing for larger 

pump steps and therefore faster acquisition times. 
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Figure 2.4. Plots (a) through (d) shows free induction decay of time traces of each frame for 

a given pixel of the dipeptide VF. Subtracting plot (a) from (b) generates plot (e) and 

subtracting plot (c) from (d) generates plot (f). The final signal that is generated is shown in 

(g). Plot (g) is the result of adding plot (e) and (f) together.  
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2.5 Understanding 2D IR Spectra 

 Multidimensional spectroscopy provides additional information on the structure and 

dynamics of chemical systems through the addition of frequency and temporal information. This 

is done by using multiple ultrafast mid-IR pulses to excite an ensemble average of a molecular 

sample into the first and second vibrational level. In addition, by controlling the time intervals 

between pump and probe pulses the dynamics of chemical systems can be studied. This section 

will look at the energy pathways the chemical system goes through as well as information that can 

be learned from 2D IR spectra.  

2.5.1 Energy pathways in an optically pumped system  

 One of the key observables in a 2D IR spectra is a negative and positive going peak pair. 

This peak pair results from exiting an ensemble average of the molecules into both the first and 

second vibrational energy levels. Because these vibrations are anharmonic, the energy spacing 

between the ground state and the first excited state will be different from the energy spacing 

between the first excited state and the second. Conventionally, the 0 to 1 transitions are represented 

as negative going and the 2 to 1 transitions are shown as positive going.  This anharmonicity causes 

the frequency shift between the positive and negative going features.  

 Double sided Feynman diagrams can be a useful way of representing energy level pathways 

in multidimensional experiments. Each row of the Feynman diagram corresponds to the density 

operator ρ where 𝜌 = ∑ 𝑐𝑛𝑐𝑚∗ |𝑛⟩⟨𝑚|𝑛,𝑚 . The Feynman diagram therefore tracks how |𝑛⟩⟨𝑚| 
change with each light matter interaction. Each light matter interaction is represented as an arrow 

pointing to either the bra or the ket. When the arrow is pointing at the diagram the system is moving 

up in energy. When the arrow is pointing away the system is moving down in energy. The dashed 

arrow represents the emitted signal field. For more information in this, see references 1 through 4. 
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The Feynman diagrams for three of the fundamental energy pathways that are observed in 2D IR 

can be seen in Figure 2.6.  

 

Figure 2.5 Feynman diagrams of bleach (a), stimulated emission (b), and excited state 

absorption (c). 
 

In Figure 2.6a, the first pump pulse excites the sample creating a coherence between the 

ground and the first excited state; the system goes from a population, |0> <0|, to a coherence |1> 

<0|. Then the next pump pulse excites the sample and drives the coherence into the ground state, 

|1> <0| to |0> <0|. Finally, the probe pulse interacts with the sample generating the coherence 

between the ground and first excited state, |1> <0|. Finally, a signal field is emitted and the system 

returns to |0> <0|. Similar processes can be seen in Figure 2.6b and Figure 2.6c 1. These processes 

can be related back to Figure 1.1 where Figure 2.5a and b contribute to the blue peak and Figure 

2.5c produces the red peak.  

When vibrational modes are coupled together, different energy transfer mechanisms can 

occur during a 2D IR experiment. These include quantum beating, coherence transfer, and 

population transfer. To understand when these different kinds of energy transfer processes occur 

the time intervals between the different pulses needs to be considered. The time between the two 

pump pulses, τ, can be referred to as the coherence time. It’s during this time interval that the 

established coherence between the ground state and some excited state can be transferred due to 

some event in solution. The other time interval is Tw, referred to as the waiting time or the 
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population time. During this time interval, a population that was established by the two pump 

pulses can be transferred to a new population. Finally, quantum beating comes from when both 

modes are pumped, mode a with the first pump pulse and mode b with the second pump pulse. 

These modes will then beat on one another causing peak fluctuations and line shape deviations. 

Coherence transfer, population transfer, and quantum beating can be represented through Feynman 

diagrams as seen in Figure 2.7a, Figure 2.7b, and Figure 2.7c respectively. In Figure 2.7 the dashed 

line represents the event that occurs that forces the coherence transfer, population transfer, or 

quantum beating. 

 

 

 
Figure 2.6 Feynman diagrams of coherence transfer (a), population transfer (b), and 

quantum beating (c). 
 

2.5.2 Line Shape 

The 2D IR line shape will report on the solvent environment the vibrational oscillators are 

in. The first step in understanding vibrational solvent environment is to introduce homogeneous 

and inhomogeneous frequency distributions. In an inhomogeneous solvent environment, the 

normal vibrational mode experiences many local environments, resulting in a distribution of 

vibrational frequencies. This is observed as one broad spectral feature that contains all the different 

vibrational modes. In contrast, a vibrational mode in a homogeneous solvent environment will 
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experience only one solvent environment ergo, one frequency. The spectral response will therefore 

be a narrow spectral feature 

The homogeneous and inhomogeneous frequency distribution in a 2D IR spectrum 

manifests itself as the degree of ellipticity in the peak pair. An example of this can be seen in 

Figure 2.7. In Figure 2.7a, violanthrone-79 is in chloroform and in Figure 2.7b, violanthrone-79 is 

in tetrahydrofuran. The greater degree of ellipticity of violanthrone-79 in chloroform suggests that  

 
 

 
Figure 2.7 2D-IR spectra of violanthrone-79 in an inhomogeneous solvent environment (a) 

and a homogeneous one (b). The observed line shape of the 2D-IR spectral features are a 

function of solvent interaction. 

  

the sample is more inhomogeneous, ergo there are more environments that the vibrational probed 

exists in. This is in contrast to violanthrone-79 in tetrahydrofuran, where the peak has little to no 

ellipticity. Round peaks suggest the violanthrone-79 aggregates in tetrahydrofuran is more 

homogeneous environment. 

 Conducting experiments that examine the rate of the peak transitioning from elliptical to 

round, characterizes the solvent movement in the sample, as well as how quickly the reporter 

molecule can sample the different configurations. These experiments can then be related back to 

the frequency-frequency correlation function (FFCF), a function that reports on the frequency 

memory of the system.  

(a) (b) 
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2.5.3 Chemical Exchange and Exchange Rate 

Molecular systems can exist in equilibrium between different conformation states or 

hydrogen bonding environments. These different environments can shift the frequency of the 

vibrational normal mode, resulting in two observed peak pairs in the 2D IR spectrum. The resulting 

spectrum of this is shown in Figure 2.8a, where the two peaks are labeled α and β. Figure 2.8a is 

collected with a TW time of 0 ps. As this waiting time is extended, the chemical environment can 

evolve. Consider the example of hydrogen bond making and breaking. A hydrogen bonded 

vibrational mode will have a lower frequency than a non-hydrogen bonded vibrational mode. 

Using Figure 2.8 as an example, this would imply the α peak is a hydrogen bonded environment 

and β is a non-hydrogen bonded environment. When the TW time is increased, the vibrational mode 

may be pumped in a hydrogen bonded environment and probed in a non-hydrogen bonded 

environment. This would result in the growing in of a cross peak, Figure 2.8b. When this waiting 

time is extended even further, the intensity of cross peak will continue to increase, Figure 2.8c.  

 
Figure 2.8 Cartoon example of a chemical exchange 2D IR experiment. In this example 

there are two vibrational modes, α and β, that are being probe. Figure 2.8a is at early time 
where no cross peak is observed between the two modes. However, as the Tw time is 

extended the intensity of the cross peak grows in. This is shown in Figures 2.8b and c where 

the cross peak becomes more intense with time.   
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A 2D IR chemical exchange experiment collects the necessary data to track and quantify 

this exchange in chemical environments. Tracking the change in the intensity of the cross peaks 

and the diagonal peaks results in an exponential decay or growth. By fitting this data to an 

exponential function and extracting the rate constants out, the exchange rate from one stat to the 

other can be determined. This is shown in equation 2.3 as kαβ and kβα. If we assume the rate from 

α to β is the same as β to α then we can express the exchange as kαβ
2. 

𝑘𝐶𝑃 ≅ 𝑘∝ + 𝑘𝛽2 − √(𝑘∝ − 𝑘𝛽2 )2 + 𝑘𝛼𝛽 𝑘𝛽𝛼                                       (2. 3) 

2.6 Linear Infrared Absorption Spectroscopy and Microscopy 

 

The linear spectra presented in this thesis were the result of averaging 64 spectra with 1 

cm-1 resolution and collected on a Bruker Vertex 70 absorption spectrometer. The sample 

compartment was purged with dry air for 5 minutes before each measurement. Each data set had 

an atmospheric water spectrum subtracted from it using the OPUS software package. A Matlab 

script is then used to subtract a solvent background and fit spectral features to Gaussian or 

Lorentzian functions.  

Second derivative spectra where generated using the OPUS software package. The OPUS 

software package uses a Savitzky-Golay filter to smooth the original data set. A second derivative 

spectrum shows the underlying features by exposing deviations in the FTIR spectrum. Therefore, 

every negative-going peak position corresponds with a vibrational mode. 

The Hyperion 3000 is a focal plane array microscope (FPA) that allows for spatially 

resolved FTIR spectra across a chemical sample. This is particularly useful when examining the 

self-assembled structures of the different dipeptide molecules presented here. The Hyperion 3000 

uses a 15x objective lens to image the sample onto a 64x64 element focal plane array, FPA. This 
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results in collecting an FTIR spectrum at each pixel of the FPA. A brightfield image was taken 

with every FTIR providing correlation with an FTIR with a location on the sample.  

2.7 Sample Preparation 

 

The work presented here examines a variety of different chemical systems. Therefore, 

several different procedures are required to prepare samples for spectroscopic investigation. The 

follow section describes the sample preparation for all of the experiments conducted in this 

thesis.  

2.7.1 Violanthrone-79 

Violanthrone-79 (V-79) was purchased from Ark Pharm without further purification. For 

2D IR experiments 10 mM samples of V-79 were prepared in both HCCl3 and THF. Each sample 

was sonicated for approximately 5 minutes or until the sample had fully dissolved. 

2.7.2 Dipeptide Samples 

Five different dipeptides where examined in this work; valine-phenylalanine, 

phenylalanine-valine, isoleucine-phenylalanine, phenylalanine-isoleucine, and phenylalanine-

phenylalanine. Samples where purchased from Bachem without further purification. Each 

dipeptide had different sample handling procedures depending on the propensity for self-assembly. 

Phenylalanine-phenylalanine (FF) nanotubes were synthesized dissolving FF into D2O for 

a final concentration of 7.4 mM. Using a VWR mini block heater set to 100C the FF sample is 

heated for approximately 10 minutes. Then the sample is sonicated for 5 minutes. This procedure 

is repeated until the sample is dissolved. As soon as the sample approaches room temperature 

nanotubes will start forming. Therefore, it is necessary to pipet the sample onto a CaF2 plate while 

the sample was still in the heat block. CaF2 plates with FF on them are placed in a petri dish and 

allow to set until the D2O has evaporated off. 
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Both isoleucine-phenylalanine (IF) and phenylalanine-isoleucine (FI) form less ordered 

structures when compared to FF, and are therefore easier to get into solution. For these systems, a 

10 mM solution is made by dissolving the powered dipeptide into D2O or dimethyl sulfoxide 

(DMSO). A VWR mini heat block is also used to force the dipeptide into solution. For these 

samples the heat block only needs to be set to 80C for approximately 10 minutes and then 

sonicated. This procedure is repeated until the dipeptide goes into solution. IF and FI samples also 

need to be deposited onto the CaF2 while the sample is still warm. CaF2 plates are placed in a petri 

dish and allowed to sit until the D2O has fully evaporated. 

Valine-phenylalanine and phenylalanine-valine where prepared in D2O with a final 

concentration of 150 mM. Samples were prepared in snap-capped vials and heated in a mini-block 

heater set to 50C for 3 to 5 minutes and then sonicated for another 10 minutes. The vials were 

then sealed with paraffin wax and placed in a -18C freezer when not in use. 

2.8 Introduction to Phenylalanine Self-Assembly 

Many material scientists have turned their attention to self-assembled peptides to make 

novel materials for tissue engineering,5,6 drug delivery,7 antibacterial applications,8 and 

nanofabrication.9  Engineered proteins range in a variety of sizes from two amino acids to very 

long chains with a variety of amino acid combinations.10 Functionalizing these peptides will 

produce changes in the self-assembled structure allowing for tailor-made aggregates for a variety 

of applications.7 One of the most popular building blocks in peptide self-assembly is 

phenylalanine. Phenylalanine, shown in Figure 2.9, is only one of four essential amino acids with 

an aromatic  
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Figure 2.9 Chemical structure of the amino acid Phenylalanine. Phenylalanine is one of the 

building blocks in self-assembled structures.   
 

side chain, and is in relatively low abundance in protein structures in the human body11. However, 

phenylalanine is responsible for the human body’s generation of amyloid plaque, a structure that 

contributes to diseases such as Alzheimer’s8,12. Material scientists have used nature’s 

phenylalanine-based nanostructures as inspiration for their own work with great successes.13 Even 

with all of phenylalanine’s contributions to advancing materials chemistry, the underling physics 

that drive its self-assembly is unclear.12 By gaining a deeper understanding of the physical driving 

forces of phenylalanine nanostructures, chemists can design better peptide-based building blocks 

in an ever demanding field of research.  

2.8.1 Diphenylalanine Self-Assembly 

Diphenylalanine, composed of two phenylalanine amino acids as shown in Figure 2.10, is 

instrumental in dipeptide self-assembly. Diphenylalanine quickly and easily forms highly ordered 

nanotubes in water. Because of its self-assemble properties, there is a large body of research 

focused on its application to any material science problem.  
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Figure 2.10 Chemical structure of the dipeptide diphenylalanine that forms nanotubes in 

water.   
 

Interestingly, diphenylalanine’s self-assembled network is disrupted by altering the 

solvent14, the pH, or the salinity of the solution.15 Therefore, if either the structure or chemical 

dynamics of diphenylalanine can be characterized in these various environmental conditions, a 

better model of the self-assembled system will be developed. Presented here are some of the first 

steps towards that endeavor. By examining the FTIR microscopy data of diphenylalanine 

nanotubes, a better understanding of the distribution of different structures is gained as well the 

role water plays in self-assembly.  

2.8.2 Diphenylalanine Experimental Results 

 

Figure 2.11 shows one of the diphenylalanine nanotubes that form in D2O. A bright field 

image of the nanotube is shown in Figure 2.11(b), with an approximate width of 20 microns. In 

Figure 2.11b there are 3 circles indicating where FTIR spectra are being extracted from. These 

FTIR spectra are shown in Figure 2.11c. The region in blue is the amide I peak of the dipeptide. 

This peak is being integrated over and its concentration corresponds to the heat map Figure 2.11a.  
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Figure 2.11 FTIR microscopy data of a Phe-Phe nanotube formed in D2O. (b) The bright 

field image of the nanotube with the three dots on the image, colored grey, blue, and red, 

corresponding to locations of extracted FTIR spectra shown in (c). The blue-grey area in (c) 

corresponds to the amide I region of the peptide bond. This region is integrated over such 

that the intensity of that transition corresponds to the color map shown in (a).  
 

Figure 2.12 is the same Phe-Phe nanotube shown in Figure 3.3, however, instead of 

integrating over the amide I stretch, Figure 2.12 integrates over the D-O stretch of D2O. This 

integration shows D2O is trapped within the nanotubes as it forms. 
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Figure 2.12 FTIR microscopy data of Phe-Phe formed in D2O. (b) The bright field image of 

the nanotube with the three dots on the image, colored grey, blue, and red, correspond to 

locations of extracted FTIR spectra shown in (c). The blue-grey area in (c) corresponds to 

the D-O stretch of heavy water that is trapped inside of the nanotube. This region is being 

integrated over, and with the intensity of that transition corresponding to the color map 

shown in (a). 
 

Figures 2.13 and 2.14 show a different nanotube then the one shown in Figures 2.11 and 

2.12. Presented here is a nanotube where heavy water is trapped in a portion of it and in the other, 

there is no D2O is trapped. In the region where there is no heavy water present, the amide I peak 

is stretched from approximately 1675 cm-1 down to 1625 cm-1, as seen in Figure 2.13c. This large 

distribution of frequencies suggests two things: one, that the dipeptide exists in a variety of 

different chemical environments, and two, that the secondary structure of the aggregated dipeptide 

varies throughout the structure. 
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Figure 2.13 FTIR microscopy data of a Phe-Phe formed in D2O. (b)The bright field image 

of the nanotube with the green dot corresponding to the location of the extracted FTIR 

spectrum shown in (c). In this image, spectra are being extracted from a region of the 

nanotube where D2O is not trapped inside of the tube. The blue-grey area in (c) 

corresponds to the amide I region of the peptide bond. This region is integrated over, and 

with the intensity, of the transition corresponding to the color map shown in (a). 
 

 Figure 2.14 is of the same nanotube, but with a spectrum extracted in a region where D2O 

is trapped within the nanotube, as shown by the green dot in Figure 3.6b. In this spectrum, the 

amide I is much narrower, which suggests that the self-assembled structure is much more uniform 

when D2O is trapped in the tube. 
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Figure 2.14 FTIR microscopy data of a Phe-Phe formed in D2O. (b) The bright field image 

of the nanotube with the green dot corresponding to the location of the extracted FTIR 

spectrum shown in (c). In this image, spectra are being extracted from a region of the 

nanotube where D2O is trapped inside of the tube. The blue-grey area in (c) corresponds to 

the amide I region of the peptide bond. This region is integrated over, and with the 

intensity, of the transition corresponding to the color map shown in (a). 
 

2.8.4 Diphenylalanine Derivatives: Isoleucine-Phenylalanine  
 

 To develop a model of diphenylalanine’s molecular properties that drive the formation of 

the highly ordered structures, different diphenylalanine derivatives were considered. Isoleucine-

phenylalanine, shown in Figure 2.15a, forms disordered structures, and valine- phenylalanine, 

Figure 2.15b, does not self-assemble. When comparing these two dipeptides, the only difference 

is the presence of an additional methyl in isoleucine. Identifying the molecular properties of 

these two dipeptides will enlighten the investigation into diphenylalanine’s properties.  
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Figure 2.15 Chemical structures of Phe derivatives Phe-Ile (a) and Val-Phe (b). Phe-Ile will 

form non-ordered structures in water, while Val-Phe does not self-assemble.  
 

 This section and in Apendix II, the results of isoleucine-based dipeptides will be presented. 

Chapter 3 will present an in-depth look at valine-based phenylalanine dipeptides. At the beginning 

of this investigation a very import question arises: Does the primary sequence of the dipeptide 

affect the observed self-assembled structure? Shown in Figure 2.16 are two different isomers of 

the Isoleucine phenylalanine derivatives, Ile-Phe and Phe-Ile. To answer this question, we use 

microscope images coupled with FTIR microscopy to study the different dipeptides. 

 
Figure 2.16 The two primary structures of Phe and Ile based dipeptides, Ile-Phe, (a), and 

Phe-Ile, (b).  
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2.8.5 Isoleucine-Phenylalanine and Phenylalanine-Isoleucine Experimental Results 

 

The effect of solvent on the self-assembled systems was also examined by comparing 

structures formed in D2O to aggregates formed in dimethyl sulfoxide (DMSO). Figure 2.17 

shows bright field images of the different structures formed from the dipeptides IF and FI in the 

solvents D2O and water.   

IF D2O IF DMSO FI D2O FI DMSO 

   
 

    
    

Figure 2.17 Bright field images of the different structures 75mM IF and FI can form. 

Figures (a) and (b) are of IF in D2, Figures (c) and (d) are of IF in DMSO, Figure (e) and (f) 

are of FI in D2O and Figures (g) and (h) are of FI in DMSO. 

   

 

 

 

 

 

(a) 

(b) 

(c) 

(f) (d) (h) 

(e) (g) 
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The Influence of Dipeptide’s Primary Structure on Water’s Solvation Shell 

 

 This work will be published in a manuscript in 2019. In the processes of designing experiments to 

study dipeptide self-assembly I discovered that changing the primary sequence of a dipeptide changes it 

spectroscopic properties. I designed an experiment to examine the differences in the solvation shell in 

conjugation with Professor Martin McCullagh’s research group. 

3.1 Introduction  

Self-assembling biomimetic materials have garnered significant interest due to their appealing 

physical properties and ease of synthesis. Naturally occurring protein-based materials outperform current 

synthetic materials in properties such as strength-to-weight ratio1 and combined hardness and flexibility2–

4.  Interesting physical properties have been demonstrated for self-assembling peptides as short as two 

amino acids.5  Despite the relative simplicity of dipeptide self-assembly, the final goal of choosing a peptide 

sequence and synthesis to produce a desired macroscopic structure remains elusive.  This is due, in part, to 

the still large number of factors affecting the assembly of these materials and a lack of understanding of the 

fundamental driving forces of self-assembly.  

Solvent environment, molecular functionalization and primary sequence are factors that have a 

strong influence on the macroscopic properties of self-assembled peptide materials6,7. The examination of 

these self-assembled structures often begins in aqueous environments due to its propensity in biological 

systems. However, recent work has shown that self-assembly can be altered or mitigated by adding salts8  

or cosolvents9 to change the self-assembled structure of a given peptide sequence. For example, 

diphenylalanine forms a distribution of structures depending on its chemical environment. Another 

parameters that is altered to influence the aggregation of biologically inspired compounds is 
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functionalization. Changing the functional groups of a protein will alter molecular driving force. For 

example, a common modification is the addition of One of the more common functionalizations is an 

FMOC cap10  due to its use in peptide synthesis. The relatively large aromatic moiety significantly alters 

the intermolecular interactions of short peptides and thus alter the self-assembly behavior. This kind of 

synthesis has found utility in drug delivery systems.   

 In addition to solvent and functional groups, a peptide sequence has a large impact on assembled 

structure. Slight modifications of sequence can have a large effect on self-assembly but the driving forces 

behind these differences are poorly understood. This has been observed in short peptides11 as well as longer 

peptides.12 A computational approach has been used to study the self-assembly of the full sequence space 

of dipeptides13 and tripeptides in wate14. The results demonstrated some important trends, namely 

hydrophobic residues contribute significantly to aggregation propensity and the reversing of a sequence had 

little effect on the resulting structure.  Important exceptions to this rule include valine-phenylalanine (VF), 

phenylalanine-valine (FV), phenylalanine-tryptophan (FW), and tryptophan-phenylalanine (WV).  This 

suggests that the one or more of residues V, F and W behave significantly different on the N- and C-termini. 

 Dipeptides are a well-studied example due to their simplicity and combinatorics accessibility.  

Additionally, diphenylalanine (FF) is a promising peptide-based biomaterial with proposed applications in 

drug delivery, antibiotics and piezoelectric materials.  The self-assembly of FF has been well studied15 with 

a recent computational study having investigated the driving forces of FF self-assembly in water across 

multiple scales.16  Slight modifications to this the FF sequence cause significant changes to the assembled 

structure.  This is most salient when one considers changing the N-terminal phenylalanine to an isoleucine.  

The IF dipeptide is found to assemble into more fibril like structures that exhibit reduced order as compared 

to their FF counterparts.  Even more interestingly, the VF dipeptide is found to not assemble at all17.  This 

sequence of peptides clearly exhibits interesting behavior and yet it is not clear why they behave this way.  

Here we choose to study the sequence dependent behavior of VF and FV.  As noted in a 

computational study by Frederix et al., flipping the sequence of a variety of different dipeptides resulted in 
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changes in their aggregation behavior.13  We use a combined vibrational spectroscopy and computational 

modeling approach to investigate the solvation structure around these monomers.  Linear infrared (IR) 

spectroscopy and two-dimensional infrared (2D IR) spectroscopy are used to probe the local solvation 

dynamics surrounding the VF and FV dipeptide structures.  Linear IR and 2D IR spectroscopy techniques 

are ideally suited to reveal differences in solvation dynamics that are promoted by the dipeptide structural 

fluctuations.  The amide I vibrations and the vibrational modes associated with the carboxylate group can 

be used to report on structures of the dipeptides and are sensitive to local solvation dynamics.  In addition, 

2D IR spectroscopy experiments allow the solvation dynamics and the structural fluctuations of the 

dipeptides to be investigated with subpicosecond time resolution.  The combined structural sensitivity and 

high time resolution allow new insights into the way   solvation dynamics may promote sequence dependent 

behaviors in the VF and FV dipeptides.  Interestingly, the solvation dynamics and structure are significantly 

altered by the position of the phenylalanine residue.  This behavior will alter the aggregation free energy of 

these peptides and thus the aggregation propensity.   

3.2 Methods:  

 

3.2.1 Experimental 

Dipeptides VF and FV were purchased from Bachem without further purification. Each dipeptide 

was dissolved in D2O for a final concentration of 150mM. Aliquots of the dipeptide solutions were placed 

between two calcium fluoride (CaF2) windows separated by a 25µm Teflon spacer. FTIR spectra were 

collected using a Vertex 70 with 1 cm-1 steps and averaging 64 spectra. Second derivative spectra were 

smoothed using a Savitzky-Golay filter and scaled by a factor of -4.5 for VF and -1.5 for FV.  

Two-dimensional infrared spectra were collected on a home built 2D IR spectrometer, described in 

greater detail elsewhere.  Briefly, a Ti:Sapphire laser operating at 1 kHz generating pulses centered at 790 

nm and sub-50fs pulse durations with 2.7 mJ of energy per pulse, was used to pump an optical parametric 

amplifier (OPA). The OPA generates mid-IR light centered at 6000 nm with 9µJ of energy per pulse and a 
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FWHM pulse duration of 100fs. A 90:10 beam splitter was used to send 90% of the mid-IR light to a pulse 

shaper to produce the pump pulses necessary for the 2D IR experiments; the remaining 10% of the mid-IR 

light was directed into a beam line to produce the necessary probe pulse in the experiments.  An acoustic 

optical modulator (AOM) pulse shaper was used to generate a pulse pair with a specified phase, amplitude, 

and time delay. The phase, amplitude, and time delays were controlled by driving a series of acoustic 

waveforms, or masks, across the germanium crystal in the AOM. The time delays between the two pump 

pulses were scanned from 0 ps to 2.5 ps with 0.025 ps steps. Masks were generated to employ a four-frame 

phase cycling scheme and a 1400 cm-1 rotating frame to reduce both noise and the number of pulse delays 

required in the spectrum18. A computer-controlled delay stage temporally overlapped the pump and probe 

beams at the sample position. This stage also delayed the probe pulse from 0 ps to 4 ps with 0.1ps steps for 

chemical exchange experiments. A half-wave plate and polarizer where placed in the pump line to rotate 

the polarization of the pump light to collect data for cross-polarized and co-polarized experiments. The 2D 

IR signal is frequency resolved by passing the time domain signal through a grating spectrometer (Triax 

190, Horiba) and collecting the signal on a 64-element mercury cadmium telluride (MCT) array detector.  

The geometry of the spectrometer taken together with the physical size and spacing of the MCT elements 

produces 5 cm -1 resolution along the probe axis of the 2D IR spectrum. The signal-to-noise ratio was 

improved by multiplying the signal from each pixel by a Hanning window function prior to taking the fast 

Fourier transform (FFT)19. Magic angle spectra where calculated to remove the rotational contribution to 

the decay rates20 using spectra collected in the co-polarized (XXXX) configuration and the cross-polarized 

(XXYY) configuration in accord with the equation XXXX-2∙XXYY. In addition, a spline function was 

used to better differentiate the areas of integration in the 2D IR spectrum.  

 3.2.2 Methods: Computational 

Geometry optimizations and frequency calculations were performed at the ⍵B97xD/6-311G* level 

of theory using the Gaussioan09 software package21,22. All calculations used the PCM implicit solvent 

model in an effort to replicate solvent effects. Nitrogen bound hydrogens were deuterated in quantum 



  

81 
 

calculations as they are experimentally deuterium exchangeable. The frequencies are scaled by a factor of 

0.956.  

Individual dipeptide molecules in the L-enantiomer zwitterionic conformer were initially generated 

using the sequence command in tleap within the AmberTools 16 package23. All simulations were performed 

in explicit TIP3P water in the NPT ensemble using the GPU accelerated AMBER16 program23,24,25. 

Simulations with one dipeptide were performed at a concentration of 4 mg/mL for 300 ns for both VF and 

FV. These systems were then simulated for an additional 10 ns with a 10 fs write frequency in order to 

better measure hydrogen bonding rates. The ff14ipq force field was chosen due to agreement between 

experiment and quantum calculations relative to other commonly used Amber force fields.16,26 A Monte 

Carlo barostat set to 1 bar and a Langevin thermostat set to 298 K are used. All simulations used an 

integration timestep of 2 fs with the SHAKE algorithm restraining the bond lengths of bonds including a 

hydrogen atom. A non-bonding interaction cutoff of 12 Å was used in all simulations with the particle mesh 

Ewald method calculating long range electrostatic interactions.  

The following protocols were performed prior to production runs of unbiased simulations. A 

steepest descent energy minimization protocol was first performed for 8000 steps, followed by the 

conjugate gradient method for 4000 steps. During this initial energy minimization, restraints were placed 

on the peptide atoms with a force constant of 100 kcal/mol/Å2. The restraints were removed and an energy 

minimization procedure was again performed with a steepest descent protocol for 12000 steps followed by 

a conjugate gradient method for 6000 steps. With restraints again placed on the peptide atoms with a force 

constant of 5 kcal/mol/Å2, the systems were heated from 0 K to 298 K at constant volume. After heating, 

the volume was then allowed to relax for 40 ps with restraints kept on the peptides. To avoid transient 

effects due to initial configurations, productions runs were started after 3 ns of unbiased simulation. The 

unbiased simulations of FV and VF monomer systems each were simulated for 300 ns for a total of 600 ns.  

Umbrella sampling was performed along the N-terminal χ1 for the FV dipeptide as this dihedral is 

conformationally restricted. Starting in the conformation produced through tleap, steered umbrella 
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sampling was used to sample N-terminal χ1 dihedral values with windows ranging from -180° to 180° in 

10° increments. A harmonic potential was placed on each window of 0.12184 kcal/mol/deg2. Each window 

was simulated for 50 ns for a total of 3.65 µs and a potential of mean force was generated using the weighted 

histogram method27. 

Dihedral and hydrogen bonding analyses of simulated trajectories were performed using python 

2.7 and the MDAnalysis module (version 0.18.0).28,29 Hydrogen bonding environment rates were then 

measured assuming classical inference. The VMD software was used to visualize trajectories and generate 

structural figures30. 

3.3 Results and Discussion 

 

Figure 3.1 shows FTIR spectra, FTIR second derivative spectra, and 2D IR spectra of VF and FV. 

The FTIR spectra, shown in black, for VF, Figure 3.1a, and for FV, Figure 3.1c, show two vibrational 

transitions. One corresponding with the carboxylate group, located at 1597 cm-1 in VF and at 1590 cm-1 in 

FV. The other absorption reports on the Amide I mode of the dipeptide, appearing at 1661 cm-1 in VF and 

1665 cm-1 in FV. Figures 1a and 1c also contain second derivative spectra, blue curves, that identify 

different vibrational transitions that lie underneath a single FTIR peak20,31. These second derivative spectra 

are scaled by a factor of -1.5, VF, and -4, FV. Therefore, each maximum of the second derivative spectra 

corresponds with an underlying vibrational mode. From these second derivative spectra, the amide I mode 

in each dipeptide contains two separate vibrational frequencies. VF has modes at 1651 cm-1 and 1665 cm -

1 and FV has vibrational transitions at 1664 cm -1 and 1668cm-1. The carboxylate mode in VF has three 

modes, 1583 cm-1, 1596 cm-1, and 1604 cm-1. The dipeptide FV only contains two carboxylate transitions 

at 1590 cm-1 and 1606 cm-1. Figures 2B and 2D show 2D IR spectra of each dipeptide. 
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Figure 3.1 Linear infrared spectra shown in black, second derivative spectra shown in blue, 

and 2D IR spectra of VF and FV.  

 The underlying structures from the second derivative FTIR spectra indicate both isomers exist in 

multiple conformations. MD simulations were performed to elucidate the different conformations of each 

dipeptide. Figure 3.2 shows the Ramachandran plots for each isomer. Within each plot, a percentage of the 

probability density is listed next to each φ/ψ conformation. These plots show FV has only one predominate 

φ angle, in contrast to the two for VF.  

 Quantum mechanic geometry optimization and frequency calculations were performed on the 

structures isolated from the MD simulations. The results of the frequency calculation are shown in Figure 

4.3 In Figure 4.3, the weighted spectra are a convolution of the calculated amide I frequency from the four 

different configurations found in the Ramachandran plots scaled with their relative intensities.  
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Figure 3.2 Ramachandran plots of FV (a) and VF (b). Each dipeptide has four ϕ/ψ angle 

populations. However, probability density distribution is different for each dipeptide.  

 

 
Figure 3.3 Plot of calculated spectra alongside experimental linear infrared spectra of VF, 

(a), and FV, (b). Weighted frequency calculations are shown in blue, weighted frequencies 

with an explicit water molecule are shown in red, and experimental spectra are plotted in 

green. 
 

Computational and experimental results show that the primary structure of the dipeptide will 

influence the structural conformation and the IR spectrum. Furthermore, the second derivative spectra show 

different transitions under the amide I peak. This indicates different chemical environment. It was therefore 

hypothesized that the dipeptide would transition from one environment to another. Chemical experiments 
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were performed on each dipeptide to monitor the rate of transfer from one state to another. Peak positions 

were located based on the locations of the transitions in the second derivative spectra. Integration windows 

were defined for these locations and integrated over for all time steps. The intensities of the integration 

windows were plotted as a function of time and fit to a single exponential function. These results are shown 

in Figure 4.4, where Figure 4.4.A is the spectra for VF and Figure 3.4B is the spectra for FV. The red circles 

indicate the location of the integration areas. Integration peaks are labeled A and B with their corresponding 

cross peak labeled as AB.  

 

Figure 3.2. Amide I region of VF, Figure 3.4A, and FV, Figure 3.4B. In panel A and B the 

red circles indicate where the integration box was defined for the on diagonal peaks and 

cross peaks. Figures 3.4C and 3.4D plot the lifetime decays of the three spectral regions of 

interest in both dipeptide systems.  

Table 3-1. Vibrational decay rates determined from 2D IR waiting time experiments of 

both dipeptide isomers.  

 
Vibrational Life Time in D2O (ps) 

 Transition A (ps) Transition B (ps) Cross Peak AB (ps) 
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VF 0.75 ± 0.08 1.00 ± 0.05 1.21 ± 0.05 

FV 0.50 ± 0.07 0.97 ± 0.05 1.70 ± 0.25 

  

𝑘𝐶𝑃 ≅ 𝑘𝐵 + 𝑘𝐴2 − √(𝑘𝐵 − 𝑘𝐴2 )2 + 𝑘𝐵𝐴𝑘𝐴𝐵                                              (3.1) 

The vibrational lifetimes generated from these fits were used in Equation 3.1 to determine the rate 

constant associated with chemical exchange. These decay rate constants are shown in Table 3-1. By 

inserting the rates shown in Table 3-1 and solving for kABkBA in Equation 1 the exchange rate constant were 

determined to be (3.46 ± 0.60 ps)-1 for VF and (1.7 ± 0.25 ps)-1 for FV. This was done by assuming kAB is 

equal to kBA. These exchange rates are too fast for peptide conformational changes, typically in the tens of 

femtoseconds, but are comparable to rate of hydrogen making and breaking. Based on this hypothesis peak 

B would be the peptide in a hydrogen bonded environment and peak A would be in a nonbonded 

environment for both dipeptides. Computational hydrogen bonding dynamics were generated from MD 

simulations for the four conformations of each dipeptide. These are tabulated in terms the length of 

hydrogen bond lifetime, shown in Table 3-2.  

 

 

 

Table 3-2. Computational hydrogen bond lifetime for each conformation of FV and VF.  

 
Lifetime of water (ps) 

 FV VF 

State A 0.57 0.66 

State B 0.66 0.60 
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State C 0.65 0.71 

State D 0.60 0.68 

State Averaged 0.62 0.67 

 
Table 3-2 shows that the hydrogen of a water molecule stays coordinated longer to the amide I 

group in VF than FV. This is consistent with the observed longer vibrational lifetime of VF’s hydrogen-

bonded state as well as the slower exchange rate of VF. A structural explanation for this is shown in Figure 

3.5. Figure 3.5 shows the four different structures from the Ramachandran plots seen in Figure 4.2. In 

Figure 3.5 each of FV and VF’s conformation states, A, B, C, and D, are presented together to identify 

differences. The most significant difference is in state C. In state C the phenol ring of VF is positioned next 

to the peptide linkage. However, FV’s phenol group is positioned away from the linkage. The result is a 

larger density of water surrounding the amide I group in VF versus FV. This larger water density would 

explain the slower vibrational lifetimes and slower exchange rates observed experimentally.   

 

Figure 3.3 Depictions of the four conformation states of VF and FV with water density 

maps. Strong distinction can be seen in State C where VF’s conformation has a larger 
water density surrounding its peptide linkage.  
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3.4 Conclusions  

 

This work has shown differences between VF and FV’s first solvation shells. Molecular dynamics 

simulations show conformational differences between the isomers resulting in an increase water density in 

VF. The increase in water density is observed experimentally from both longer vibrational lifetime of the 

hydrogen-bonded amide I stretch and slower transfer rates between a hydrogen bonded environment to a 

nonhydrogen-bonded environment.  

 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  

89 
 

References 

(1)  Görbitz, C. H. Nanotube Formation by Hydrophobic Dipeptides. Chem. Eur. J. 2001, 7 

(23), 5153–5159. https://doi.org/10.1002/1521-3765(20011203)7:23<5153::AID-

CHEM5153>3.0.CO;2-N. 

(2)  Azuri, I.; Adler-Abramovich, L.; Gazit, E.; Hod, O.; Kronik, L. Why Are Diphenylalanine-

Based Peptide Nanostructures so Rigid? Insights from First Principles Calculations. J. Am. 

Chem. Soc. 2014, 136 (3), 963–969. https://doi.org/10.1021/ja408713x. 

(3)  Mahler, A.; Reches, M.; Rechter, M.; Cohen, S.; Gazit, E. Rigid, Self-Assembled Hydrogel 

Composed of a Modified Aromatic Dipeptide. Adv. Mater. 2006, 18 (11), 1365–1370. 

https://doi.org/10.1002/adma.200501765. 

(4)  Zelenovskiy, P.; Kornev, I.; Vasilev, S.; Kholkin, A. On the Origin of the Great Rigidity of 

Self-Assembled Diphenylalanine Nanotubes. Phys. Chem. Chem. Phys. 2016, 18 (43), 

29681–29685. https://doi.org/10.1039/c6cp04337b. 

(5)  Schnaider, L.; Brahmachari, S.; Schmidt, N. W.; Mensa, B.; Shaham-Niv, S.; Bychenko, 

D.; Adler-Abramovich, L.; Shimon, L. J. W.; Kolusheva, S.; DeGrado, W. F.; et al. Self-

Assembling Dipeptide Antibacterial Nanostructures with Membrane Disrupting Activity. 

Nat. Commun. 2017, 8 (1), 1365. https://doi.org/10.1038/s41467-017-01447-x. 

(6)  Huang, R.; Qi, W.; Su, R.; Zhao, J.; He, Z. Solvent and Surface Controlled Self-Assembly 

of Diphenylalanine Peptide: From Microtubes to Nanofibers. Soft Matter 2011, 7 (14), 

6418–6421. https://doi.org/10.1039/C1SM05752A. 

(7)  Rissanou, A. N.; Georgilis, E.; Kasotakis, E.; Mitraki, A.; Harmandaris, V. Effect of 

Solvent on the Self-Assembly of Dialanine and Diphenylalanine Peptides. J. Phys. Chem. B 

2013, 117 (15), 3962–3975. https://doi.org/10.1021/jp311795b. 



  

90 
 

(8)  Mayans, E.; Ballano, G.; Sendros, J.; Font-Bardia, M.; Campos, J. L.; Puiggalí, J.; 

Cativiela, C.; Alemán, C. Effect of the Solvent Choice in the Self-Assembly Properties in a 

Diphenylalanine Amphiphile Stabilized by an Ion Pair. ChemPhysChem 2017, 300, 625. 

https://doi.org/10.1002/cphc.201700180. 

(9)  Wang, J.; Liu, K.; Yan, L.; Wang, A.; Bai, S.; Yan, X. Trace Solvent as a Predominant 

Factor To Tune Dipeptide Self-Assembly. ACS Nano 2016, 10 (2), 2138–2143. 

https://doi.org/10.1021/acsnano.5b06567. 

(10)  Wijerathne, N. K.; Kumar, M.; Ulijn, R. V. Fmoc-Dipeptide/Porphyrin Molar Ratio 

Dictates Energy Transfer Efficiency in Nanostructures Produced by Biocatalytic 

Coassembly. Chem. Eur. J. 2019, chem.201902819. 

https://doi.org/10.1002/chem.201902819. 

(11)  Sahoo, J. K.; Nazareth, C.; VandenBerg, M. A.; Webber, M. J. Self-Assembly of 

Amphiphilic Tripeptides with Sequence-Dependent Nanostructure. Biomater. Sci. 2017, 5 

(8), 1526–1530. https://doi.org/10.1039/C7BM00304H. 

(12)  Kar, K.; Wang, Y.-H.; Brodsky, B. Sequence Dependence of Kinetics and Morphology of 

Collagen Model Peptide Self-Assembly into Higher Order Structures. Protein Science 

2008, 17 (6), 1086–1095. https://doi.org/10.1110/ps.083441308. 

(13)  Frederix, P. W. J. M.; Ulijn, R. V.; Hunt, N. T.; Tuttle, T. Virtual Screening for Dipeptide 

Aggregation: Toward Predictive Tools for Peptide Self-Assembly. J. Phys. Chem. Lett. 

2011, 2 (19), 2380–2384. https://doi.org/10.1021/jz2010573. 

(14)  Frederix, P. W. J. M.; Scott, G. G.; Abul-Haija, Y. M.; Kalafatovic, D.; Pappas, C. G.; 

Javid, N.; Hunt, N. T.; Ulijn, R. V.; Tuttle, T. Exploring the Sequence Space for (Tri-



  

91 
 

)Peptide Self-Assembly to Design and Discover New Hydrogels. Nature Chem 2015, 7 (1), 

30–37. https://doi.org/10.1038/nchem.2122. 

(15)  Yan, X.; Zhu, P.; Li, J. Self-Assembly and Application of Diphenylalanine-Based 

Nanostructures. Chem. Soc. Rev. 2010, 39 (6), 1877–1890. 

https://doi.org/10.1039/b915765b. 

(16)  Anderson, J.; Lake, P. T.; McCullagh, M. Initial Aggregation and Ordering Mechanism of 

Diphenylalanine from Microsecond All-Atom Molecular Dynamics Simulations. The 

Journal of Physical Chemistry B 2018, 122 (51), 12331–12341. 

https://doi.org/10.1021/acs.jpcb.8b10335. 

(17)  de Groot, N. S.; Parella, T.; Aviles, F. X.; Vendrell, J.; Ventura, S. Ile-Phe Dipeptide Self-

Assembly: Clues to Amyloid Formation. Biophys. J. 2007, 92 (5), 1732–1741. 

https://doi.org/10.1529/biophysj.106.096677. 

(18)  Shim, S.-H.; Zanni, M. T. How to Turn Your Pump–Probe Instrument into a 

Multidimensional Spectrometer: 2D IR and Vis Spectroscopies via Pulse Shaping. Phys. 

Chem. Chem. Phys. 2009, 11 (5), 748–761. https://doi.org/10.1039/B813817F. 

(19)  MacKenzie, K. J. D.; Smith, M. E. Multinuclear Solid-State NMR of Inorganic Materials, 

1st ed.; Pergamon materials series; Pergamon: Oxford ; New York, 2002. 

(20)  Feng, C. J.; Tokmakoff, A. The Dynamics of Peptide-Water Interactions in Dialanine: An 

Ultrafast Amide i 2D IR and Computational Spectroscopy Study. Journal of Chemical 

Physics 2017, 147 (8). https://doi.org/10.1063/1.4991871. 

(21)  Chai, J.-D.; Head-Gordon, M. Long-Range Corrected Hybrid Density Functionals with 

Damped Atom–Atom Dispersion Corrections. Phys. Chem. Chem. Phys. 2008, 10 (44), 

6615–6620. https://doi.org/10.1039/b810189b. 



  

92 
 

(22)  Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.; Cheeseman, J. 

R.; Barone, V.; Mennucci, B.; Petersson, G. A.; Nakatsuji, H.; et al. Gaussian ∼09, 

Revision D.01; Gaussian, Inc.: Wallingford CT, 2013. 

(23)  Case, D. A.; Cerutti, D. S.; Cheatham, "T.E., 3rd"; Darden, T. A.; Duke, R. E.; Giese, T. J.; 

Gohlke, H.; Goetz, A. W.; Greene, D.; Homeyer, N.; et al. AMBER 2017; University of 

California, San Francisco, 2017. 

(24)  Salomon-Ferrer, R.; Götz, A. W.; Poole, D.; Le Grand, S.; Walker, R. C. Routine 

Microsecond Molecular Dynamics Simulations with AMBER on GPUs. 2. Explicit Solvent 

Particle Mesh Ewald. J. Chem. Theory Comput. 2013, 9 (9), 3878–3888. 

https://doi.org/10.1021/ct400314y. 

(25)  Le Grand, S.; Götz, A. W.; Walker, R. C. SPFP: Speed without Compromise—A Mixed 

Precision Model for GPU Accelerated Molecular Dynamics Simulations. Computer Physics 

Communications 2013, 184 (2), 374–380. https://doi.org/10.1016/J.CPC.2012.09.022. 

(26)  Cerutti, D. S.; Swope, W. C.; Rice, J. E.; Case, D. A. Ff14ipq: A Self-Consistent Force 

Field for Condensed-Phase Simulations of Proteins. J. Chem. Theory Comput. 2014, 10, 

4515–4534. https://doi.org/10.1021/ct500643c. 

(27)  Kumar, S.; Rosenberg, J. M.; Bouzida, D.; Swendsen, R. H.; Kollman, P. A. THE Weighted 

Histogram Analysis Method for Free-Energy Calculations on Biomolecules. I. The Method. 

J. Comput. Chem. 1992, 13 (8), 1011–1021. https://doi.org/10.1002/jcc.540130812. 

(28)  Gowers, R. J.; Linke, M.; Barnoud, J.; Reddy, T. J. E.; Melo, M. N.; Seyler, S. L.; 

Domański, J.; Dotson, D. L.; Buchoux, S.; Kenney, I. M.; et al. MDAnalysis: A Python 

Package for the Rapid Analysis of Molecular Dynamics Simulations. In Proceedings of the 

15th Python in Science Conference; Benthall, S., Rostrup, S., Eds.; 2016; pp 98–105. 



  

93 
 

(29)  Michaud-Agrawal, N.; Denning, E. J.; Woolf, T. B.; Beckstein, O. MDAnalysis: A Toolkit 

for the Analysis of Molecular Dynamics Simulations. Journal of Computational Chemistry 

2011, 32 (10), 2319–2327. https://doi.org/10.1002/jcc.21787. 

(30)  Humphrey, W.; Dalke, A.; Schulten, K. VMD – Visual Molecular Dynamics. J. Mol. 

Graph. 1996, 14, 33–38. 

(31)  Rieppo, L.; Saarakkala, S.; Närhi, T.; Helminen, H. J.; Jurvelin, J. S.; Rieppo, J. 

Application of Second Derivative Spectroscopy for Increasing Molecular Specificity of 

Fourier Transform Infrared Spectroscopic Imaging of Articular Cartilage. Osteoarthritis 

and Cartilage 2012, 20 (5), 451–459. https://doi.org/10.1016/j.joca.2012.01.010. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



  

94 
 

 
 

 

Vibrational Properties and Population Transfer Rates of Solvent Dependent Violanthrone- 

 

79 Aggregates  

 

 

This chapter is based on a manuscript that will be submitted to the American Chemical 

Society’s Journal of Physical Chemistry B in 2019. In this work, I designed experiments to  

examine the vibrational exciton properties of violathrone-79. I also worked with my colleague 

Max A. Mattson to use molecular dynamics simulations and quantum mechanics calculations to 

study the possible violathrone-79 aggregates. 

4.1 Introduction  

 

Understanding molecular aggregation driven by π-stacking is critical for elucidating a 

variety of self-assembled systems.  The π-π interaction of aromatic compounds is key for the self-

assembly of DNA1,2, protein tertiary structure3,4, and polycyclic aromatic hydrocarbons (PAH)5–7. 

These polycyclic aromatic hydrocarbons are generally classified as organic species with fused 

poly-aromatic cores, and are particularly interesting because they are used as the precursor to many 

material science disciplines.  

Control over functionalizing PAH have led to technological advancements in solar cells8, 

laser dyes9, and liquid crystals10. However, tailoring functional groups on the PAH core is only 

one knob to manipulate the molecular aggregation of these organic dyes. The choice of solvent is 

also crucial to controlling the structural characteristics of PAH aggregates. A great deal of work 

has been focused on the effect solvent has on π-π interaction11–13. Research has shown that a polar 

solvent will promote π-π interaction as explained by solvophobic theory. However, the effect of 

solvent polarity on molecular orientation and energy delocalization, concepts that are critical in 
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photoelectrochemical cells, is still unclear. Molecular orientation and its impact on energy 

delocalization can be explored by employing experimental techniques that examine vibrational 

characteristics in PAH aggregates.  In doing so, the effect of solvent on structural and energy 

delocalization properties can be better understood. 

One PAH that has received attention over the years is violanthrone. Violanthrone is a PAH 

that has been used as an analog to asphaltenes, but it has also shown promise as an organic dye for 

solar cell technology due to its large aromatic core making it ideal for absorbing solar radiation. 

Recently, investigations have examined how the polarity of the solvent influences the degree of π-

π interactions in violanthrone aggregates.14 These efforts have revealed that non-polar solvents 

promote π-π interaction, which is in contrast with other aromatic π stacking systems. However, 

little work has been done to understand how the structural characteristics of violanthrone 

aggregates are influenced by solvent effects or how the aggregate structural characteristics 

influence the movement of vibrational energy through the molecule.  In this work, vibrational 

modes of violanthrone-79 (V-79) are used to characterize the aggregate structures formed in 

different solvents.    

Vibrational spectroscopy experiments, including linear infrared (IR) spectroscopy and two-

dimensional infrared (2D IR) spectroscopy, are a powerful techniques to observe the structural and 

dynamic characteristics of a molecular system.  The vibrational modes of a molecular system are 

sensitive to changes in the local environment surrounding it and aggregate structure.  The energies 

and dipole strengths of the vibrational modes in the aggregate can be modulated by changes in 

local environment surrounding the oscillators and changes in the structures of the molecular 

aggregates.  Changes in the vibrational characteristics of the aggregates can be monitored with 

linear IR spectroscopy and 2D IR spectroscopy techniques. In particular, 2D IR spectroscopy, 
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provides structural information on molecular aggregates through the examination of cross peaks 

observed in the spectra.  In addition, 2D IR experiments can be used to probe dynamic properties 

of a system by monitoring how 2D IR peak shapes and intensities change as a function of delay 

times between pulses in the experiments. 2D IR spectroscopy experiments have been used at length 

to better understand the structure of DNA1, proteins3, PAH5, and anti-HIV agents15. Chemical 

dynamics investigated with 2D IR spectroscopy have contributed to our understanding of solvent 

dynamics and structural dynamics of water16, dipeptides, and membranes.17 In this work, we take 

advantage of these strengths of 2D IR experiments to study molecular aggregates of violanthrone 

and the manner in which the aggregate structure influences the vibrational energy delocalization 

within the aggregates.  In addition, the interpretation of the experimental results is aided with 

molecular dynamics (MD) simulations and quantum mechanic (QM) calculations to explore the 

possible aggregate structures formed by V-79.  Solvent-dependent aggregate structures of V-79 

are observed and changes in the vibrational energy transfer between V-79 molecules in the 

aggregates are discussed.  

 
4.2 Methods: 

 

4.2.1 Experimental  

 

Violanthrone-79 was purchased from Ark Pharma and used without further purification. 

THF and HCCl3 were purchased from Fisher scientific. Samples of V-79 where prepared at 10 

mM concentration in each solvent and sonicated to insure full solvation prior to aggregation. 

Aliquots of stock solutions were placed between two calcium fluoride (CaF2) windows with a 

250µm spacer. Linear IR spectra were collected with 1 cm-1 spectral resolution and are an average 

of 64 spectra (Vertex 70 spectrometer, Bruker).  
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The 2D IR spectrometer used here has been described in detailed elsewhere.6,7 Briefly, 

ultrafast mid-IR pulses were generated using a Ti:Sapphire regenerative amplifier to pump an 

optical parametric amplifier (OPA). The regenerative amplifier produces <50 fs laser pulses 

centered at 790 nm with an average pulse energy of 2.7 mJ at a repetition rate of 1 kHz. The OPA 

generates mid-IR light centered at 5800 nm with 9 µJ of energy per pulse.  A 90:10 beam splitter 

is used to direct 90% of the mid-IR light to a home-built pulse shaper used to generate the pulse 

pairs with specified time delays required to pump the sample and generate third order signal in 

these experiments.  The remaining 10% of the mid-IR light from the OPA is used as a probe pulse 

in these 2D IR experiments. An off-axis parabolic mirror is used to focus the pump and probe 

beams onto the sample in the pump-probe beam geometry. A retro-reflector set on a computer-

controlled stage is used to control the time delay of the probe pulse relative to the pump pulses. 

The computer-controlled time delay is also used to control the timing between the second and third 

laser pulses when collecting 2D IR spectra as a function of coherence time, Tw.  A second off-axis 

parabolic mirror collimates the third order signal field emitted from the sample and directs it into 

a Horiba Triax 190 spectrometer. The spectrometer is used to frequency resolve the signal across 

a 64-element mercury cadmium telluride (MCT) detector. The spectrometer geometry in 

conjunction with the physical geometry of the array detector produces data with ~5cm-1 spectral 

resolution. 

The AOM-based mid-IR pulse shaper is used to control the amplitude and phase of the 

individual frequencies in the mid-IR optical pulse.18–20 This allows the relative phase and time 

delays between the pulses generated in the pulse pair to be changed with each acoustic wave. In 

these experiments, pump pulses were scanned from 0 ps to 2.5 ps with 0.025 ps steps; a 1400 cm-

1 rotating frame was applied to allow for faster data collection.20 Tw-dependent 2D IR spectra were  
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collected from 0 ps to 8 ps in 0.1 ps steps for the first 5 ps and with intervals of 1 ps from 5 ps to 

8 ps.  Additional pulse shaping was used in some data sets to remove contributions from quantum 

beating and coherence transfer. The pump pulses were clipped at 1615 cm-1 in order to only pump 

the vibrational modes above 1615 cm-1. The pump pulses were truncated in the frequency domain 

by blocking a portion of the beam at the Fourier plane of the pulse shaper. This approach allowed 

for the carbonyl normal mode to be pumped without pumping the normal modes associated with 

the in-plane stretching motions of V-79.  

Polarization dependent experimental were conducted on V-79 aggregates in both solvents 

to determine relative angle between vibrational normal modes. For these experiments, polarization 

dependent 2D IR spectra were collected in both XXXX and XXYY polarization configurations. 

The polarizations were controlled using a half-waveplate and wire grid polarizer combination in 

the pump beam path to rotate the beam 90. Furthermore, a wire grid polarizer was placed in the 

probe beam path to insure a single polarization of mid-IR light was impinging on the sample.   

4.2.2. Methods: Molecular Dynamics 

 

 Molecular Dynamics (MD) simulations were performed using Replica Exchange Umbrella 

Sampling (REUS) in the AMBER molecular dynamics software package,21 to sample the potential 

energy surface of dimerization between two V-79 molecules in HCCl3 and THF as a function of 

center-of-mass distance between the two molecules. V-79 was parameterized using GAFF22 and 

charges were found with RESP;23 the AMBER chloroform box was used for the solvent,24 and a 

self-parameterized THF model was used. Harmonic biasing potentials were placed 0.5 Å apart 

along the collective variable axis and were given spring constants of 20.0 kcal mol−1 Å−2. The 

resultant center-of-mass distances were analyzed using the weighted histogram analysis method 

(WHAM)25 to build the potential of mean force (PMF). The PMF was constructed using a home 
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built binning script to check for non-ergodicity among the biased windows. Each window in the 

REUS simulations was run for 100 ns in the NPT ensemble. 

4.2.3. Methods: Quantum Calculations 

 

 Vibrational frequency calculations were performed using Gaussian 09 for the V-79 dimer 

structures that were representative of the two most probable π-stacked dimer configurations. The 

APFD functional was used for its dispersive properties to stabilize π-stacking interactions between 

the two monomers. During the geometry optimization four atoms on each molecule were frozen 

to keep the relative orientation of the molecules unchanged; the atoms chosen were not active in 

the pertinent normal modes being studied in this work. As stated in our previous work, this will 

lead to imaginary frequencies in vibrational modes comprised of these atoms, so we also gave each 

frozen atom a mass of 1000 AMU to effectively remove its contribution from the vibrational 

frequency calculation.  As a result, each of the V-79 dimer structures were effectively frozen in 

their initial configurations, able to rotate or translate minimally relative to one another. The 

protocol described here is essential because the relative orientations of the monomers in the dimer 

configuration govern the strength and nature of vibrational coupling between the monomer units. 

Without instituting this position constraining procedure, the dimers change relative orientations 

and positions significantly during the geometry optimization and differences in relative 

orientations are lost. 

4.3. Results and Discussion 

 

 Figure 2a and 2b present the linear IR spectra of 10mM V-79 in HCCl3 and THF. Each spectrum 

contains four sperate spectroscopic features. These features are represented by the letters α, β, γ, δ. This 

investigation focuses on the features α and δ due to their correlation with the dominate ring mode and the 

carbonyl mode of V-79 respectively. Spectral features β and γ are ignored because of their relatively low 
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intensity. Comparing the carbonyl mode δ in both solvents reveal clear differences in height, width, and 

frequency position. The differences in the peak height and width suggest the aggregated carbonyl mode 

exists in different solvation environments, homogeneous in THF and inhomogeneous in HCC3, depending 

on the aggregate formed. The cause behind the difference in frequency position was examined with MD 

and QM calculations and is discussed later in this section.   

 

Figure 4.1 FTIR and 2D IR spectra of violanthrone-79 in HCCl3, (a) and (c), and in THF, 

(b) and (d). Each sample was prepared at a 10 mM concentration. 

 Figure 4.1c and 4.1d show the 2D IR spectra of V-79 in HCCl3 and THF. Within each spectrum 

there are three spectral features of interest. The diagonal peaks located at approximately pump-probe 

positions 1580cm-1 and 1640 cm-1 correspond with the transitions α and δ observed in Figures 4.1a and 

4.12b. The differences in peak shape and intensity of the 2D IR feature located at pump-probe position 

1640cm-1 is related to the differences in frequency distribution discussed above. The last notable 2D IR 

feature in Figures 4.1c and 4.1d is the cross peak between the ring and carbonyl modes located at pump 

position 1640cm-1 and probe position 1580cm-1. The intensity of this cross peak relative to the on diagonal 
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feature located at pump-probe position 1640cm-1 will be used to examine the chemical dynamics of the 

molecular systems.  

 Figure 4.2 is a pictorial representation of the two different π stacking configurations isolated from 

MD simulations. Figure 4.2 a is the chemical structure of V-79, which can be split into two halves, shown 

as green and yellow. This splitting is important because there is an internal twist angle between each half 

in both dimer configurations. Figure 4.2 b shows V-79 in an antiparallel configuration while Figure 4.2 c 

presents V-79 in a parallel configuration. This parallel vs antiparallel distention is relative to colors, green 

or yellow, being on top of one another or across. The MD simulations showed the ratio of antiparallel to 

parallel stacks are solvent dependent, with a ratio of 11:1 in HCCl3 and 2.5:1 in THF. From this ratio 

difference it can be hypothesized that THF promotes parallel π stacked V-79 aggregates, while HCCl3 

promotes antiparallel π stacked aggregates. 

 

Figure 4.2 Representations of the two dimer states observed form MD simulations. The 

aromatic core of V-79 can be split into two parts, green and yellow, as shown in (a). V-79 

has an internal twist angle between the two. V-79 can stack in either an antiparallel fashion 

(b), or in a parallel fashion (c). V-79 has an internal twist angle between its two haves as 

shown by the twist between green and yellow in (b) and (c).  

 Figure 4.3 shows the results of the QM frequency calculations on the antiparallel, 4a, and parallel, 

4b, dimer configurations isolated from MD simulations shown in Figures 4.3b and 4.3c. These spectra are 

truncated to show only the modes related to the carbonyl region of the dimer. These results show each dimer 
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configuration contains four different carbonyl vibrational modes. However, the parallel configuration’s 

center frequency is higher, 1745cm-1, than the antiparallel configuration, 1735cm-1. Figure 4.3b showed 

THF supported aggregates were at a higher vibrational frequency than HCCl3 supported aggregates, Figure 

4.3a. The hypothesis that THF promotes parallel π stacking and HCCl3 promotes antiparallel is supported 

by comparing the relative frequency positions both experimentally, Figures 4.1a and 4.1b, and from QM 

calculations, Figures 4.3a and 4.3b. Quantum mechanics calculations also showed vibrational energy being 

delocalized across the parallel dimer configuration but localized in the antiparallel one. Cross relaxation 

rate 2D IR experiments were used to investigate this energy delocalization.  

 

Figure 4.3. QM calculated vibrational spectra for the two dimer configurations for V-79. Spectrum 

(a) is produced from the antiparallel structure and spectrum (b) from the parallel structure. 

 

 Time dependent clipped pump 2D IR experiments were used to examine vibrational energy transfer 

within the two aggregate systems. The pump spectra were clipped such that the ring mode α was not 

pumped, removing contributions from coherence transfer in the cross peak intensity. Spectra were collected 

from 0 ps out to 7.5 ps in 0.1 ps steps. The ratio of the integrated intensity between the cross peak located 

at pump position 1640cm-1 and probe position 1580cm-1 and the on diagonal peak at pump-probe position 

1640cm-1 was found at each time step. This ratio is used to track the relative change in intensity, thereby 

taking into account the loss in intensity from the vibrational life time.  

 Figure 4.4 plots this intensity ratio as a function of time. In this figure, the THF supported 

aggregates are shown in black and the HCCl3 supported aggregates are shown in red. Based on exponential 
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fits of the data shown in Figure 5, the cross relaxational energy transfer rate was found to be 4.4±1.2ps in 

THF and 7.2±1.4ps in HCCl3. The faster rate observed in THF systems suggests vibrational energy is more 

delocalized in these systems when compared to HCCl3 supported V-79 aggregates. 

 

Figure 4.4. Plot of the peak ratio between the diagonal peak and cross peak of V-79 in each 

solvent system. 

 This work shows THF supports the formation of parallel π stacking V-79 aggregates, while HCCl3 

facilitates the formation of antiparallel π stacking V-79 aggregates. This is shown by comparing the relative 

frequency of carbonyl region, peak δ in the experimental linear spectra of Figures 2a and 2b with the QM 

frequency calculations shown in Figures 4a and 4b. Furthermore, the QM calculations showed vibrational 

energy was delocalized in parallel aggregates. Time dependent 2D IR measurements showed vibrational 

energy delocalization was greater in THF molecular systems. This observation of faster energy 

delocalization in THF supports the hypothesizes that THF supports parallel π stacking and HCCl3 

antiparallel π stacking in V-79.  
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4.4. Conclusions  

 Infrared spectroscopic techniques coupled with molecular dynamics simulations were used 

to examine different π-stacking environments in violanthrone-79. In the solvents HCCl3 and THF, 

this work has shown that differences in the polarity of the solvent leads to differences in the π-

stacking properties of the aggregates. From molecular dynamics simulations, two different dimer 

configurations were found, rotated and parallel. Using quantum mechanical frequency 

calculations, differences in frequency distribution and vibrational energy delocalization were 

found for each dimer configuration. By correlating these results with linear spectra and 2D IR 

population transfer experiments, the parallel structure has been assigned to HCCl3 aggregates and 

rotated dimers to THF aggregates. This examination demonstrates moving to a more non-polar 

solvent like THF will disrupt the π-π interaction. In the case of V-79 aggregates, this disruption 

leads to a greater degree of vibrational energy delocalization.  Elucidating the role of solvent choice 

in aggregate formation provides crucial information to yield parameters for controlling the 

aggregate structure formed by violanthrone dyes.  Thus, solvent choice can be a parameter used to 

tailor aggregate structures to specific applications in photochemical technologies.    
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Conclusions and Future Work 

 

 

5.1 Conclusions 

 The experimental work presented here is split into two parts, work done on the self-

assembly of dipeptides and solvent effects on violanthrone-79 aggregates. This thesis shows that 

the primary structure of the dipeptide influences both intermolecular and intramolecular properties 

of dipeptide secondary, tertiary, and quaternary structure. This is first shown in chapter 2, where 

images of the different structures of the isomers Ile-Phe and Phe-Ile prepared in DMSO and D2O 

show this differences in aggregation. A further example of this phenomenon comes in chapter 3 

by examining Val-Phe and Phe-Val solvent properties. 

Various spectroscopic properties where influenced by the intramolecular differences 

between Val-Phe and Phe-Val, such as the change in relative peak intensity between cross peaks 

and on diagonal peaks as a function of population time. These differences relate to the rate of 

hydrogen making/breaking dynamics of the amide I vibrational mode. The experiments presented 

here show that Val-Phe has slower hydrogen bond dynamics when compared to Phe-Val. These 

results support the results of MD simulations, which show a difference in the water environment 

around each dipeptide and differences in the water on/off rate that follow the same trends.  

The next part of this thesis used MD simulations to demonstrate V-79 forms two different 

π-stacked aggregates, antiparallel and parallel. QM calculations of these different structures show 

a different distribution of vibrational frequencies, and the dimer with the greater amount of π 

stacking, antiparallel, has vibrational energy is more delocalized. 2D-IR experiments performed 
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on V-79 aggregates formed in THF and HCCl3 also showed frequency and vibrational energy 

distribution differences. Aggregates formed in THF haver smaller distribution of vibrational 

frequencies in the carbonyl region and a greater degree of vibrational energy delocalization. From 

these results, it was hypothesized that aggregates formed in HCCl3 are more antiparallel to adjacent 

units, while THF aggregates are parallel. Therefore, this work shows that differences in the solvent 

polarity effects the preferential stacking configurations.   

5.2 Future work 

From the work presented here, a variety of different research opportunities present 

themselves for both violanthrone-79 and dipeptide projects. First, consider the possibilities of V-

79. This work hypothesizes that changes in solvent change the nature of the π stacking network in 

V-79 aggregates. This results in greater delocalization of vibrational energy though the molecule 

from the carbonyl mode into the ring modes. Further work would build on this hypothesis by first 

conducting population transfer experiments with V-79 in a non-polar solvent such as carbon 

tetrachloride (CCl4). This solvent should provide the least support for π-stacking, resulting in 

slower population dynamics than aggregates formed in HCCl3. In addition, doping in small 

amounts of D2O into the CCl4 system would test two different parameters. First, does D2O form a 

preferential solvation cell around the aggregate and what amount of D2O is necessary to disrupt 

the π-stacking network. 

 In addition, the end of chapter 2 reveals a difference in the Ile-Phe aggregate verses the 

Phe-Val aggregate. Performing 2D IR experiments on these two dipeptide systems would provide 

valuable information on both differences in the solvent dynamics that drive this variation in 

aggregation and inform on the structural differences. Preliminary work has shown that small 

amounts of salt disrupts the self-assemble of these two dipeptides, thereby allowing for a solution 
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based 2D-IR study. To gain information on the structural information, 8 frame phase cycling would 

have to be used to minimizing scattering artifacts in the data. The final phase of the dipeptide 

project would to examine the aggregate properties of diphenylalanine. Using the information 

gained from examining the Val and Ile dipeptide systems long side diphenylalanine experiments, 

future work would develop a complete model of dipeptide self-assembly.  
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Appendix I  
 

MATLAB Programs 

 

 

A1.1 MATLAB program for importanting and integrated peak for population transfer for V-79 

 

Pop_transfer.m 

%% population transfer of v79 Data Splines 
clc 
clear all clear 
close all 
%% Importing the Data 
jj = 81; 
% the "cd" command takes you to the directory where the data is 
stored 
cd 'C:\Users\Christopher\OneDrive - Colostate\V-79\2D Round 
2\July 24 2018\Anisotropy\XXXX' 
for k =1:jj 
    % looping over the data files to inport them all into a 
given data 
    % variable 
    FileName = ['v79_HCCl3_Anti_XXXX_0_ ' num2str(k) '_25_']; 
    D = importdata(FileName); 
    data_HCCl3_XX(:,:,k) = D(:,:);   
end 
jj = 81; 
cd 'C:\Users\Christopher\OneDrive - Colostate\V-79\2D Round 
2\July 24 2018\Anisotropy\XXYY' 
for k =1:jj 
    FileName = ['v79_HCCl3_Ani_XXYY_0_ ' num2str(k) '_25_']; 
    D = importdata(FileName); 
    data_HCCl3_XY(:,:,k) = D(:,:);   
end 
ii = 81; 
cd 'C:\Users\Christopher\OneDrive - Colostate\V-79\2D Round 
2\July 26 2018\Anisotropy\XXXX' 
for i =1:ii 
    FileName = ['v79_THF_Ani_XXXX_0_ ' num2str(i) '_25_']; 
    D = importdata(FileName); 
    data_THF_XX(:,:,i) = D(:,:);   
end 
kk = 81; 
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cd 'C:\Users\Christopher\OneDrive - Colostate\V-79\2D Round 
2\July 26 2018\Anisotropy\XXYY' 
for i =1:kk 
    FileName = ['v79_THF_Ani_XXYY_0_ ' num2str(i) '_25_']; 
    D = importdata(FileName); 
    data_THF_XY(:,:,i) = D(:,:);   
end 
%% Defining the axie postions 
 % Pump axis  
fft_length = linspace(0,255, 256); 
step_size = 25; 
step_size = (step_size/1e15); 
time_step = step_size *fft_length;  
length_time_step = length(time_step); 
delta_v = 1/(step_size*length_time_step); 
% making the positive freq range 
freq_pos = fft_length(:,2:((length_time_step/2)+1))*delta_v; 
freq_neg = -1*fft_length(:,2:((length_time_step/2)))*delta_v; 
zero = 0; 
% 
pump_freq = [fliplr(freq_neg), zero,freq_pos]; 
pump_freq = (1./((1./pump_freq)*299792458*100))+1327; 
y_pump = pump_freq(:,165:200); 
  
% pulling in the calibration file  
cd 'C:\Users\Christopher\OneDrive - Colostate\V-79\2D Round 
2\July 24 2018\Calibration' 
prob = importdata('6200_6micron_probe_axis_cal.txt'); 
probe = (10000000./prob); 
x_probe =  fliplr(probe(:,9:39)-35); 
%% 
probe_splined_axis = linspace(x_probe(1,1), x_probe(1,31), 100); 
pump_splined_axis  = linspace(y_pump(1,1), y_pump(1,36), 100); 
HCCl3_pump  = probe_splined_axis - 3; 
HCCl3_probe = pump_splined_axis - 3; 
  
THF_probe = probe_splined_axis; 
THF_pump = pump_splined_axis; 
  
%% Doing the phase math 
% The data file comes out in 4 parts for the four phase cycles. 
here we 
% just break that apart and do the subtraction 
for i = (1:81) 
    raw_HCCl3_XX(:,:,i) = ((data_HCCl3_XX(1:64,:,i) - 
data_HCCl3_XX(65:128,:,i))... 
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        + (data_HCCl3_XX(129:192,:,i) - 
data_HCCl3_XX(193:256,:,i))); 
   
    raw_HCCl3_XY(:,:,i) = ((data_HCCl3_XY(1:64,:,i) - 
data_HCCl3_XY(65:128,:,i))... 
        + (data_HCCl3_XY(129:192,:,i) - 
data_HCCl3_XY(193:256,:,i))); 
         
  
    raw_THF_XX(:,:,i) = ((data_THF_XX(1:64,:,i) - 
data_THF_XX(65:128,:,i)) + (data_THF_XX(129:192,:,i)... 
        - data_THF_XX(193:256,:,i))); 
  
  
    raw_THF_XY(:,:,i) = ((data_THF_XY(1:64,:,i) - 
data_THF_XY(65:128,:,i)) + (data_THF_XY(129:192,:,i)... 
        - data_THF_XY(193:256,:,i))); 
end  
%% making an array of zeros that get placed at the end of the 
data set for  
% zeropadding the data for FFTS 
padsize       = 256; 
padsize       = padsize - length(raw_THF_XY(1,:,1)); 
pad  = zeros(64,padsize,81); 
%% apply the pads 
f_HCCl3_XX = [raw_HCCl3_XX,pad]; 
f_HCCl3_XY = [raw_HCCl3_XY,pad]; 
f_THF_XX   = [raw_THF_XX,pad]; 
f_THF_XY   = [raw_THF_XY,pad]; 
%% apllying a window function to reduce the noie in the FID of 
the data set  
window =  hamming(180,'symmetric'); 
window2 = [window(90:180)',zeros(1,10)]; 
%% Multiplying the FID with the window function to applying it 
to the data set 
for j = 1:81 
    for k = 1:64 
        windowed_HCCl3_XX(k,:,j) = 
raw_HCCl3_XX(k,:,j);%.*window2; 
        windowed_HCCl3_XY(k,:,j) = 
raw_HCCl3_XY(k,:,j);%.*window2; 
        windowed_THF_XX(k,:,j) = raw_THF_XX(k,:,j);%.*window2;     
        windowed_THF_XY(k,:,j) = raw_THF_XY(k,:,j);%.*window2; 
    end 
end 
%% 
% for j = 1:81 
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%     for k = 1:64 
%         windowed_HCCl3_XX(k,:,j) = 
raw_HCCl3_XX(k,:,j).*window2; 
%         windowed_HCCl3_XY(k,:,j) = 
raw_HCCl3_XY(k,:,j).*window2; 
%         windowed_THF_XX(k,:,j) = raw_THF_XX(k,:,j).*window2;     
%         windowed_THF_XY(k,:,j) = raw_THF_XY(k,:,j).*window2; 
%     end 
% end 
%% 
figure() 
hold on 
plot(raw_THF_XX(38,:,22)) 
plot(windowed_THF_XX(38,:,22)) 
hold off 
  
%% with window 
f_HCCl3_XX = [windowed_HCCl3_XX,pad]; 
f_HCCl3_XY = [windowed_HCCl3_XY,pad]; 
f_THF_XX   = [windowed_THF_XX,pad]; 
f_THF_XY   = [windowed_THF_XY,pad]; 
% 
  
%% Taking the FFTs 
for j = (1:81) 
    for i = (1:64) 
        tempft_HCCl3_XX(i,:,j) = -
1*(fftshift(fft((f_HCCl3_XX(i,:,j))))); 
    end 
    ft_HCCl3_XX(:,:,j) = tempft_HCCl3_XX(20:50,165:200,j);      
end 
for j = 1:81 
    for i = 1:64 
    temp_HCCl3_XY(i,:,j) = -
1*(fftshift(fft((f_HCCl3_XY(i,:,j))))); 
    end 
    ft_HCCl3_XY(:,:,j) = temp_HCCl3_XY(20:50,165:200,j); 
end 
  
for j = 1:81 
    for i = 1:64 
    temp_THF_XY(i,:,j)   = -
1*(fftshift(fft((f_THF_XY(i,:,j))))); 
    end   
    ft_THF_XY(:,:,j)   = temp_THF_XY(20:50,165:200,j); 
end 
for j = 1:81 
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    for i = 1:64       
        temp_THF_XX(i,:,j)   = -
1*(fftshift(fft((f_THF_XX(i,:,j)))));     
    end 
   ft_THF_XX(:,:,j)   = temp_THF_XX(20:50,165:200,j);  
end 
%% prepating the data to integrated  
x = linspace(1,31,31); 
dx = linspace(1,31,100); 
y = linspace(1,36,36); 
dy = linspace(1,36,100); 
%% XX HCCl3 Data 
for j = 1:81 
    for k = 1:31 
        slpine_HCCl3_XX(k,:,j) = 
spline(y,real(ft_HCCl3_XX(k,:,j)),dy); 
    end 
end 
for j = 1:81 
    for i = 1:100 
        full_slpine_HCCl3_XX(:,i,j) = 
spline(x,slpine_HCCl3_XX(:,i,j),dx); 
    end 
end 
%% XX THF Data 
for j = 1:81 
    for k = 1:31 
        slpine_THF_XX(k,:,j) = 
spline(y,real(ft_THF_XX(k,:,j)),dy); 
    end 
end 
%% 
for j = 1:81 
    for i = 1:100 
        full_slpine_THF_XX(:,i,j) = 
spline(x,slpine_THF_XX(:,i,j),dx); 
    end 
end 
%% XY HCCl3 Data 
for j = 1:81 
    for k = 1:31 
        slpine_HCCl3_XY(k,:,j) = 
spline(y,real(ft_HCCl3_XY(k,:,j)),dy); 
    end 
end 
for j = 1:81 
    for i = 1:100 
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        full_slpine_HCCl3_XY(:,i,j) = 
spline(x,slpine_HCCl3_XY(:,i,j),dx); 
    end 
end 
  
%% XX THF Data 
for j = 1:81 
    for k = 1:31 
        slpine_THF_XY(k,:,j) = 
spline(y,real(ft_THF_XY(k,:,j)),dy); 
    end 
end 
for j = 1:81 
    for i = 1:100 
        full_slpine_THF_XY(:,i,j) = 
spline(x,slpine_THF_XY(:,i,j),dx); 
    end 
end 
%% 
test_test.coefs = slpine_THF_XY(:,:,1) 
%% Calculated the magic angle spectra 
for j = 1:81 
    magic_THF(:,:,j)   = (full_slpine_THF_XX(:,:,j) - 
full_slpine_THF_XY(:,:,j))./(full_slpine_THF_XX(:,:,j) + 
2*full_slpine_THF_XY(:,:,j)); 
    magic_HCCl3(:,:,j) = (full_slpine_HCCl3_XX(:,:,j) - 
full_slpine_HCCl3_XY(:,:,j))./(full_slpine_HCCl3_XX(:,:,j) + 
2*full_slpine_HCCl3_XY(:,:,j)); 
end 
%% Plotting the 2D data of THF  
for j = (51:51) 
    axes1 = axes('Parent',figure()); 
    hold(axes1,'on'); 
    contourf(x_probe, THF_pump,(-
1*slpine_THF_XX(:,:,j)./min(min(slpine_THF_XX(:,:,j))))', 
[linspace(-1, -0.05, 10), linspace(0.08, 1, 10)]); 
    %contourf((-
1*full_slpine_THF_XX(:,:,j)./min(min(full_slpine_THF_XX(:,:,j)))
)', [linspace(-1, -0.05, 15), linspace(0.08, 1, 15)]); 
    %plot(pump_splined_axis,pump_splined_axis,'k') 
    
set(axes1,'FontSize',12,'XMinorTick','on','YMinorTick','on'); 
    colorbar; 
    hold off 
    title(['Sub v79 THF XXXX  ',sprintf('%d',j)]) 
    xlabel('w probe (cm^-^1)'); 
    ylabel('w pump (cm^-^1)'); 



  

118 
 

%     savefig(['VF Spectra ' num2str(j) ' with XXXX']) 
%     saveas(figure(j), ['VF Spectra ' num2str(j) ' with 
XXXX.png']) 
end 
%% Plotting the 2D data of HCCl3 
for j = (31:31) 
    axes1 = axes('Parent',figure()); 
    hold(axes1,'on'); 
    contourf(HCCl3_pump, HCCl3_probe,(-
1*full_slpine_HCCl3_XX(:,:,j)./min(min(full_slpine_HCCl3_XX(:,:,
j))))', [linspace(-1, -0.05, 5), linspace(0.08, 1, 5)]); 
%     contourf((-
1*full_slpine_HCCl3_XX(:,:,j)./min(min(full_slpine_HCCl3_XX(:,:,
j))))', [linspace(-1, -0.05, 15), linspace(0.08, 1, 15)]); 
    %plot(pump_splined_axis,pump_splined_axis,'k') 
    
set(axes1,'FontSize',12,'XMinorTick','on','YMinorTick','on'); 
    colorbar; 
    hold off 
    title(['Sub v79 HCCl3 XXXX  ',sprintf('%d',j)]) 
    xlabel('w probe (cm^-^1)'); 
    ylabel('w pump (cm^-^1)'); 
%     savefig(['VF Spectra ' num2str(j) ' with XXXX']) 
%     saveas(figure(j), ['VF Spectra ' num2str(j) ' with 
XXXX.png']) 
end 
%% Defining the integration boxes in the data sets and 
generating an array  
%  of these sumations for the different time steps.  
for j = 1:81 
THF_XX_A(:,j)     = sum(sum(full_slpine_THF_XX(60:63,64:74,j))); 
THF_XX_B(:,j)     = sum(sum(full_slpine_THF_XX(24:26,67:74,j))); 
THF_magic_A(:,j)  = sum(sum(magic_THF(60:63,64:74,j))); 
THF_magic_B(:,j)  = sum(sum(magic_THF(24:26,67:74,j))); 
  
HCCl3_XX_A(:,j)   = 
sum(sum(full_slpine_HCCl3_XX(57:62,65:75,j))); 
HCCl3_XX_B(:,j)   = 
sum(sum(full_slpine_HCCl3_XX(23:26,63:74,j))); 
HCCl3_magic_A(:,j)= sum(sum(magic_HCCl3(57:62,65:75,j))); 
HCCl3_magic_B(:,j)= sum(sum(magic_HCCl3(23:26,63:74,j))); 
  
THF_XY_A(:,j) = sum(sum(full_slpine_THF_XY(60:63,64:74,j))); 
THF_XY_B(:,j) = sum(sum(full_slpine_THF_XY(24:26,67:74,j))); 
  
HCCl3_XY_A(:,j) = sum(sum(full_slpine_HCCl3_XY(57:62,65:75,j))); 
HCCl3_XY_B(:,j) = sum(sum(full_slpine_HCCl3_XY(23:26,63:74,j))); 
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end 
  
%%  
% for j = 1:81 
% THF_XX_A(:,j) = min(min(full_slpine_THF_XX(60:63,66:72,j))); 
% %THF_XX_A(:,j) = min(min(full_slpine_THF_XX(60:63,64:74,j))); 
% THF_XX_B(:,j) = min(min(full_slpine_THF_XX(24:26,67:72,j))); 
%  
% HCCl3_XX_A(:,j) = 
min(min(full_slpine_HCCl3_XX(57:62,65:75,j))); 
% HCCl3_XX_B(:,j) = 
min(min(full_slpine_HCCl3_XX(23:26,63:74,j))); 
%  
% THF_XY_A(:,j) = min(min(full_slpine_THF_XY(60:63,66:72,j))); 
% %THF_XY_A(:,j) = min(min(full_slpine_THF_XY(60:63,64:74,j))); 
% THF_XY_B(:,j) = min(min(full_slpine_THF_XY(24:26,67:72,j))); 
%  
% HCCl3_XY_A(:,j) = 
min(min(full_slpine_HCCl3_XY(57:62,65:75,j))); 
% HCCl3_XY_B(:,j) = 
min(min(full_slpine_HCCl3_XY(23:26,63:74,j))); 
  
% magic_min_THF_A(:,j)  = THF_XX_A(:,j)+2.*THF_XY_A(:,j); 
% magic_min_THF_B(:,j)  = THF_XX_B(:,j)+2.*THF_XY_B(:,j); 
% magic_min_HCCl3_A(:,j)= HCCl3_XX_A(:,j)+2.*HCCl3_XY_A(:,j); 
% magic_min_HCCl3_B(:,j)= HCCl3_XX_B(:,j)+2.*HCCl3_XY_B(:,j); 
% end 
% %%  
% for j = 1:81 
% ratio_THF_XX(:,j) = movmean((THF_XX_B(:,j)./THF_XX_A(:,j)),3); 
% ratio_THF_XY(:,j) = movmean((THF_XY_B(:,j)./THF_XY_A(:,j)),3); 
% ratio_HCCl3_XX(:,j) = 
movmean((HCCl3_XX_B(:,j)./HCCl3_XX_A(:,j)),3); 
% ratio_HCCl3_XY(:,j) = 
movmean((HCCl3_XY_B(:,j)./HCCl3_XY_A(:,j)),3); 
% end 
%%  Defining the ratio between the cross peak and the on 
diagonal peak 
ratio_THF_XX(:,:) = -
1.*movmean((THF_XX_B(:,:)./THF_XX_A(:,:)),1); 
ratio_THF_XY(:,:) = -
1.*movmean((THF_XY_B(:,:)./THF_XY_A(:,:)),1); 
ratio_HCCl3_XX(:,:) = -
1.*movmean((HCCl3_XX_B(:,:)./HCCl3_XX_A(:,:)),1); 
ratio_HCCl3_XY(:,:) = -
1.*movmean((HCCl3_XY_B(:,:)./HCCl3_XY_A(:,:)),1); 
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%% 
% magic_ratio_THF_sum(:,:)   = magic_sum_THF_B./magic_sum_THF_A; 
% magic_ratio_HCCl3_sum(:,:) = 
magic_sum_HCCl3_B./magic_sum_HCCl3_A 
%  
% magic_ratio_THF_min(:,:)   = magic_min_THF_B./magic_min_THF_A 
% magic_ratio_HCCl3_min(:,:) = 
magic_min_HCCl3_B./magic_min_HCCl3_A  
%% Defining the Time axis for the plots 
 time = linspace(0, 8000, 81); 
%% ploting the ratios between the cross peak and the on diagonal 
peak 
figure() 
hold on 
plot(time, ratio_THF_XX,'k') 
plot(time, ratio_THF_XY,'b') 
title('THF') 
hold off 
  
figure() 
hold on 
plot(time, ratio_HCCl3_XX,'k') 
plot(time, ratio_HCCl3_XY,'b') 
title('HCCl3') 
hold off 
%% 
aaa = (ratio_THF_XX - ratio_THF_XY)./(ratio_THF_XX + 
2*ratio_THF_XY); 
bbb = (ratio_HCCl3_XX - ratio_HCCl3_XY)./(ratio_HCCl3_XX + 
2*ratio_HCCl3_XY);  
figure() 
hold on 
plot(time, aaa,'k') 
title('THF') 
hold off 
  
  
figure() 
hold on 
plot(time, bbb,'k') 
title('HCCl3') 
hold off 
%% plotting the magic  
  
figure() 
hold on 
%scatter(time, magic_ratio_THF_sum) 
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scatter(time, (magic_ratio_THF_min)) 
title('THF') 
hold off 
  
figure() 
hold on 
scatter(time, (magic_ratio_HCCl3_sum)) 
title('HCCl3') 
hold off 
%% 
test_THF = log(magic_ratio_THF_min) 
%% 
part_magic_THF = [time',  magic_ratio_THF_sum']; 
%% 
part_magic_HCCl3 = [time',  magic_ratio_HCCl3_sum']; 
%% 
figure() 
scatter(part_magic_THF(:,1), part_magic_THF(:,2)) 
magic_temp_x = part_magic_THF(:,1) 
magic_temp_y = part_magic_THF(:,2) 
%% 
figure() 
scatter(part_magic_HCCl3(:,1), part_magic_HCCl3(:,2)); 
magic_temp_x_HCCl3 = part_magic_HCCl3(:,1); 
magic_temp_y_HCCl3 = part_magic_HCCl3(:,2); 
%% Magix angle  
  
% for j = 1:80     
%     magic_THF(:,:,j)   = full_slpine_THF_XX(:,:,j) + 
2*full_slpine_THF_XY(:,:,j) 
%     magic_HCCl3(:,:,j) = full_slpine_HCCl3_XX(:,:,j) + 
2*full_slpine_HCCl3_XY(:,:,j) 
% end 
  
%% Magic Ratios 
for j = 1:81 
    ratio_magic_THF(:,j)   = THF_magic_B(:,j)./THF_magic_A(:,j); 
    ratio_magic_HCCl3(:,j) = 
HCCl3_magic_B(:,j)./HCCl3_magic_A(:,j); 
end 
 
 

A.1.2 MATLAB program for Calculating the Chemical Exchange for VF and FV 

 

VF_FV_exhange.m 
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%% Looking at the chemical exchange of VF and FV using splined 
data 
clc 
clear all clear 
close all  
%%  
time = linspace(0, 3900, 40); 
%% Number of data sets  
jj = 44; 
%% Importing the XXXX data 
cd 'C:\Users\Christopher\OneDrive - Colostate\Dipeptide\2D Round 
2\Aug 7 2018\VF\Full\XXXX' 
for k =1:jj 
    FileName = ['FV_pi_shift_0_ ' num2str(k) '_25_']; 
    D = importdata(FileName); 
    data(:,:,k) = D(:,:);   
end 
%% Importing the XXYY data 
cd 'C:\Users\Christopher\OneDrive - Colostate\Dipeptide\2D Round 
2\Aug 7 2018\VF\Full\XXYY' 
for k =1:jj 
    FileName = ['VF_XXYY_0_ ' num2str(k) '_25_']; 
    D = importdata(FileName); 
    data_XXYY(:,:,k) = D(:,:);   
end 
%% doing the pahse math 
 f_raw = zeros(64,101,jj); 
 f_raw_XXYY = zeros(64,101,jj); 
for i = (1:jj) 
    f_raw(:,:,i) = ((data(1:64,:,i) - data(65:128,:,i)) + 
(data(129:192,:,i)... 
        - data(193:256,:,i))); 
    f_raw_XXYY(:,:,i) = ((data_XXYY(1:64,:,i) - 
data_XXYY(65:128,:,i))... 
        + (data_XXYY(129:192,:,i) - data_XXYY(193:256,:,i))); 
end 
%%  
window = hann(180,'symmetric'); 
window2 = [window(90:180)',zeros(1,10)]; 
%% 
for j = 1:jj 
    for k = 1:64 
        windowed_f_raw(k,:,j)      =  f_raw(k,:,j).*window2; 
        windowed_f_raw_XXYY(k,:,j) = f_raw_XXYY(k,:,j).*window2; 
    end 
end 
%% 
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padsize = 512; 
padsize = padsize - length(data(1,:,1)); 
pad = zeros(64,padsize,jj); 
f = [windowed_f_raw,pad]; 
f_XXYY = [windowed_f_raw_XXYY,pad]; 
%% taking the FFT of the data 
ftdata = zeros(64, 512, jj); 
ftdata_XXYY = zeros(64, 512, jj); 
% ftplot = zeros(27, 71, jj); 
% ftplot_XXYY = zeros(27, 71, jj); 
%% normalizing the FID 
for j = (1:jj) 
    for i = (1:64) 
        cc = 1e6; 
        temp_f(i,:,j) = f(i,:,j); 
        temp_XXYY(i,:,j) = f_XXYY(i,:,j)./f_XXYY(i,1,j);        
    end 
end 
%% 
figure() 
plot(temp_f(32,:,1)) 
%% 
%f(:,:,:) = temp(i,:,j); 
  
%% 
for j = (1:jj) 
    for i = (1:64) 
        ftdata(i,:,j) = -1*(fftshift(fft((temp_f(i,:,j))))); 
        ftdata_XXYY(i,:,j) = -
1*(fftshift(fft((f_XXYY(i,:,j))))); 
    end 
    VF_ftplot(:,:,j) = ftdata(9:39,345:405,j); 
    VF_ftplot_XXYY(:,:,j) = ftdata_XXYY(9:39,345:405,j); 
end 
%% clearing some variables 
clear data data_XXYY f_raw f_raw_XXYY pad f f_XXYY ftdata 
ftdata_XXYY ftdata ftdata_XXYY 
  
%% Importing the FV data 
jjj = 40; 
%% Importing the XXXX data 
cd 'C:\Users\Christopher\OneDrive - Colostate\Dipeptide\2D Round 
2\Aug 7 2018\FV\Full\XXXX R2' 
for k =1:jjj 
    FileName = ['FV_Full_XXXX_0_ ' num2str(k) '_25_']; 
    D = importdata(FileName); 
    data(:,:,k) = D(:,:);   
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end 
%% Importing the XXYY data 
cd 'C:\Users\Christopher\OneDrive - Colostate\Dipeptide\2D Round 
2\Aug 7 2018\FV\Full\XXYY' 
for k =1:jjj 
    FileName = ['FV_Full_XXYY_0_ ' num2str(k) '_25_']; 
    D = importdata(FileName); 
    data_XXYY(:,:,k) = D(:,:);   
end 
%% 
 f_raw = zeros(64,101,jjj); 
 f_raw_XXYY = zeros(64,101,jjj); 
for i = (1:jjj) 
    f_raw(:,:,i) = ((data(1:64,:,i) - data(65:128,:,i)) + 
(data(129:192,:,i)... 
        - data(193:256,:,i))); 
    f_raw_XXYY(:,:,i) = ((data_XXYY(1:64,:,i) - 
data_XXYY(65:128,:,i))... 
        + (data_XXYY(129:192,:,i) - data_XXYY(193:256,:,i))); 
end 
%% 
for j = 1:40 
    for k = 1:64 
        windowed_f_raw(k,:,j)      = f_raw(k,:,j).*window2; 
        windowed_f_raw_XXYY(k,:,j) = f_raw_XXYY(k,:,j).*window2; 
    end 
end 
%% 
figure() 
hold on 
plot(windowed_f_raw(33,:,1)) 
plot(f_raw(33,:,1)) 
hold off 
  
%% 
padsize = 512; 
padsize = padsize - length(data(1,:,1)); 
pad = zeros(64,padsize,jj); 
f = [windowed_f_raw,pad]; 
f_XXYY = [windowed_f_raw_XXYY,pad]; 
  
%% normalizing the FID 
for j = (1:jj) 
    for i = (1:64) 
        cc = 1e6; 
        temp_f(i,:,j) = f(i,:,j)./cc; 
        temp_XXYY(i,:,j) = f_XXYY(i,:,j)./f_XXYY(i,1,j);        
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    end 
end 
  
  
%% taking the FFT of the data 
ftdata = zeros(64, 512, jjj); 
ftdata_XXYY = zeros(64, 512, jjj); 
% ftplot = zeros(27, 71, jj); 
% ftplot_XXYY = zeros(27, 71, jj); 
for j = (1:jjj) 
    for i = (1:64) 
        ftdata(i,:,j) = -1*(fftshift(fft((f(i,:,j))))); 
        ftdata_XXYY(i,:,j) = -
1*(fftshift(fft((f_XXYY(i,:,j))))); 
    end 
    fv_ftplot(:,:,j) = ftdata(9:39,345:405,j); 
    fv_ftplot_XXYY(:,:,j) = ftdata_XXYY(9:39,345:405,j); 
end 
%% Defing the magic angle spectra  
fv_magic = fv_ftplot +2.*fv_ftplot_XXYY; 
vf_magic = VF_ftplot +2.*VF_ftplot_XXYY; 
%% Conducting the splines 
% Defingin the number of points to smooth the data over 
x_s = linspace(1,31,31); 
y_s = linspace(1,61,61); 
  
xx_s = linspace(1,31,100); 
yy_s = linspace(1,61,100); 
  
for j = 1:40 
    for i = 1:61 
        fv_spline(:,i,j) = 
spline(x_s,real(fv_magic(:,i,j)),xx_s); 
        vf_spline(:,i,j) = 
spline(x_s,real(vf_magic(:,i,j)),xx_s); 
         
        fv_xx(:,i,j) = spline(x_s,real(fv_ftplot(:,i,j)),xx_s); 
        fv_xy(:,i,j) = 
spline(x_s,real(fv_ftplot_XXYY(:,i,j)),xx_s); 
        vf_xx(:,i,j) = spline(x_s,real(VF_ftplot(:,i,j)),xx_s); 
        vf_xy(:,i,j) = 
spline(x_s,real(VF_ftplot_XXYY(:,i,j)),xx_s); 
    end 
end 
for j = 1:40 
    for i = 1:100 
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        fv_full_spline(i,:,j) = 
spline(y_s,real(fv_spline(i,:,j)),yy_s); 
        vf_full_spline(i,:,j) = 
spline(y_s,real(vf_spline(i,:,j)),yy_s); 
         
        fv_xx_full_spline(i,:,j) = 
spline(y_s,(fv_xx(i,:,j)),yy_s); 
        fv_xy_full_spline(i,:,j) = 
spline(y_s,(fv_xy(i,:,j)),yy_s); 
        vf_xx_full_spline(i,:,j) = 
spline(y_s,(vf_xx(i,:,j)),yy_s); 
        vf_xy_full_spline(i,:,j) = 
spline(y_s,(vf_xy(i,:,j)),yy_s); 
    end 
end 
%% pulling in the calibration file  
% cd 'C:\Users\Christopher\OneDrive - Colostate\Dipeptide\2D 
Round 2\Aug 7 2018\FV\Calibration' 
% prob = importdata('calibration8'); 
% %prob = importdata('6200_6micron_probe_axis.txt'); 
% probe = (10000000./prob); 
% x = fliplr( probe(:,9:39)); 
%% 
%% 
center = 6000; 
res = 21.92; 
multi = -1*res; 
pix = 64; 
off_set = center + 0.90*res*(pix/2-1) 
neg_off_set = center - 0.1*res*(pix/2-1) 
for i = 1:32 
    pos_probe(:,i) = off_set + multi*(i-1); 
    neg_probe(:,i) = neg_off_set - multi*(i-1); 
end 
probe_test = 10000000./[pos_probe(:,2:32), 
fliplr(neg_probe(:,1:31))]; 
probe_test2 = probe_test(:,1:31); 
probe_test3 = 
[0.98*probe_test2(:,1:15),1.006*probe_test2(:,16:31)]+10; 
  
 %% pulling in the axis 
 % Pump axis  
fft_length = linspace(0,511, 512); 
step_size = 25; 
step_size = (step_size/1e15); 
time_step = step_size *fft_length;  
length_time_step = length(time_step); 
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delta_v = 1/(step_size*length_time_step); 
% making the positive freq range 
freq_pos = fft_length(:,2:((length_time_step/2))+2)*delta_v; 
%freq_pos = fft_length(:,2:((length_time_step/2)+1))*delta_v; 
freq_neg = -1*fft_length(:,2:((length_time_step/2))+2)*delta_v; 
zero = 0; 
% 
pump_freq = [fliplr(freq_neg), zero,freq_pos]; 
pump_freq = (1./((1./pump_freq)*299792458*100))+1330; 
y = pump_freq(:,345:405); 
y2 = [y(:,1:30),y(:,31:61)]; 
%y2 = [0.9*y(:,1:30),1.004*y(:,31:61)]; 
% % pulling in the calibration file  
% cd 'C:\Users\Christopher\OneDrive - Colostate\Dipeptide\2D 
Round 2\Aug 7 2018\FV\Calibration' 
% prob = importdata('calibration'); 
% %prob = importdata('6200_6micron_probe_axis.txt'); 
% probe = (10000000./prob); 
% x = fliplr( probe(:,9:39)); 
  
  
%% spline the calibrated axis 
probe_splined_axis = linspace(probe_test3(1,1), 
probe_test3(1,31), 100); 
%probe_splined_axis2 = 
[probe_splined_axis(1:499),1.009*probe_splined_axis(500:1000)]; 
pump_splined_axis  = linspace(y2(1,1), y2(1,61), 100); 
pump_splined_axis2 = 
[0.999*pump_splined_axis(1:49),2+pump_splined_axis(50:100)]; 
vf_probe = probe_splined_axis; 
vf_pump = pump_splined_axis2; 
fv_probe = probe_splined_axis; 
fv_pump =  pump_splined_axis2; 
%% 
for j = (3:4) 
    axes1 = axes('Parent',figure()); 
    hold(axes1,'on'); 
    %contourf(vf_probe,vf_pump,(-
1*(vf_full_spline(:,:,j))./min(min(vf_full_spline(:,:,j))))', 
[linspace(-1, -0.05, 15), linspace(0.08, 0.8, 15)]); 
    contourf((-
1*(vf_full_spline(:,:,j))./min(min(vf_full_spline(:,:,j))))', 
[linspace(-1, -0.05, 15), linspace(0.08, 0.8, 15)]); 
    
set(axes1,'FontSize',12,'XMinorTick','on','YMinorTick','on'); 
    %plot(vf_probe,vf_probe,'k') 
    colorbar; 
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    hold off 
    title(['vf XXXX ',sprintf('%d',j)]) 
    xlabel('w probe (cm^-^1)'); 
    ylabel('w pump (cm^-^1)'); 
%     savefig(['VF Spectra ' num2str(j) ' with XXXX']) 
%     saveas(figure(j), ['VF Spectra ' num2str(j) ' with 
XXXX.png']) 
end 
%% 
for j = (3:3) 
    axes1 = axes('Parent',figure()); 
    hold(axes1,'on'); 
    contourf((-
1*(fv_full_spline(:,:,j))./min(min(fv_full_spline(:,:,j))))', 
[linspace(-1, -0.05, 15), linspace(0.08, 0.8, 15)]); 
    %contourf(fv_probe+3, fv_pump+2,(-
1*(fv_full_spline(:,:,j))./min(min(fv_full_spline(:,:,j))))', 
[linspace(-1, -0.05, 15), linspace(0.08, 0.8, 15)]); 
    
set(axes1,'FontSize',12,'XMinorTick','on','YMinorTick','on'); 
    %plot(fv_probe,fv_probe,'k') 
    colorbar; 
    hold off 
    title(['fv XXXX ',sprintf('%d',j)]) 
    xlabel('w probe (cm^-^1)'); 
    ylabel('w pump (cm^-^1)'); 
%     savefig(['VF Spectra ' num2str(j) ' with XXXX']) 
%     saveas(figure(j), ['VF Spectra ' num2str(j) ' with 
XXXX.png']) 
end 
%% Defining boxs for fv 
  
for j = 1:40 
    % for the amide group 
    fv_A(:,:,j)  = fv_full_spline(72:76,59:63,j); 
    fv_B(:,:,j)  = fv_full_spline(78:84,66:72,j); 
    fv_AB(:,:,j) = fv_full_spline(78:84,59:63,j);   
     
    fv_xx_B(:,:,j)  = fv_xx_full_spline(78:84,66:72,j); 
    fv_xy_B(:,:,j)  = fv_xy_full_spline(78:84,66:72,j); 
    % for the carboxal group 
    fv_a(:,:,j)  = fv_full_spline(39:43,16:20,j); 
    fv_b(:,:,j)  = fv_full_spline(42:46,21:25,j); 
    fv_c(:,:,j)  = fv_full_spline(49:53,30:34,j); 
    fv_ab(:,:,j) = fv_full_spline(42:46,16:20,j); 
    fv_bc(:,:,j) = fv_full_spline(49:53,21:25,j); 
    fv_ac(:,:,j) = fv_full_spline(49:53,16:20,j); 
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end 
%% min 
for j = 1:40 
    min_fv_A(:,j)  = min(min(fv_A(:,:,j))); 
    min_fv_B(:,j)  = min(min(fv_B(:,:,j)));  
    min_fv_AB(:,j) = min(min(fv_AB(:,:,j))); 
     
    min_fv_xx(:,j) = min(min(fv_xx_B(:,:,j))); 
    min_fv_xy(:,j) = min(min(fv_xy_B(:,:,j))); 
end 
%% sum 
for j = 1:40 
    sum_fv_A(:,j)  = sum(sum(fv_A(:,:,j))); 
    sum_fv_B(:,j)  = sum(sum(fv_B(:,:,j)));  
    sum_fv_AB(:,j) = sum(sum(fv_AB(:,:,j))); 
     
    sum_fv_xx(:,j) = sum(sum(fv_xx_B(:,:,j))); 
    sum_fv_xy(:,j) = sum(sum(fv_xy_B(:,:,j))); 
    % for the carbox groups 
    carbox_sum_fv_a(:,j)  = sum(sum(fv_a(:,:,j))); 
    carbox_sum_fv_b(:,j)  = sum(sum(fv_b(:,:,j)));  
    carbox_sum_fv_c(:,j)  = sum(sum(fv_c(:,:,j)));  
    carbox_sum_fv_ab(:,j) = sum(sum(fv_ab(:,:,j))); 
    carbox_sum_fv_bc(:,j) = sum(sum(fv_bc(:,:,j))); 
    carbox_sum_fv_ac(:,j) = sum(sum(fv_ac(:,:,j))); 
end 
  
%%  
time = linspace(0, 3900, 40); 
%% 
figure() 
hold on 
plot(time, min_fv_A) 
title('fv_A') 
hold off 
  
  
figure() 
hold on 
plot(time, min_fv_B) 
title('fv_B') 
hold off 
  
  
figure() 
hold on 
plot(time, min_fv_AB) 
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title('fv_AB') 
hold off 
%% 
figure() 
hold on  
plot(sum_fv_xx) 
plot(sum_fv_xy) 
hold off 
%% Defining the boxes for vf 
  
  
for j = 1:40 
    % for the amide group 
    vf_A(:,:,j)  = vf_full_spline(73:77,59:63,j); 
    vf_B(:,:,j)  = vf_full_spline(78:84,66:72,j); 
    vf_AB(:,:,j) = vf_full_spline(78:84,59:63,j);   
     
    vf_xx_B(:,:,j)  = vf_xx_full_spline(78:84,66:72,j); 
    vf_xy_B(:,:,j)  = vf_xy_full_spline(78:84,66:72,j);  
     
    % for the carbox group 
    vf_a(:,:,j)  = vf_full_spline(42:46,19:23,j); 
    vf_b(:,:,j)  = vf_full_spline(46:50,26:30,j); 
    vf_c(:,:,j)  = vf_full_spline(50:54,30:34,j); 
    vf_ab(:,:,j) = vf_full_spline(46:50,19:23,j);   
    vf_bc(:,:,j) = vf_full_spline(50:54,26:30,j);   
    vf_ac(:,:,j) = vf_full_spline(50:54,19:23,j); 
end 
%% min 
for j = 1:40 
    min_vf_A(:,j)  = min(min(vf_A(:,:,j))); 
    min_vf_B(:,j)  = min(min(vf_B(:,:,j)));  
    min_vf_AB(:,j) = min(min(vf_AB(:,:,j))); 
     
    min_vf_xx(:,j) = min(min(vf_xx_B(:,:,j))); 
    min_vf_xy(:,j) = min(min(vf_xy_B(:,:,j))); 
end 
%% sum 
for j = 1:40 
    sum_vf_A(:,j)  = sum(sum(vf_A(:,:,j))); 
    sum_vf_B(:,j)  = sum(sum(vf_B(:,:,j)));  
    sum_vf_AB(:,j) = sum(sum(vf_AB(:,:,j))); 
     
    sum_vf_xx(:,j) = sum(sum(vf_xx_B(:,:,j))); 
    sum_vf_xy(:,j) = sum(sum(vf_xy_B(:,:,j))); 
    % for the carbox group 
    carbox_sum_vf_a(:,j)  = sum(sum(vf_a(:,:,j))); 
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    carbox_sum_vf_b(:,j)  = sum(sum(vf_b(:,:,j)));  
    carbox_sum_vf_c(:,j)  = sum(sum(vf_c(:,:,j)));  
    carbox_sum_vf_ab(:,j) = sum(sum(vf_ab(:,:,j))); 
    carbox_sum_vf_bc(:,j) = sum(sum(vf_bc(:,:,j))); 
    carbox_sum_vf_ac(:,j) = sum(sum(vf_ac(:,:,j))); 
end 
%% Looking at taking the ratios  
vf_ratio = sum_vf_AB./sum_vf_B; 
fv_ratio = sum_fv_AB./sum_fv_B; 
%% 
figure() 
hold on 
plot(time, vf_ratio) 
title('vf ratio') 
hold off 
%% 
figure() 
hold on 
plot(time, fv_ratio) 
title('fv ratio') 
hold off 
%% 
figure() 
hold on  
%plot(sum_vf_xx) 
plot(sum_vf_xy) 
hold off 
%% Getting the fits in the plots 
  
% fv_A_fit  = -5.572e+08*exp(-0.004278*time); 
% fv_B_fit  = -2.284e+09*exp(-0.001144*time); 
% fv_AB_fit = -6.217e+08 *exp(-0.0006695*time); 
%  
% vf_A_fit  = -3.351e+08*exp(-0.001721*time); 
% vf_B_fit  = -1.242e+09 *exp(-0.0009929*time); 
% vf_AB_fit = -4.781e+08*exp(-0.0007989*time); 
%% Getting the fits in the plots based on the windowed decays 
  
fv_A_fit  = -5.153e+08*exp(-0.002038*time); 
fv_B_fit  = -2.022e+09*exp(-0.001045*time); 
fv_AB_fit = -7.171e+08*exp(-0.0007746*time); 
  
vf_A_fit  =  -3.193e+08*exp(-0.001233 *time); 
vf_B_fit  = -1.102e+09 *exp(-0.00091*time); 
vf_AB_fit =  -4.988e+08*exp( -0.000811*time); 
%% plottimg the decays with their fits 
figure() 
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hold on 
plot(time./1000, -1*fv_A_fit, 'k') 
plot(time./1000, -1*fv_B_fit, 'b') 
plot(time./1000, -1*fv_AB_fit, 'r') 
  
scatter(time./1000, -1*sum_fv_A, 'k') 
scatter(time./1000, -1*sum_fv_B, 'b') 
scatter(time./1000, -1*sum_fv_AB, 'r') 
title('fv') 
hold off 
  
%% 
figure() 
hold on 
plot(time./1000, -1*vf_A_fit, 'k') 
plot(time./1000, -1*vf_B_fit, 'b') 
plot(time./1000, -1*vf_AB_fit, 'r') 
  
scatter(time./1000, -1*sum_vf_A, 'k') 
scatter(time./1000, -1*sum_vf_B,'b') 
scatter(time./1000, -1*sum_vf_AB, 'r') 
title('vf') 
hold off 
%% ratio of the fits 
fv_fit_ratio = fv_AB_fit./fv_B_fit; 
vf_fit_ratio = vf_AB_fit./vf_B_fit; 
%% plotting the ratios of the fit 
figure() 
hold on  
plot(time, fv_fit_ratio) 
title('fv fit ratio') 
hold off 
  
figure() 
hold on  
plot(time, vf_fit_ratio) 
title('vf fit ratio') 
hold off 
%% Looking at the anistory 
fv_ant_sum = (sum_fv_xx - sum_fv_xy)./(sum_fv_xx + 2*sum_fv_xy); 
vf_ant_sum = (sum_vf_xx - sum_vf_xy)./(sum_vf_xx + 2*sum_vf_xy); 
  
fv_ant_min = (min_fv_xx - min_fv_xy)./(min_fv_xx + 2*min_fv_xy); 
vf_ant_min = (min_vf_xx - min_vf_xy)./(min_vf_xx + 2*min_vf_xy); 
%% 
figure() 
hold on  
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plot(vf_ant_min,'k') 
plot(fv_ant_min,'b') 
hold off 
%% 
  
figure() 
hold on  
plot(vf_ant_sum) 
plot(fv_ant_sum) 
hold off 
%% 
  
for j = 1:40 
    slice_plot_2d(j,:) = fv_full_spline(81,45:92,j); 
end 
%% 
  
    axes1 = axes('Parent',figure()); 
    hold(axes1,'on'); 
    %contourf(vf_probe,vf_pump,(-
1*(vf_xx_full_spline(:,:,j))./min(min(vf_xx_full_spline(:,:,j)))
)', [linspace(-1, -0.05, 15), linspace(0.08, 0.8, 15)]); 
    contourf((-1*(slice_plot_2d)./min(min(slice_plot_2d)))', 
[linspace(-1, -0.05, 15), linspace(0.08, 0.8, 15)]); 
    
set(axes1,'FontSize',12,'XMinorTick','on','YMinorTick','on'); 
    %plot(vf_probe,vf_probe,'k') 
    colorbar; 
    hold off 
    title(['vf XXXX ',sprintf('%d',j)]) 
    xlabel('w probe (cm^-^1)'); 
    ylabel('w pump (cm^-^1)'); 
%     savefig(['VF Spectra ' num2str(j) ' with XXXX']) 
%     saveas(figure(j), ['VF Spectra ' num2str(j) ' with 
XXXX.png']) 
%% Looking at the cross peak between the amide mode and the 
carboxal mode 
for j = 1:40 
    fv_cross_xx(:,:,j) = fv_full_spline(78:85,10:30,j); 
    fv_cross_xx_sum(:,j) = sum(sum(fv_cross_xx(:,:,j))); 
    fv_cross_xx_min(:,j) = min(min(fv_cross_xx(:,:,j))); 
     
    vf_cross_xx(:,:,j) = vf_full_spline(76:88,19:37,j); 
    vf_cross_xx_sum(:,j) = sum(sum(vf_cross_xx(:,:,j))); 
    vf_cross_xx_min(:,j) = min(min(vf_cross_xx(:,:,j))); 
end 
%% 
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cross_ratio_vf = vf_cross_xx_sum./sum_vf_B; 
cross_ratio_fv = fv_cross_xx_sum./sum_fv_B; 
%% 
figure() 
hold on  
plot(fv_cross_xx_sum, 'k') 
plot(vf_cross_xx_sum, 'b') 
hold off 
  
figure() 
hold on  
plot(fv_cross_xx_min, 'k') 
plot(vf_cross_xx_min, 'b') 
title('min') 
hold off 
%% fits 
fv_cross_fit = -4.653e+08*exp( -0.0004791*time); 
  
vf_cross_fit = -8.425e+08*exp( -0.0004695*time); 
%% 
fv_cross_sub = fv_cross_xx_sum - fv_cross_fit; 
vf_cross_sub = vf_cross_xx_sum - vf_cross_fit; 
%%  
figure() 
hold on  
plot(time, fv_cross_sub, 'k') 
plot(time, vf_cross_sub, 'b') 
hold off 
%% 
ft_fv_cross = fftshift(fft(fftshift([fv_cross_sub, zeros(1, 
80)]))); 
ft_vf_cross = fftshift(fft(fftshift([vf_cross_sub, zeros(1, 
80)]))); 
%% 
figure 
hold on  
plot(real(ft_fv_cross)./max(real(ft_vf_cross)), 'k') 
plot(real(ft_vf_cross)./max(real(ft_vf_cross)), 'b') 
hold off 
%% Defining the carbox fits 
carbox_fit_fv_a  = -5.047e+08*exp(-0.003234*time); 
carbox_fit_fv_b  = -7.107e+08*exp(-0.003344*time); 
carbox_fit_fv_c  = -2.738e+08*exp(-0.00317*time); 
carbox_fit_fv_ab = -5.777e+08*exp(-0.003152*time); 
carbox_fit_fv_bc = -2.934e+08*exp( -0.002915*time); 
  
carbox_fit_vf_a  = -7.008e+08*exp(-0.002909*time); 
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carbox_fit_vf_b  = -9.471e+08*exp(-0.00268*time); 
carbox_fit_vf_c  = -7.005e+08*exp(-0.002747*time); 
carbox_fit_vf_ab = -7.114e+08*exp(-0.002633*time); 
carbox_fit_vf_bc = -4.896e+08*exp(-0.002467*time); 
%% looking at the integration of the carbox  
  
figure() 
hold on  
plot(time, carbox_sum_fv_a, 'k') 
plot(time, carbox_sum_vf_a, 'b') 
hold off 
  
figure() 
hold on  
plot(time, carbox_sum_fv_b, 'k') 
plot(time, carbox_sum_vf_b, 'b') 
hold off 
  
figure() 
hold on  
plot(time, carbox_sum_fv_ab, 'k') 
plot(time, carbox_sum_vf_ab, 'b') 
hold off 
%% 
figure() 
hold on  
scatter(time, -1*carbox_sum_fv_b, 'k') 
plot(time, -1*carbox_fit_fv_b) 
scatter(time, -1*carbox_sum_fv_c, 'b') 
plot(time, -1*carbox_fit_fv_c) 
scatter(time, -1*carbox_sum_fv_bc, 'b') 
plot(time, -1*carbox_fit_fv_bc) 
title('FV') 
hold off 
%% 
figure() 
hold on  
scatter(time, -1*carbox_sum_vf_b, 'k') 
plot(time, -1*carbox_fit_vf_b, 'k') 
scatter(time, -1*carbox_sum_vf_c, 'b') 
plot(time, -1*carbox_fit_vf_c, 'b') 
scatter(time, -1*carbox_sum_vf_bc, 'r') 
plot(time, -1*carbox_fit_vf_bc, 'r') 
title('vf') 
hold off 
%% carbox ratios 
carbox_fv_ratio = carbox_sum_fv_ab./carbox_sum_fv_b; 



  

136 
 

carbox_vf_ratio = carbox_sum_vf_ab./carbox_sum_vf_b; 
  
  
  
  
  
  
  
  
  
  
  
%% Doing the robuin subtraction 
  
% for j = 1:40 
%     fv_2d_sub(:,:,j) =  fv_full_spline(:,:,j)-
fv_full_spline(:,:,1); 
%     vf_2d_sub(:,:,j) =  vf_full_spline(:,:,j)-
vf_full_spline(:,:,1); 
% end 
% %% 
% for j = 1:40 
%     vf_A_sub(:,:,j)  = vf_2d_sub(73:77,59:63,j); 
%     vf_B_sub(:,:,j)  = vf_2d_sub(78:84,66:72,j); 
%     vf_AB_sub(:,:,j) = vf_2d_sub(78:84,59:63,j);   
%      
%      
%     fv_A_sub(:,:,j)  = fv_2d_sub(72:76,59:63,j); 
%     fv_B_sub(:,:,j)  = fv_2d_sub(78:84,66:72,j); 
%     fv_AB_sub(:,:,j) = fv_2d_sub(78:84,59:63,j);   
% end 
% %% min 
% for j = 1:40 
%     min_vf_A_sub(:,j)  = min(min(vf_A_sub(:,:,j))); 
%     min_vf_B_sub(:,j)  = min(min(vf_B_sub(:,:,j)));  
%     min_vf_AB_sub(:,j) = min(min(vf_AB_sub(:,:,j))); 
%      
%     min_fv_A_sub(:,j)  = min(min(fv_A_sub(:,:,j))); 
%     min_fv_B_sub(:,j)  = min(min(fv_B_sub(:,:,j)));  
%     min_fv_AB_sub(:,j) = min(min(fv_AB_sub(:,:,j))); 
% end 
% %% sum 
% for j = 1:40 
%     sum_vf_A_sub(:,j)  = sum(sum(vf_A_sub(:,:,j))); 
%     sum_vf_B_sub(:,j)  = sum(sum(vf_B_sub(:,:,j)));  
%     sum_vf_AB_sub(:,j) = sum(sum(vf_AB_sub(:,:,j))); 
%      
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%     sum_fv_A_sub(:,j)  = sum(sum(fv_A_sub(:,:,j))); 
%     sum_fv_B_sub(:,j)  = sum(sum(fv_B_sub(:,:,j)));  
%     sum_fv_AB_sub(:,j) = sum(sum(fv_AB_sub(:,:,j))); 
% end 
% %% ratios 
% time2 = linspace(100, 3900, 39) 
% %% 

% fv_sub_ratio = -1*(sum_fv_AB_sub(:,2:40)./sum_fv_B_sub(:,2:40)); 

%  

% vf_sub_ratio = -1*(sum_vf_AB_sub(:,2:40)./sum_vf_B_sub(:,2:40)); 
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Appendix II 
 

This appendix provides additional bright field images and IR spectra of the various 

structures formed by IF and FI in D2O and DMSO. 

 

Table 1. Amide I peak positions of the different aggregates formed by IF and FI and in 

different solvent systems. In some cases, there are distributions of structures. Therefore 

there are at least two different Amide I positions.  The spectra with multiple Amide I peaks 

have a second peak position listed. 

 Sample Label Amide I position  (cm-1) 

IF in D2O Image A Spec. 1 1672 
Image A Spec. 2 1669 
Image B Spec. 1 1671 
Image C Spec. 1 1668 
Image C Spec. 2 1673 
Image D Spec. 1 1649 
Image D Spec. 2 1648 
Image D Spec. 3 1671 

FI in D2O Image A Spec. 1 1683 
Image A Spec. 2 1665 
Image B Spec. 1 1678 
Image B Spec. 2 1683 
Image C Spec. 1 1678 
Image D Spec. 1 1680 
Image E Spec. 1 1682 

IF in DMSO Image A Spec. 1 1667 
Image A Spec. 2 1666 
Image A Spec. 3 1667 
Image B Spec. 1 1670 
Image B Spec. 2 1667 
Image B Spec. 3 1667 
Image B Spec. 4 1665 

FI in DMSO Image A Spec. 1 1667 
Image A Spec. 2 1668 
Image B Spec. 1 1664 
Image C Spec. 1 1669 
Image C Spec. 2 1669 
Image D Spec. 1 1668 
Image D Spec. 2 1668 
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Figure 1 FTIR microscopy data of IF’s self-assembled 

structure in D2O. Bright field image is shown in (a), 

the red dot corresponds to the FTIR shown in (c) and 

(d). Finally, the integration of the amide I peak is 

shown in (b). 

 
Figure 2 FTIR microscopy data of IF’s self-assembled 

structure in D2O. Bright field image is shown in (a), 

the red dot corresponds to the FTIR shown in (c) and 

(d). Finally, the integration of the amide I peak is 

shown in (b). 
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Figure 3 FTIR microscopy data of IF self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 

 
Figure 4 FTIR microscopy data of IF self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 
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Figure 5 FTIR microscopy data of IF self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 

 
Figure 6 FTIR microscopy data of IF self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 
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Figure 7 FTIR microscopy data of IF self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 

 
Figure 8 FTIR microscopy data of IF self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 
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Figure 9 FTIR microscopy data of IF self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 

 
Figure 10 FTIR microscopy data of FI self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 
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Figure 11 FTIR microscopy data of FI self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 

 
Figure 12 FTIR microscopy data of FI self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, the 

integration of the amide I peak is shown in (b). 

 

                       

                    



  

146 
 

 
Figure 13 FTIR microscopy data of FI self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 

 
Figure 14 FTIR microscopy data of FI self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 
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Figure 15 FTIR microscopy data of FI self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 

 
Figure 16 FTIR microscopy data of FI self-assembled 

structure in D2O. Bright field image is shown in (a), the red 

dot corresponds to the FTIR shown in (c) and (d). Finally, 

the integration of the amide I peak is shown in (b). 
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Figure 17 FTIR microscopy data of IF self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b). 

 
Figure 18 FTIR microscopy data of IF self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b). 
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Figure 19 FTIR microscopy data of IF self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b). 

 
Figure 20 FTIR microscopy data of IF self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b). 
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Figure 21 FTIR microscopy data of IF self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b). 

 
Figure 22 FTIR microscopy data of IF self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b). 
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Figure 23 FTIR microscopy data of IF self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b). 

 
Figure 24 FTIR microscopy data of FI self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b). 
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Figure 25 FTIR microscopy data of FI self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b). 

 
Figure 26 FTIR microscopy data of FI self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b) . 
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Figure 27 FTIR microscopy data of FI self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b). 

 
Figure 28 FTIR microscopy data of FI self-assembled 

structure in DMSO. Bright field image is shown in (a), the 

red dot corresponds to the FTIR shown in (c) and (d). 

Finally, the integration of the amide I peak is shown in (b). 
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Figure 29 FTIR microscopy data of FI self-assembled structure in DMSO. Bright field 

image is shown in (a), the red dot corresponds to the FTIR shown in (c) and (d). Finally, the 

integration of the amide I peak is shown in (b). 

 

 

 

 

 

 
 
  
  
     

 

 


