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ABSTRACT

Spectrum analysis of the 200- and 300-mb wind components for 127

North American stations and of the 30-, 35-, and 40,000 ft-1eve1 winds

for 10 Australian stations, using one and five years of data respectively,

reveal distinct geographical variations of spectral densities at par­

ticular frequencies. Maximum spectral energies occur at periodicities

4.9- and 3.4-days which are representative of the time-scale for synoptic

disturbances. Generally, the meridional spectral values exceed the zonal

ones. Wide variations in spectra for different years occur over Austra­

lia, probably due to a lack of an orographic anchoring effect. Since

corresponding latitudes in the Northern and Southern Hemispheres did not

have the same spectral characteristics, interhemispheric comparisons of

spectra were made along the subtropical jet-stream axis, used as a

"natural-coordinate" axis. These comparisons indicate that cyclones with

periodicities of 3-6 days account for relatively more meridional trans­

port of energy in the Southern than in the Northern Hemisphere. The

strong horizontal gradients of the kinetic energy spectra in frequency

space determined in this study suggest that a regional treatment of the

multivariate kinetic energy equation will have to contend with a careful

evaluation of boundary flux terms.
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1.0 INTRODUCTION

Since the development of spectrum or harmonic analysis and the re­

cognition of its value in understanding the behavior of meteorological

parameters, many studies have been performed. Reiter (1969) gives an

extensive bibliography of the work related to spectrum considerations in

atmospheric transport processes. Convenient lists of previous efforts

have been compiled by Shapiro and Ward (1963) and Vinnichenko (1969,

1970).

Two important problems characterize the previous work in this area.

These difficulties arose out of the necessity to deal with relatively

small data samples. With the exception of Chiu (1960), who analyzed data

of no less that sixteen months duration, and Wiin-Nielsen (1967), who

analyzed one year of data, the length of data samples is quite short.

Kahn (1962) used only two months of data; Benton and Kahn (1958) uti­

lized two separate samples (winter and summer) each of only two months

duration; Van Mieghem, et al. (1959) handled two data samples of four

months in length. Yanai and Murakami (1970) also employed only four

months of data.

By including only one-third of the year's data, and this being

generally the winter period, significant deviations from an annual mean

can occur. This shortcoming is in addition to the already known "sampl­

ing" error. Although much has been learned from the above spectral

studies, the conclusions drawn are applicable only during that particular

period under investigation and only at the particular station being con­

sidered. The present study uses One year of data from the North American

upper wind network which are analyzed for two time intervals, and five
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years of Australian data for ten stations. Seasonal analyses consider­

ing all seasons with varying lengths of record are also discussed.

The second basic inadequacy hindering several of the previous

investigations relates to the sparsity of stations examined. Few

stations were analyzed, yet either explicitly or implicitly the results

were applied to the latitude circle of a given station. In other words,

longitudinal variations were not taken into account. Wooldridge and

Reiter (1970) recognized this problem and advocated not only a larger

data sample, but also the analysis of additional stations in order

to remove any local bias from their conclusions. Chiu (1960) and

Vinnichenko (1969, 1970) analyzed the two longest data samples but

they utilized only one and two stations respectively, i.e., Washington,

D.C.; Belmar, N.J. and Cocoa, Fla.

With the exception of the tropical studies by Yanai (1968), and

Yanai and Murakami (1970) and the above noted examinations, many of

the investigations were not concerned with the upper-troposphere and

lower-stratosphere. The pioneering work, dealt with spectra near the

ground (Panofsky and McCormick, 1954; Van der Hoven, 1957). Results

from such efforts will be noted when they have value to the present

study. Many analyses also dealt with the 500-mb level, presumably

because this was the highest reliable level of data available. Rather

than considering actual winds, several investigators made use of

pressure charts and consequently of the geostrophic assumption, such

as the charts prepared by Brooks, et al. (1950), Crutcher and Halligan

(1967), Heastie and Stephenson (1960), Lahey, et al. (1960) and

Serebreny, et al. (1958). Whereas the geostrophic assumption may lead
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to large errors in the lower troposphere, the actual wind regime in

the upper-troposphere can be approximated closely by the geostrophic

equation (Ha1tiner and Martin, 1957). Any significant departures of

the spectra thus computed from those derived from the actual winds

will be pointed out later.

The many different ways of calculating and presenting spectra

provide some difficulty in comparing the previous work with this study

as well as with other research efforts. Reiter (1972) and Vinnichenko

(1970) have done much to alleviate one problem by indicating the con­

nection between spectral estimates in time (frequency) domain with

those in the space (wave number) domain. A second problem arises

when comparisons are made between data derived from a certain pressure

level as opposed to data collected at a constant height. Essenwanger

(private communication) has shown that there exists a significant dif­

ference between statistical parameters computed at pressure levels

versus those computed at constant height surfaces. This will be dis­

cussed in Chapter 4 in connection with the Australian spectra.

It is not unexpected to find considerable differences among the

results of many of these observational studies. Since many of the dis­

crepancies may be due to the aforementioned inadequacies, an attempt is

made to resolve some of these inconsistencies by examining spectra from

twelve months of twice daily data from 127 North American radiosonde

stations.

Southern Hemispheric data sources are not only scarce but often­

times inadequate. However, the Australian radiosonde network does

lend itself, to a limited extent, to such an examination as mentioned

previously. Consequently, a rather brief and preliminary investigation
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is undertaken concerning the possible nature of the atmospheric

disturbances and their roles over Australia. Comparisons are then

made with the results obtained from the North American analyses.

As will be shown in this paper, there exists both a latitudinal

and a longitudinal gradient of spectral densities over North America.

The present work is a larger, more comprehensive study than has hitherto

been undertaken in the attempt to determine hemispheric circulation

characteristics based on real data.



-5-

2.0 NATURE OF SPECTRUM ANALYSIS

Power spectrum analysis partitions total variance among effects

due to different frequencies. In the case of wind speed, the variance

is proportional to the kinetic energy distributed between two frequen­

cies. This investigation employs the spectral technique developed

by Blackman and Tukey (1959). Only the general development and basic

concepts of spectrum analysis are presented here; proofs and derivations

of significant equations are included when they aid in the understanding

of the mathematics involved. For a detailed treatment of spectrum

analysis the reader should consult Bendat and Piersol (1968), Blackburn

(1970), Gauss (1970), Hannan (1970), Jenkins and Watts (1969), Muller

(1966); approaches from the mathematician's viewpoint are found in

Goodman (1957), Grenander and Rosenblatt (1957), Kendall (1946) and

Wiener (1930, 1949).

2.1 Mathematical Formalism

To describe the basic properties of random physical data, four

main types of statistical functions are utilized (Bendat and Piersol,

1968; Essenwanger, 1970; Jenkins and Watts, 1969; Panofsky and Brier,

1963): (1) mean square values, (2) probability density functions,

(3) auto-correlation functions, and (4) power spectral density

functions.

The mean square value permits a simple description of the inten­

sity of the wind fluctuations. The probability density function fur­

nishes information concerning the properties of the data in the am­

plitude domain. Its principal application in the measurements of

physical data is to establish a probabilistic description for the
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instantaneous values of the data. The auto-correlation function and

the power spectral density function yield similar information in the

time and frequency domains, respectively. The power spectral density

function technically supplies no new information over the auto-

correlation function since the two are Fourier transform pairs

(Blackman and Tukey, 1959; Jenkins and Watts, 1969; Muller, 1966).

However, the information to be gleaned from each is presented in a

different format. For our purpose the power spectral density function

will be employed solely.

It is desirable to think of the wind velocities in terms of a

combination of a static, time-invariant, component and a variable,

fluctuating, component. The static component may be described by a

mean value, vi' defined as:

lim 1 JTvi = T-+ ~ T . 0 vi (t) dt (1)

which is simply the average of the individual values, v.(t), at a
~

given time, t, over the total time interval, T, where i = 1,2,3

-+
correspond to the x,y,z components of the velocity vector V. These

components are often referred to as the u, v and w components of the

wind, respectively.

The variance, mean square value of the departures from the mean,

defines the fluctuating component as

lim 1
T+ ex> T J

T [v. (t) _ ~.]2 dt
~ ~

o
(2)
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where 0: denotes the variance of the ith wind component defined pre­
1

viously.

The time dependence of the values of the data can be represented

by the auto-correlation function, R.(,). This function is simply
1

determined by comparing the values of the data at time t and t + ,

in the following function,

R. (,) = lim ~
1 T+ ~ T (3)

where , represents the time increment and T is the total observation

time. Ri (,) is the value of the auto-correlation function of the

ith-component of the wind over the lag time, ,.

As mentioned previously, the power spectral density function

describes the general frequency composition of the wind data in terms

of the spectral density, 8, of its mean square value. The power

spectrum is a Fourier transform of the auto-correlation function,

R
i

(,) = J~ Si (f)e 2~fTl:ldf (4)
-~

where 8i (f) represents the spectral density of the ith~component

of the wind associated with the frequency, f. The mean square value

is equal to the total area under a plot of f8.(f) versus ln f. The
1

spectrum, then shows how the variance or average power of the wind

data is distributed according to frequency.

The inverse relation to Eq. (4)is

(5)
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From the symmetry properties of the stationary correlation function,

it follows that the power spectral density functions are real,

non-negative, and even functions of f. (For further clarification,

see Bendat and Piersol, 1968; Grenander and Rosenblatt, 1957;

Jenkins and Watts, 1969; and Wiener, 1949).

The above relations, Eqs. (4) and (5) simplify to

S.(f) cos 2~fTdf
1

(6)

S.(f) =Ioo

R.(T)
1 1

~

cos 2~fTdT = 2 Ioo

Ri(T)
o

cos 2nfTdT (7)

2.2 Basic Considerations and Problems in Interpreting Spectra

One fundamental consideration in the study of time series is

that the variability is a function of the time lag used in smoothing

(Munn, 1970). More generally, let x be a continuous variable having

smoothed values Xl' x
2

' ..• ,~ over consecutive intervals of time,

each interval of constant width, T, called the time lag. The total

length of record is, therefore, kT. Statistical properties are

denoted by Eqs. (1) and (2). For illustrative purposes, consider

the effect of doubling the time lag from T to 2T. Because of the

additional smoothing the variance is reduced. The largest possible

reduction of variance is achieved when the x. 's are drawn from a
1

table of random numbers; a lesser reduction occurs when there is a

certain correlation between Xi and x
i
+l • In the limiting case of

repetition of each Xi (i.e., the series xl,xl,x2,x2""~_1'~_1'

~,~) an increase from T to 2T has no effect on the variance.
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Therefore, the variance of a time series that possesses a certain

auto-correlation decreases more slowly with an increase in lag

time than it would for a set of random numbers. As T becomes

smaller, the variance becomes larger because more and more of the

fluctuations are retained. Since this study is concerned primarily

with the large-scale features of the general circulation, it is

desirable to have T as long as possible and yet still retain the

ability to discern periodicities of the large-scale motions. Thus,

for the major portion of this investigation, T has been chosen to

be 24 hours. However, in the case of the seasonal analyses T is

12 hours in length, thereby retaining more fluctuations in the wind

data.

The second basic consideration concerns the wide range of

possible time lags contributing to atmospheric variability. Because

such a wide range is prevalent, the abscissa along which are plotted

the values of the frequencies is converted where appropriate to a

logarithmic scale in the graphical presentations of the spectral

values. Equal areas may be preserved by noting that

f 2 f
2f Si(f)df = J fSi(f)dlnf (8)

£1 f l
Hence, the ordinate scale is properly chosen as fS(f) if the abscissa

is In f. Both the standard as well as the equal area presentations

are used in this study.

Thirdly, the frequency intervals that can be interpreted with

significance within the limits of the data record need to be
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determined. The Nyquist folding frequency limits the high frequency

end of the spectra; this frequency, ~ , is discussed in the next

section. Munn (1970) defines the practical low-frequency limit

to be one cycle per N/5, where N is the number of observations.

Some investigators prefer a value of one cycle per N/10. The limit

one actually chooses depends on the reliability and the consistency

of the data observations. This consideration leads to the primal:y

problem in handling "real" data: the length of the actual data

record.

In the various wind records under present consideration, it

was found that no gap of missing data existed that was longer than

three days. Blackman and Tukey (1959) maintain that these gaps

can be filled by using either the linear interpolation technique or

the spline function technique without affecting the spectrum if the

number of missing data does not exceed 5% of the total number of

observations. This criterion was not exceeded in the present

investigation. Due to the short time interval that the gaps per­

sisted, the linear interpolation technique was applied to fill in

the missing data points.

Inherent in the spectral technique are three areas of major

concern, aliasing, sampling, and the partitioning of energy into

finite frequencies. A common example of aliasing is offered by the

stroboscope.
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An example of aliasing is shown in Fig. 2.2-1.

Fig. 2.2-1 An example of aliasing: two functions with exactly
the same values at a uniform sampling interval. Once
the sample has been taken, it is impossible to know
which was the original function.

From the above figure it is clear that if the sample function is re-

corded at finite frequency intervals (circles) the resultant function

(dashed line) may differ considerably from the original record (solid

line). The higher frequency oscillation are simple ignored by this

procedure.

When data are sampled at a frequency, f, the frequency about which

folding takes place, f/2, is called the Nyquist folding frequency. The

power in the nonresolvable frequencies greater tha 1 cycle/2 days in

this investigation is added to and cannot be distinguished from the

real power in the resolvable frequencies less than 1 cycle/2 days.

According to Oort (1969) the higher frequencies that are aliased into

a resolvable frequency fare:

2f -f, 2f +f, 4f -f, 4f +f, 6f -f, 6f +f, ••• , (2k)f ~fn n n n n n n

where f is the Nyquist folding frequency.
n

Figure 2.2-2 illustrates the Nyquist folding of a spectrum (after

Gauss, 1970; Muller, 1966).
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S(flU II I
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Cfit-I -------
B I

I
o A i/2

[ill
o F/2

Fig. 2.2-2 Nyquist folding of a spectrum. The sampling rate is F.
Spectral analysis of the sampled function shows all of
the spectrum folded into the range 0 ~ f = F/2. (After
Gauss, 1970).

From the above diagram it is seen that frequencies less than f/2

retain the spectral densities associated with them. Point A thus re-

mains the same. not being affected by the folding of the spectrum.

However, point B is "folded" about the frequency f/2 and consequently

shows up as a peak in the high frequency end of the resolvable spectrum.

The same is also true of point C which is actually a high-frequency

peak but appears in the resultant spectrum as a peak in the middle

range of resolvable frequencies. Aliasing is avoided by using low-

pass band filters on the data sample prior to applying the spectral

analysis technique (Gauss, 1970; Ho1loway~ 1958; Oort, 1969).

If it is assumed that the aliased portion of the spectrum, Le.,

those frequencies less than the Nyquist frequency, resembles !~~hite

noise" whose po't~er is independent of frequency, then the effect of

aliasing will be to add to the true power at frequencies greater

than the folding frequency a constant amount independent of frequency

(Blackman and Tukey, 1959; Jenkins and Watts, 1969; Muller, 1966).
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Aliasing in independent of the way in which the spectrum is pre-

sented (Dort, 1969). However, different representations of the spec-

trum might give different impressions of the effect of aliasing. For

example, if one plots fS(f) along the ordinate and In f along the

abscissa, the effects of aliasing will tend to show up near the fold-

ing frequency. If the true spectrum were to show a decrease of power

with increasing frequency near the Nyquist frequency instead of being

independent of frequency, the effects of aliasing would be still more

concentrated near the frequency. The frequencies considered in this

paper extend only to about 1/2.8 days.

Sampling fluctuations constitute another major concern when deal-

ing with spectral analysis. A very "rough" graph results when plot-

ting individual power spectral estimates versus frequency, i.e., many

individual small peaks are evident. The location and magnitude of

these peaks may be climatologically insignificant. They may be

caused by sampling fluctuations rather than by any systematic physical

phenomenon disturbing the wind regime. Consequently, it is highly

desirable to average out these peaks to obtain a more useful and co-

herent presentation. The method applied here is known as "hanning"

(Muller, 1966) in which

So = (so + sl)

Sk = (sk_l + 2 sk + sk + 1)

Sm = (sm_l + sm)'

where sk is the original and Sk is the smoothed spectral estimate,

k = 1, 2, •.. , m.

estimates.

Sand S correspond to the end point spectralo m
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The third major problem in interpreting spectra involves the part-

itioning of the kinetic energy into finite frequency components dic-

tated by the length of the data record and the number of time lags used.

A simple formula for determining the finite frequencies is

f = n
n -2m L

(10)

where f is the finite frequency, m corresponds to the maximum numbern

of time lags used, L is the time interval between observations, and

n = 1,2,11l,m. A phenomenon may have a periodicity between the finite

frequency intervals defined by (10); this phenomenon will then con-

tribute to the spectral estimates corresponding to the nearest fre-

quencies defined by (10).

Two other shortcomings exist regarding spectrum analysis. This

technique determines the energy in a series of frequency bands and

yields a root-mean-square average amplitude for each band. No infor-

mation is provided, however, concerning the distribution of the amp1i-

tudes of the individual fluctuations. In other words, for a given

frequency interval, the variance contribution may be the result of a

few large fluctuations or many small ones.

Spectrum analysis also fails to detect phase shifts. A phase

shift occurs when the peaks in the data record are displaced by a

time interval which does not correspond to an integral multiple of the

periodicity of the peaks. For example, if there is energy in a fre-

quency band centered on 2 cycles per week, then a 7-day cycle that

begins on Wednesday and another that begins on Sunday both contribute

to the spectral density associated with the frequency of 2 cycles/week.
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As another illustration, suppose a 3~day synoptic cycle dies out for

a time but begins again out of phase with the original one. Spectrwa

analysis will not isolate this occurrence as having the same frequency.

Most of the aforementioned problems can be solved to a limited

extent if one is aware of their existence. All of the above diffi­

culties must be allowed for when interpreting spectra. Despite these

inadequacies which limit the effectiveness of the spectral analysis

technique, spectrum analysis still provides useful information in

dealing with meteorological parameters.
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3.0 SELECTION AND USE OF DATA

Figure 3.0-1 shows the 127 North American radiosonde stations

which were subjected to spectrum analysis for the period July 1, 1967

through June 30, 1968. Those stations indicated by a square com­

prised the basic network which was used to define the seasons and to

arrive at seasonal analyses of the data. The seasonal-definition

problem, not considered by previous authors, will be discussed in the

following section. Standard radiosonde ascents at 00- and 12-GMT

provided the wind data for this study; only the 200- and 300-mb levels

were examined.

Australian stations investigated are presented in Fig. 3.0-2.

These ten stations were generally lacking ~n consistent data except

at 00 GMT; consequently, this was the only observation time to be

considered. Five years of good data were available for the years

1958-1962. Wind data from three heights were subjected to the spec-

trum analysis routine: 30,000, 35,000, and 40,000 foot levels. However,

the data at constant height levels are not entirely consistent with the

data obtained at constant pressure levels (Essenwanger, private commu­

nication); caution must therefore be exercised in the comparisons of the

30,000 foot with the 300 mb results and the 40,000 foot with the 200 mb

results. This problem will be discussed in more detail when interpreting

the Australian spectra in Chapter 4.

Winds were broken down into the zonal, u, and meridional, v,

components. Each wind component for the individual stations was

spectrum analyzed using one year of daily observations. Two sets

of spectra were compiled from analyses of the North American data,














































































































































































































































	0211_Bluebook_Page_001
	0211_Bluebook_Page_003
	0211_Bluebook_Page_005
	0211_Bluebook_Page_007
	0211_Bluebook_Page_009
	0211_Bluebook_Page_011
	0211_Bluebook_Page_013
	0211_Bluebook_Page_015
	0211_Bluebook_Page_017
	0211_Bluebook_Page_019
	0211_Bluebook_Page_021
	0211_Bluebook_Page_023
	0211_Bluebook_Page_024
	0211_Bluebook_Page_025
	0211_Bluebook_Page_026
	0211_Bluebook_Page_027
	0211_Bluebook_Page_028
	0211_Bluebook_Page_029
	0211_Bluebook_Page_030
	0211_Bluebook_Page_031
	0211_Bluebook_Page_032
	0211_Bluebook_Page_033
	0211_Bluebook_Page_034
	0211_Bluebook_Page_035
	0211_Bluebook_Page_036
	0211_Bluebook_Page_037
	0211_Bluebook_Page_038
	0211_Bluebook_Page_039
	0211_Bluebook_Page_040
	0211_Bluebook_Page_041
	0211_Bluebook_Page_042
	0211_Bluebook_Page_043
	0211_Bluebook_Page_044
	0211_Bluebook_Page_045
	0211_Bluebook_Page_046
	0211_Bluebook_Page_047
	0211_Bluebook_Page_048
	0211_Bluebook_Page_049
	0211_Bluebook_Page_050
	0211_Bluebook_Page_051
	0211_Bluebook_Page_052
	0211_Bluebook_Page_053
	0211_Bluebook_Page_054
	0211_Bluebook_Page_055
	0211_Bluebook_Page_056
	0211_Bluebook_Page_057
	0211_Bluebook_Page_058
	0211_Bluebook_Page_059
	0211_Bluebook_Page_060
	0211_Bluebook_Page_061
	0211_Bluebook_Page_062
	0211_Bluebook_Page_063
	0211_Bluebook_Page_064
	0211_Bluebook_Page_065
	0211_Bluebook_Page_066
	0211_Bluebook_Page_067
	0211_Bluebook_Page_068
	0211_Bluebook_Page_069
	0211_Bluebook_Page_070
	0211_Bluebook_Page_071
	0211_Bluebook_Page_072
	0211_Bluebook_Page_073
	0211_Bluebook_Page_074
	0211_Bluebook_Page_075
	0211_Bluebook_Page_076
	0211_Bluebook_Page_077
	0211_Bluebook_Page_078
	0211_Bluebook_Page_079
	0211_Bluebook_Page_080
	0211_Bluebook_Page_081
	0211_Bluebook_Page_082
	0211_Bluebook_Page_083
	0211_Bluebook_Page_084
	0211_Bluebook_Page_085
	0211_Bluebook_Page_086
	0211_Bluebook_Page_087
	0211_Bluebook_Page_088
	0211_Bluebook_Page_089
	0211_Bluebook_Page_090
	0211_Bluebook_Page_091
	0211_Bluebook_Page_092
	0211_Bluebook_Page_093
	0211_Bluebook_Page_094
	0211_Bluebook_Page_095
	0211_Bluebook_Page_096
	0211_Bluebook_Page_097
	0211_Bluebook_Page_098
	0211_Bluebook_Page_099
	0211_Bluebook_Page_100
	0211_Bluebook_Page_101
	0211_Bluebook_Page_102
	0211_Bluebook_Page_103
	0211_Bluebook_Page_104
	0211_Bluebook_Page_105
	0211_Bluebook_Page_106
	0211_Bluebook_Page_107
	0211_Bluebook_Page_108
	0211_Bluebook_Page_109
	0211_Bluebook_Page_110
	0211_Bluebook_Page_111
	0211_Bluebook_Page_112
	0211_Bluebook_Page_113
	0211_Bluebook_Page_114
	0211_Bluebook_Page_115
	0211_Bluebook_Page_116
	0211_Bluebook_Page_117
	0211_Bluebook_Page_118
	0211_Bluebook_Page_119
	0211_Bluebook_Page_120
	0211_Bluebook_Page_121
	0211_Bluebook_Page_122
	0211_Bluebook_Page_123
	0211_Bluebook_Page_124
	0211_Bluebook_Page_125
	0211_Bluebook_Page_126
	0211_Bluebook_Page_127
	0211_Bluebook_Page_128
	0211_Bluebook_Page_129
	0211_Bluebook_Page_130
	0211_Bluebook_Page_131
	0211_Bluebook_Page_132
	0211_Bluebook_Page_133
	0211_Bluebook_Page_134
	0211_Bluebook_Page_135
	0211_Bluebook_Page_136
	0211_Bluebook_Page_137
	0211_Bluebook_Page_138
	0211_Bluebook_Page_139
	0211_Bluebook_Page_140
	0211_Bluebook_Page_141
	0211_Bluebook_Page_142
	0211_Bluebook_Page_143
	0211_Bluebook_Page_144
	0211_Bluebook_Page_145
	0211_Bluebook_Page_146
	0211_Bluebook_Page_147
	0211_Bluebook_Page_148
	0211_Bluebook_Page_149
	0211_Bluebook_Page_150
	0211_Bluebook_Page_151
	0211_Bluebook_Page_152
	0211_Bluebook_Page_153
	0211_Bluebook_Page_154
	0211_Bluebook_Page_155
	0211_Bluebook_Page_156



