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ABSTRACT 
 
 
 

STUDIES OF TUNING MAGNETIC PROPERTIES OF FERROMAGNETIC 

HETEROSTRUCTURES 

 
 
 

The magnetic properties of hybrid systems have increasingly become an area of intense 

focus in both fundamental research and technological application due to the inherent flexibility 

in material properties by mixing and matching various constituent components. One particularly 

interesting choice is hybrid heterostructures that consist of ferromagnetic (FM) materials and 

materials that undergo phase transitions, coupled via structural, electronic, and/or magnetic 

coupling. Two canonical examples of phase transition materials are vanadium dioxide (VO2) and 

iron rhodium (Fe50Rh50, abbreviated FeRh). Both materials undergo structural phase transitions 

(SPT). With increasing temperature, VO2 transitions from a low temperature monoclinic to high 

temperature rutile structure at 340 K. The SPT is concurrent with a 4-5 orders of magnitude 

metal to insulator transition (MIT) from a low temperature insulating phase to a high temperature 

metallic phase. Similarly, FeRh undergoes an isotropic 1% volume expansion at 370 K with 

increasing temperature. Coincident with the SPT, FeRh also undergoes a magnetic transition 

from a low temperature antiferromagnetic (AF) to a high temperature ferromagnetic (FM) phase, 

which is unusual for magnetic materials. The delicate nature of these transitions makes them 

sensitive to parameters such as stoichiometry, growth conditions, and external stimuli, which 

allows for high tunability of their respective phase transitions. 

In this thesis, we first show in Chapter 3 that the surface morphology and MIT properties 

of sputtered VO2 thin films can be tuned via deposition conditions such as deposition 
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temperature and O2 flow rate during the sputtering process while maintaining the quality of the 

VO2 transition. Films grown at higher temperatures (> 525 ℃) and low O2 flow rate show sub 2 

nm surface roughness. Higher temperatures lead to a ‘melted’-like surface morphology along 

with a 5 orders of magnitude MIT, comparable to single crystals. Choice of substrate allows 

another avenue to strongly tune both the morphology and the MIT characteristics while 

maintaining a strong VO2 transition due to lattice mismatch. 

In Chapter 4, we turn to a discussion of VO2/Ni bilayer structures, where the temperature 

induced VO2 SPT will impart a strain across the interface into the FM layer, which will then 

influence the magnetic properties via magnetoelastic coupling. Due to an inverse 

magnetostrictive effect the coercivity and magnetization of the FM layer can be strongly 

modified. Tuning the VO2 SPT via growth conditions or substrate choice then allows for tuning 

the coupled magnetic properties of the FM. For sufficiently smooth films, there is a strong 

enhancement in the coercivity localized close to their respective SPT Tc due to phase coexistence 

in the SPT material. This chapter is largely based on work previously published as “Coercivity 

enhancement in VO2/Ni bilayers due to interfacial stress” in Journal of Applied Physics.1 

VO2/FM hybrid films also show a dependence on the growth conditions during the FM 

deposition, which is explored in Chapter 5. Films with the FM deposited above the VO2 phase 

transition critical temperature (Tc) show a high coercivity below Tc and a low coercivity above 

Tc, whereas films deposited below Tc show the opposite behavior. Films deposited below Tc also 

show an irreversibility in their magnetic properties the first time they are thermally cycled. A 

similar irreversibility is observed in the resistance vs. temperature (R vs. T) properties of bare 

VO2 films, and cracking as the VO2 crosses the SPT is proposed as a common mechanism. The 

plausibility of cracking as a mechanism is investigated via computational modeling of the R vs. 
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T properties in a random resistor network, as well as probed directly via Atomic Force 

Microscopy (AFM). The work shown in this chapter has been previously published under the 

title “Magnetic irreversibility in VO2/Ni bilayers” in Journal of Physics: Condensed Matter.2 

Sputtered FeRh/FM bilayer films show a similar sensitivity as the VO2/FM system to the 

growth conditions, with the coercivity below Tc tunable whether the FM is initially deposited 

above or below Tc. Above Tc, the magnetic FeRh phase adds an additional complication, 

dominating the magnetic response via exchange coupling. This effect is explored in FeRh/Ni 

bilayer systems in Chapter 6. Polarized neutron reflectometry (PNR) allows for depth dependent 

structural and magnetic characterization with nanometer resolution. PNR measurements show 

that the bilayer’s magnetic behavior below Tc is likely driven by magnetoelastic effects due to 

the structural transition of the FeRh, rather than simple magnetic coupling or a pinned interfacial 

FM layer. The overall magnetic properties of the bilayers are therefore a product of both 

structural and magnetic coupling between the FeRh and the FM Ni layer. The results of this 

chapter have been previously published as “Using structural phase transitions to enhance the 

coercivity of ferromagnetic films” in Applied Physics Letters Materials.3 
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Chapter 1. Introduction 

 
 
 
1.1 Magnetic heterostructures 

 

The two materials at the focus of this work, vanadium dioxide (VO2) and iron rhodium 

(FeRh) have both long attracted attention since their initial discovery due to their unique 

properties, as well as the elusiveness of a comprehensive understanding of those properties from 

first principles.4–6 Both belong to larger families of functional materials that are interesting from 

a theoretical standpoint as well as useful in applications.  

VO2 is a member of the family of transition metal oxides, which have been the focus of 

intense study for decades. This family of compounds, which often have strong electron-electron 

correlations, exhibit a wide range of phenomena. The family of manganites exhibit the so-called 

colossal magnetoresistance effect, where the magnetoresistance can change by orders of 

magnitude.7 The cuprates have played a significant role in high temperature superconductivity.8 

Transition metal oxides can display various forms of ferroic order, such as the traditional 

ferromagnetism or antiferromagnetism, but also more exotic types such as ferroelectricity, or 

ferroelasticity.9–11 Many of transition metal oxides are multiferroics, in which various degrees of 

electronic order are coupled.12 On top of these novel properties, the energetic landscape of these 

materials means that they have multiple states which are energetically quite similar, which can 

nevertheless lead to large changes in physical properties. They include materials that undergo 

structural phase transitions (SPT),13 where the underlying crystal structure becomes distorted. 

These transitions are often accompanied by transitions in other properties such as abrupt changes 

in the resistivity via a metal to insulator transition (MIT) that can be several orders of 

magnitude.13–15 The various forms of ferroic order often undergo a transition as well.13 In the 
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case of VO2, it exhibits a SPT at 340 K from a low temperature monoclinic crystal structure to a 

high temperature rutile crystal structure. Simultaneous with this SPT is a 5 orders of magnitude 

MIT from a low temperature insulating state to a high temperature metallic state. 

FeRh belongs to a similarly storied family of compounds in the magnetic intermetallics. 

Heusler alloy intermetallics display peculiar magnetic properties despite nonmagnetic constituent 

atoms. R5T4 rare earth intermetallics can show a giant magnetocaloric effect.16 MgCu2 type 

intermetallics display giant magnetostriction effects.17 Many of these effects are driven by the 

strong coupling between the structural and magnetic properties of the systems. This can also lead 

to multiferroic behavior such as in magnetic shape memory alloys,18 including magnetostructural 

phase transitions (MSPT) where both the structure and magnetic properties change due to the 

coupling between magnetic and structural degrees of freedom in the material. FeRh exhibits a 

MSPT at 370 K where it undergoes an isotropic 1% expansion of its cubic unit cell along with an 

unusual concurrent antiferromagnetic (AF) to ferromagnetic (FM) magnetic transition with 

increasing temperature. 

Both classes of materials are often difficult to synthesize, and their unique properties are 

often highly sensitive to various parameters such as growth conditions and stoichiometry. The 

strong interest in these materials has thus led to refinement of techniques such as chemical vapor 

deposition,19 sputtering,20 molecular beam epitaxy,21 and pulsed laser deposition (PLD).22 

Chemical methods are also being investigated as a means of cheaply scaling production while 

maintaining the high quality required to preserve the physical behavior of these materials.23 

While the exact mechanisms behind many of the previously mentioned material 

properties aren’t completely understood, work has begun on integrating them as components into 

larger devices and structures. Thin film heterostructures allow for large coupling between 
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multiple electronic properties, yielding a composite whose constituent parts can be mixed and 

matched for the desired properties. In addition, the thin film geometry may allow interfacial 

effects and symmetry breaking to dominate, which can lead to unique properties. Thus, the 

combination of two different materials in a heterostructure allows for a much wider range of 

functionality in tuning the magnetic properties of the thin film than can be realized in a single-

phase material. While they often offer new challenges in synthesis, a number of these composite 

systems have been realized.24–26 These heterostructures can display properties such as 

multiferroicity, giant magnetoresistance, exchange bias or electric field control of magnetism 

that are not seen in the constituent materials.27–30  

One way to interact directly with a magnetic film is via the exchange interaction. This 

fundamentally quantum mechanical phenomenon is a powerful tool in magnetic heterostructures 

that can act as a very large local field. One of the more striking examples is exchange bias in 

(AF)/(FM) heterostructures.25,30 AFs are relatively insensitive to applied fields, and exchange 

between the top layer of the AF and the ferromagnet acts as an internal biasing field, leading to 

horizontal shifts in the M vs. H loop of the system. Spin valves have taken this effect one step 

further, using exchange to create a ‘hard’ layer and adding further multilayers on top to take 

advantage of the giant magnetoresistance effect. Multilayer structures with many stacks of an 

FM and spacer layer can show oscillations in the exchange strength between FM layers by 

varying the spacer layer thickness, including antiferromagnetic coupling.31 

A unique subset of magnetic heterostructures are those mediated via strain. Rather than 

utilizing direct electronic interactions, indirect coupling is mediated via strain fields with the 

magnetostrictive effect and its inverse in the ferromagnet providing the avenue for this strain to 

influence the magnetic properties. Despite the indirect nature and typically small 
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magnetostrictive coefficients, magnetostrictive coupling can lead to large changes in magnetic 

properties in thin film heterostructures. Here we touch on four large areas: strain engineering via 

substrate, multiferroic heterostructures, piezoelectric/ferromagnetic heterostructures, and an 

SPT/FM heterostructure. For more comprehensive reviews, see 27,32–37. 

Strain engineering in heterostructures has long shown promise as a way to tune various 

electronic properties, potentially over a wide range of parameters. Perhaps the simplest method is 

the choice of substrate, which can impart strain via lattice mismatch. Misfit strain has been used 

to tune the magnetic anisotropy in various ferromagnetic systems.38–40 In addition to tuning Tc, 

substrate misfit strain can even stabilize ferroic phases in materials that are not intrinsically 

ferroic in bulk.41,42 

Synthetic multiferroics can display magnetoelectric (ME) coupling orders of magnitude 

larger than known single-phase multiferroics. Investigations into this idea began with bulk 

composites and laminates.27,43 Even the first bulk composites displayed ME coupling an order of 

magnitude larger than single-phase multiferroics. However, thin films offer advantages over both 

of these techniques for maximizing the magnetostrictive effect. Nanostructured films have 

relatively large surface area, allowing the interfacial effects to dominate. They also allow for 

epitaxial growth, which leads to excellent strain propagation as compared to other methods.33,44 

Strain in epitaxial films is both efficiently transferred and very uniform, allowing for better 

characterization.33 

A piezoelectric (PE)/FM heterostructure is a popular choice in designing magnetic 

heterostructures, as it allows for finely tuned voltage control of the strain and thus the magnetic 

properties, which is desirable from an electronics application standpoint. Control of various 

magnetic properties, such as the magnetization,45,46 magnetic anisotropy,26,47 and magnetic 
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domain formation have been shown. Piezoelectric strain can also be used to tune magnetic phase 

transitions,48 even in materials which do not undergo corresponding SPTs. Strain in PE/FM 

heterostructures have been shown to be able to influence domain wall formation49 and 

dynamics50,51 as well as magnetic vortex states.52,53 

However, a heterostructure between a material that undergoes an SPT with a ferromagnet 

offers an attractive avenue for exploration. Here, the SPT takes the place of the piezo effect, 

where the intrinsic strain of the SPT can be transmitted at the interface of the heterostructure and 

influences the magnetic properties of the ferromagnetic layer via inverse magnetostriction. One 

benefit of using an SPT material are the variety of stimuli that can be used to trigger the 

transition. SPTs have been induced using applied electromagnetic fields,54,55 heat,14,56,57 

femtosecond laser pulses,58,59 and strain.60,61 This could be desirable for applications such as 

Heat Assisted Magnetic Recording (HAMR). The abrupt change in properties localized near Tc 

(or equivalent for alternative stimuli) also make them attractive in switching applications, as well 

as for a strongly nonlinear response. SPTs are also able to generate relatively large strains and 

are tunable via doping. 

The canonical SPT material is the ferroelectric perovskite BaTiO3 (BTO), which 

undergoes multiple structural phase transitions as a function of temperature.57 BTO is also a 

suitable substrate for many interesting magnetic systems (La1-xSrxMO3,45 La1-xCaxMO3,62 

Fe3O4,63 Fe,64 CoFe2O4,65 among others). Above 130 ℃ it has a cubic lattice structure. As the 

temperature is decreased, it transitions to a tetragonal structure until 0 ℃, then to an 

orthorhombic structure from 0 ℃ to -90 ℃, and finally to a rhombohedral structure. BTO 

heterostructures utilizing its SPT have been shown to tune magnetization,45,63,64 transport,66,67 

spin reorientation,68 magnetic anisotropy,62,69 coercivity,63 magnetic transition temperature,66 and 
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colossal magnetoresistance.45,70 It has even been used to modify the MSPT of FeRh films at −90 ℃ due to interfacial strain caused by the orthorhombic to rhombohedral SPT of the BTO 

substrate.61,71,72  

 

1.2 Metal to insulator and structural phase transitions in vanadium dioxide 

 

The first discovery of a MIT in the vanadium oxides was by Morin in 1959.14 Ever since, this 

family of materials has offered a rich system of physics to explore. While the focus of this thesis 

is on VO2, many of the others in the family of vanadium oxides show MITs as well. Figure 1 

shows resistance vs. (inverse) temperature for various VOx compounds belonging to the so-

called Magnéli family of homologous phases. Inset are the various critical temperatures Tc for 

the MIT, and the magnitude of the resistivity change at Tc. VO2 is unique in that its transition 

temperature (Tc) is both above and reasonably close to room temperature at ~340 K in bulk VO2. 

It also shows a relatively large change in the resistivity at 5 orders of magnitude at Tc. 
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Figure 1. Resistance vs. (inverse) Temperature for various vanadium oxides. (Inset) Summary of 
the critical temperature and magnitude of the resistance change in units of Ω ∙ cm across the MIT 
of the listed oxides. Figure and table reproduced from Ref.s [73,74], see reference for original 
data. 

 

The Magnéli phases are characterized by a stoichiometric formula VnO2n−1, where n is an 

integer number from 2 to 9.75,76 V9O17 is only metastable, and integers above 9 have not been 

seen and are considered unlikely.77 This corresponds to the series being bracketed by V2O3 for 

VnO2n-1 TC (K)  R
V2O3 150 107-1010

V3O5 450 102

V4O7 240 103

V5O9 130 106

V6O11 170 104

V7O13 n/a Metal

VO8O15 70 101

VO2 340 105
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n =  2, and VO2 for n >  9 (formally, n = ∞). Oxygen deficient VO2 films with reported 

stoichiometry VO1.9319 are generally mixes of various Magnéli phases.78,79 In addition to their 

chemical similarity and the presence of MITs, the materials in this series share a number of 

related properties. This includes crystal structures that can be formed from blocks of rutile and 

corundum structures of VO2 and V2O3 respectively.80 Increasing n corresponds to a change in 

valency states from 3 to 4, and the formal V 3d charge changes fractionally from 2 to 1. With the 

exceptions of VO2 and V7O13 the family also shows an anomaly in magnetic susceptibility across 

the MIT with decreasing temperature that resembles a paramagnetic to AF magnetic transition. 

Interestingly, in some cases the long-range order does not set in until a lower temperature than 

the MIT Tc.78 V7O13 has no transition as previously mentioned, whereas VO2 does not show a 

magnetic transition unlike the other oxides in the family nor does it seem to show long-range 

ordering even at low temperatures. Instead, VO2 is paramagnetic both above and below the 

transition,81–83 although there is a noticeable change of roughly a factor of 8 in the magnetic 

susceptibility across the MIT from approximately 1 ×  10−6  Am2

kg
 to 8 ×  10−6  Am2

kg
. The magnetic 

susceptibility only shows a slight anisotropy and is relatively insensitive to temperature away 

from the MIT, with only slight decreases with increased temperature when above Tc.83 

A similar but less well studied family, the Wadsley phases,84 with formula VnO2n+1 also 

exhibit MIT properties (not shown), with VO2 as the lower end and an upper bracket of V2O5 (n =  ∞). VO2 is situated as the bridge in between these two series. Figure 2 shows an abridged 

phase diagram for the VOx family, with VO2 highlighted in red. The figure focuses on the rich 

phase space provided by the homologous series due to their interesting properties and 

stoichiometry close to VO2. A more complete phase diagram including lower O concentrations 

and higher temperatures of the full V-O system can be found in Ref. [77]. The overall narrow 
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region in the phase diagram corresponding to VO2 means that synthesizing pure VO2 is 

challenging. Small deviations in chemical composition can lead to impurities of phases which 

will degrade the quality of the VO2 transition. 

 

 

Figure 2. Phase diagram of vanadium oxides. The VO2 region is highlighted in red. Graphic from 
Ref. [85], originally produced in Ref. [86]. 

 

Figure 3 shows many typical transition metal oxides that undergo MIT. VO2 stands out, as 

the next closest candidates are at ~250 K or ~400 K, even outside the VOx family. The 

combination of being both above yet close to room temperature is ideal for use in practical 

applications, particularly in electronics. VO2 has been suggested as a strong candidate for field 
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effect transistors,87,88 oscillators,89 and temperature90 or chemical91,92 sensing. A side effect of the 

MIT are changes in the optical properties of VO2, which would be useful for metamaterial93,94 or 

thermochromic95 applications. VO2 is also relatively stable although over time it will decay into 

the more energetically favorable V2O5 over the course of a few months if exposed to air.96,97 

 

 

Figure 3. MIT critical temperatures for various oxides. Reprinted from Ref. [85]. 

 

 The MIT is characterized by a 5 orders of magnitude change in the resistivity in high quality 

single crystal VO2 with a thermal hysteresis of 0.5-1 K.98,83 In thin film form, clamping effects 

from the substrate tend to reduce the magnitude of the transitions, but 4+ orders of magnitude is 



 

11 
 

still achievable with an appropriate choice of substrate.99 Even poor substrates such as Si or glass 

can still show a ~3 orders of magnitude transition.100,101 A typical example of a resistivity 

measurement of a thin film VO2 is given in Figure 4. Despite the MIT moniker, the resistivity of 

VO2 is closer to a semiconductor below Tc and a poor metal above Tc. While the VO2 transition 

is often induced thermally, it has been shown that a number of different external stimuli can 

induce the transition, including voltage/current,54 femtosecond laser pulses58, and applied 

pressure.60,102 

 

 

Figure 4. R vs. T for a typical 70 nm VO2 film on TiO2 substrate. Slightly modified from Ref. 
[103]. 
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The intrinsic critical temperature (Tc) for the VO2 transition occurs around 340 K. Both the 

onset of the transition as well as the width of the hysteresis are sensitive to the quality of the VO2 

as well as the underlying substrate. A hysteresis width of roughly 5 K is typical in the highest 

quality thin films, with the transition shifted to higher (lower) temperatures for increasing 

(decreasing) temperatures. This increased hysteresis is considerably larger than the intrinsic 

hysteresis seen in single crystals, ascribed to the martensitic nature of the structural transition 

that accompanies the MIT. The details of the structural transition will be discussed in the next 

paragraph. The thermal hysteresis of VO2 thin films is known to be heavily tied to grain size, 

substrate, thickness of the film, deposition conditions, oxygen content, and twin boundaries.104–

109 The physical origin of thermal hysteresis in VO2 thin films is still not completely understood 

but it is thought that the fact that several atoms must move simultaneously allows for substantial 

supercooling (superheating). This supercooling can be suppressed by defects which allows for 

easier nucleation of the VO2 phase, and therefore smaller thermal hysteresis.  

 A comparison of the R vs. T for 7-20 nm VO2 films grown by pulsed laser deposition on 

assorted orientations of Al2O3 and TiO2 substrates is given in Figure 5. Note the roughly 70 K 

shift in Tc for the various samples, as well as significantly different hysteresis width. Substrates 

allow for a wide range of tuning of Tc and the thermal hysteresis without large degradation of the 

transition due to the lattice strain. For example VO2 on (001) TiO2 has a Tc of roughly 300 K, 

with a sharp transition due to the excellent epitaxial relationship.110 Additional tunability can be 

achieved via doping, where atoms that are larger (smaller) than the V atom systematically cause 

a decrease (increase) in Tc. W or Cr are particularly popular.111 W provides the largest decrease 

in Tc while maintaining a strong MIT, at  TC = −22 Kat% due to both its larger size relative to a 

V atom and an extra electron.112 Cr doping acts to increase Tc , but can stabilize various alternate 
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VO2 crystal phases.113 Control of oxygen nonstoichiometry using methods such as ionic liquid 

gating,110 or growth conditions86 can also influence Tc and thermal hysteresis width. 

 

Figure 5. R vs. T for 7-20 nm VO2 films on various orientation of Al2O3 and TiO2 substrates. 
Reproduced from Ref. [110]. 

 

Concurrent with the MIT, VO2 also undergoes a structural phase transition (SPT) from a low 

temperature monoclinic (M1) phase, to a high temperature rutile (R) phase. This occurs via a 

lattice distortion along the c-axis of the rutile structure with decreasing temperature. The 

vanadium atoms dimerize and cant slightly, while the overall length of the c-axis increases by ≅ 1%. The a and b axes also change length, leading to a net volume change of ≅ 0.044%.114 The 
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M1 phase belongs to the P21/c space group,115 and the rutile to P42/mnm.116 The two different 

crystal structures are shown in Figure 6. The reduction in symmetry leads to a doubling of the 

unit cell, as well as the opening of an optical bandgap of ~0.6-0.7 eV.117,118  

 

 

 

Figure 6. (left) Crystal structure of the low temperature monoclinic phase of VO2. (right) High 
temperature rutile phase. Reprinted from Ref. [119]. 

 

The exact mechanism behind the VO2 MIT is still under hot debate. A number of models 

have been proposed that are able to capture aspects of the MIT with varying success. To date, 

however, they all stumble in comprehensively capturing the broad range of features present 

across the transition. Historically, the leading candidates in the discussion have been whether it is 

a Mott-Hubbard phenomenon, Peierls, or spin-Peierls type. Fundamentally, this comes down to 

whether electron-electron interactions (Mott-Hubbard),120,121 electron-phonon interactions 

(Peierls),122,123 spin-phonon interactions (spin-Peierls)124,125 or some combination126 drive the 

transition. The search is complicated by the difficulty of modeling strongly correlated electron 

systems, as well as the lack of a clear empirical ‘smoking gun’. 

A crystal field model proposed by Goodenough was able to qualitatively capture changes in 

the electronic band structure close to the Fermi energy (EF).127 In the rutile structure, the density 
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of states at EF is composed of partially filled d|| orbitals as well as a π* antibonding orbital, 

shown schematically in Figure 7 (right). This leads to the metallic state. In the monoclinic 

structure, there is a splitting of the d|| orbitals due to the V-V dimerization. The pi* shifts to 

higher energy due to the canting of the V atoms away from cr. The d|| orbital becomes 

completely filled, while the d||* and π* shifts completely above EF and are empty. These shifts 

leave the density of states empty at EF, shown schematically in Figure 7 (left). The basic 

feasibility of this model was later confirmed by simulations.128 This model is an example of the 

Peierls view, where the structural changes drive changes in the band structure and thus the MIT. 

 

 

 

Figure 7. Schematic view of the band structure of (left) M1 VO2 and (right) (R) VO2. The dashed 
line represents the Fermi energy EF. Reprinted from Ref. [129]. 

 

The Goodenough model received renewed interest and attention after a first principles 

molecular dynamics and resulting band structure study by Wentzcovitch et al. seemed to suggest 
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that a Peierl’s type transition was the dominant driving mechanism.130 This study reignited the 

interest in the Mott-Hubbard or Peierls driving mechanism in the VO2 transition, and debate has 

been vigorous ever since. 

Despite the success of band theory to capture aspects of the VO2 transition, it is not clear 

whether a single-electron-style model truly captures the physics behind the transition. Electronic 

structure calculations, particularly density functional theory using the local density 

approximation (LDA) or generalized gradient approximation (GGA) reinforce many of the parts 

of Goodenough’s qualitative model. However, these models consistently fail to capture the 

optical band gap that should open up when using reasonable parameters. Experimentally, this 

gap has been confirmed to be ~0.6-0.7 eV in size. This failure is typical of LDA and is not 

unique to the VO2 system. Zylbersztejn and Mott also pointed out that any gap that did open in 

this type of model would be quite small.131 

Another complication to the Peierls viewpoint arises when considering other various phases 

of VO2, particularly the M2 phase. The M2 phase of VO2 is an insulating monoclinic phase, 

which can be stabilized by a small uniaxial stress or doping with very small amounts of Cr.113,132 

There is a continuous transition from the M2 to M1 phases via an intermediate triclinic phase 

with decreasing temperature. The low level of doping, strain, or temperature required to stabilize 

the phase implies that the M2 phase is likely an intrinsic phase of VO2 at a local minimum. In the 

M2 phase, instead of all of V-V chains pairing and twisting, they become alternating chains. Half 

of the chains will pair but not twist, and the other half will twist but not pair. The unpaired chains 

contain a localized conduction d electron due to electron-electron correlations, a hallmark of a 

Mott-Hubbard insulator. These chains act as spin 
12 one dimensional Heisenberg chains making 

the M2 phase magnetic, in contrast to the paramagnetic M1 phase.132,133 The M1 phase can be 



 

17 
 

considered as a superposition of both M2 chains in each chain. The fact that the M2 phase is a 

Mott-Hubbard insulator therefore seems to strongly suggest that M1 may be as well.121 This 

interpretation is further reinforced by the similarity of the band gap and electronic structure of 

the M1, M2 and triclinic phases despite the different structures.134 Many theoretical studies, 

including Wentzcovitch et al. never considered this phase explicitly, which raised some 

questions regarding the validity of their model. Theoretical studies now often explicitly consider 

the M2 phase as a way to test the robustness of their models.135 

Hybrid models which selectively include electronic correlations are overcoming the deficits 

in the pure DFT-LDA/DFT-GGA models. Calculations by Eyert are shown in Figure 8.135,136 On 

the top left, the band structure of rutile VO2 is shown, mapped to symmetry points shown in 

bottom left. The typical LDA manages to capture the essential features of the rutile phase and the 

augments required to model the other VO2 phases do not significantly change the result. The top 

right figure shows the calculated band structure using the generalized gradient approximation 

(GGA), augmented by a Hartree-Fock exchange term. Again, the symmetry points are shown in 

the bottom right for the monoclinic structure. The improvement in agreement upon adding 

electron correlations is a compelling sign that electron correlations cannot be neglected in order 

to properly model the VO2 MIT, although modified functionals might allow band theory to 

capture the essential features. However, while the results regarding the band gap are much 

improved, these hybrid models often still struggle to capture both the band gap as well as the 

proper magnetic state for monoclinic VO2, often mistakenly predicting an AF regime. 

Investigations are still ongoing into models that can capture both features.137 
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Figure 8. (Top left) band structure for rutile VO2, using the LDA approximation in DFT. (Top 
right) band structure for monoclinic VO2, which uses a hybrid GGA functional with corrections 
via Hartree-Fock exchange. (Bottom left) Schematic indicating symmetry points in the rutile unit 
cell. (Bottom right) Schematic indicating symmetry points in the monoclinic unit cell. 
Reproduced from Ref. [135,136]. 

 

The above discussion approaches the VO2 MIT from a theoretical perspective, but 

experimental methods have been used to probe the MIT as well. Experimentally, photoemission 

spectroscopy (PES) and in particular angle resolved photoemission spectroscopy (ARPES) is a 

way to directly access the band structure of a material. PES techniques are an extremely common 

way of characterizing VO2, and ARPES would seem to be a very powerful tool for clarifying the 

debate over the band structure of VO2 in both phases. However, to date, ARPES spectra for VO2 

are relatively rare which has been attributed to the difficulty in obtaining chemically stable 
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cleavage planes in VO2 single crystals. Progress is being made in using thin films instead,138–140 

which are much more robust than their single crystal counterparts. VO2 on TiO2 (001) have an 

epitaxial relationship and can show the required smoothness. A full mapping hasn’t been 

completed, but initial results show a rough agreement in overall features with calculations such 

as the ones by Eyert in Figure 8. 

Another experimental approach is to image the VO2 transition dynamically, using various 

pump-probe techniques. Optical pump-probe as well as optical pump- X-ray probe have been 

used to successfully characterize various ultrafast phenomena in solid state systems.141 The VO2 

transition is ultrafast, on sub picosecond timescales to fully completely the transition.58 A 

consequence of the sub-ps time scale is that fully characterizing the transition is difficult, even 

with modern ultrafast techniques.142 Cavalleri et al. found transition happens in ~80 fs, with the 

MIT being bottlenecked by the SPT despite ultrafast hole injection. 143 These time scales for the 

SPT for the photo-induced transition must be from coherent phonon reactions, rather than 

thermalization.58,144 More recently, a transient phase of VO2 phase was identified, a metallic 

monoclinic (mM) phase.144–146 This phase is a transient metallic, yet correlated, monoclinic 

phase that was inaccessible before femtosecond scale pump probe experiments. Rather than the 

direct M1 to R transition as originally assumed, the transition is a mixture of an initial fast hole 

driven Mott-Hubbard transition to the mM state and a slower but still sub-80 femtosecond 

structural transition to the R state. Alternative measurements such as ultrafast PES and electron 

diffraction studies have also confirmed this mM phase.147–149 Other studies have also seen 

structural dynamics even after the transition to the rutile structure, that last on the order of ~100 

ps.119,150,151  
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While there is not yet a consensus, the most recent literature seems to point towards both 

mechanisms being significant contributors.152 What is clear is that there is still plenty of further 

research needed on both experimental and theoretical fronts to clarify the exact nature of the VO2 

transition. 

 

1.3 Magnetostructural Phase Transition in FeRh 

 

The initial discovery of intermetallic alloy FeRh and its unusual AF to FM phase 

transition was made in 1938 by Fallot,56,153 who showed that bulk FeRh under certain conditions 

undergoes a phase transition near Tc= 350 K. Further studies revealed this transition to be a 

magnetostructural transition (MSPT), or metamagnetic transition. At Tc, the FeRh goes from a 

low temperature AF state to a higher temperature FM state with saturation magnetization change 

from 0 Am2

kg
 to 120 Am2

kg
 (Happ = 500 mT).154 The transition to a FM state with increasing 

temperature is unusual, as typically FM order arises with decreasing temperature. Above Tc, the 

magnetic properties behave as a normal FM, with slowly decreasing magnetization as a function 

of increasing temperature and a Curie temperature of 670 K where it goes from FM to 

paramagnetic (PM) with a magnetization of 0 Am2

kg
 in a second order transition.155 An M vs. T 

profile across both the MSPT and Curie temperatures is given in Figure 9. Concurrent with the 

magnetic phase transition is a SPT, the details of which will be given momentarily along with the 

crystallographic details.  
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Figure 9. M vs. T of Fe48Rh52bulk from 77 K to 770 K. Reprinted from Ref. [6], original work 
done in Ref. [155]. 

 

Below Tc, AF FeRh has the CsCl (B2 ordered) crystal structure, with lattice parameter a ≈ 2.988 Å.56,153,156 The CsCl structure corresponds to two simple cubic structures for each 

atomic species being interleaved with each other, resulting in a net BCC type structure. As the 

temperature is increased, FeRh undergoes the MSPT, leading to an increase in the lattice 

parameter of 0.3% in each direction.157 The change in lattice parameter, as measured by X-ray 

diffraction, is shown in Figure 10 (Bottom). The SPT involves the same expansion along each 

lattice vector, leading to an isotropic ~1% volume increase without a change in crystal 

symmetry or structure.156 The crystal structure for both phases is shown in the top of Figure 10, 

with the addition of the magnetic moments in each phase. In the AF phase, the Fe atoms are 

arranged in a G-type configuration with a moment of ~ 3.2 μB each, and the Rh has no moment 

due to cancellation of the exchange fields by the neighboring Fe atoms.158 In the FM phase, all of 

the Fe atoms with moment ~3.04 μB align, and the Rh gains an induced moment of ~0.9 − 1 μB 

due to exchange interactions with the Fe.154 These values are in rough agreement with first 

principle band structure calculations.159 
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Figure 10. (Top left) CsCl crystal structure for αFeRh below Tc, with emphasis on the G-type AF 
order in the Fe atoms. (Top Right) CsCl crystal structure for αFeRh above Tc, with emphasis on 
the FM ordering.160 (Bottom) Lattice parameter as a function of temperature across the FeRh 
transition. Reprinted from Ref. [6], original work done in Ref. [157]. 

 

FeRh alloys have 5 major stable equilibrium phases depending on the atomic percentages 

and temperature. An abbreviated phase diagram as a function of temperature and Fe 

concentration (Fe1−xRhx , 0.20 < x < 0.80) is given in Figure 11. Not shown is an additional δ 

phase that is BCC and PM as well as an α phase which is a low temperature FM BCC phase. 

Each phase is labeled with its magnetic state as well as associated crystal structure. The phase 

transition originally identified by Fallot is shown in the diagram as α′′ to α′ phase. Notably, the 

transition is localized in a very narrow region to equiatomic FeRh, in the range 0.48 ≤ x < 0.52 

for Fe1−xRhx. With increasing Fe concentration, Tc monotonically decreases until eventually it is 

completely suppressed. 
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Figure 11. Phase diagram for the FexRh1−x system for 20 < x < 80. Reprinted from Ref. [6], 
original work done in Ref. [161]. 

 

The FeRh MSPT is a first order transition with a latent heat of 2.2 
kJkg.162 The large latent 

heat is accompanied by a correspondingly large total entropy change ΔS = 138 mJ
cm3 K.55 Specific 

heat measurements are able to decompose the magnetic, electronic and lattice contributions to 

the total entropy change. Cooke et al. obtained values ΔStot =  ΔSmagnetic  +  ΔSelectronic + ΔSlattice = 17 ± 3 J
kgK

 , with ΔSmagnetic = 43 ± 9 J
kgK

 , ΔSlattice = −33 ± 9 J
kgK

 and ΔSelectronic =
8 ± 1 J

kgK
 , respectively for FeRh thin films.163 Not only is the magnetic contribution the largest, 

the signs indicate that the magnetic and electronic contributions drive the transition, whereas the 

lattice contribution stabilizes the AF phase, in agreement with free energy calculations.164 

Concurrent with the MSPT is a resistivity decrease of ≈ 30 % from the AF to FM state.155 
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Akin to VO2, the exact mechanism and details behind the FeRh transition is something 

which is under hot debate. Several theoretical models have been proposed. One of the original 

proposed models was Kittel’s exchange inversion,165 where the exchange is a function of the 

lattice parameter in such a way as to switch signs at some distance. However, this model does 

not agree with experimental measurements of the entropy and elastic constants.157,164,166 In 

addition, it does not account for the role of the Rh atom which goes from 0 moment to 

developing some nonzero moment above Tc. Another proposed model argues for a pseudogap 

opening at the Fermi level in the AF state due to Slater splitting of the d-band.167 Ultraviolet PES 

experiments did not observe much change in electronic structure in 10 monolayer FeRh single 

crystals,168 whereas X-ray PES with a penetration depth of 20 unit cells did register a clear 

difference that matched with DFT calculations.169,170 More recent proposals usually focus on the 

Rh atom having a strong role in determining the overall magnetic state of the system.171 One 

model by Gruner et al. has AF Fe-Fe interactions competing with FM Fe-Rh interactions to 

produce a transition driven by thermal instability of the competing ~0 μB and ~1 μB Rh states.172 

Work by Mryasov and then later refined by Barker and Chantrell takes a similar approach, but 

the change in Rh magnetic state is driven by interactions with the exchange fields of the Fe 

moments rather than thermal instabilities.173,174 The Rh moment is not modeled directly, but 

instead is taken into account by mediating a higher order non-Heisenberg effective exchange 

term to the Fe-Fe Hamiltonian, which is able to reproduce a phase transition via competition 

between the Heisenberg and non-Heisenberg terms. 

Ultrafast spectroscopy experiments have helped elucidate some of the details of the 

dynamics of the FeRh transition. An experimental study utilizing the magneto-optical Kerr effect 

(MOKE) in a pump-probe set up showed that the magnetic transition occurs on a ≈ 500 fs 
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timescale.59 The phonon driven lattice expansion begins at 1 ps, is largely complete at ≈ 10 ps, 

and stabilizes at ≈ 50 ps.59,175 An additional MOKE study was able to clarify that the latter 2 

timescales correspond to two different regimes by comparing to simulations solving Landau-

Lifshitz-Gilbert equations.176 The initial 10 ps corresponds to nucleation of various local FM 

domains in an AF matrix, as magnetic moments align.177 Element sensitive XMCD shows that 

the ratio of Rh and Fe site magnetizations stays constant as they grow proportionately.177,178 

While there is a net average moment in the film, the Zeeman energy isn’t strong enough to 

uniformly align all of the domains, and therefore they are not aligned with each other. A 

complementary MOKE and XRD study showed that these magnetic domains randomly align 

along 4 different directions, as expected for the cubic symmetry of the crystal, with a preference 

along the direction that coincides with the applied magnetic field.179 In addition, the XRD results 

directly confirmed the timescale of the structural domains to be the same as the local magnetic 

domains.179,180 The longer 50 ps timescale corresponds to these local magnetic domains 

eventually aligning with each other to form a single domain state due to exchange forces and 

domain wall motion when these domains come into contact with each other. Ultimately the 

dynamic behavior is the combination of local moment behavior, nonlocal domain growth and 

later alignment, with a precession caused by variable demagnetization fields during the 

transition. Further studies using a variety of ultrafast techniques found strong agreement with this 

nucleation model but disagree on the timescales involved. Some report the previously mentioned 

sub-ps dynamics,59,175 while others report a process on a 30 ps176 or even hundreds of ps 

scale.177,179,180 To date it is not yet clear what the cause is for these discrepancies, and there is a 

heated debate on how to interpret these conflicting reports. Several potential confounding factors 

have been proposed, including varying beam size, fluence, transient optical artifacts in MOKE, 
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varying heat sinks, and sample thickness.179–181 In particular, these measurements are all bulk 

measurements, so a varying beam size or sample microstructure may determine whether the 

signal is averaged over a few domains or many.179 This might make the signal more sensitive to 

the domain nucleation or alignment process rather than the initial local FM generation. 

More recently the magnetic transition evolution was mapped out spatially using XMCD, 

albeit with only a 50 ps time resolution.181 Preliminary results agree with the bulk averaged time 

scales for nucleation, as well aspects of the lateral magnetic nucleation spread being tied to the 

speed of sound of the material and therefore structural aspect of the transition.179,180 However the 

poor temporal resolution and lack of structural sensitivity limit the information that can be 

extracted from these measurements. Improvements in these areas should allow for a better 

observation and understanding of the nucleation dynamics of the FeRh magnetostructural 

transition on ultrafast timescales. 

In the mid 1960’s, Lommel showed that FeRh could be produced in thin film form.182 

The material is extremely sensitive to growth conditions, but high quality FeRh on epitaxial 

substrates are able to almost entirely maintain the magnetic and structural properties of the 

MSPT. An example of an M vs. T curve for 110 nm FeRh on MgO substrate is given in Figure 

12 (top left). Below Tc = 370 K, the FeRh is in the AF state. Typically, there is a small but 

measurable remanent FM moment on the order of ~50 Am, which is attributed to an interface 

stabilized FM state.183–185 The shift in Tc from 350 K to 370 K is attributed to the in-plane 

compression (out-of-plane expansion) due to the epitaxial mismatch of 0.27% between MgO and 

FeRh. Substrate clamping effects also lead the transition to act more anisotropic, with the in-

plane lattice expansion smaller as compared to out of plane. Above Tc, the FeRh maintains an 
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Msat = 1120 A
m

, in good agreement with bulk values. Top right shows the same M vs. T in the 

heating branch for various applied magnetic field strengths. The applied field acts to stabilize the 

FM phase and therefore reduce Tc without otherwise distorting the M vs. T profile. A similar 

effect is seen in the cooling branch. The bottom left panel shows another M vs. T profile, this 

time with an Al2O3 substrate. Here, the substrate provides a tensile in-plane stress, which shifts 

Tc to lower than 350 K. The bottom right panel shows a typical hysteresis loop for the MgO 

sample during the transition. The distinctive wing shape of the loops corresponds to the applied 

field shifting Tc enough to transition portions of the film back to the high temperature FM phase. 

Accordingly, a smaller field is required at 380 K to do so than 360 K. 
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Figure 12. (Top left) M vs. T for a 110 nm Fe49Rh51thin film on MgO (001) substrate. (Top 
right) M vs. T of Fe49Rh51 on MgO for various applied magnetic fields. (Bottom left) M vs. T 
for a 110 nm Fe49Rh51thin film on Al2O3 (001) substrate. (Bottom right) Sample hysteresis loop 
for the Fe49Rh51 on MgO substrate. Reproduced from Ref. [186]. 

 

FeRh thin films show an interesting behavior for out of plane measurements, as shown in 

Figure 13 (left). In the in-plane configuration, the demagnetization field of an FM grain with 

strength 4πMS acts to stabilize its neighbors. In the out-of-plane configuration, the 

demagnetization field acts to destabilize neighboring grains, as shown in Figure 13 (Right). The 

first order nature of the nucleation thus leads to a pronounced asymmetry in the M vs. T profile. 

A mean field correction term removes most of this asymmetry, with slight deviations where the 

mean field approximation is poor. This corresponds to temperatures of roughly 320 K in the 
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cooling branch and 330 K in the heating branch, respectively. At these temperatures, the sample 

contains significant portions of both AF and FM phase, inhomogenously 

 

 

Figure 13. (Left) M vs. T for a 110 nm Fe49Rh51thin film on Al2O3 (001) substrate for both in 
plane and out of plane configurations. (Right) Schematic showing effect of demagnetization field 
by a FM grain. Reproduced from Ref. [186] and Ref. [187] respectively. 

 

Due to the coupling between the lattice and magnetic states, MSPT can be triggered via a 

number different stimuli beyond temperature, including an applied magnetic field,55 hydrostatic 

pressure,157,188 strain,71,186 and photoexcitation.59 Tc has also proven to be highly tunable via Fe to 

Rh ratio,189–191 doping by other metals,55,188,192 growth conditions,190,193,194 and choice of 

substrate in thin films.186,195 In the case of an applied magnetic field, the critical temperature 

decreases by 8-9 K per Tesla and remains linear in the measured region, up to ~ ± 6 T.55,186 For 

an applied pressure the change is again linear, with a relation 
dTc
dP

=  55 K
GPa

 for pressures up to 2.5 

GPa, with the sign depending on whether tensile or compressive pressure is applied.188 
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FeRh has been proposed as a candidate material for a variety of applications. A rather 

large entropy change is found when the material crosses it’s MSPT. This also leads to a giant 

magnetocaloric effect, with a temperature change  T = 12.9 K in adiabatic conditions under a 

2T field.196 This is competitive even with the best magnetocaloric materials for magnetic 

refrigeration applications. Indeed, it is the largest magnetocaloric effect known to date. The 

irreversible nature of the transition due to the large hysteresis and accompanying hysteretic 

losses has been a hurdle for adoption in devices.71,197,198 More recently, it has been suggested that 

FePt/FeRh bilayers, where the FeRh can act as an exchange spring, may be useful for thermally 

assisted magnetic recording applications.199 Memristor designs that take advantage of the 

anomalous magnetoresistance effect of AF FeRh have also been proposed,200 and FeRh has 

relatively low intrinsic damping with a Gilbert damping constant α ≅ 0.0013, making it a 

potentially interesting material in spintronics.201 However, a large hurdle to more widespread 

study and adoption into technology is the prohibitive cost and scarcity of Rh. 

 

1.4 First Order Phase Transitions and Phase Coexistence 

 

The phase transition of VO2 is fundamentally a first order transition, using the Ehrenfest 

classification. It exhibits a latent heat of ~1020 cal/mol, and a corresponding entropy change of 3 

cal/mol℃.83,202 One important consequence is that both the monoclinic and rutile phases can 

then coexist at some specific temperature due to inhomogeneities in the sample. High quality 

single crystals switch abruptly, with a near discontinuous change in resistivity. But thin films 

will have inhomogeneities due to grain structure, slight variations in grain stoichiometry, point 

defects, etc. This leads to a slight smearing out of the transition over a range of temperatures as 
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in Figure 4. The transition is still quite sharp but smoothed out in comparison to single crystal R 

vs. T measurements. 

Qazilbash et al. showed this phase coexistence in VO2 experimentally, shown here in Figure 

14.203 The top of Figure 14 shows nanoscale x-ray diffraction images of a 1.2 micron by 1.7 

micron region, where the detector was sensitive to the slight change in the Bragg peak from 

29.58 ° for the monoclinic (200) to 29.92 °, which correspond to the (101) rutile plane. By 

following this peak shift, they were sensitive to the structural phase transition with 15 nm 

resolution. The bottom of Figure 14 shows scattering scanning near field infrared microscopy 

(sSNIM) images. The sSNIM technique is sensitive to the dielectric function of a material, and 

thus sensitive to the different optical constants of the two phases.204 It has a similar resolution of 

~15nm. Both techniques show the same overall story as the temperature is varied. At low 

temperature (roughly 330 K in the figures), the sample is in the monoclinic insulating phase. As 

the temperature increases, portions of the sample transition and there is nucleation of regions of 

metallic rutile phase. Additional increases of the temperature transition larger portions of the 

sample, until it’s fully in the metallic rutile phase at 360 K. This experiment thus demonstrates 

coexistence of both phases of VO2 near Tc. 

In addition, Qazilbash et al. show that the MIT and SPT may be decoupled in a very narrow 

region near Tc, adding further complication to understanding the VO2 transition. Comparing the 

two measurements in Figure 14 shows a difference in how the phases spread through the 

transition. More surprising still, the nano-XRD imaging shows regions that nonmonotonically 

transition. That is, some regions which transition to the rutile phase transition back to the 

monoclinic phase, despite the elevated temperature. These regions only become rutile once the 

temperature is further increased. Their experimental setup has temperature stability of 0.05 K, 
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and the authors argue this is not due to thermal instability. The sSNIM images show that metallic 

regions do not display this nonmonotonic behavior. Once a region becomes metallic at a given 

temperature, it stays metallic. The authors give further support by noting the resistivity, which 

should be sensitive to regional conductivity differences in their sample, is monotonic as well, in 

agreement with the sSNIM results. Further discussion of this behavior is beyond the scope of this 

thesis but is worth mentioning as it further complicates the discussion in the previous section of 

whether the VO2 transition is Mott-Hubbard or Peierls type. However it may be consistent with a 

stabilized transient metallic monoclinic (mM) phase near Tc.205 While it is not a direct analog, a 

decoupling between the MIT and SPT of the related V2O3 system, indicates it may be possible in 

other correlated systems such as VO2.206 
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Figure 14. (Top) Nanoscale XRD of a VO2 film, utilizing the shift from the 29.58 ° monoclinic 
to 29.92 ° rutile Bragg peak across the VO2 SPT. The detector was set to 29.58 ° and therefore 
higher intensity (blue) indicates monoclinic phase. Low intensity (red) indicates rutile phase. 
Green indicates coexistence of both phases within the beam footprint. (Bottom) Nanoscale 
sSNIM using the third harmonic infrared scattering amplitude, which is sensitive to changes in 
the optical constants during the MIT. Low amplitude corresponding to the monoclinic 
(insulating) phase is shown in blue, and high amplitude corresponding to the rutile (metallic) 
phase is shown in white. Both images use the same sol-gel VO2 film. Reproduced from Ref. 
[203]. 
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Following similar arguments as above, FeRh thin films will also show phase coexistence. 

The technology to image magnetic domains was developed earlier than the methods needed to 

probe VO2 , and the FeRh magnetic phase coexistence was first shown using magnetic force 

microscopy.207,208 More recently, techniques such as X-ray Magnetic Circular Dichroism 

(XMCD) and X-ray photoemission electron microscopy (XPEEM) offer unprecedented spatial 

mapping of magnetic materials, down to nanometer scales. XMCD techniques take advantage of 

the fact that X-ray absorption depends on the helicity of the incoming radiation, in direct analogy 

to the well-known magneto-optical Faraday and Kerr effects. XMCD and XPEEM signals are 

sensitive to the portion of the magnetization along the direction parallel to the beam. The 

nucleation of the magnetic transition in FeRh has been mapped out in detail using these 

techniques.209–211 Keavney et al. were able to combine XMCD/XPEEM measurements along 

with nanoscale XRD measurements to map both the structural and magnetic parts of the FeRh 

transition in the same sample. The top of Figure 15 shows results of the XPEEM measurement. 

Blue and red colors correspond to FM phase that is either parallel or anti-parallel to the incident 

beam, respectively. The AF phase, with no net moment, shows as a neutral white. At low 

temperature, the white AF phase is dominant, with some remanent FM phase even below Tc 

likely due to stabilization by the interface. As the temperature increases, the FM phase begins to 

nucleate into domains. The bottom of Figure 15 shows complementary nanoscale XRD 

measurements, done by tracking the roughly 0.3 ° shift in the (002) Bragg peak due to the lattice 

expansion across Tc. The AF phase is shown in blue, and the FM phase in red. It shows a similar 

picture to the XPEEM experiment. Below Tc, the film is primarily in the AF phase, with its 

smaller lattice constant. As the temperature is increased, portions of the film begin to nucleate by 
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transitioning to the FM phase and its larger lattice constant. Both measurements show structural 

and magnetic phase coexistence very near Tc. Keavney et al. report that the structural transition 

seems to be consistent between thermal cycles, whereas the magnetic transition is less so. They 

interpret this to be due to the fact that the structural transition is driven due to local defects in the 

film, but these defects, while they may pin the initial FM formation, do not effective pin the 

magnetic structure after percolation is achieved. In addition, they were also able to perform 

XMCD simultaneously with the nanoscale XRD and show a strong match between the two (not 

shown, see Ref. [212]). They did not see depth dependence in the XMCD, which they interpret 

as a sign of the nucleation dynamics occurring in plane, and not strongly influenced by the 

interfaces. 
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Figure 15. (Top) XPEEM image of 20 nm FeRh (001) on MgO (001) substrate, with resolution 
of 100 nm x 100 nm. No applied magnetic field. The image size is 4 microns x 4 microns. 
(Bottom) Nanoscale XRD, with 30nm x 30nm resolution of a 20nm (001) FeRh film on MgO 
(001) substrate. Blue (red) indicates the below-Tc (above-Tc) phase. No applied magnetic field. 
The image size is 4 microns x 4 microns. Reproduced from Ref. [212]. 
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The nature of phase coexistence in first order phase transition materials also has implications 

for changes in various properties across the transition, such as the resistivity. This is issue is 

particularly acute for the MIT properties in VO2 nanodevices. As portions of the VO2 film 

transition to the metallic state, this leads to avalanches in the resistivity, in a process similar to 

Barkhausen noise in FMs.213,214 In order to resolve these jumps, sufficient resolution of the 

measurement is required. In the case of resistivity, which is a bulk measurement, this implies 

devices on roughly similar length scales to the metallic and insulating phase domains. This 

would correspond to the microscale or nanoscale, so that an individual switching event in the 

sample has a large impact on the device resistivity. While larger devices will show the same 

behavior, the switching of an individual grain will have a negligible impact on the resistance of 

the sample and will be smeared out, potentially below the instrumental error. This avalanche type 

behavior has been seen for VO2 devices with lateral dimensions 1 micron x 6 microns, shown in 

Figure 16(left). Eight consecutive R vs. Ts are shown. The overall process is inherently 

stochastic, due the fluctuations in the order parameter close to a first order phase transition. 

However, the process can be somewhat deterministic, with local defects that can cause a lower 

Tc in the nearby material. These defects then act as nucleation sites. In naturally highly textured 

films, the process can even be effectively deterministic.215 In the VO2 films, it was found that 1-3 

jumps account for roughly 50% of the resistance change, and the size of these largest jumps 

scales linearly with inverse device length. The jumps exhibit a power law relationship between 

the likelihood of occurring and the jump size. V2O3 films also show avalanche behavior across 

their MIT, but with different characteristics, hinting that the driving mechanisms between the 

two materials’ MITs may be fundamentally different.216  
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Avalanches have also been observed in the magnetoresistance of FeRh films patterned into 

mesoscale stripes, shown in Figure 16(right). Interestingly, the behavior is asymmetric as it was 

in the XPEEM and magnetization results, due to the differences in the interactions of AF and FM 

grains.186,211,217 The stripe patterning serves to enhance this difference due to the fact that FM 

correlations are robust and long range, whereas AF interactions are much shorter range and 

sensitive to defects.187 The cooling branch is characterized by supercooling due to stabilization 

by the FM interactions. In the heating branch, there are many small avalanche events, indicating 

a lack of superheating due to the sensitivity of the AF interactions as well as the ability of 

stabilized FM grains at the interface to act as nucleation sites. 

 

 

Figure 16. (Left) R vs. T measurement of a 90 nm thick VO2 film on r-cut sapphire, emphasizing 
the avalanche behavior during the MIT. The film was 1 micron long and 6 microns wide. Inset a 
shows the physical device geometry used, while inset b shows the full R vs. T profile. Reprinted 
from Ref. [218]. (Right) R vs. T measurement of 50nm thick FeRh on MgO substrate, with 0.22 
micron width and 2.6 micron length. There is an applied field of 1 T in plane. Reproduced from 
Ref. [187]. 

 

1.5 Magnetostriction and inverse magnetostriction 
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The normal magnetostriction effect occurs when a material that is exposed to a magnetic 

field changes size. The original discovery of this effect was made back in 1842, during Joule’s 

work on iron rods. He was able to show that the length of the rods changed under the application 

of a magnetic field that magnetized the rods lengthwise. In general, longitudinal magnetostriction 

is characterized by the equation 

𝜆 =  𝛥𝐿𝐿  1 

where λ is the magnetostriction coefficient,  L is the change in the length of the material along 

the direction of the applied field, and L is the original length of the material in a demagnetized 

state also along the direction of the applied field. λ > 0 indicates an increase in length of the 

sample, and λ < 0 a contraction. In addition to the longitudinal magnetostrictive effect, the 

volume is approximately preserved, such that there will be a corresponding decrease in length in 

the perpendicular directions. It is worth stressing that in this section, care should be taken when 

referring to a ‘demagnetized’ state. In general, this traditionally refers to any magnetic 

configuration where the net magnetization is 0. In this section, ‘demagnetized state’ refers to one 

in which each potential domain orientation is present in equal volume. Not using this so called 

ideal demagnetized state can lead to significant deviations in measured magnetostrictive 

quantities. 

For transition metal based ferromagnets (Ni, Co, Fe), λ is on the order of 10−5 − 10−6 

and can be either positive or negative. For Ni, typical values of λ are λ100
si = −46 ∙ 10−6 , λ111

si = −24 ∙ 10−6 , and λp
si = −34 ∙ 10−6, where the subscripts refer to the direction in relation to Ni’s 

crystal axes, and λp for polycrystalline Ni. The superscript s stands for saturation magnetization 

values, and the i indicates the measurement was done from the ideal demagnetized state as 
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discussed earlier. For this work, we take the polycrystalline value. Ni has one of the largest 

values of magnetostriction for a simple ferromagnet. Rare earth metals with strong spin orbit 

coupling can have large magnetostrictive constants but are expensive and difficult to obtain at 

sufficient purity. Giant magnetostrictive compounds such as Terfenol-D (TbxDy1−xFe2 , x ≈ 0.3) 

and Galfenol (Fe1−xGax , x ≈ 18.4) can have magnetostrictive constants that are 10s to 100s of 

times larger than Ni but are difficult to synthesize.219 

Fundamentally, magnetostriction is a direct consequence of spin-orbit coupling. This 

coupling leads to domain wall motion and particularly domain rotation, rather than changes in 

the spin moments directly. This spin-orbit coupling also means that along with the 

magnetostrictive effect, it can also mediate the inverse effect, inverse magnetostrictive effect. 

The inverse magnetostrictive effect is when an applied stress causes a change in the 

magnetization of a material. This effect also has several other consequences. For example, the 

magnetization vs. applied field (M vs. H) curve of a polycrystalline Ni film is shown in Figure 

17. The applied stress influences the magnetization at some fixed field, in the case of Ni an 

increase (decrease) in magnetization for compressive (tensile) stress. But also note that it 

influences the overall shape of the M vs. H curve changes as a function of the applied field. 
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Figure 17. Effect of tensile (+) and compressive (-) stress of the magnetization vs. applied field 
of a polycrystalline Ni film. Reproduced from Ref. [220], originally unpublished work by D. K. 
Bagchi. 

 

In addition to the previous effects, there will be an effective induced stress anisotropy. 

For small deformations, the magnetoelastic energy in general can be expanded in powers of the 

deformation 221–223 

Eanis = ∑Kijklεijαiαjijkl  +  … 2 
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where Kijkl are the coupling coefficients, εij is the strain tensor, and αi are the direction cosines 

of M⃗⃗⃗ S relative to the crystal axes. Keeping the lowest order terms in ε and noting that the cubic 

symmetry of the crystal will greatly simplify this expression to 

Eanis = −32 λ100 σ(α12γ12 + α22γ22 + α32γ32)−3 λ111 σ(α1α2γ1γ2 + α2α3γ2γ3 + α3α1γ3γ1) 3 

where σ is the magnitude of the applied elastic stress, γi are the direction cosines for the stress σ⃗⃗  relative to the crystal axes. For a polycrystalline film, it is often reasonable to approximate the 

magnetostriction as isotropic, i.e. λ100 = λ111 = λsi = λp. λsi denotes the saturation 

magnetostriction from an ideal demagnetized state. Eq. 3 simplifies dramatically, into the form 

Eanis = − 32  λ σ cos2(θMσ) 4 

where θMσ is the angle between the magnetization and the applied stress. Utilizing the identity cos2(θ) + sin2(θ) = 1 and dropping the constant term, we can rewrite Eq. 4 as 

Eanis =  32  λ σ  sin2(θMσ) 5 

Next, we would like to find an expression for the effective field H due to some applied 

strain applied perpendicularly to the magnetization. This effective field will move the 

magnetization some angle θ. The full expression for the energy E is given by 

E =  E0 + 32  λ σ  sin2(θMσ) − MSHsin(θMH) 6 

where the first term includes any terms without angle dependence, including the 

magnetocrystalline anisotropy for a polycrystalline sample. The second term is the 
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magnetoelastic energy from Equation (4), and the final term is the Zeeman energy with θMH as 

the angle between the magnetization and applied magnetic field. In the case where the stress is 

parallel (this approach applies as well for a perpendicular stress with minor changes) to the 

magnetic field, we can take θMσ = θMH = θ and minimizing the energy with respect to θ yields 

dEdθ = 3λ σ sin(θ) cos(θ) − μ0MSHcos(θ)  = 0 7 

Eliminating θ and utilizing M = MS sin(θ) brings us to this form for the magnetization M 

M = μ0MS2 H2 Kσ = μ0MS2 H3 λsiσ  8 

In the case where M ≈ MS, we can solve for the effective stress anisotropy field, relabeled Hσ, as 

Hσ = 3 λsiσμ0MS  9 

The total effective field Heff can be written as 

Heff = Happ + Hσ = Happ ± 3 λsiσμ0MS   10 

where the sign of the stress anisotropy field will depend on whether the stress is compressive or 

tensile. With this expression in hand, we can now estimate the effective field due to an applied 

stress.  

A number of models are able to successfully capture the effects of ferromagnetic 

hysteresis.224–227 A mesoscopic mean field model originated by Jiles and Atherthon has proven to 

reproduce hysteresis curves in good agreement with experimental data.228,229 In this model, 

hysteresis arises when domain wall motion is inhibited by pinning sites such as lattice defects. 
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By statistically averaging over the entire sample, the model maintains a certain simplicity while 

still fundamentally connecting to the underlying physical nature of the problem. The main insight 

of this idea of pinning is that the ferromagnetic response can be broken up into two parts, a 

reversible and irreversible one. The reversible part captures the effects of domain wall bending, 

which requires no loss of energy. The irreversible part represents the effect of pinning defects, 

which will hinder domain wall motion and consume energy. For brevity, in the following we 

highlight only resultant equations relevant to modeling. For a detailed derivation, see Refs. 

[228,229]. 

An idealized version of the magnetic response can be well represented by the so-called 

anhysteretic curve. This curve represents the global minimum energy response, where the 

domain walls are able to freely move without pinning to a true equilibrium. From this idealized 

response, in the Jiles-Atherton theory the full magnetization is constructed as reversible and 

irreversible deviations from the anhysteretic. The anhysteretic Man is well represented by a 

modified Langevin function 

Man = MS ℒ (Heffa ) = MS(coth (Heffa ) − aHeff) 11 

where Heff is an effective field with form Heff = Happ + αM. The second term is analogous to a 

Weiss molecular field term, where the parameter α characterizes the strength of coupling 

between magnetic domains. For Ni, α ≈  0.004969.230 a is a parameter which characterizes the 

shape of the anhysteretic curve. The theory was later extended by Jiles to include 

magnetomechanical effects, including an effective stress anisotropy term very similar to the one 

given above.231 The model has since been further, with large contributions by Sablik, and is now 

able to capture features such as the Villari effect.232–237 The full model is now referred to as the 
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Jiles-Atherton-Sablik (J-A-S) model and has been widely adopted for modeling magnetic 

responses to stress. Here, we restrict ourselves to the effective field description given by Jiles, 

which largely captures the major features we are interested in. The full effective field Heff∗  is then 

Heff∗ = Happ + αM ± 3 λsiσμ0MS 12 

An important property of the anhysteretic is that it is identical for some applied field H 

and stress σ to the effective field Heff∗  and no applied stress.231 From the anhysteretic, the full 

magnetization M can be constructed from the reversible (Mrev) and irreversible (Mirr) 
components. M can be written simply as 

M = Mrev + Mirr 13 

with Mrev and Mirr given as 

Mrev = c(Man − Mirr) 14 

Mirr = Man − kδ dMirrdBe  15 

where c is a constant given experimentally by the ratio of the initial (Happ = Heff∗ =0, and M=0) 

susceptibilities of M and Man. k is a parameter which characterizes the pinning, being 

proportional to the number of pinning sites and the average pinning energy. δ = +1 for 
dMdH > 0 

and = −1 for 
dMdH < 0, and ensures the pinning always opposes changes in magnetization. Taking 

the differential forms with respect to Happ of Eqn. 14 and Eqn. 15 and plugging them back into 

Eqn. 13 yields, with some algebraic rearrangement 
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dMdHapp = 11 + c (Man(Heff∗ ) − M)kδ − α(Man(Heff∗ ) − M) + c1 + c dMan(Heff∗ )dHapp  16 

Conveniently, the first term corresponds to changes in M due to irreversible changes, and 

the second to reversible ones. The entire equation can be numerically integrated, or each 

computed separately and added together. Further, it shows that irreversible changes are 

proportional to the distances from the anhysteretic and vanishes if M = Man. This is called the 

“law of approach”. It is closely connected to how the anhysteretic curve can be obtained 

experimentally. In experiment, the anhysteretic can be obtained by applying a decaying AC 

oscillation on top of the DC applied field, allowing domain walls to move past pinning sites. 

A similar differential equation can be obtained for the change of magnetization as applied 

stress, and is given as231 

dMdσ = 1ϵ2 (Man − Mirr) + cdMandσ  17 

where ϵ = (Eξ)1 2⁄  is a parameter involving Young’s modulus E and a parameter ξ which 

characterizes the relationship between the derivative of Mirr with respect to elastic energy and Man − Mirr.  

The above differential equations can be readily numerically integrated to find how the 

magnetization evolves under applied field or strain, including hysteresis loops. The model has 

shown strong agreement with experiment for materials such as steel. For materials like Ni, used 

here, the inability to capture domain rotation among other difficulties means the model is more 

qualitative .238 Therefore, for the work presented in this dissertation it will largely be sufficient to 

consider the anhysteretic curve, from which we will be able to extract useful information such as 

approximate values of the strain applied to magnetic thin films.  
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Chapter 2. Thin film deposition and characterization 

 
 
 
2.1 Introduction 

 

Due to their unique properties, the synthesis of high quality VO2 and FeRh thin films has 

been an area of intense research. High quality VO2 films have been successfully grown via 

chemical vapor deposition,239 sol-gel,101 sputtering,240 pulsed laser deposition,241, ion beam 

deposition,242 e-beam evaporation,243 and molecular beam epitaxy (MBE).244 Sputtering is the 

dominant technique in growing FeRh films,182 although MBE,183 electron beam melting182 and 

electron gun codeposition182 has been used as well. While there are many techniques to grow thin 

films, sputtering enjoys several advantages. It is a relatively simple growth technique while also 

being easily scalable for industrial use. Despite that simplicity, it can be used to grow extremely 

high-quality films with good uniformity. Deposition rates can be tuned to grow films from a few 

nanometers to microns in thickness. The process is also highly tunable, allowing for a wide range 

of conditions for many different target materials to achieve the desired film properties. For these 

reasons, we chose sputtering as our growth technique for both the VO2/Ni and FeRh/Ni 

heterostructures. While there are many reasons to find sputtering an attractive method for film 

growth, it also comes with downsides. For example, a target material made up of different atoms 

such as an alloy or oxide can lead to preferential sputtering of certain atoms rather than 

maintaining a stoichiometric balance, due to the fact that sputtering rates are specific to the 

atomic mass. This might require a presputter procedure to allow the sputtered flux to reach a 

stoichiometric steady state or co-sputtering from separate target materials. Sputtering also lacks 

some control compared to a technique such as MBE, where the terminating composition can 

easily be tailored at an atomic level.  
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Both VO2 and FeRh phase transitions are highly sensitive to the quality of the film. To 

ensure the high quality of our films and therefore strong transitions, it’s important to characterize 

them via several techniques. The main method for characterization for the VO2 films is 

resistance vs. temperature (R vs. T) of the film. The MIT’s extreme sensitivity to growth 

conditions means that even slight changes can lead to varying R vs. T profiles. Growth 

conditions can affect not only the absolute magnitude of the transition, but also characteristics 

such as the sharpness and thermal hysteresis width. Care was taken to maintain a 4 orders of 

magnitude resistive transition. In addition to the R vs. T, the crystalline quality measured from 

X-ray diffraction (XRD) experiments help to confirm the high quality of the VO2 films. X-ray 

reflectivity (XRR) was used to determine the thickness of the films. Atomic Force Microscopy 

(AFM) allows us to characterize the surface roughness directly, which plays an important role at 

the VO2/Ni interface. Once the quality of the VO2 is confirmed, we are interested in looking at 

the magnetic properties of the VO2/Ni heterostructures. A vibrating sample magnetometer 

(VSM) was utilized for these measurements. 

Like VO2, the FeRh MSPT is highly sensitive to growth conditions, and it is important to 

verify the quality of the films. The main method to do so was measuring magnetization vs. 

temperature (M vs. T) using either a VSM or a superconducting quantum interference device 

(SQUID) magnetometer. Again, the sharpness of the transition as well as the magnitude of the 

transition is a strong indicator of film quality. The magnetic properties of the FeRh/Ni 

heterostructures were similarly measured in a VSM or SQUID magnetometer. In order to further 

study the FeRh/Ni heterostructures, both XRR and polarized neutron reflectivity (PNR) were 

used. These techniques provide a wealth of information about the exact chemical composition 

and interfaces between the two materials. PNR also provides information on the magnetic 
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composition, with depth dependence. Details for these techniques is provided in the rest of this 

chapter, with procedures provided in the appendices. 

 

2.2 Sputtering 

 

Traditional diode sputtering works by utilizing a target material inside a chamber with a 

gas. Typically, an inert noble gas such as Ar is used as the sputtering gas. A voltage is applied, 

utilizing the target itself as a negatively biased cathode, and the gun walls as the anode. Stray 

electrons subjected to this voltage difference will be accelerated and collide with the Ar gas 

atoms. If the electrons have enough energy, they will knock off an electron from the Ar atom, 

ionizing it. These ionized atoms form a weak plasma, which leads to a characteristic glow during 

the process. The negatively charged electrons are pushed away from the negative cathode target, 

whereas the positively charged Ar atoms will collide with the target. This collision will knock off 

atoms of the target material, and it is these pieces that ultimately get deposited as the thin film 

onto the substrate. It will also knock free more stray electrons, creating a feedback loop to 

sustain the plasma. This simple picture of sputtering leaves out many details, but nevertheless 

captures the essential parts of the process.  

While this diode type sputtering is very effective at growing thin films, there are several 

improvements that can be made to increase the quality of films. One is the so-called “magnetron” 

sputtering, where magnets are placed near the target material. An example of magnetron 

sputtering is shown schematically in Figure 18. These magnets are shaped so that their magnetic 

fields confine the stray electrons close to the target. This produces two large advantages. Firstly, 

it reduces the ability of the stray electrons to collide with the substrate. These electron collisions 
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are sufficiently energetic to cause structural damage and heating of the substrate. Secondly, by 

confining the electrons, the magnetron configuration dramatically increases the chances of 

collisions between electrons and Ar atoms by orders of magnitude. This greatly increases the 

deposition rate, while also allowing to maintain the plasma at lower pressures. Typically, the 

magnets are arranged with one magnetic pole in the center of the target, and a ring of magnets 

around the edges. These magnets can either be of roughly equal strength (‘balanced’ 

configuration), or ‘unbalanced’, by making the outer ring of magnets stronger than the center. 

This ‘unbalanced’ configuration allows for some lines of magnetic flux to not be contained to the 

target, and some secondary electrons can travel towards the substrate. This greatly increases the 

ion bombardment rate onto the substrate, which in some cases can improve film quality. The 

alternative ‘unbalancing’ by making the center magnet stronger than the ring isn’t often studied 

due to the low deposition rate. One trade off with the magnetron configuration is that sputtering 

magnetic materials often requires adjusting the magnet configuration. Strongly magnetic 

materials such as Fe are difficult to sputter. The interaction of the magnetic field of the 

magnetron and the target tends to lead to shunting and a focusing of the magnetic flux lines. 

Rather than a smoothly distributed ‘racetrack pattern’, the sputter becomes highly concentrated 

in a narrow ring region, and can cut through the target, wasting most of the sputter material. 
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Figure 18. Schematic drawing of magnetron sputtering, with a vanadium (V) target. In our 
system, the target is 0.25 inches thick and 2 inches wide in diameter. 

 

Another adjustment that can be made is using a radio frequency (RF) applied voltage, 

rather than direct current (DC). DC sputtering has the disadvantage of requiring current flow to 

apply the voltage, which means that it is only suitable for metals. Applying an RF voltage allows 

for the use of insulating targets, particularly oxides and ceramics. This opens up a much larger 

range of target materials than traditional DC sputtering. However, this flexibility comes with 

tradeoffs. RF sputtering typically has roughly half the rate of deposition of a comparable DC 

configuration. In addition, the entire electronic circuit that handles the voltage needs to be 

specially designed in order handle the RF signal. This requires special shielding of components 

from each other, as well as tuning capacitors to prevent damaging the power source. Our 
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sputtering system utilizes an automatically adjusting load and tuning set of capacitors in an ‘L’ 

configuration. The load (shunt) capacitor, consisting of a variable capacitor in series with several 

fixed capacitors, acts to drive the impedance of the plasma to 50 Ω. The tuning capacitor consists 

of a fixed impedance inductor in series with a variable vacuum capacitor to nullify the reactance. 

The matching network is equipped with input sensors to detect the magnitude and phase of the 

incoming RF signal from the plasma, which then is transformed into a DC steering signal to 

control servo motors that adjust the variable capacitors. This acts to hold the plasma at 50 Ω 

resistance and 0 reactance, and thus 0 reflected power. 

The last potential modification to the standard sputtering process that we utilize is 

reactive sputtering. Reactive sputtering works by introducing a reactive gas to the chamber 

during the sputtering process, typically oxygen. As the sputtered material is traveling towards the 

substrate, it collides and reacts with the reactive agent, forming some compound. By controlling 

the ratio of reactive gas to sputtering gas, one can tune the resulting product composition with 

very high accuracy. Reactive sputtering allows for a wider range of sputtering products, even if a 

target of the desired compound cannot be easily made. In a similar vein to reactive sputtering, 

another means of control is cosputtering, where multiple targets of potentially different materials 

are sputtered at the same time, only reacting together in transit and the substrate surface. 

In this work, we utilize reactive RF magnetron sputtering for the VO2 films. In our 

experiments, we utilize a pure metallic V target, and rely on reactive O2 gas to form VO2. This 

allows for the precise tuning of the oxygen stoichiometry in the VOx films. This is particularly 

important for VO2 in order to avoid the Magnéli and Wadsley phases. As was discussed in some 

detail in Section 1.2 and shown in the oxygen concentration phase diagram of Figure 2, there are 

a number of vanadium oxides which are stoichiometrically very close to VO2, leaving only a tiny 
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window to obtain pure VO2 without contaminants. While the target is metallic and could 

potentially be used in DC mode, the RF ensures a stable sputter if the surface becomes slightly 

oxidized by the reactive O2 gas or the target becomes ‘poisoned’. Poisoning of the sputtering 

target refers to the gettering of the reactive gas by the target material, either by chemical 

reaction, adsorption, or ion implantation. Poisoning changes the voltage and deposition rate of 

the target as well as the partial pressure of the reactive gas, sometimes drastically. It can also 

lead to hysteresis in deposition characteristics when parameters such as reactive gas partial 

pressure are varied, since there is a competition between the gettering and the sputtering 

processes. A two-step ‘presputtering’ process prior to film deposition can help to reduce the 

chance of target poisoning and improve reproducibility between depositions. First, a sputter is 

performed without the reactive gas introduced to the chamber. This has the direct benefit of 

cleaning the surface of the target of any remanent oxide but can also improve the initial 

sputtering rate since oxides often have lower sputtering rates than their metallic counterparts. 

This improved initial sputtering rate can help avoid a feedback loop where the gettering rate is 

greater than the sputtering rate. However, it won’t prevent target poisoning if the gettering rate is 

still greater than the sputtering rate in steady-state equilibrium. A second presputter is then 

performed with the reactive gas environment to allow the process to come to a steady-state 

equilibrium, and then the film deposition is performed. By contrast, the Ni and FeRh films are 

done using DC magnetron sputtering since they are metallic targets in a pure Ar environment. 

Details of the sputtering procedure are given in the next section and Appendix B (Sputtering 

Deposition Procedure). 

Our system is a commercial Orion system by AJA international which contains 4 

sputtering guns with 2 inches diameter, located at the bottom of an ultra-high vacuum chamber 
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arranged in a confocal geometry. The confocal geometry along with a gimble system for each 

gun allows for flexibility in the incident angle of the sputtered material. For example, off-axis 

sputtering can improve film quality at the cost of deposition rate. The guns are equipped with 

pneumatic shutters that allow stabilization of the sputtering plasma without contaminating the 

substrate surface. At the top and center of the chamber is a rotating substrate holder with an 

adjustable height along the z axis. The substrate holder consists of a 3 inches Inconel plate 

rotated at 40 rotations/min to improve uniformity. Heating is provided by 2 lamps located behind 

a quartz plate, and the temperatures reported here are those recorded by a thermocouple located 

next to the 2 lamps. The total pressure is maintained by a gate valve in front of the pumping 

system which automatically adjusts to maintain the setpoint pressure. The partial pressure of 

each sputtering gas is maintained by 2 separate mass flow controllers, one for Ar and one for O2 

gas. 

 

2.3 Deposition Procedure 

 

In this section, we describe the actual conditions used to deposit the films. The step by 

step deposition procedure is provided in Appendix B (Sputtering Deposition Procedure). There 

are two types of films to consider. The first are VO2/Ni heterostructures grown on Al2O3 and 

TiO2 substrates. The second are FeRh/Ni films grown on MgO (001) substrates. All substrates 

used in this work were purchased from MTI Corporation. We will begin by describing the 

VO2/Ni films, and then the FeRh/Ni films. 

All VO2 films fabricated in this thesis were grown via reactive RF magnetron sputtering. 

The Ni layers in the VO2/Ni hybrid films were grown via DC magnetron sputtering with the gun 
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in ‘unbalanced’ configuration, where the magnetic core is removed but the magnetic ring is 

untouched. Prior to use, the Al2O3 and TiO2 substrates were stored in air. Both types of substrate 

are stable in air, and there is no risk of degradation. To prepare them for deposition, all substrates 

were cleaned to reduce contamination of the surface. First, they were ultrasonicated in an acetone 

bath for approximately 15 minutes, which is particularly effective at removing oils and organics 

on the surface. However, acetone is known to leave residue, so the first 15 minute sonication is 

followed by 15 minutes of sonication in methanol. The substrate is then blow dried with N2 gas 

and immediately mounted onto the substrate holder and the substrate holder is loaded into a 

Load-Lock chamber to begin pumping down. It was found that 2 holder fingers on opposite 

corners of a substrate helped improve the reproducibility by enhancing the thermal contact with 

the Inconel plate. The Load-Lock reaches ≈ 1.5 × 10−7 Torr before the substrate is transferred 

to the main chamber for deposition. The films were grown in a high vacuum chamber, with a 

base pressure of approximately 2 ×  10−7 Torr. The target used in the VO2 deposition was a 

pure (99.95%) V target with dimensions 2 inches diameter and 0.25 inches thickness purchased 

from Kurt J. Lesker company. The Ni target was a pure (99.995%) Ni target 2 inches diameter 

and 0.25 inches in thickness, also from Kurt J. Lesker. 

For the FeRh films, MgO (001) substrates were stored in a vacuum desiccator as it is 

known to react to air. Prior to deposition, the substrates were cleaned by ultrasonication in 10 

minutes of acetone, 10 minutes of methanol, and 10 minutes of isopropanol. Substrates were then 

dried with N2 gas and then mounted onto the substrate holder and loaded into the Load-Lock. 

The FeRh target is a pure (50/50 ratio) FeRh target with 99.9% purity from ACI Alloys Inc. The 

FeRh is also operated in a DC magnetron sputtering gun in the unbalanced magnetic 

configuration. 
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For the VO2 depositions, the Ar gas flow was fixed at 31 standard cubic centimeters per 

minute (sccm) while the O2 flow was varied to alter the ratio between the two gasses. The flow 

of both gasses was maintained by two mass flow controllers accurate to 0.05 sccm. The pressure 

during deposition was maintained at 4 mTorr automatically by a gate valve in front of the turbo 

pump inlet. The substrate temperature was another parameter used to tune the properties of the 

VO2 films. The gun tilt was set 17.7 ° from the horizontal which corresponds to direct line of 

sight sputtering to the substrate for our confocal sputtering geometry. The sample height was to 

35 mm from the top of the chamber. The gun was operated at 200 W RF by setting the power as 

the set point variable. The thicknesses of the films are nominally fixed to 100 nm, calibrated 

using XRR. As the V target erodes through use, this leads to a variation in deposition time. 

Typically, roughly 30 minutes for a fresh target, whereas a well-used target would require closer 

to 45 minutes. 

The Ni conditions are simpler. The Ar gas flow was fixed at 31 sccm, with a pressure of 4 

mTorr. The deposition temperature was either room temperature (≈ 26 ℃) or 200 ℃. The gun 

tilt and sample height were maintained at 17.7 ° from the horizontal and 35 mm respectively. 

The gun was operated at 50 W DC by setting the power. The thickness is fixed at either 10 nm or 

15 nm, calibrated in-situ via a quartz crystal thickness monitor. 

Lastly are the FeRh conditions. The Ar gas flow was fixed at 31 sccm, and 4 mTorr pressure. 

The gun tilt and sample height were fixed at 17.7 ° from the horizontal and 35 mm respectively. 

The substrate temperature as well as the annealing temperature and annealing time were varied to 

optimize the quality of the films. The gun was operated at 20 W DC by setting the desired power. 

For both the VO2 and FeRh, the Ni was not able to be performed in situ. In the case of VO2, 

despite the UHV there were concerns of chemical hysteresis due to the fact that the oxide and 
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metal sputtering both occur in the same chamber. This hysteresis was undesirable if we wished to 

deposit Ni onto two VO2 samples at different temperatures. A Ni deposition prior to a VO2 

deposition will act to leach O2 from the environment during the vanadium oxide sputter as the Ni 

in the chamber oxidizes. An O2 deficient atmosphere will lead to an O2 deficiency in the 

vanadium oxide film which may alter the material properties, particularly in the case of VO2 

which is sensitive to O2 stoichiometry. This is often avoided by utilizing separate chambers and 

transferring the sample between the two chambers when the option is available. As a 

compromise, when making a heterostructure, one sample was made, and then cut in half, with 

one half to be deposited in the RT configuration, and the other in the HT configuration. Thus, 

ensuring that the samples were directly comparable. Due to VO2’s relative stability in air, this 

was not expected to cause much change at the interface as long as the Ni depositions happened 

soon after the VO2 was introduced to atmospheric conditions. In the case of FeRh which 

metallic, chemical hysteresis is was not a concern. However, samples showed a considerable 

variation in Tc, despite having strong transitions. FeRh samples were characterized prior to Ni 

deposition in order to find Tc and ensure that HT samples were made when the sample was fully 

transitioned. This likely leads to a thin oxide layer at the interface of the FeRh. This variation 

was later found to be correlated with the sample plate, which was used in both oxide and metal 

depositions. The elevated temperature annealing process lead to significant outgassing and 

flaking of the holder, which was significant enough to affect the quality of the films. 

 

2.4 Resistance vs. Temperature 
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R vs. T measurements were made by mounting a VO2 sample without Ni onto the top of a 

sample holder via copper tape, next to a temperature sensor. The sensor is a platinum RTD style 

detector with class A tolerance (±0.15 to ± 0.35 ℃), bolted to the sample holder in a brass 

sheath. A 1 cm by 1 cm heater was clamped to the bottom of the sample holder. The size of the 

heater is larger than the sample being measured, helping to minimize any lateral thermal 

gradients. The substrates themselves also have relatively large thermal conductivities. 2 leads are 

then soldered directly onto the sample using indium solder. The entire apparatus is isolated 

inside an unsealed box to reduce thermal noise. The leads were then attached to a Keithley 6221 

model current source and model 2182A nanovoltmeter, in a 2-probe set up. While 4 point probes 

can eliminate the effects of contact resistance, 2 point measurements are simpler and do not 

affect the MIT scaling.245,99 Even in the metallic state, the resistance of the VO2 is relatively 

high. The resistance is measured by applying a 10 μA current to the sample and using R = V
I
 to 

calculate the resistance. 10 μA is sufficiently small that Joule heating effects are negligible. 

The temperature is controlled by a Lakeshore model 335 temperature controller utilizing 

a PID feedback loop, with the PID values determined empirically. The measurements were made 

in air using a rate of 1 K/min for both heating and cooling, sufficiently slow to ensure no 

spurious results. There is no active cooling element, which sets an upper limit to how quickly the 

sample can cool. This isn’t a significant barrier for the chosen rate, particularly near Tc of the 

VO2. 1 K/min thus strikes a nice balance between proper characterization of the films while still 

being time efficient. The temperature controller and Keithley systems are all controlled by an 
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integrated custom LabVIEW program which records the temperature while sweeping the 

temperature at some fixed current. 

 

2.5 X-ray Diffraction 

 

Ever since the pioneering work of W. H. Bragg and W. L. Bragg following Von Laue et 

al., it has been known that X-rays can be used to obtain a characteristic diffraction pattern unique 

to the atomic order of a crystalline sample. X-rays, which are low enough energy to be 

nondestructive while simultaneously being of the order of atomic spacings, are perfect for the 

probing of crystalline solids. 

The phenomena of high intensity peaks appearing for a specific incident X-ray beam was 

explained by W. L. Bragg by considering a crystal as being formed of planes of atoms, with a 

spacing d between the planes. Shown schematically in Figure 19, an X-ray is incident at some 

angle θ onto 2 planes in a simple crystal. The constructive interference between an X-ray beam 

specularly reflected by a specific plane and its neighbors would occur when the path length 

difference due to the extra distance traveled is an integer multiple of the incident wavelength. 

This leads to the Bragg equation 

2 d sin(θ) = n λ  2.1 

where d is the separation between 2 crystallographic planes, θ is the angle of incidence, n is any 

positive integer corresponding to the order of diffraction, and λ is the wavelength of the incident 

light. By considering each possible plane formed by the crystalline structure, one can identify at 

what angles intensity peaks should appear. 
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Figure 19. Schematic drawing showing Bragg diffraction between two planes of a lattice. 

 

An equivalent method was given by von Laue by considering atoms placed at the sites of 

a Bravais lattice. The von Laue construction begins by considering the path difference of an 

incident X-ray onto two scatterers separated by displacement vector 𝐝 , as in Figure 20. These 

atoms can reradiate in all directions; however sharp peaks will only be observed when rays 

constructively interfere. 

 

Figure 20. Two scattering elements, labeled to illustrate the path difference for an incident wave 
scattered off the two. 

 

Incident on the scatterers is an X-ray propagating along the �̂� direction. The path 

displacement required for constructive interference is given by 

d

 

   

  

  
  

 cos   
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|𝐝 |cos(θ) + |𝐝 |cos(θ′) =  𝐝  ∙ ( �̂�|𝐤 | − �̂�′|�̂�′|) = mλ 2.2 

where we’ve introduced �̂�  as the wave vector for some specularly scattered wave. θ is the angle 

between �̂� and 𝐝 , θ′ the angle between �̂�   and 𝐝 . Or alternatively  

𝐝  ∙ (𝐤 − 𝐤 ′) = 𝐝  ∙ �⃗⃗�  = 2πm 2.3 

Extending this condition for an entire Bravais lattice whose atoms are separated from each other 

by lattice vector �⃗⃗�  yields 

�⃗⃗�  ∙ (𝐤 − 𝐤 ′) =  �⃗⃗�  ∙ �⃗⃗�  = 2πm 2.4 

For each lattice vector �⃗⃗�  and integer m. Due to the nature of the Bravais lattice, this condition 

states that for some change in wave vector, constructive interference occurs when that change in 

wave vector �⃗⃗�  is a vector �⃗⃗�  of the reciprocal lattice, or 

�⃗⃗� = (𝐤 − 𝐤 ′) = (𝐤 ′ − 𝐤 ) = �⃗⃗�  2.5 

While the Bragg and van Laue conditions are useful for determining where the peaks in 

the diffraction pattern should appear, they don’t give any information about the observed 

intensity. However, this information can be found from electromagnetic scattering 

considerations. 

XRD takes advantage of classical elastic Thompson scattering, where the electrons of the 

sample oscillate as tiny nearly free dipoles under the field of the incoming x-rays, at frequencies 

characteristic to the radiation. The free electron approximation is appropriate since the natural 

frequency of bound electrons is on the order of ω0 ≈  va , where v is the characteristic electron 

velocity and a the dimension of the atom. This is much less than the frequency of the incident X-

ray.246 More detailed derivations will of course provide valuable corrections. But the classical 
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description is sufficient for typical XRD crystallography where we are only concerned with 

identifying the phase and quality of the grown samples. In addition, we suppress the phase shift 

relative to the incoming beam as well as the time dependence in the following section as they 

don’t contribute meaningfully.  

 For a plane wave with amplitude �⃗� ie−i 𝐤 i∙�⃗⃗� i, the scattered wave amplitude at some point �⃗⃗�  is given by 

�⃗� (�⃗⃗� )  =  �⃗� i
re|�⃗⃗� | sin (θ�⃗� i,�⃗⃗� ) e−i 𝐤  ∙ �⃗⃗�  2.6 

With re being the classical electron radius, given by re = e2

4πϵ0mc2. θ�⃗� i,�⃗⃗�  is the angle between 

the electric field vector E⃗⃗ i and r . The above expression is general for a free charged object of size 

much smaller than the incident wave front acting as a scatterer, but the inverse mass dependence 

ensures that we need only consider the electrons and not the nuclei.  

To obtain the measured intensity of an actual crystal, several other factors need to be 

considered. The most obvious is that we need to sum over all the atoms in the crystal lattice that 

will contribute to the signal. This involves summing Eq. 2.6 for each scatterer, with the 

replacement of R⃗⃗  to R⃗⃗ − r n1n2n3. If we set some reference atom to be point R⃗⃗ , we can define the 

position of each other atom in relation to it using a lattice vector r n1n2n3 which can be defined 

using the crystal coordinate unit vectors 𝐜 i or alternatively defined using the hkl Miller indices 

and the fractional coordinates of the jth atom. r n1n2n3 = n1a𝐜 1 + n2b𝐜 2 + n3c𝐜 3  = hxj + kyj +lzj. This amounts to relating the phase difference due to all the scatterers back to the atom at 

R⃗⃗ .The scattered wave amplitude then becomes 
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�⃗� (�⃗⃗� )  = �⃗� ie−i𝐤 ∙𝐫 n1n2n3 re|�⃗⃗� − 𝐫 n1n2n3| sin (θ�⃗� i,�⃗⃗� −𝐫 n1n2n3) ∑ e−i(�⃗⃗� )∙𝐫 n1n2n3n1n2n3  2.7 

In the Fraunhofer regime we can approximate R⃗⃗ − r n1n2n3 ≈  R⃗⃗  in the 
1|�⃗⃗� | term as well as 

in the sin (θ�⃗� i,�⃗⃗� ) term. R⃗⃗  is on the order of our measurement distance |R⃗⃗ | ≈  10−1 m, whereas 

r n1n2n3 is on the order of the interatomic spacing, so |R⃗⃗ | ≫ |r n1n2n3|. The R⃗⃗ − r n1n2n3 in the 

summed exponents must be maintained since r n1n2n3 is on the order of the wavelength of the 

incoming radiation. The simplified scattered field is now 

�⃗� (�⃗⃗� )  = �⃗� ie−i𝐤 ∙�⃗⃗� re|�⃗⃗� | sin (θ�⃗� i,�⃗⃗� ) ∑ e−i(�⃗⃗� )∙𝐫 n1n2n3n1n2n3  

We can now construct the intensity I(�⃗⃗� ) = �⃗�  ∙ �⃗� ∗ .We can further simplify the sum of 

exponentials by utilizing the definition of a geometric series  ∑ xn = 1−xN

1−x
N−1
n=0  2.9 

along with Euler’s identity and a trigonometric identity. The intensity is then 

I(�⃗⃗� ) =  I0 sin2 (θ�⃗� i,�⃗⃗� ) re2|�⃗⃗� |2 ∏ sin2 (Niai�⃗⃗� ∙ 𝐜 i
2 )

sin2 (ai�⃗⃗� ∙ 𝐜 i
2 )

3

i=1

 2.10 

The product term, or interference function, contains the essence of the Bragg and von Laue 

conditions. The large value of Ni’s causes the function to be highly localized to values that 

satisfy the conditions, and essentially zero elsewhere. 

There are a number of other factors that should be considered that will influence the overall 

intensity: 

1. A polarization factor P, which accounts for the polarization of the incoming beam. 
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2. A structure factor S, which accounts for the shape of the crystal lattice. 

3. A multiplicity factor M, to account for the fact that multiple Bragg planes can contribute 

at a specified Bragg angle. 

4. A texture factor T, which accounts for any preferred orientation in the sample. 

5. A geometric factor G, which accounts for certain geometric considerations. 

6. An absorption factor A, to account for any loss inside the material. 

7. A temperature factor, which accounts for the reduction in signal due to thermal motion. 

We first address the polarization factor. E⃗⃗ i can be decomposed into two components, π 

polarization, which is confined to the scattering plane, and σ polarization normal to the plane. 

The sine of the angle between the π component and r  can be expressed as cos(2θ), and the sine 

of the angle between the σ component and r  is always 1. If the polarization of the source is 

random as in X-ray generators, the wave will be composed equally of π and σ polarizations on 

average. Thus, using E⃗⃗ σ
2̅̅ ̅̅̅ =  E⃗⃗ π

2̅̅ ̅̅ =  I0
2
 and Itotal = Iπ + Iσ, the total intensity I will be modified by 

the average of the square of P 

P2̅̅̅ =  1 + cos2(2θ)
2  2.11 

We now need to account for the structure of the unit cell itself in a crystal lattice. The 

structure factor S is an integration of the charge density in the unit cell, and can be written  

S =  ∫ ρ(𝐫 ) e−i�⃗⃗� ∙𝐫 d𝐫 unit cell  =   ∑fjN
j=1 eiQrj = ∑fjN

j=1 e2πi(hxj+kyj+lzj) 2.12 

The left most expression for S gives the general integration of the charge density, 

accounting for phase differences due to different particles. The middle expression is equivalent, 

but explicitly decomposes the integration into a sum over the contributions due to the individual 
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atoms in the crystal. The term fj is a so-called atomic form factor to account for the charge 

distribution around the jth atom, the details of which will be given momentarily. The rightmost 

term simplifies further, expressing S in terms of the hkl Miller indices and fractional coordinates 

given earlier. S is in general a complex quantity but appears in the intensity as S ∙ S∗ = S2 , a 

real quantity. 

A typical form for the atomic form factor is247 

fj(�⃗⃗� ) =  − 1
e ∫  ρj(𝐫 )e−i �⃗⃗� ∙𝐫 d𝐫 

atom
 2.13 

This is simply the Fourier transform of the electronic charge distribution, normalized 

such that if �⃗⃗� = 0, this reduces to fj(�⃗⃗� ) = Z 2.14 

The multiplicity factor M allows for the fact that multiple different Bragg planes can 

cause reflections for the same Bragg angle. For example, in an fcc single crystal structure, the (1̅11) (11̅1) (111̅) would normally give distinct peaks. However, in a polycrystalline sample 

with random orientation, these peaks would be smeared out into a ring. This ring corresponds to 

a cone with the tip originating at the sample and an opening of 4θ that intersects a sphere with 

the sample at the center of the sphere. A short table of multiplicity factors for cubic, monoclinic 

and tetragonal crystals is listed below. The format is (Miller indices): # multiplicity factor. A 

term such as hhl stands for planes such as (112) or (211), which are equivalent. *’s are indicated 

for planes which can have the same Bragg spacing but differing structure factors depending on 

the crystal, meaning the indicated number should be divided by 2.  
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Table 1. Multiplicity factors for the cubic, monoclinic, and tetragonal crystal symmetries. 

Cubic (hkl):48* (hhl):24 (0kl):24* (0kk):12 (hhh):8 (00l):6 - 
Monoclinic (hkl):4 (h0l):2 (0k0):2 - - - - 
Tetragonal (hkl):16* (hhl):8 (0kl):8 (hk0):8* (hh0):4 (0k0):4 (00l):2 

 

The texture factor T accounts for any preferential orientation of the Bragg planes. For 

randomly oriented grains as in powder, it simply reduces to T=1. However, it is typical in most 

thin films to have some preferential orientation. In general, to know the texture factor, one must 

know the statistical distribution of orientations in the sample. A more detailed analysis is given 

in Ref. [248]. 

Next, an absorption factor handles the attenuation of the signal due to absorption as the 

X-ray travels through the material. An X-ray with initial intensity I0 that travels a distance 2L 

will become attenuated by a factor of e−2μL, where μ is an empirically determined attenuation 

coefficient, and 2L the total path length traveled. The absorption factor A is then given by 

A = ∫ e−2μLdL
Lmax

0
2.15 

In the θ/2θ geometry, L = z
sin(θ) where z is the depth of the film. z = 0 corresponds to the 

surface of the film, and zmax = t where t is the thickness of the film. Upon integration 2.15 
simplifies to A = 12μ (1 − e −2μtsin(θ))  2.16 

It is worth emphasizing that A therefore has an explicit θ dependence. μ and t are often of 

roughly similar order to each other, so the exponential should not be neglected. 

The geometrical factor G arises from certain trigonometric considerations during the 

measurement. As mentioned in the discussion of the multiplicity factor, for a given Bragg plane, 

the intensity will be smeared out in a circle, given by the intersection of a cone and sphere. The 
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circumference of this ring will vary depending on the angle of measurement as sin(2θ). To 

correct for this, we need to normalize by a factor of 
1

sin(2θ). By a similar argument, the scattering 

vectors Q will themselves also lie on a cone. The density of these Q vectors will scale 

proportionally as sin (π
2
− θ) = cos(θ). Therefore, the overall geometric factor G is given by  

G = cos(θ)
sin(2θ) =  1

2 sin(θ)  2.17 

The last factor is temperature, which will affect the intensity due to thermal noise. This 

thermal noise will have the effect of causing the atomic ions to oscillate around their equilibrium 

positions. This oscillation can be taken into account by modifying the atomic form factor with a 

temperature dependent Debye-Waller factor 

fj,therm = fje−8π2u2̅̅̅̅ sin2(θ)λ2 = fje−Q2u2̅̅̅̅2 =  fje−B(sin2(θ)λ2 ) 2.18 u2̅̅ ̅ represents the mean quadratic displacement from the equilibrium position 𝐫 j of that atom and 

fj is the atomic form factor defined previously. The factor 8π2u2̅ is often abbreviated as B in the 

literature. Exact analytic determinations of B are difficult, and it’s common to reference a 

database for an empirically determined value of B when it’s required. The main effect of this 

Debye-Waller factor is to lower the intensity of Bragg peaks, particularly at high angles. In 

addition, it also leads to an increase in the diffuse background scattering. We can finally give an 

expression for the final measured intensity 

I(�⃗⃗� ) =  I0P2̅̅̅S2MTGA
re2|�⃗⃗� |2 ∏ sin2 (Niai�⃗⃗� ∙ 𝐜 i

2 )
sin2 (ai�⃗⃗� ∙ 𝐜 i

2 )
3

i=1

 2.19 
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The equipment setup for XRD is relatively simple, consisting of an X-ray source, a 

sample holder, and a detector. The measurements presented here were taken using a Bruker D-8 

Series-I diffractometer in the θ/2θ configuration. X-rays are typically produced using a cathode 

ray tube, where a filament is heated to produce electrons which are then accelerated by an 

applied voltage and collide with the source material. These collisions excite inner shell electrons 

which produce X-rays of a well-known characteristic wavelength and random polarization. A Cu 

source emits 3 characteristic wavelengths of radiation, the Kα1 ,Kα2 and Kβ. In the case of a Cu 

source, the Kβ can be greatly attenuated with a Ni filter, but it isn’t practical to eliminate the Kα 

lines. However, the two are close enough in wavelength that the distortion off a monochromatic 

beam is small, and their intensities are 2:1. After production, the x-rays are collimated and sent 

towards the sample using a Göbel mirror with a divergence of 0.05°. The signal is then collected 

in a NaI detector. 

In the θ/2θ configuration, the source and detector are rotated in sync at a fixed radius to 

maintain the θ/2θ geometry. In our system, the measuring circle is set to 0.8 m. Equivalently, 

one can instead rotate the sample rather than the source to maintain the proper geometry. 

Practically speaking, this is often easier to do, and it is the case for the Bruker Discover system, 

which has a fixed source. The system is also equipped with a full Eulerian cradle which allows 

for complete freedom in sample adjustment and orientation. The cradle is capable of step sizes as 

small as 0.005° in the angular directions, and 0.01 mm in Cartesian adjustments, for both sample 

and detector arm. Figure 21 contain several views of the geometry of our system. Panels a) and 

b) depict schematic views of the θ/2θ scan. c) shows the actual system, in the geometry used in 

the scan. d) shows a schematic with a coordinate system in the sample reference frame that will 

be referred to during the sample alignment. 
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Figure 21. a) Schematic view of a θ/2θ scan, in a top down view. b) Schematic view of a θ/2θ 
scan, with emphasis on the momentum vectors.248 c) An example of a Bruker D8 series XRD 
system.249b d) schematic view, with coordinate system used in the procedure. 

 

The procedure for a typical XRD scan is given in Appendix C. 

 

2.6 X-ray Reflectivity 

 

X-ray Reflectivity (XRR) is another technique that can be used to characterize a wide 

range of thin film properties. XRR can provide valuable information about chemical 

composition, surface and interface roughness, and most commonly, film thickness. Rather than 

comparing to a known database, many of these parameters can be obtained via fits to the data. 

There are a number of different software packages for this fitting, including GenX,250 Motofit,251 

or Refl1D.252 XRR operates in the same geometry as the θ/2θ XRD method, but at very low 
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angles of incidence. A defining difference between the two techniques is that XRR relies on the 

reflective properties of the film, rather than diffraction.  

A typical example of an XRR measurement is given in Figure 22. The main figure gives 

the reflected intensity measured as a function of 2θ. A log scale is used on the y-axis to 

accommodate the fact that the intensity varies over many orders of magnitude for a fixed 

intensity of incident radiation. The inset shows the same figure but emphasizes the region of 2θ 

from 0 to 1.5 degrees. As is clear from the inset, there are in general 3 regions with drastically 

behavior. In region I, we see an increase in the intensity as 2θ increases. This is due to the finite 

size of the sample. The lateral footprint F of a rectangular incident beam with length h as F = h 
sin(2θ) . For a typical beam width of 0.1 mm and 2θ = 0.2, this leads to a footprint of nearly 3 

cm. In region II, we see a plateau in the intensity. The exact slope of this plateau is related to the 

ratio 
β
δ
 , where δ and β are the real and imaginary parts of the dielectric susceptibility. For X-rays, 

it is typical to represent the index of refraction of a material as n = 1 − δ − iβ. Both δ and β are 

small for X-rays, and the index of refraction is a small deviation from unity. δ is typically ≈
10−5 − 10−6 , and β is roughly a factor of 10 smaller. These values for β and δ can be calculated 

by considering the electron densities at the surface of a material as damped harmonic oscillators. 

Region II ends at 2θc, where θc is the critical angle. Due to the fact that the index of refraction is 

less than one, materials experience total internal reflection up to some critical angle, analogous to 

the phenomenon seen in optics. Snell’s Law in the small angle approximation and taking β ≈ 0 

yields θc ≈  √2δ. Finally, Region III shows sharp decreases in the intensity, along with the 

trademark Kiessig fringes. For an ideal smooth surface, the intensity in this region scales as 
1

Q4 =
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 ( λ
4πsin(θ))4

, which leads to the sharp decrease in intensity known as Fresnel decay or Porod slope 

as the angle increases. 

 

Figure 22. Typical XRR measurement on an FeRh thin film on MgO (001) substrate. (Inset) A 
narrower region of the same scan, to emphasis 3 regions of interest. 

 

Kiessig interpreted these fringes in Region III as interference maxima due to a path 

difference between portions of the beam reflected at the surface of the thin film, and reflection at 

the interface between film and substrate. The situation is shown schematically in Figure 23.  

 

0 2 4 6 8 10
10

-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

In
te

n
s
it
y
 (

A
.U

.)

2 (Degrees)

0.5 1.0 1.5
10

2

10
3

10
4

10
5

10
6

 2 (Degrees)

 I
n

te
n

s
it
y
 (

A
.U

.)








 

72 
 

 

Figure 23. Schematic drawing for the path difference leading to Kiessig fringes in a thin film due 
to interference. 

 

The phase difference due to this path difference is  

 = ( AB +  BC)n −  AD = 2tsin(θtf) 
Where  xy is the phase difference along the path from point x to point y, t is the thickness 

of the film, and θtf is the angle of refraction inside the film. A maximum is seen when Δ =
m λ

n
 ≈ mλ , or an integer multiple of the wavelength. This is condition is identical to the Bragg 

condition constructed earlier, but for a thin film rather than atomic planes. This formulation is 

particularly useful for determining film thickness accurately. The x-ray wavelength is known to 

very high precision in addition to the fact that the thickness t in the above formula is uncoupled 

to the absorption coefficient as in most optical measurements. These facts, along with the fact 

that n is close to unity, allows for the estimation of t with reasonable precision. However, 

experimental limitations heavily limit practical measurable thicknesses of a single layer to 

around 100 nm for Cu Kα radiation. The smaller spacing of the fringes at larger thicknesses will 

be limited by the resolution of 2θ spacing of the instrument. One can move to higher order 

fringes to compensate but then beam divergence, source intensity, and surface roughness among 

other factors will degrade the signal until the fringes are lost beneath the noise floor. This 
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approximate 100nm restriction is more than sufficient for the film thicknesses considered in this 

work. Estimations of thicker films can also be made by measuring a test sample under normal 

deposition conditions but only ~50 nm thickness. Sputtering rates are fairly consistent from 

sample to sample, so the thickness of full samples can easily be extrapolated from the test sample 

measurement. 

Up to now, all of the analysis of XRR results has assumed perfectly smooth interfaces. In 

general, one can adequately take roughness into account using the Distorted Wave Born 

Approximation.253,254 This gives a good approximation of the roughness for a wide range of in-

plane correlation lengths in the roughness. In practice, it’s often sufficient to consider the two 

limiting cases where the correlation length is much smaller or much larger than the x-ray 

extinction length of ≈ 1 micron. The theory greatly simplifies to a simple factor, and we can 

decompose the intensity I into a specular component and a diffuse component. In the case of 

large correlation lengths, one obtains a Debye-Waller like term e− σ2Q2
where σ is the RMS (root-

mean-square) roughness defined as σ =  ∫√z(x,y)2− z̅2 dxdy∫ dxdy
 and Q the wave vector transfer Q =

 4π sin(θ)
λ

. In the opposite limit and assuming a Gaussian roughness distribution, a Nevot-Croce 

(NC) factor can be used e−2kj−1kjσ2
, where kj = √ki

2 − |k⃗ |2(1 − n)2  is the z component of the 

wave vector in layer j and ki the incident wave vector. These terms multiply the specular 

component of the intensity. In both cases, the main result is a large reduction in intensity, and 

each limit will give different results near θC. The roughness should also be much less than the 

layer thickness.  
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The physical XRR measurements taken use the same system and procedure as in XRD, 

with some minor differences mainly due to XRR’s sensitivity to alignment as compared to XRD. 

See Appendix C (XRD/XRR Procedure) for the detailed procedure. 

Notably, one needs to be rather careful about adjusting parameters such as the slit size 

through the scan, particularly when comparing to simulated data. However, the detailed XRR 

results presented later were done on a Rigaku SmartLab system that did not require the same 

adjustments. This procedure was mainly used to obtain thicknesses of the films. The manual 

adjustments of slit size, Soller slits, copper foil, and knife edge will change the overall intensity 

and scanning region from scan to scan and in general would need to be accounted for in any 

detailed modeling. However, they do not have a major effect on the spacing of the Kiessig 

fringes from which the film thickness can be obtained. 

For detailed chemical analysis, the XRR data was fit using the Refl1d software, details of 

which will be given in the Polarized Neutron Reflectometry section.252 The procedure to fit 

multilayer films is analogous between the two methods, with the Helmholtz equation taking the 

role of the Schrödinger equation. 

 

2.7 Magnetometry 

 

Perhaps the most essential measurement pieces of equipment are those used to measure 

the magnetic properties of the samples. Here, we use two magnetometry techniques to measure 

the magnetic properties of the films. The first is a Vibrating Sample Magnetometer (VSM), and 

the other is a superconducting quantum interference device (SQUID) magnetometer. For this 

work, the choice of magnetometer is mostly one of convenience, as the magnetic signal is robust. 
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The main consideration is that hysteresis loops are slow to perform in the SQUID and wasteful 

of helium, and so the VSM is always used for M vs. H measurements. 

The VSM used in this work was a commercial Quantum Design VSM, a module of the 

physical properties measurement system (PPMS). A schematic of the system is shown in Figure 

24, for reference.  

 

Figure 24. Schematic of VSM option in a Quantum Design PPMS. (Courtesy: Quantum Design) 
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 In VSM magnetometry, the magnetic moment of the sample can be measured by 

vibrating the sample between pickup coils. This moving magnet will cause a change of flux in 

the coils, and thus an emf via Faraday’s Law for a sinusoidal signal 

Vinduced  =  − dϕdt = −(dϕdz) (dzdt) = ωCmAsin(ωt) 2.20 

As is usual, ϕ is the magnetic flux, ω the frequency of oscillation, and A is the amplitude 

of oscillation. The DC magnetic moment of the sample is given by m, and C is a coupling 

constant to account for the measurement geometry. In this system, a linear motor is isolated from 

the rest of the system by a spring suspension system with a resonant frequency of 5 Hz. The 

position of the motor is monitored using an optical linear encoder. This motor magnetically locks 

to a carbon fiber sample rod via magnets that attach to the top of the rod. The sample rod is 

sinusoidally oscillated at 40 Hz with an amplitude of 2 mm via a drive coil. The sample rod runs 

through a sample tube which provides a low friction guide, reducing measurement noise by 

reducing transmission of vibrations to the coil set. The sample itself is attached to a quartz 

sample mount via Dow Corning high vacuum grease which is stable to ~400 K. Initial sample 

positioning is accurate to ±0.5 mm, and the quartz mount is then screwed into the sample rod. 

Carbon fiber is chosen for the rod due to its low rate of thermal expansion. However, the VSM 

chamber itself is stainless steel, and the sample is re-centered at each temperature to minimize 

the effects of thermal expansion. 

For detection, the VSM utilizes a first order gradiometer, consisting of two coils. The 

sample is then vibrated along the central axes of these coils in order to generate a sinusoidal 

signal. The coils are spaced 7.1 mm from the bottom of one coil to the top of the other, and each 

coil is 1.7 mm thick with inner radius 3.865 mm and outer radius 6.85 mm. The voltage signal 

from the coils is then run through a pre-amp. The VSM utilizes the position of the linear motor 
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as a lock-in signal accurate to 0.1 microns and compares both the in-phase portion as well as a 90 

degree out of phase portion of the voltage to this lock-in value. At a 40 Hz oscillation, 40 

measurements are taken and averaged per 1 s data point.  

In cases where a temperature above 400 K is required, the VSM is equipped with an oven 

option that can run as hot as 1100 K. Only minor modifications are required, namely the sample 

rod, sample mount, and sample rod guide are replaced with high-T components, and the VSM is 

run under high vacuum. The sample mount is made up of yttria stabilized zirconia, a ceramic 

with low thermal conduction, ensuring low heat transfer to the linear motor portion of the system 

and maintain it below 315 K. Heating is achieved via a platinum resistor heating element with a 

dielectric upper coating that is patterned onto the sample mount. Embedded into the ceramic is a 

type S Pt/Pt 0.9Rh0.1 thermocouple which measures the temperature right near the sample, 

corrected by a thermistor at the top of the rod to account for heating of the cold junction. It is 

electrically connected to the sample rod, which connects to a custom cap on the top of the linear 

motor. The temperature is controlled via a PID feedback system. In order to accommodate the 

increased temperature, the Dow Corning grease is replaced by a water-soluble alumina cement 

from Zircar to attach the sample to the sample mount. Both sample and sample mount are 

wrapped in a piece of low emissivity Cu foil to improve temperature homogeneity.  

There are two main types of measurements done in the VSM, and their procedures are 

provided in Appendix D (VSM Magnetometry Procedure). The first type is magnetization vs. 

temperature, or M vs. T. For M vs. T measurements, the magnetization is recorded as the 

temperature is swept through some range, with a fixed field applied. The second type are 

magnetization vs. applied field, or M vs. H. At various temperatures above, during and below Tc 

of the SPT material, a hysteresis loop is taken.  
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The SQUID system is conceptually rather similar to the VSM, but with some key 

differences. The system used in this work is a Quantum Design MPMS-XL model SQUID 

magnetometer. To detect a magnetic signal, a 2nd order balanced gradiometer set up is used, with 

2 sets of coils arranged with their axes aligned. The total separation of the coils is 3 cm from top 

to bottom. This set up is specifically chosen to be insensitive to the field applied by the 

superconducting magnet with an accuracy of 0.1%. The coils pick up a voltage utilizing 

Faraday’s law, just as in the VSM case, by moving the sample through the coils. In this set up 

however, the oscillations are much slower. Signals from the pickup coils are then run through a 

superconducting RF interference isolation transformer, which has a rolloff frequency of -3 dB at 

20 kHz. This transformer prevents erroneous flux jumps during the measurement, even in noisy 

RF environments. It also allows tuning of the input inductance of the SQUID. The transformer is 

also attached to a heater which drives it normal during magnetic field changes during the magnet 

initiation and the start of sample measurements. This voltage then drives a current through an 

input coil (inductor), which is ultimately what generates the flux measured by induced voltage 

response in the SQUID. The SQUID is coupled to another input coil which acts to flux lock the 

SQUID by applying an equal and opposite flux to the external signal. This voltage profile is then 

fit and compared to calibration samples to determine the magnetic moment of the sample. 

In order to heat or cool the sample, helium gas is allowed to flow into the chamber. 

Heating the chamber can be done by flowing preheated helium gas directly into the chamber, as 

well as a chamber heater wrapped around the sample chamber. The temperature control is run by 

a PID system, with temperature measurements provided by 2 thermometers. The main sensor is 

positioned at the null point of the pickup coils, and a secondary sensor is placed at the bottom of 
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the sample chamber. At room temperature or higher, the main control is provided by the primary 

thermometer, which has an accuracy of 0.01%.  

Samples are mounted in commercial plastic drinking straws, which have negligible 

magnetic moments compared to strong ferromagnetic signals. Several smaller sections of straw 

are used to wedge the sample inside the straw in the middle of a full straw length. The straw 

should be sufficiently long that edge effects do not affect the signal, and the sample secure such 

that it cannot move around in the straw during use. The straw is then attached to the sample rod 

via Kapton tape. 

Magnetic fields are applied by a superconducting magnet, which is always operated in no 

overshoot mode unless demagnetizing the pickup coils. Wait times of several minutes before 

measurement as well the built-in compensation in the MPMS pickup coils minimize any 

relaxation drift due to field creep in the coils. Control of the magnet is on the order of 0.1-1 

gauss, measured via the current flowing through the magnet rather than the magnetic field itself. 

The helium level in the system is often limited to less than 50% which soft limits the magnet to a 

maximum applied field of 1 T during operation. The magnet also has a full reset option that 

sequentially allows portions of the magnet to go normal but uses too much helium to be used in 

the standard procedure. The procedure for a M vs. T measurement in the SQUID is given in 

Appendix E (SQUID Magnetometry Procedure). 

 

2.8 Atomic Force Microscopy 

 

Ever since its invention in 1986 by combining Scanning Tunneling Microscopy 

techniques with a profilometer tip, Atomic Force Microscopy (AFM) has been a powerful tool to 
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investigate the surface topography of materials.255,256 The strength of the technique lies in its 

flexibility combined with the incredible resolution it provides. Indeed, the original design was 

motivated by the inability of STM to measure insulating materials. Various forms of AFM have 

been used to probe metallic surfaces of films, insulators, nanoparticles, biologic samples 

including in liquid, and more. The first AFM had resolutions of 0.3 nm laterally, and vertical 

resolution less than 1 angstrom. Top of the line AFM systems today boast a resolution on the 

order of 20 pm-5nm in the lateral direction, and 30 pm in the z direction under ideal conditions. 

The original AFM utilized what would today be called contact mode, but quickly spawned 

several variations, including tapping mode (where the tip oscillates near the surface), magnetic 

force microscopy utilizing a magnetic tip to scan magnetic materials, lateral force microscopy, 

and a zoo of other techniques. Here, we focus on tapping mode AFM on a Bruker di Innova 

system with the large area scanner option. The main advantage of tapping mode over contact 

mode is the reduced wear and tear of tip and sample by reducing any lateral shearing forces 

during measurement. The cantilever is oscillated such that it touches the surface only at the 

bottom of the oscillations. 

The setup required for AFM is relatively simple and is shown schematically Figure 25. 

The main probe in the AFM technique is a small cantilever, with a micromachined tip on one end 

of it. The cantilever is mechanically vibrated by a piezoelectric element so that it oscillates near 

the resonant frequency of the tip. The piezo is driven by a drive voltage. In order to measure the 

z height of the end of the cantilever, a diode shines a laser beam at the back of the cantilever. The 

reflection of this beam is picked up by a position sensitive photo detector. In the Innova system, 

this is a 4-segment array of detectors. As the cantilever oscillates this produces an AC voltage 

which is then rectified, then low pass filtered, converting it to an RMS DC voltage. This DC 
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voltage is a direct measurement of how close the tip is to the surface, since the electrostatic 

interaction and thus deflection between tip and sample will vary as a function of distance. This 

measured DC voltage is compared to a setpoint voltage by a differential amplifier, and an error 

signal is generated, which is multiplied by a gain multiplier to improve responsiveness to the 

error signal. The motion of the cantilever is controlled by a piezo controller under the sample, 

which moves the sample in such a way as to maintain that set point RMS voltage, very similar to 

contact mode. This motion is controlled by a PID feedback loop, whose values were determined 

empirically. 

 

Figure 25. Schematic drawing of tapping mode AFM. 

 

The tips used in this work are Bruker model RTESPA-300 tips. These are silicon tips with an 

aluminum reflective coating on the back to enhance the reflected laser signal. Bruker cites these 

tips as having a cantilever width 40 ± 2 microns in width, and 115 ± 10 microns in length 

with a resonant frequency of 300 ± 100 kHz. The tip radius is 10 ± 2 nm, with angles of 

between 15 and 25 degrees upwards. The tip shape was not externally verified via SEM or 

similar techniques, and no corrections for the finite tip radius were done in the images. The 

actual procedure for measurements is provided in Appendix F (AFM Procedure). 
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Once the image is taken, a .flt file is generated with the x, y, z data. This can then be loaded 

into software such as WSxM257 or Gwyddion.258 Images presented in this work were analyzed in 

WSxM. The images presented are mostly unaltered. The only corrections that are performed is a 

parabola flattening along the row direction, which levels the image. This eliminates the piezo 

nonlinear bowing, as well as any tilt from the sample not being perfectly horizontal. Then an 

equalize function is applied, which sets limiting cut-off values for z-height extrema. 

 

2.9 Polarized Neutron Reflectometry 

 

Polarized Neutron Reflectometry (PNR) is a relatively new technique but has quickly 

proven to be an extremely powerful one. Most techniques to probe magnetic materials involve a 

fundamental tradeoff between bulk averaged sensitivity as in magnetometry, or surface 

sensitivity due to the strong interactions with the materials as in magnetic force microscopy or 

XPEEM. PNR is one of the rare techniques that allows depth dependent probing of a thin film 

with atomic resolution, while still being able to probe the entire thickness of the film. 

Conceptually, PNR is very similar to the XRR techniques of the previous sections. 

Physically, our electromagnetic wave is replaced by a neutron represented by a plane wave with 

de Broglie wavelength λ , incident wave vector k0  =  2 π
λ

, and energy E0  =  ℏ2k0
2

2m
. m is the mass of 

the neutron, and ℏ Planck’s constant. In principle, this could be generalized into a localized wave 

packet via superposition of plane waves with varying wave vectors. However, it is fortunately 

the case that the plane wave description is sufficiently accurate for our needs, and the following 

will take advantage of the plane wave formulations’ simplicity and clarity. In addition, the PNR 

results to be presented in future chapters rely solely on the specular (coherent) reflection, which 
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is due solely to elastic collisions. This specular data is sufficient to fully characterize the 

magnetic properties through the depth of the film. Off-specular reflection, while it can offer a 

wealth of other extra information, isn’t necessary.  

The scalar wavefunction Ψ can be written, for a plane wave, as 

Ψ(𝐤 , 𝐫 )  =  ei𝐤 ∙𝐫  2.21 

with wave vector 𝐤  =  kx�⃗�  +  ky𝐲  + kz𝐳  and position vector 𝐫  =  x�⃗�  +  y𝐲  +  z𝐳 . As is 

typical, the modulus squared of the wavefunction, |Ψ|2  =  Ψ∗ Ψ gives the probability of finding 

the neutron at some location in space, with a momentum p =  mv =  h
λ
 =  ℏk. The neutron 

wavefunction obeys Schrodinger’s equation, with the elastic condition reducing it to the time-

independent version 

[−ℏ2

2m ∇2  +  V(𝐫 )] Ψ(𝐫 )  =  EΨ(𝐫 ) 2.22 

where m is the neutron mass, E the neutron’s total energy, and V(𝐫 ) the interaction potential. V 

consists of two main components, the interactions with nuclei via the strong interaction, and 

magnetic interactions between the spin-
12 neutron and both nuclear and electronic magnetic 

moments in the sample. ∇2 =  ∂2∂x2  +  ∂2∂y2  +  ∂2∂z2 in Cartesian coordinates. The first term on the 

left-hand side (LHS) corresponds the particle’s kinetic energy, and the second to the potential 

energy of the neutron. In vacuum where there is no interaction potential, (2.20) immediately 

reduces and the initial energy E0 is given solely by the kinetic energy as E0 = 1
2

mv0
2  =  ℏ2k0

2

2m
 . 



 

84 
 

To simplify the problem without compromising the results, we will assume that the 

nuclear spins are completely disordered, and therefore don’t contribute to the specular reflection. 

Even for relatively large applied magnetic fields, nuclear polarization is typically less than 

1%.259 In addition, we will make the same assumption as in the X-ray scattering case that the 

atomic form factor, i.e. the spatial distribution of electrons around atoms, can be neglected. 

Lastly, for the materials considered in this work, neutron absorption is negligible and can be 

neglected. 

First, we deal with the scattering caused by the nuclear interaction. The nuclei are 

sufficiently localized relative to the neutron wavelength that they can be represented by a Fermi 

pseudo-potential in the impulse approximation. A convenient choice for a single atom, applying 

a Born approximation, is 

VF(𝐫 )  =  b 2πℏ2

m δ(𝐫 ) 2.23 

where b is a scattering length, and δ(𝐫 ) a Dirac delta function. This impulse approximation is 

much easier to work with, while maintaining the appropriate scattering cross section.260 

Formally, b is usually given as  

b =  bc  +  12 bNI ∙ σ 2.24 

where the first term on the right-hand side (RHS) is the coherent scattering length due to the 

strong interaction. The latter term is the magnetic interaction with the nucleus, which as stated 

earlier, can be neglected in the specular response when the nuclear spins are sufficiently 

disordered. 



 

85 
 

The mean potential V, or potential energy, can be given by integrating VF over the 

volume of the scattering material 

VN  =  1𝒱 ∫ VF(𝐫 )d3𝐫 𝒱  =  2πℏ2

m Nb =  2πℏ2

m ρ 2.25 

where ρ is now a scattering length density (SLD) for the material. For a material made of 

m different constituent atoms, ρ is immediately generalizable as 

ρ =  ∑ Nibi

m

i=1

 2.26 

This new formulation allows us to recast the Schrodinger equation in a simpler fashion as 

a 3-D wave equation 

[ ∇2 + k0
2 − 4πρ] Ψ(𝐫 )  =  0 2.27 

In addition, this now allows us to write down the energy inside the medium as 

E = ℏ2k2

2m + 2πℏ2

m ρ 2.28 

From conservation of energy, a useful relationship between the wavevectors is 

k2 = k0
2 − 4πρ 2.29 

In direct analogy to optics, we can define a refractive index n = k
k0

 or 

n(k0)  =  √1 − 4πρ
k0

2  2.30 

The Schrodinger equation becomes more compact, as  
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[ ∇2 + k2] Ψ(𝐫 ) = 0 2.31 

We are now ready to begin solving for the reflection. Consider a perfectly smooth, flat 

and homogenous slab with some thickness L, and infinite length in the lateral directions. Further, 

we will assume that variations in the scattering length density (SLD) are only a function of z. 

This scenario is sketched out in Figure 26. 

 

Figure 26. Schematic for a single slab with constant nonzero SLD and surrounded by vacuum. 

 

No variation of the SLD in the x and y directions implies that there can be no gradient in 

the potential, and therefore the momentum and wave vector in the x and y directions are 

constant. An appropriate choice of wave function is of the form 

Ψ(𝐫 ) = eik0,xeik0,yψ(z) 2.32 

The Schrodinger equation then simplifies into the 1-D form 

[ ∂2∂z2  + k0,z2 − 4πρ(z)]  ψ(z) =  0 2.33 
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It is instructive to consider the special case when ρ(z) inside the slab is constant, which 

permits a simple solution ψ(z) =  eikzz. A more general approach will be discussed momentarily. 

The total wave function in region I can be written as the sum of the incident wave, and a 

reflected wave with amplitude r 

ψI(z) = 1eikIz + re−ikIz 2.34 

With the sign convention indicating the direction of travel. Similarly, for II we can write  

ψII(z) = ceikIIz + de−ikIIz 2.35 

Where c and d are as yet undetermined amplitudes. And lastly, for III, 

ψIII(z) = teikIIIz 2.36 

Where again t is an undetermined amplitude. We now need to pick appropriate boundary 

conditions. We require that the wave function and its first derivative are continuous in order to 

satisfy conservation of the probability density current (i.e., number of neutrons) and conservation 

of momentum, respectively. These two equations at each interface will establish 4 equations to 

fully determine the 4 complex amplitude coefficients r, c, d, and t as 

1 + r =  c + d 2.37 

(kI

kII
) (1 − r)  =  c − d 2.38 

ceikIIL  +  de−ikIIL  =  teikIIL 2.39 

ceikIIL  −  de−ikIIL  =  (kIII

kII
) teikIIL 2.40 



 

88 
 

A bit of algebra allows us to eliminate any explicit dependence on c and d. Isolating the t 

dependent terms on the LHS, and r on the RHS, yields, in matrix form 

( t
ikIIIt

) eikIIIL = [ cos(kIIL) −1
kII

sin(kIIL)−kII sin(kIIL) cos(kIIL) ] ( 1 + r
ikI(1 − r)) = T ( 1 + r

ikI(1 − r))  2.41 

The matrix in the above equation is the well-known transfer matrix, T, and contains all 

the material parameters of the slab. These equations can be solved for t and r simultaneously, and 

the intensity of the reflection that is experimentally accessible, R, is given by R = |r|2 = r∗r. 

The above treatment was only given for a single slab, in the specific case where the SLD was 

constant along the slab. However, the extension to an SLD with variations along z can be done 

by dividing any SLD profile up into infinitesimal bins with length δL and solving each slab 

successively by induction. Experimental setups impose a natural limit to minimum bin size due 

to the maximum depth resolution. This depth resolution is directly tied to the range of Q 

measured, since the maximum Q is given by Qmax = π
δL

 due to the Fourier nature between space 

and momentum.261 The transfer matrix T for n bins can be generalized as 

T = ∏ Ti

n

i=1

= TnTn−1 … T2T1 2.42 

The resulting product is also a 2x2 matrix. Notably, the individual transfer matrices Ti 

should be applied in the order that the neutron travels through the slab. 

We now have a method that can be used to calculate r, and therefore R. However, in 

practice, we wish to do the inverse problem where, given some measurement of R, one 

constructs a model of their SLD profile and attempts to match the data via nonlinear least squares 

fits. Even with a good fit, however, there is no guarantee to uniqueness of the solution. Luckily 
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in many cases, including ours, a reasonable amount of detail of the films is previously known via 

the deposition process and XRR analysis, which can compensate for the lost phase information. 

These constraints are often enough to obtain reasonable fits where useful information can be 

extracted. More recent research is ongoing into finding ways to find the phase data lost in the 

measurement, such as via the use of fronting and backing plates,261 but for this experiment we 

stuck with previously known data to constrain the fits. More details into the fitting procedure will 

be given in at the end of the section, as well as in Chapter 6. 

The above provides a dynamical solution to the main nonmagnetic interactions between 

the neutron and the sample. The neutron is a spin 
1
2
 particle, with spin |𝐬 | =  ± ℏ

2
. This spin will 

be quantized along the direction of the local magnetic field and can be represented by the 

appropriate Pauli spin matrices as 𝐬  =  − ℏ
2
�⃗⃗� . We can incorporate this description of spin into 

the neutron wave function by adopting the spinor notation, and the wave function can be written 

as 

Ψ(𝐫 ) =  C+ (1
0) Ψ+(𝐫 ) + C− (0

1) Ψ−(𝐫 ) 2.43 

C+ and C− are complex probability amplitudes, normalized such that |C+|2  + |C−|2 =
1. |C+|2 and |C−|2 represent the probability of finding the neutron in a spin “up” or spin “down” 

state.  

The magnetic interaction is a dipolar one, between the neutron and unpaired electrons of 

the material. This leads to a Zeeman energy term262 

V(𝐫 ) mag  =  −�⃗⃗� ∙ �⃗⃗�  2.44 
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Where �⃗⃗�  is the neutron’s magnetic moment due to its intrinsic spin angular momentum. �⃗⃗� =  −gnμn�⃗⃗�  , where gn = −1.913 is the gyroscopic ratio, μn = eℏ
2mc

 is the nuclear magneton, 

and �⃗⃗�  is a Pauli spin operator represented by the three Pauli spin matrices. |�⃗⃗� | = −9.66 ×  10−27  J
T

 in magnitude. �⃗⃗�  is the total magnetic induction given by both the applied 

field as well as that generated by unpaired electrons acting as tiny current loops and can be 

written as �⃗⃗� = �⃗⃗� + μ0�⃗⃗⃗� . The field due to the electrons is given by247  

�⃗⃗� e(𝐫 ) =  μ0
4π [𝛁 × (�⃗⃗� 𝐞  ×  𝐫 |𝐫 |3 ) − (�⃗� e  ×  𝐫 |𝐫 |3 ) ] 2.45 

Where μ0 is the vacuum permeability. �⃗⃗� 𝐞 is the electron magnetic moment with 

magnitude |�⃗⃗� 𝐞| =  −gμB, where g is the Landé g-factor and μB the Bohr magneton. For 

electrons, g = 2. �⃗� 𝐞 is the electron’s velocity. The first term in the expression on the RHS is the 

electron’s spin contribution to the field, and the second term due to the orbital contribution. 

Experimentally, PNR is sensitive to the overall field, with no way to isolate or resolve each 

component. We next need to integrate V(𝐫 ) mag for the slab, as we did for V(𝐫 ) N. In general, this 

is trickier than in the case of the Dirac delta function. Fortunately, the electromagnetic 

interaction is a weak, long range, force, and is thus amenable to a Born approximation.259 

Writing �⃗⃗� e(𝐫 ) in its Fourier representation and integrating over the slab of length L with constant 

atomic density ρ yields247 

VM(𝐫 ) =  2πℏ2

m
|gnre|

2 ρ�⃗⃗� ∙ �⃗⃗⃗� ||[θ(L) − θ(0)] 2.46 

Where θ represents the Heaviside step function. This expression shows that we will only 

be sensitive to the in-plane magnetization. In addition, the expression is localized completely 
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inside the slab, which makes it possible to solve each bin separately in our multislab model as we 

did earlier. The above expression only considered �⃗⃗� e(𝐫 ), rather than �⃗⃗� (𝐫 ). If we define an 

effective field �⃗⃗� eff(𝐫 ) =  �⃗⃗� (𝐫 ) + μ0�⃗⃗⃗� ||(𝐫 ), we can recast the expression for VM(𝐫 ) and interpret 

it in terms of a SLD as 

VM(𝐫 ) =  −μN ∙ �⃗⃗� eff(𝐫 ) =  2πℏ2

m ρM 2.47 

From here on out, for conciseness, we will drop the subscript on �⃗⃗� eff(𝐫 ), but unless 

otherwise specific, any mention of a magnetic induction �⃗⃗� (𝐫 ) should be understood as referring 

to �⃗⃗� eff(𝐫 ). 

The 1-D wave equation from the previous results now becomes a pair of coupled 

equations of the form 

[ ℏ2

2m
∂2∂z2 + V++(z) − E] ψ+(z) + V±ψ− = 0 2.48 

[ ℏ2

2m
∂2∂z2 + V−−(z) − E] ψ−(z) + V∓ψ+ = 0 2.49 

The subscripts of V denote the orientation of the spin, such that + − corresponds to a 

spin that is incident in the “up” direction, undergoes a spin flip, and leaves in the “down” 

orientation. Or in the more compact matrix notation 

[ ℏ2

2m
∂2∂z2 Ǐ + [V++(z) V±(z)

V∓(z) V−−(z)] − EǏ] (ψ+
ψ−) = 0 2.50 



 

92 
 

Where Ǐ is the identity operator. The net potential operator V̌ = V̌N + V̌M is composed 

of both the nuclear and magnetic components. We solved for V̌N earlier, and it in matrix notation 

it is given as  

V̌N  =  2πℏ2ρN
m Ǐ 2.51 

Whereas V̌M can be written as (writing �⃗⃗�  in terms of the Pauli matrices)  

V̌M = −μσ̌ ∙ �⃗⃗� =  −μ [ Bz Bx −  iBy
Bx +  iBy Bz

] = 2πℏ2

m [  ρM,z ρM,x −  iρM,y
ρM,x +  iρM,y −ρM,z ]  2.52 

And thus V̌ is  

V̌ = 2πℏ2

m [ ρN + ρM,z ρM,x −  iρM,y
ρM,x +  iρM,y ρN − ρM,z ] =  2πℏ2

m [ρ++ ρ±
ρ∓ ρ−−]  2.53 

We can immediately write down the free space solution for the incident beam as 

Ψ0z(z) =  eik0z (C+
C−)  2.54 

Returning to Eqn. 2.48 and Eqn. 2.49, it is useful to recast them in uncoupled form by 

isolating an expression for ψ− and substituting it in the lower equation (and vice versa for ψ+), at 

the expense of obtaining two 4th order differential equations. The uncoupled forms are given as 

[ ∂4∂z4  +  a ∂2∂z2  +  b] ψ±(z)  =  0 2.55 

With 
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a = (Q2

2 − 4π(ρ++ − ρ—))  2.56 

b = (Q2

4 )2 − Q2π(ρ++ − ρ−−) + (4π)2(ρ++ρ−− − ρ±ρ∓) 2.57 

An appropriate ansatz for this situation is given by ψ(z) =  ecz, which yields a 

characteristic equation of the form 

c4  +  ac2  +  b = 0 2.58 

The roots to this characteristic equation are  

c1 = √4π(Nb + Np) − Q2

4      ,    c2 = −√4π(Nb + Np) − Q2

4  2.59 

c3 = √4π(Nb −  Np) − Q2

4     ,    c4 = −√4π(Nb + Np) − Q2

4  2.60 

Solutions to the wave equation are then 

ψ+(z) =  ∑ Ajecjz
4

j=1

    ,    ψ−(z) =  ∑ Bjecjz
4

j=1

 2.61 

Substituting these forms for the wave functions back into (2.46,2.47) allows us to 

determine Bj in terms of the Aj as 

Bj = [cj2 + Q24 − 4π(ρ++ − ρ∓)cj2 + Q24 − 4π(ρ−− − ρ±)] Aj = fjAj 2.62 
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The Aj can be found in terms of known quantities ( cj, ρ, ψ(0), ∂ψ∂z
(0) ) by applying the 

boundary conditions at z=0. 

ψ+(0)  =  A1 + A2 + A3 + A4 2.63 

∂ψ+∂z (0)  =  c1A1 + c2A2 + c3A3 + c4A4 2.64 

ψ−(0)  =  f1A1 + f2A2 + f3A3 + f4A4 2.65 

∂ψ−∂z (0)  =  c1f1A1 + c2f2A2 + c3f3A3 + c4f4A4 2.66 

We can solve the above linear equations for Aj in terms of ψ±, cj , fj and denote those 

coefficients αj , βj , γj , ηj such that 

Aj = αjψ+(0) + βjψ−(0)  + γj ψ+∂z (0) + ηj ψ−∂z (0) 2.67 

The wave functions can then be constructed as 

ψ+(z) =  ψ+(0)∑αjecjz4
j=1 + ψ−(0)∑βjecjz4

j=1 + ∂ψ+∂z (0)∑γjecjz4
j=1 + ∂ψ−∂z (0)∑ηjecjz4

j=1 2.68 

In full matrix form, 

( 
 ψ+(z)

ψ−(z)ψ+ (z)ψ− (z)) 
 =  [T] ( 

 ψ+(0)
ψ−(0)ψ+ (0)ψ− (0)) 

  2.69 

Where T is again the (now 4x4) transfer matrix, given below: 
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[  
   
 f3C1  − f1C3 C1  − C3 f3

c1
S1  −  f1

c3
S3 1

c1
S1  − 1

c3
S3

f1f3C1  − f3f1C3 f1C1  − f3C3 f1f3S1c1  −  f3f1S3c3
f1

c1
S1  − f3

c3
S3

f3S1c1  − f1S3c3 S1c1  − S3c3 f3C1  −  f1C3 C1  − C3

f1f3S1c1  − f3f1S3c3 f1S1c1  − f3S3c3 f1f3C1  −  f3f1C3 f1C1  − f3C3 ]  
   
 
 2.70 

In the above, Cj , Sj represent hyperbolic trigonometric functions Cj = cosh (cjL) and 

Sj = sinh (cjL) respectively. Where L is the size of the bin slice used. We can immediately make 

the generalization for N slices as before. Our incident, reflected, and transmitted wavefunctions 

can be written as ψ±,I(z) =  I±eiQz
2  , ψ±,r(z) =  r±e−iQz

2  , ψ±,t(z) =  t±eiQz
2 , and ψ±,I′ (z) =  iQ

2
I±eiQz

2  

, ψ±,r′ (z) =  −iQ
2

r±e−iQz
2  , ψ±,t′ (z) =  iQ

2
t±eiQz

2  . Our final matrix equation is then 

( 
  

ψ+,t
ψ−,t

iQ
2 ψ+,t
iQ
2 ψ+,t) 

  = T

( 
   

ψ+,I  +  ψ+,r
ψ−,I + ψ−,r

iQ
2 ψ−,I + −iQ

2 ψ−,r
iQ
2 ψ−,I + −iQ

2 ψ−,r) 
    2.71 

This equation is easily solvable by a computer program, and can simulate arbitrary SLD 

profiles for multilayer structures, with a few caveats. The first is that this solution was presented 

assuming vacuum in the fronting and backing layers. While no magnetic fronting or backing was 

used in this experiment, it is often necessary to introduce an artificial bin to ensure that �⃗⃗� , 
particularly the component perpendicular to the sample, is continuous. In addition, the above 

derivation assumes that the quantization axis for the neutron is along the z direction. It is often 

the case that the local magnetic field may be in a different direction. This is can be accounted for 

by applying a similarity transformation via a rotation operator.261 
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The above formalism is implemented into the Refl1D software package.252 This software 

suite offers a number of fitting algorithms, in particular the DiffeRential Evolution Adaptive 

Metropolis (DREAM) algorithm and the Nelder-Mead (NM) method.263,264 The details of how 

individual samples were co-refined will be given in a following chapter. Given some reasonable 

initial parameters, we first apply the DREAM algorithm, which is an extension of Markov Chain 

Monte Carlo Methods (MCMC), which are well known workhorses. However, while MCMC’s 

are a powerful technique, they are quite sensitive to proposal distributions used to generate trial 

moves and can converge quite slowly. To improve convergence, a variety of methods that adapt 

the proposal distribution have been developed but have various pitfalls. A recent improvement 

was made by adding the Differential Evolution component, in which multiple Markov Chains are 

run in parallel, and jumps are computed from randomly chosen members of the population. The 

DREAM algorithm builds on this further by including randomized subspace sampling in 

candidate point generation and trimming outlier chains. Remarkably, it is able to preserve 

detailed balance and ergodicity. In this work, about 1000 steps were used, depending on the 

parameter space. The DREAM algorithm thus provides a robust way to quickly sample a 

potentially large parameter space, which can then be further refined by the NM method. The NM 

method is a simplex method, which begins with a simplex of N+1 vertices and nondegenerate 

volume for an N dimensional function space. Steps are made by reflecting away from the largest 

point in the simplex while maintaining a fixed volume but with the option to take larger steps in 

certain directions when possible. Once the simplex is located inside a valley minimum, it will 

contract until it reaches some termination criteria. The NM method thus provides a relatively 

computationally cheap way to find a minimum of a multidimensional function without requiring 

the calculation of derivatives. However, it is also known to converge poorly and become stuck in 
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local minima for some problems. Avoiding false minima is a particularly important concern due 

to the degeneracy of PNR modeling. Combining the two fitting techniques thus provides a robust 

way to find a local minimum, particularly when combined with a reasonable starting guess. 

Ideally this will be a global minimum, although it is not guaranteed. 

In the previous derivation, it was assumed that the interfaces between each layer were 

sharp, causing a step function behavior. Refl1D allows interfaces to be blended using an error 

function profile, made up of individual slabs. Roughness of the interface is calculated within the 

NC limit. It is worth noting that the condition for optical smoothness, σ ≪ λ1−n , is much less 

strict as compared to X-rays, even with a comparable wavelength. In the NC formalism, the 

index of refraction is scaled as e−2kj−1kjσ2
 as defined in the XRR section. Roughness of an 

interface is propagated through the layer as in Ref. [265]. 

Before the data was fitted, several corrections to the raw data were made using the 

reductus software package.266 First, background scans were subtracted from the data. Then 

corrections were made to account for the polarization efficiency of the source. The footprint of 

the beam was also accounted for. 

The physical PNR measurements were taken at NIST’s Center for Neutron Research 

(NCNR) at the Polarized Beam Reflectometer (PBR) instrument, which has been characterized 

elsewhere.267 Thermal neutrons were monochromated to 4.75 Å, and polarized. For direct 

comparison, it was attempted to mimic the procedure outlined for VSM as closely as possible. 

The procedure (not including alignment and background scanning) used was 

1) First, the sample was heated above Tc, to 450 K with zero field applied.  
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2) Then a large field (H = 0.7 T, the maximum for the system) was applied in-plane to 

saturate the sample. This is lower than the VSM field, but considering the magnetic 

profile of the FeRh, it likely is more than sufficient.  

3) The field is reduced to 0.1 T, 

4) PNR measurements were taken for a select temperature, in our case 430 K 

5)  The temperature is reduced to the next select temperature and measured. This process 

was done for 390 K, 375 K, and 340 K, corresponding to different parts of the FeRh 

phase transition. 

 

Only the “up-up” and “down-down” reflectivity intensities were collected. The range of 

Q values collected was 0.1 − 1.2 Å−1
, spanning a 10−7range in the magnitude of the 

intensity, normalized to the incident beam. In addition to the above, additional PNR 

measurements were made to measure magnetic switching at various applied fields. The 

procedure is the same as the above up to step 4. The magnetic field was then cycled to −0.1 T, and back up to 0.25 T, before a measurement was taken.  
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Chapter 3. Conditioning 

 
 
 
3.1 Motivation 

 

In order to prepare our VO2/Ni bilayers, the first requirement is to grow high quality 

VO2. In this chapter, we present the results of a study to tune the MIT, morphology and structural 

quality of VO2 films. The goals in this work were two-fold: first was the need to grow high 

quality VO2, evidenced by 4 orders of magnitude MIT. The sensitivity of VO2 transition to 

deposition conditions means that optimized VO2 growth is a challenge, even without other 

constraints on e.g. the morphology. However, in order to eventually combine VO2 into hybrid 

structures, control of the interface is also a crucial parameter. Interfacial roughness is often a key 

parameter for proper coupling in multilayer magnetic systems dominated by interfacial 

interactions. Therefore, in addition to maintaining a high quality VO2 transition, the secondary 

goal was to reduce the surface roughness of the VO2 for eventual deposition of Ni onto the VO2 

itself. 

r-cut (1-102) Al2O3 substrates are an ideal choice for extensively tuning the quality of 

VO2 growth. While the epitaxial match is not quite as good as c-cut (0001) Al2O3 or TiO2, it is 

still possible to grow high quality VO2 and the r-cut is relatively low cost. The first section of 

this chapter focuses on tuning the quality of VO2 on r-cut Al2O3 via deposition temperature and 

O2 flow rate. VO2’s sensitivity to these conditions allow them to be used as efficient tuning 

knobs in controlling both the VO2 MIT while simultaneously tuning the surface morphology. 

The second section focuses specifically on higher temperature (> 575 ℃) depositions, which 

show a unique morphology. In the final section, we show that substrate choice can also heavily 

influence VO2 morphology and MIT characteristics, offering another tuning knob to achieve 
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desired properties in VO2. Various cuts of Al2O3 (a-cut, m-cut, c-cut) as well as TiO2 (101) 

substrates are investigated. 

The VO2 films were deposited via magnetron sputtering following the process described 

in Chapter 2. R vs. T measurements are used to characterize the electrical properties of the VO2 

as a function of temperature. In particular, R vs. T measurements give information about the size 

of the MIT, the Tc of the film, the width of the thermal hysteresis, and the overall shape of the 

hysteresis as a function of temperature. The roughness and film morphology are probed directly 

via AFM. XRD is used to probe the crystalline quality and preferred orientation of the films. 

 

3.2 Tuning of VO2 films via temperature and oxygen concentration 

 

The sensitivity of the vanadium oxides to growth temperature and O2 environment has 

been known ever since the original discovery and synthesis by Morin. The wide family of 

vanadium oxides in such similar stoichiometries mean that these parameters are of even more 

importance than in most typical thin film growths. They also therefore act as both constraints and 

tuning knobs, as high quality VO2 with the required MIT/SPT properties will only be obtainable 

in a very narrow region of temperatures and O2 flow rates. It is therefore common practice to 

individually vary temperature268–275 or O2 flow rate,276–279 while keeping the other parameters 

fixed. This has the advantage of isolating the effect of one growth parameter, while still allowing 

a wide range of control in achieving high quality VO2. A much smaller number of studies have 

varied both T and O2.280–283 The references given above are restricted to studies that utilized 

magnetron sputtering and no post deposition treatment (such as by annealing284, which has 

become an extremely popular method for obtaining high quality VO2 thin films) in order to be 
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directly comparable. They thus serve as notable highlights rather than a comprehensive list of 

deposition conditions in the literature. We refer the reader to Ref.s [284,285] for deeper literature 

reviews, including alternative deposition methods. 

As discussed in Section 2.4, we utilize a heating and cooling rate of 1 K/min in the R vs. 

T measurements. This is sufficiently slow to ensure no spurious results due to e.g. thermal lag. 

There is no active cooling element, which sets an upper limit to how quickly the sample can 

cool. This isn’t a significant barrier for the chosen rate, particularly near Tc of the VO2. Figure 27 

shows typical R vs. T profiles for various heating and cooling rates on the same sample. While 

there are slight changes in the width of the hysteresis, they’re relatively minor for rates less than 

1 K/min. Notably, there seems to be a bigger effect in the heating curve, as opposed to the 

cooling. For rates larger than 1 K/min, the widening of the hysteresis begins to become notable. 

1 K/min thus strikes a nice balance between proper characterization of the films while still being 

time efficient and avoiding any stochastic switching.286 Another sign that there are no spurious 

results are the close match in Tc that will be seen in the VO2/Ni heterostructures later, which are 

done in low vacuum. 



 

102 
 

 

Figure 27. (Top Left) RvsT using various heating rates less than 1 K/min. (Top Right) RvsT 
using various heating rates greater than 1 K/min. (Bottom Left) Enhanced view of RvsT using 
various cooling rates less than 1 K/min, cooling branch. (Bottom Right) Enhanced view of RvsT 
using various heating rates less than 1 K/min, heating branch. 

 

The sensitivity of the VO2 MIT to temperature and O2 flow rate can be seen in Figure 28 

and Figure 29, which show VO2 films for various temperatures and O2 flow rates respectively. 

Figure 28 shows several 100 nm VO2 samples grown on r-cut Al2O3 substrates, for a range of 

deposition temperatures. Many of the trends seen in the VO2 MIT are broadly representative over 

various choices of deposition temperature. Most obviously, there is a clear reduction in the 

resistance of the semiconducting state with lower deposition temperature, when T is below Tc of 
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the VO2 transition. The reduction of resistance in the semiconducting state also corresponds to a 

reduction in the amplitude of the VO2 MIT, leading to a smaller overall transition. Above Tc in 

the metallic state, a similar trend is seen for the 525 ℃ and 575 ℃ sample, but not the 475 ℃ 

sample. A decrease in resistance with lower deposition temperatures is also common for the 

metallic state, but at low enough temperatures the pattern is no longer monotonic. The increase 

(decrease) of resistance with varying conditions is not necessarily directly proportional between 

the semiconducting and metallic states, and so does not necessarily cancel out when comparing 

the overall effect on the MIT amplitude. We emphasize that the y-axis is on a log scale, which is 

nonlinear. Along with the change in amplitude of the MIT, we can see a rather large change in 

the characteristics of the thermal hysteresis between films. Higher temperatures show a much 

sharper MIT, which is linked to the variation of local Tc’s in individual grains. A sharp MIT 

corresponds to most grains having very similar Tc, which causes most of the grains transition at 

the same temperature. A broadened MIT such as in the 475 ℃ sample is indicative of a larger 

variation in local grain Tc, where some grains will transition at higher temperatures, and some at 

lower temperatures relative to the average Tc. For the higher deposition temperatures, the thermal 

hysteresis is generally relatively symmetric. For the 475 ℃ sample, there is some minor 

asymmetry in the cooling loop as compared to the heating loop. 
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Figure 28. R vs. T for 100 nm VO2 on r-cut Al2O3 substrate with varying deposition temperature 
but fixed O2 flow rate at 2.75 sccm. The absolute sputter pressure was fixed at 4 mTorr, the Ar 
flow rate to 31 sccm, and the gun power to 200 W RF. 

 

We now turn our attention to Figure 29 which shows variation in O2 flow rate during 

deposition at a fixed 525 ℃ deposition temperature. With a fixed 31 sccm of Ar gas, these flow 

rates correspond to a variation from 7.92%-8.4% partial pressure of O2 gas. Even for such minor 

changes, we see drastic changes in the VO2 R vs. T characteristics. Some samples display a 

divergence or irreversibility in the resistivity at room temperature, particularly noticeable in the 

sample with 2.83 sccm O2. The potential origins of this irreversibility will be the focus of a 

future chapter. Somewhat intuitively, in both the semiconducting and metallic states a higher 

oxygen concentration leads to a higher resistance in the film. As mentioned previously, these do 

not necessarily leave the overall amplitude of the MIT unchanged. A sample may therefore have 

a larger MIT with a higher resistance in the metallic state, due to the overall increase in 

resistance of the semiconducting state. This is particularly clear in the sample with 2.83 sccm O2. 

While it starts with a higher resistance than the previous two samples, above Tc its resistance 
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only drops to ≅ 5000 Ω, leading to an MIT of only 2-2.5 orders of magnitude. Similar 

reductions in the MIT amplitude are seen if the temperature or O2 concentration is varied too low 

or too high. This is indicative of contamination from various other vanadium oxides. These other 

oxides may not have the same resistivity as VO2 and won’t show the VO2 MIT. These factors 

will reduce the measured magnitude of the MIT of a nominally VO2 film contaminated with 

other vanadium oxides since it’s a bulk average measurement. Overall, the hysteresis loops are 

generally largely symmetric as before, but the exact shape varies with different O2 conditions. 

The average Tc varies nonmonotonically within a small window close to 335 K. Samples with 

higher O2 content show sharper transitions, indicating more uniformity between grains. 

 

 

Figure 29. R vs. T for 100 nm VO2 on r-cut Al2O3 substrate with varying O2 flow rate but fixed 
temperature at 525 ℃. The absolute sputter pressure was fixed at 4 mTorr, the Ar flow rate to 31 
sccm, and the gun power to 200 W RF. 

 

In addition to changes in the R vs. T properties of the films, altering the deposition 

temperature or O2 content influences the morphology. The AFM images corresponding to the R 
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vs. T profiles shown in the previous two figures are shown in Figure 30 and Figure 31. Figure 30 

corresponds to the VO2 samples deposited at various temperatures (575 ℃, 525 ℃, and 475 ℃ 

respectively). The AFM image for each sample is shown on the left, and a line profile 

corresponding to the green line in the AFM image is displayed to the right. The 575 ℃ sample 

shows the largest surface roughness, with an RMS roughness of 17.6 nm, and an average 

subtracted height of 55.4 nm. The average height refers to the height relative to the lowest value 

measured by the AFM scan, not relative to the substrate, since AFM is a surface technique. A 

perfectly flat 100 nm thick film would have an average subtracted height of 0, not 100 nm. The 

larger clusters are roughly 0.25 microns long in the +1î − 1ĵ direction of the image, and roughly 

0.6-0.8 microns in the +1î + 1j ̂direction. The clusters are then divided up into smaller tightly 

packed columns. The grains are rather columnar in form and display some clear faceting, 

although they protrude at an angle. Some grains display something like a triangle-like symmetry. 

In addition, some areas show deep gaps in the film. The 525 ℃ sample shows a relatively similar 

structure, although the grains are less oriented along a global pair of axes, indicating less long-

range ordering. The grain clusters are elongated, around 1.6 microns and 0.25 microns laterally. 

The sample still shows deep holes film in places. The depth of these holes is at least 40-50 nm, 

although exact depth determination may be limited by tip geometry. The average roughness is 

lower than the higher temperature sample, with an RMS roughness of 13.6 nm, and an average 

height of 37.4 nm. The 475 ℃ sample improves this smoothness even further, with an RMS 

roughness of 10.9 nm and average height of 27.8 nm. In this sample, the deep holes are greatly 

reduced as compared to the previous two, with near universal coverage across the film. One of 

the characteristic length scales for the grains is maintained at 0.25 microns. 
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For completeness, we also report the skew and kurtosis in the height distributions of the 

images. The skew represents some asymmetry in the distribution, with a negative skew 

representing a shoulder to the right, and positive skew a shoulder to the left. Roughly speaking, 

kurtosis corresponds to the ‘peakedness’ of the distribution. There can be complications with this 

definition in general, but our samples are close enough to a Gaussian distribution and sufficiently 

sampled that this definition is sufficient. For comparison, a Gaussian distribution corresponds to 

a kurtosis of 3. The 575 ℃, 525 ℃, and 475 ℃ have skews of 0.15, 0.32 and 0.13 and kurtosis 

of 3.43, 2.98 and 2.5 respectively. There is no clear trend in the skew values between samples, 

although it is clear all of them have a slight heavier weighting on the left shoulder in the height 

distribution. The kurtosis values are all relatively close to a Gaussian value of 3 but show a clear 

trend of decreasing kurtosis with lower deposition temperature. The decreasing kurtosis, 

indicating a flatter distribution, agrees well with the broader R vs. T results which would 

correspond to more variation between grain properties. A sharply peaked distribution such as a 

delta function would correspond to all grains being identical and a step-like MIT. There is a clear 

limitation in using a parameter such as the kurtosis sampled from AFM as it only gives 

information in the z direction and not in the lateral statistics. Nevertheless, there tends to be a 

clear correlation between the kurtosis in films’ height distributions and their MIT properties, 

particularly for directly comparable samples where one parameter is varied. 
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Figure 30. (Left) AFM images for 100 nm VO2 on r-cut Al2O3 substrate with varying deposition 
temperature but fixed O2 flow rate at 2.75 sccm. (Right) Line profiles displayed to the right are 
cuts along the green line in the AFM images. Samples correspond to those shown in Figure 28. 
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Figure 31 shows the AFM results for varying O2 flow rates, rather than varying 

temperatures. The temperature was fixed at 525 ℃. The middle sample, for 525 ℃ and 2.75 

sccm O2 is the same control sample as shown in the temperature variation which allows for easy 

direct comparison. The 2.83 sccm sample shows clear texturing, although of a more cubic (rutile) 

symmetry rather than the more columnar growth of the previous runs. The rows of grains also 

show some amount of ordering. The roughness is lower than all the samples at 2.75 sccm, at only 

8.2 nm RMS roughness and average height of 23.36 nm. The 2.67 sccm sample by contrast 

shows a very different morphology from the other samples. While still textured, the sample has 

lost the high degree of symmetry seen in the previous samples. There is some weak row-like 

alignment parallel to the +1î − 1ĵ direction. In addition, the sample surface is wavy, almost 

‘melted’ in appearance. The roughness in this sample is drastically lower than all previously 

discussed samples, at 2.1 nm RMS roughness, and an average height of only 6 nm. 

The variation in surface morphology also impacts the statistical properties of the surface 

height. The samples show a varying skew of 0.72, 0.32, and 0.21. Again, we see all positive 

skew values. The kurtosis also shows a fairly large difference, from 4.47, to 2.98 and then 2.72 

for the 2.83 sccm, 2.75 sccm, and 2.67 sccm samples respectively. Again, we see that a higher 

kurtosis is correlated to a sharper transition in the MIT, as expected. However, the fact that the 

high kurtosis of the 2.83 sccm sample isn’t reflected in a noticeably sharper transition shows the 

limitations of this simplistic correlation. 
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Figure 31. (Left) AFM images for 100 nm VO2 on r-cut Al2O3 substrate with varying O2 flow 
rate but fixed temperature at 525 ℃. (Right) Line profiles displayed to the right are cuts along 
the green line in the AFM images. Samples correspond to those shown in Figure 29. 
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Overall, these results hint at a potential method for tuning the surface morphology of VO2 

while maintaining a full 4 orders of magnitude transition. If only one parameter is tuned, the MIT 

in VO2 is quickly lost, offering only a very small window to affect the surface morphology. 

However, higher deposition temperatures have an analogous effect to higher O2 concentrations 

of increasing the overall resistance of the film both above and below Tc, and vice versa. 

Therefore, higher deposition temperatures might be able to compensate for a lower O2 

concentration, or a lower deposition temperature might be compensated by a higher O2 

concentration. This would allow for maintaining the VO2 transition, while potentially influencing 

the morphology differently from a high T, low O2 sample compared to a low T, high O2 sample. 

In addition to using the R vs. T as an indirect measure of the quality of the VO2, the 

structural quality can be characterized via XRD. Figure 32 presents XRD measurements for two 

films deposited at 475 ℃ and 525 ℃ with the O2 flow rate fixed at 2.67 sccm. The single 

crystalline r-cut (1-102) Al2O3 substrate is prominently peaked at 25.58 °. Beam contaminant 

peaks are marked by a star. A strong peak belonging to VO2 is apparent at 37.2 °. This peak 

belongs to the (200) monoclinic VO2 peak as well as a twinned (-211) peak which causes some 

additional broadening to the peak. Along with the strong VO2 peak, there are traces of other 

peaks belonging to other vanadium oxides. While the VO2 peak is notably larger in the 525 ℃, it 

has come at the cost of stronger contamination from other oxide phases. The close stoichiometry 

of the various Magnéli and Wadsley phases to VO2 make some amount of contaminant phases 

common during VO2 growth. V2O5 seems likely a potential match, with the (001) peak at 20.2 ° 

and (101) at 21.44 °, and higher harmonics at 41.2 ° and 43.86 °. Therefore, at a fixed oxygen 

concentration, the higher temperature sample contains more V2O5, as the deposition conditions 
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move away from the narrow window for pure VO2. Peaks labelled with a star correspond to the 

substrate.  

 

 

Figure 32. XRD of two sputtered VO2 onto r-cut Al2O3 substrate. (Top) VO2 deposited at 525 ℃ 
and 2.67 sccm O2. (Bottom) VO2 deposited at 525 ℃ and 2.67 sccm O2. Peaks labelled with a 
star correspond to the substrate. 
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desired. An obvious extension is to continue to increase the temperature to compensate for this 

lower resistance. Another set of samples was made during a different batch, which we label 

Batch 2. Between batches, it is often necessary to open the sputtering chamber for maintenance, 

such as cleaning the sputtering gun or replacing the V target. It was observed that opening the 

chamber can lead to a permanent shift in the O2 flow rate required to obtain a particular desired 

morphology. This shift did not seem to have an obvious correlation with any specific 

maintenance operation. Even if the chamber was simply opened, resealed, and reconditioned 

(including a 30-minute presputter in pure Ar environment), there can be a permanent shift in the 

O2 requirement. This shift does not occur with every chamber opening and can happen to either 

increase or decrease the required O2, although decreases from the typical value of ~2.75 sccm 

seemed more common. The fact that decreases were more common potentially signifies a leak, 

but this shift happens even if the chamber is easily able to recover the 2 × 10−7 Torr base 

pressure. The shift is typically on the order of -0.2 to +0.15 sccm. This corresponds to a range of 

7.46% to 8.55% O2 content, from a nominal 8.15%. Fortunately, the sensitivity of the VO2 MIT 

and morphology to O2 content allowing for a direct comparison between batches and therefore 

allows to tune back to comparable conditions between batches. A comparison of R vs. T and 

AFM to Batch 1 in the previous section indicates a shift equivalent to requiring a 0.7 sccm O2 

lower flow rate in Batch 2 for the batches to be at comparable conditions.  

We can now explore the effects of higher deposition temperatures. Figure 33, Figure 34, 

and Figure 35 present the R vs. T and AFM measurements for a set of samples with increasing 

temperature, from 525 ℃ to 675 ℃. The O2 is held fixed at 2.57 sccm for this series. Beginning 

with the AFM for the first sample at 525 ℃, we see the film has a low RMS roughness of 1.38 

nm. However, the R vs. T shows that the film is metallic, with a resistance of less than 1 kΩ. 
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There is some sign of the VO2 transition with a resistance change from 500 Ω to 50 Ω at 

temperatures 300 K and 365 K respectively, although it is nearly completely suppressed. In 

addition, we again see that the high temperature metallic state can be more resistive compared to 

the other films even if the low temperature state is also metallic. Last, we note that this metallic 

behavior is seen at a deposition temperature of 525 ℃, which again shows that the temperature 

and O2 flow rate are linked. Higher temperatures are required for lower O2 flow rates in order to 

see high quality VO2.  

 

Figure 33. R vs. T for 100 nm VO2 on r-cut Al2O3 substrate, for various temperatures. The O2 
flow rated was fixed at 2.57 sccm O2. All samples are from Batch 2. The absolute sputter 
pressure was fixed at 4 mTorr, the Ar flow rate to 31 sccm, and the gun power to 200 W RF. 

 

The second film, deposited at 575 ℃, shows a very similar morphology with an RMS 

roughness of 1.66 nm. However, the R vs. T is drastically improved, with a strong orders of 

magnitude MIT. The size of the thermal hysteresis is typical for a sample on r-cut substrate, 

although there is a clear asymmetry in the cooling branch due to a lack of supercooling. As 
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discussed in Section 1.2, the thermal hysteresis in VO2 thin films is usually attributed to the 

martensitic nature of the transition and the various morphological features of the grains. 

Typically, this hysteresis is symmetric in heating and cooling branches, at least in resistivity 

measurements. Asymmetry in the thermal hysteresis of resistivity has been observed but is 

somewhat more common in features such as the optical properties. We refer the reader to Ref. 

[109] and the references therein for a deeper discussion. To date, it’s not clear which mechanism 

is most plausible, particularly since the mechanism behind thermal hysteresis isn’t itself well 

understood. However, we can observe that this asymmetry causes the higher temperature portion 

of the MIT to show a severe tail-like feature, as the cooling branch isn’t pushed to lower 

temperatures as in previous samples. 

Increasing the temperature further, as in the third film deposited at 625 ℃, shows a 

drastic change in the morphology. Previously, we had noted that some films had a slightly 

“melted” characteristic. This third film takes this to the extreme, with the entire film having a 

melted look. Large grains with a width of approximately 200 nm have formed, with clearly 

defined grain boundaries between the regions. These grain boundaries have a depth of at least 

15-20 nm. The texture of the grains themselves are rather smooth in comparison, with very few 

features on the grains themselves. Any symmetry in the texturing is weak, although there does 

seem to be some preference for grain boundaries roughly along the +1î − 1ĵ direction of the 

image. This film shows a negative skew of -0.37, and a kurtosis of 2.79. The overall roughness 

of the film is only 4.99, despite the high amount of texturing provided by the grain boundaries. 

Turning to the R vs. T plot, we see a strong 4 orders of magnitude transition, larger than the 

previous film. This seems to be common, with films with the melted texture showing larger 

transitions than more typical films. The tail-like characteristic has also gotten more extreme, with 
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the cooling branch developing a noticeable kink. In addition to the larger MIT amplitude, the R 

vs. T properties between ‘melted’ films tends to be relatively consistent, providing a means for 

identifying when the transition from smooth to melted texture has taken place. The larger than 

expected transition amplitude and kink in the cooling branch generally indicated a melted type 

film morphology. 

The 4th film in the series is somewhat anomalous, with the morphology reverting back to 

the smooth morphology, despite an even higher deposition temperature of 650 ℃. This is likely 

due to minor drift in the conditions of the chamber, even though this sample is part of the same 

batch as the prior three samples. In addition to changes in conditions when opening the chamber 

as discussed previously, there is a smaller longer-term drift between samples. This hysteresis in 

deposition conditions happens despite the precaution of a 15-minute total presputter with each 

sample. It also seems to be more prevalent when changing from higher to lower O2 

concentrations, which then requires an increase in the O2 flow rate. One possibility is the 

interaction of the pure V target with O2 in the chamber, as oxidation of the target surface can 

influence sputtering rates and oxidation of the final film. The fact that the sample morphology 

has changed is evident in the R vs. T characteristics of the sample. While the MIT is as large and 

featuring the tail feature as expected, the tail is not quite as severe as in the previous sample or in 

the next sample which will also display a melted texture. The melted texture can be recovered by 

increasing the temperature, or the O2 flow rate. 

In the final film of this batch, the deposition temperature has been increased further, to 675 ℃. The AFM imaging shows that the film has recaptured the melted appearance. In 

addition, the texturing is further enhanced, with a trough to peak height closer to 30-35 nm. This 

also has the effect of increasing the overall RMS roughness, to 9.53 nm. Turning to the R vs. T, 
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we see a strong VO2 MIT. In this film, we see a greater than 4 orders of magnitude change in the 

resistance from 0.92 MΩ at 300 K to 42 Ω at 365 K- nearly 5 orders of magnitude.  
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Figure 34. (Left) AFM for 100 nm VO2 on r-cut Al2O3 substrate, for various temperatures. 
(Right) Line profiles displayed to the right are cuts along the green line in the AFM images. The 
O2 flow rated was fixed at 2.57 sccm O2. All samples are from Batch 2. 
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Figure 35. (Left) Additional AFM for 100 nm VO2 on r-cut Al2O3 substrate, for various 
temperatures. (Right) Line profiles displayed to the right are cuts along the green line in the 
AFM images. The O2 flow rated was fixed at 2.57 sccm O2. All samples are from Batch 2. 
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and form full micron sized islands with very smooth surfaces and heights around 150 nm. For the 

conditions tested, these islands are sufficiently connected to allow the percolation behavior 

required for a R vs. T measurement and show a full 5 orders of magnitude MIT.  

There have been only a few reported cases in the literature with a larger than 4 orders 

MIT in VO2 thin films.99,287,288 While they used c-cut or m-cut Al2O3 substrates (and in the case 

of the latter two references, PLD as their deposition method), we note that the conditions are 

very similar to those of the “melted” films, with high temperatures and relatively low O2 content. 

Kim et al. in Ref. [288] reproduced the conditions used by Ref. [287] using PLD on m-cut, and 

their SEM results show a very similar morphology to our “melted” films. In addition, their films 

deposited at higher temperatures show a full 5 orders of magnitude MIT, and progress to isolated 

nanoislands at the highest temperatures as expected. Unfortunately, Kim et al. only include one 

branch of the R vs. T measurement, so direct comparisons of asymmetry in the thermal 

hysteresis cannot be made. They do not comment on any such asymmetry in the text. High 

temperature (> 550 ℃) depositions are often underexplored, as low temperature depositions are 

desired for low cost industrial application and avoid many complications such as diffusion or 

dewetting.243 However if high temperature depositions yield films with unique properties, they 

may need to be reconsidered. 

It is worth noting that this “melted” texturing in VO2 is not entirely unexpected. While 

the melting point of phase pure VO2 is quite high at 1545 ℃,77,202 the melting point of VO2+x is 

drastically lower, closer to 700 ℃ in bulk equilibrium. This can also be seen on the phase 

diagram presented earlier in Figure 2, with the “VO2 and a liquid phase” label in the upper right, 

above 708 ℃. We are therefore quite close to the melting temperature for these impurity phases, 

and it is not uncommon for melting temperatures to be lowered in thin films as compared to bulk 
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equilibria. The lower melting temperature can be attributed to phases such as V6O13 or V3O7 

which contain V+5 and therefore leads to the drastically lower partial melting temperature.82,289 

This process occurs as a peritectic decomposition into VO2 and a liquid phase.82 The reduction of 

phase impurities into phase pure VO2 would also naturally lead to the enhanced MIT seen for 

these films. Lastly, this suggests there may be additional optimizations for phase pure VO2 and a 

full 5 orders of magnitude MIT with further tuning of deposition conditions. 

 

3.4 Utilizing alternate substrates to tune the VO2 transition 

 

In addition to tuning the processing conditions of the VO2 film deposition, the choice of 

substrate is another avenue for tuning the VO2. The epitaxial relationship and preferential 

orientations can have a large impact on the morphology, crystalline quality and MIT properties 

of a VO2 film. The R vs. T for two films grown on a-cut (11-20) Al2O3 substrate are shown in 

Figure 36. Nominally, these films were both produced with 525 ℃ and 2.67 sccm O2. The 

second film was done during the course of Batch 2, whereas the first was in a batch which had 

lower base O2. In addition, it is only 50 nm thick. As in the r-cut case, the sensitivity of VO2 to 

the local deposition conditions means that it isn’t sufficient to have the same deposition 

parameters unless samples are compared in the same batch. However, one can directly infer the 

local conditions by comparing the results of measurements such as AFM and R vs. T and use 

them to orient and relate different batches. From these comparisons, the desired film properties 

can be recreated. Shown alongside is an r-cut sample deposited with the same conditions in the 

same batch for comparison. Looking to the top film, we see the 4 orders of magnitude change in 

the resistance typical of a VO2 film, from 0.86 MΩ at 300 K to 92 Ω at 360 K. The amplitude of 
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the transition is slightly smaller than the r-cut, suggesting that the conditions may need slight 

tuning specific to the a-cut substrate, but overall the quality of the transition is quite high. 

Looking to the MIT, we see a thermal hysteresis comparable but slightly smaller than that of the 

r-cut. The net Tc of the film is also close to but slightly below the r-cut value due to the different 

substrate lattice strain. In addition, we see a greater spread to the MIT, indicating a larger spread 

in local Tc for the a-cut grains. The transition is largely symmetric, although the lower portion 

has slightly more of a tail than the upper portion. 

In the bottom film we see that the transition has gotten slightly smaller in amplitude from 

1.06 MΩ at 300 K to 111 Ω at 365 K. This is an indication that the conditions have moved away 

from the ideal conditions on a-cut substrate and is likely tied at least in part to the vastly different 

morphologies that will be shown in the AFM since the comparable r-cuts in each panel are nearly 

identical. In addition to the smaller amplitude, the shape of the thermal hysteresis has changed. 

While the thermal hysteresis begins at roughly the same temperature in the heating loop, the 

transition is much broader in temperature, indicative of a broader range of Tc’s for the grains. 

This wider transition also pulls the average Tc of the film to slightly higher temperatures, 

although the thermal hysteresis is similar to the top sample. 
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Figure 36. R vs. T for a 100 nm VO2 film on a-cut substrate. Samples on r-cut provided for 
comparison. The absolute sputter pressure was fixed at 4 mTorr, the Ar flow rate to 31 sccm, and 
the gun power to 200 W RF. 

 

Figure 37 shows the AFM results for two films grown on a-cut Al2O3 substrate with 

strikingly different morphologies. The top film corresponds to the top film shown in Figure 36, 

and similarly with the bottom figures. The top film shows a relatively low RMS roughness of 2.8 

nm, whereas the bottom is much rougher, at 5.8 nm roughness. In contrast to the r-cut films 

shown earlier, both show a positive skew in their height distribution, of -1.70 and -0.20 for the 

top and bottom film respectively. The top film has a relatively large kurtosis at 7.65, and the 
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bottom film one very close to a Gaussian distribution at 3.06. Both films show a high density of 

pinhole defects with a 20 nm depth, although the top film favors less holes with a deeper trough, 

whereas the bottom film shows many shallower dips. Outside of these defects, the top film 

shows very plateau like behavior, with the plateaus showing a smooth top surface with sub 0.7 

nm RMS roughness. The plateaus have a characteristic length scale of around 0.4 microns in the 

lateral directions. In the bottom sample, the grains are more strand-like, with a width of around 

125 nm and length 200 nm or so. Neither morphology displays any obvious crystalline 

symmetries. 
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Figure 37. (Left) AFM images for 100 nm VO2 on a-cut Al2O3 substrates, from different batches. 
(Right) Line profiles displayed to the right are cuts along the green line in the AFM images. Both 
films were deposited at a nominal 525 ℃ and 2.67 sccm O2, but the bottom film is at an effective 
higher O2 content. The top film is 100 nm thick, the bottom 50 nm thick. 

 

In Figure 38 we show the XRD for two samples deposited on a-cut (11-20) Al2O3 

substrate. The top figure, in blue, corresponds to VO2 deposited at 475 ℃. The bottom, in red, 

corresponds to a deposition temperature of 525 ℃. The 525 ℃ film is a part of the same batch as 

the 525 ℃ film shown in the top AFM in Figure 37 and the top R vs. T in Figure 36. Both show 

the expected peak for the 0.5 mm thick single crystalline substrate at 37.86 °, but there is 

different behavior at the VO2 peaks. The sample deposited at 475 ℃ and 2.67 sccm O2 shows 
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poorer crystalline quality, with only a small peak seen at 44.14 ° that can be indexed to the VO2 

(12-1) or (120) monoclinic planes. By contrast, when the temperature is increased to 525 ℃ as in 

the bottom panel, a clear monoclinic VO2 (020)/ (002) peak is seen at 39.88 °. In addition, the 

minor peak at 44.14 ° seen in the previous sample is largely suppressed, indicating that the 

(020)/(002) peak is more favorable under these conditions. This is similar to what was seen on r-

cut substrates, with temperatures above roughly 475 ℃ being required for the VO2 to crystallize 

on Al2O3 substrates. In contrast to the r-cut, the peak is much more pronounced. 
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Figure 38. XRD of two sputtered VO2 onto a-cut Al2O3 substrate. (Top) VO2 deposited at 475 ℃ 
and 2.67 sccm O2. (Bottom) VO2 deposited at 525 ℃ and 2.67 sccm O2. Peaks labelled with a 
star correspond to the substrate. 

 

Another less studied Al2O3 plane is the m-cut, or (1-100) plane. Looking to the R vs. T 

characteristics shown in Figure 39, the m-cut also shows a strong MIT, larger than even the 

comparable r-cut sample without any additional tuning. The r-cut sample is slightly below 4 

orders of magnitude in the amplitude of the transition, indicating a slightly O2 deficiency for 

optimal MIT. Overall the two substrates show relatively similar shapes to the thermal hysteresis, 

with the average Tc pushed to higher temperatures relative to the r-cut and the m-cut thermal 
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hysteresis being a bit smaller. There is some asymmetry in the MIT, with a cooling branch 

transitioning slightly faster than the heating branch counterpart. As in the a-cut case, we see that 

the conditions for a high-quality m-cut sample is close but slightly different from the conditions 

one would use for an r-cut substrate. 

 

 

Figure 39. R vs. T for a 100 nm VO2 film on m-cut substrate. Sample on r-cut provided for 
comparison. The absolute sputter pressure was fixed at 4 mTorr, the Ar flow rate to 31 sccm, and 
the gun power to 200 W RF. 

 

A typical AFM measurement for 50 nm VO2 on an m-cut substrate is shown in Figure 40. 

This sample was deposited at 525 ℃ and 2.67 sccm O2, as a part of Batch 2. For these 

conditions, m-cut shows rather small, clearly defined grains. The grain size is on the order of 50-

100 nm, with a clear distribution in grain size. The sample is also rather smooth, with an RMS 

roughness of 1.99 nm. The height distribution has a slightly positive skew, at 0.14, and a nearly 

Gaussian kurtosis of 2.83. The roughness is quite a bit smaller than the corresponding a-cut and 

similar to the r-cut samples made in the same batch shown in the bottom of Figure 37 and Figure 
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34 respectively. The film also shows good coverage, with few to no pinhole style defects 

common on the other substrates. 

 

 

Figure 40. (Left) AFM images for 50 nm VO2 on m-cut Al2O3 substrate. (Right) Line profiles 
displayed to the right are cuts along the green line in the AFM images. 

 

The XRD results for a typical 100 nm VO2 on m-cut substrate is shown in Figure 41, with 

deposition conditions 525 ℃ and 2.75 sccm O2. As expected, the substrate peak is seen at 68.3 ° 
for the m-plane of Al2O3. A strong VO2 peak is seen at 33.44 °, which indexes to the monoclinic 

(10-2) VO2 peak. The higher harmonic (20-4) peak is also seen in the shoulder of the Al2O3 

peak, at 70.46 °. 
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Figure 41. XRD of 100 nm sputtered VO2 onto m-cut Al2O3 substrate. Peaks labelled with a star 
correspond to the substrate. 

 

The two previous substrates are somewhat unusual choices, but c-cut (0001) Al2O3 is a 

very common choice due to the excellent epitaxial relationship between this plane and the VO2 

crystal structure. A R vs. T for a sample grown on c-cut substrate at 525 ℃ and 2.75 sccm O2 is 

provided in Figure 42 along with a sample on r-cut for comparison. The c-cut shows a strong 4 

orders of magnitude MIT, with a sharp transition. The Tc relative to the r-cut is shifted upwards, 

along with a slightly larger thermal hysteresis. The thermal hysteresis is also nearly perfectly 

symmetric, unlike the VO2 deposited on other substrates shown thus far. 
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Figure 42. R vs. T for a 100 nm VO2 film on c-cut substrate. Sample on r-cut provided for 
comparison. The absolute sputter pressure was fixed at 4 mTorr, the Ar flow rate to 31 sccm, and 
the gun power to 200 W RF. 

 

AFM for a 100 nm VO2 film deposited on c-cut Al2O3 substrate at 525 ℃ and 2.75 sccm 

O2 is shown in Figure 43. This sample was grown as a part of Batch 1. The surface morphology 

in these samples is not unlike those shown previously for similarly conditioned samples on r-cut 

substrate, despite the much-improved epitaxial relationship seen in the XRD pattern. The sample 

is rather rough, with an RMS roughness of 11.04 nm, and grains on the order of 100-225 nm in 

size. There are some regions with the cylindrical symmetry seen in some of the samples with r-

cut substrates presented earlier. The skew of the height distribution is low but positive, at 0.44. 

The kurtosis is nearly Gaussian, at 3.24. While the areal coverage is high, there are some pinhole 

defects that can be seen in portions of the film. 

 

300 320 340 360

10
2

10
3

10
4

10
5

10
6  c-cut heating

 c-cut cooling

 r-cut heating

 r-cut cooling

R
 (


)

T (K)



 

132 
 

 

Figure 43. (Left) AFM images for 100 nm VO2 on c-cut Al2O3 substrates. (Right) Line profiles 
displayed to the right are cuts along the green line in the AFM images. 

 

Figure 44 shows a typical XRD pattern for VO2 deposited at 525 ℃ and 2.75 sccm O2 on 

c-cut substrate. The c-cut (0001) peak is displayed prominently at 41.72 °. The monoclinic VO2 

(020)/(002) peak is seen at 39.88°, just like was seen previously in the a-cut samples. The 

positioning of the c-cut substrate peak means that the VO2 peak overlaps with a contaminant 

peak of the substrate, unlike in the a-cut case. Nevertheless, we can definitively identify this peak 

based on the width of the peak, whose broadening is characteristic of VO2 rather than a 

contaminant peak. In addition, a direct comparison with a blank c-cut substrate shows the peak is 

much stronger in the VO2/Al2O3 film. A minor peak belonging to another oxide is visible at 

20.5 ° that can be indexed to the V2O5 (001) orientation, indicating some slight contamination. 
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Figure 44. XRD of 100 nm sputtered VO2 onto c-cut Al2O3 substrate. Peaks labelled with a star 
correspond to the substrate. 

 

The last substrate we considered in this work was TiO2 (101) (equivalent to (011)), in a 

switch away from the various Al2O3 cuts. TiO2 is another standard substrate for VO2 due to the 

epitaxial relation- the rutile naming is derived from the TiO2 mineral. Ti and V are also right next 

to each other on the periodic table, which means that the crystal structures are nearly an exact 

match, with a slight difference in lattice parameters due to the atomic mass.  

In Figure 45, a 100 nm VO2 films on TiO2 (101) substrate is shown. Turning our attention 

to the bottom film, we see that it has formed plateaus, not unlike those seen in one of the a-cut 

samples. Unlike the a-cut sample, there is clear anisotropy and the plateaus have a roughly 

tetragonal symmetry which manifests with a stripe-like top down pattern. The film shows deep 

indentations between the plateaus. These trenches have a depth of at least 50 nm and an opening 

width of roughly 200 nm. The overall roughness of the film is quite high, at 11.3 nm, however 

the plateaus have a much lower roughness on their top face, closer to 3-4 nm. Like the a-cut 
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sample, the film shows a large negative skew of -1.04 and a clear tail in the height distribution, 

although this should be understood by decomposing the film into two distributions for the 

plateaus and valleys separately. The film shows a mild kurtosis of 4.05. 

 

 

Figure 45. (Left) AFM images for 100 nm VO2 on TiO2 (101) substrate. Deposited at 525 ℃ and 
2.67 O2 sccm. (Right) Line profiles displayed to the right are cuts along the green line in the 
AFM images. 

 

The R vs. T measurement for a typical VO2 film on TiO2 (101) substrate is shown below 

in Figure 46 along with a r-cut comparison film. We see a strong 4 orders of magnitude MIT, 

although with a number of notable features. Interestingly, the slope of the resistance in the 

semiconducting state is different than that of the r-cut. This contrasts with the previous 3 samples 

on various Al2O3 substrates, which showed roughly the same slope as each other. The film 

transitions from its semiconducting state to the metallic state at around 328.7 K, typical for VO2 

on TiO2 (101) substrate.110 While the transition is rather sharp, roughly comparable to the r-cut 

sample, the thermal hysteresis is much thinner at only 2.55 K. Below the transition we see the 

typical metallic behavior in VO2. 
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Figure 46. R vs. T for 100 nm VO2 on TiO2 (101) substrate deposited at 475 ℃ and 2.67 sccm 
O2. The absolute sputter pressure was fixed at 4 mTorr, the Ar flow rate to 31 sccm, and the gun 
power to 200 W RF. 

 

The XRD pattern for a 100 nm VO2 film on TiO2 (101) is shown in Figure 47. As 

expected, the TiO2 (101) peak is apparent at 36.12 °. The similarity in crystal structure means 

that any VO2 peak will be rather close, and indeed there is a VO2 peak visible in the right-hand 

shoulder at 37.22 °. In the monoclinic phase, this peak indexes to the (200) or (21-1) twinned 

peaks. Across the SPT these orientations will correspond to the rutile (101) in VO2, utilizing the 

appropriate unit vector conversion. The fact that the VO2 peak is visible despite the relatively 

low deposition temperature contrasts with the Al2O3 substrates. 
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Figure 47. XRD of 100 nm sputtered VO2 onto TiO2 (101) substrate. Peaks labelled with a star 
correspond to the substrate. 

 

3.5 Conclusions 

 

In this chapter, we showed the tunability of the deposition of VO2 thin films on various 

substrates via magnetron sputtering. These films show the 4 orders of magnitude or larger MIT 

concomitant with high quality VO2. Tuning the temperature and oxygen concentration in the 

vacuum chamber during the deposition proved to be an effective method for tuning both the R 

vs. T properties of the films, but also the surface morphology. Whereas most works individually 

tune the temperature or O2 flow rates, we show that equally strong MIT behavior can be seen at 

different deposition equilibria. However, different temperature and O2 concentration 

combinations lead to very different surface morphologies, with higher O2 and lower T showing 

more columnar textured growth and high T low O2 conditions showing smoother morphology. 

O2 concentration is shown to be a key way to control the roughness and morphology in VO2 

sputtered films. Increasing the temperature allows to compensate and maintain roughly the same 
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stoichiometry, a critical feature in the vanadium oxide system. To fully optimize the VO2, it is 

also beneficial to iterate between changing the deposition temperature and O2 concentration 

rather than to fix one and tune the other as is common in other studies. We were able to achieve a 

sub 2 nm RMS roughness while maintaining most of the VO2 MIT, however films in these 

conditions only showed a weak preferential orientation as measured by out of plane XRD. We 

also show that drifts in deposition conditions, either between samples or due to opening the 

vacuum chamber can be corrected for by studying the surface morphology and R vs. T 

characteristics. 

Further increases of deposition temperature beyond 575 ℃ lead to a sharp change in 

morphology, with the films showing a “melted” type texturing. In the extreme case, this 

nanopatterning leads to nanoislands of VO2 that leave portions of the substrate exposed. This 

type of nanopatterning is common in thin films when it is energetically favorable as a way to 

reduce the total surface energy.290–292 The total surface energy minimum, and therefore growth 

mode, is determined by the competition between the film free surface energy, the substrate-film 

interface energy, and substrate free surface. Temperature is also a relevant tuning parameter, as 

low deposition temperatures can limit or freeze out undesirable kinetics such as dewetting.293–295 

In addition to the texturing, these films show very asymmetric MIT, with greater than 4 orders of 

magnitude MITs. While this nanopatterning and MIT characteristics show promise for future 

work, they’re unsuitable for the clean interface required in this work.  

While alternative deposition parameters such as absolute deposition pressure, substrate 

biasing, and annealing were explored as potential tuning knobs, they did not show as much 

promise as temperature and O2 concentration for obtaining smooth VO2 interfaces. On the other 

hand, alternative substrates showed much more promise. Various planes of Al2O3 substrates led 
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to improved structural quality as measured by XRD, with strong peaks. They also maintained the 

4 orders of magnitude MIT while each showed a different morphology as compared to the r-cut 

substrate. TiO2 (101) substrates were also explored, and also showed a strong structural quality 

while providing a very anisotropic but smooth surface. The different epitaxial lattice strain also 

leads to a lower Tc of 330 K.  

Taken together, control of deposition parameters and choice of substrate allow for very 

different types of interfaces in VO2 films. These interfacial properties can be used to tune the 

magnetic properties of VO2/Ni hybrid bilayers, as we show in the next chapter.  
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Chapter 4. Magnetic properties of VO2/Ni Bilayers 

 
 
 
4.1 Motivation 

 

As was discussed in Chapter 1, magnetic hybrid heterostructures consisting of an SPT 

material and a FM are an underexplored but competitive alternative as compared to other more 

well studied coupled magnetic heterostructures such as piezoelectric/FM or AF/FM 

bilayers.25,26,47 SPT materials such as the vanadium oxides would allow for manipulation of the 

magnetic properties of the FM layer in a heterostructure without the need for an external applied 

magnetic field. Alternative stimuli such as light, electric field and temperature which can trigger 

the SPT can be used instead of applied magnetic fields to modify magnetic properties via 

magnetoelastic coupling between the SPT material and the FM layer. These SPT materials also 

show sharp switching like behavior, in contrast to the more gradual response of materials such as 

piezoelectrics. 

VO2 is a promising choice of SPT material, with its Tc of ~340 K. In addition to being 

close to but above room temperature, the Tc is easily tunable via deposition conditions, substrate, 

or methods such as doping. In previous work, it was shown that the magnetic properties of Ni 

deposited on VO2 and V2O3 can be modified by interfacial stress due to the SPTs of these 

vanadium oxides.296,297 Here we further explore the VO2/Ni system, studying the effects of 

substrate choice and tuning the VO2 deposition conditions and morphology. Ni is the FM of 

choice due to its high magnetostrictive coefficient for an easily grown FM. 

The section begins by discussing the sputtering of the metallic Ni layer onto VO2 films, 

following the procedure laid out in Chapter 2. We then reconfirm the crystalline quality of the 
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VO2 layer via XRD after Ni deposition, as well as checking for any preferential orientation of the 

Ni. AFM is used to characterize the Ni surface morphology in the heterostructures, which will 

influence the magnetic properties. Magnetometry measurements taken at various temperatures 

for representative samples are shown for three substrates: c-cut Al2O3, TiO2 (101) and r-cut 

Al2O3. The influence of the substrate on the magnetic properties are discussed. Finally, magnetic 

measurements for alternative substrates m-cut and a-cut Al2O3 are presented. 

 

4.2 Characterization and Ni deposition 

 

VO2 films were first deposited via magnetron sputtering following the procedure laid out 

in Chapter 2, and optimized as described in Chapter 3. Once the desired conditions were reached, 

several VO2 samples were fabricated, with the Ni added only after all VO2 samples for that batch 

were deposited. As mentioned in Chapter 3, the delicate sensitivity of VO2 to any contaminant 

that could influence the O2 of the chamber should be avoided. Sputtering metallic Ni prior to a 

VO2 deposition will act to leach O2, leading to a O2 deficient atmosphere and require 

reconditioning of the chamber. Fortunately VO2 is metastable in ambient conditions for periods 

of several weeks or longer, even without a capping layer.96,97 This stability allows for a later 

deposition, rather than a single VO2/Ni heterostructure per conditioning cycle. In addition, 

outside the chamber the VO2 films are stored in a low-pressure desiccator system to further slow 

any degradation. 

After the VO2 samples have been prepared, the Ni can be deposited on top of the VO2 

and are capped in-situ with Al capping layers to prevent oxidation of the Ni. The deposition for 

samples with Ni deposited well above Tc was done at 473.15 K and will be labeled as ‘HT’. The 

deposition for samples with Ni deposited below Tc were done at ambient temperature and will be 



 

141 
 

labeled as ‘RT’, and will be discussed in the next chapter. The Al capping layer in the RT 

samples are done immediately following the RT deposition. The Al capping layer for the HT 

samples are done after cooling back to RT, typically approximately 1 hr after the deposition. The 

nominal thicknesses were 100 nm/15 nm/5 nm for the VO2/Ni/Al heterostructures. Since the VO2 

deposition is a reactive process, the deposition rate was confirmed on test samples via XRR and 

assumed to be constant across depositions per batch. If the chamber is opened, the deposition 

rate is remeasured after the conditioning and tuning has taken place. It is important to calibrate 

the thickness after tuning since conditions inside the chamber such as the O2 content can 

influence the sputter rate. The metallic Ni and Al deposition rates were measured using an in-situ 

quartz crystal balance. Prior to the first deposition or measuring the deposition rate, both metallic 

targets are presputtered for 30 minutes to eliminate any oxide layer on the surface of the target. 

Subsequent sputters are presputtered for 3 minutes immediately prior to deposition, to clean the 

surface and allow the plasma conditions to equilibrate. 

With the Ni deposited, several HT samples were measured via XRD to confirm the 

crystalline quality of the VO2, as well as determine any out-of-plane preferential orientation of 

the Ni. The results for several choices of substrate are shown in Figure 48. All three show the 

same vanadium oxide peaks as pure VO2 samples from Chapter 3. In the top panel, the c-cut 

substrate shows a strong (020)/(002) monoclinic VO2 peak at 39.88 °, to the left of the c-cut 

(0001) Al2O3 peak at 41.70 °. However, an additional broad peak has formed at 45.6 ° which 

belongs to the Ni (111) plane. In the middle panel in blue is the VO2/Ni heterostructure grown on 

TiO2 (101) substrate. Again, we see a VO2 (200)/(21-1) twinned peak located at 37.22 °, to the 

right of the TiO2 (101) peak at 36.16 °. Unlike the c-cut substrate, there is no clear peak 

attributable to Ni, indicating less preferred orientation. In the bottom panel of the figure is the 
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sample grown on r-cut (1-102) Al2O3 substrate. As previously, the VO2 on r-cut shows the same 

(200)/(21-1) peak as the TiO2 (101) at 37.01 °. The slight discrepancy between the two can be 

attributed to slight differences in alignment of the XRD system as well as the different lattice 

strains of the substrates. The unstrained peak is predicted to be at 36.0969 °. As with the TiO2 

(101), no Ni peak is evident within the experimental limits of our detector. 

Overall, all 3 samples show strong VO2 peaks in the expected preferred orientation for 

their corresponding substrates. The (020)/(002) oriented VO2 on c-cut substrate seems to 

encourage a Ni (111) orientation, whereas VO2 (200)/(21-1) on r-cut and TiO2 (101) substrates 

do not seem to greatly encourage a preferred orientation. 
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Figure 48. XRD of 100 nm/15 nm VO2/Ni bilayers on: (Top) c-cut Al2O3 substrate, (Middle) 
TiO2 (101) substrate, and (Bottom) r-cut Al2O3 substrate. Peaks labelled with a star correspond to 
the substrate. 

 

10
0

10
1

10
2

10
3

10
4

10
5

10
6

  Ni

(111)

     Al
2
O

3
 (0001)

     VO
2

(020)/(002)

*
*

In
te

n
s
it
y
 (

A
.U

.)

 c-cut

10
0

10
1

10
2

10
3

10
4

10
5

*

* *

     TiO
2
 (101)

     VO
2

(200)/(-211)

In
te

n
s
it
y
 (

A
.U

.)

 TiO
2
 (101)

20 25 30 35 40 45 50
10

0

10
1

10
2

10
3

10
4

10
5

Al
2
O

3 
(1-102)

**      VO
2

(200)/(-211)

In
te

n
s
it
y
 (

A
.U

.)

2 (Degrees)

 r-cut



 

144 
 

After confirming the structural quality of the films, the surface morphology needs to be 

characterized. AFM for samples on c-cut Al2O3, TiO2 (101) and r-cut Al2O3 substrates 

respectively are shown in Figure 49. It is immediately clear how important the substrate choice 

is, with each sample showing very different grain microstructure despite very similar deposition 

conditions and similar VO2 quality. Examples of the underlying VO2 morphology for each 

substrate was covered in Chapter 3. Even samples with the same preferred orientation such as the 

TiO2 (101) and r-cut Al2O3 show different Ni morphology. The c-cut sample shows very small 

circular grains of 40-60 nm, and a low RMS roughness of 1.22 nm. The TiO2 (101) sample goes 

to the other extreme, showing very large plateau like grains, separated by large grain boundaries. 

These boundaries show that the plateaus are roughly 15 nm tall, the nominal thickness of the Ni 

deposition. The overall film roughness is 4.53 nm, with the top of the plateaus showing less than 

1 nm roughness. The grains themselves are on the order of hundreds of nm wide, typically 400+ 

nm wide. Lastly, the r-cut sample grain size is somewhere in between with moderately sized but 

visibly inhomogeneous regions of large grains interspersed between smaller grains. The RMS 

roughness is quite high, at 13.6 nm. 
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Figure 49. AFM for 100 nm/15 nm VO2/Ni on (Left) c-cut Al2O3 substrate, (Middle) TiO2 (101) 
substrate, and (Right) r-cut Al2O3 substrate. (Bottom) Line profiles are cuts along the colored 
lines in their respective AFM image. 

 

Lastly, we provide R vs. T measurements for typical samples of bare 100 nm VO2 films 

on TiO2 (101), c-cut Al2O3, and r-cut Al2O3 substrates. These samples were optimized following 

the discussion in Chapter 3, with the conditions optimized for each substrate individually. All 3 

show a strong 4 orders of magnitude MIT from roughly 1 MΩ to less than 100 Ω at 360 K. The 

details of the MIT follow the patterns established in the previous chapter for the respective 

substrate. The TiO2 (101) sample shows the lowest Tc at less than 330 K, with a very sharp 

transition and low thermal hysteresis of 2.5 K. The r-cut Al2O3 sample is in the middle of the 

three, with a Tc of roughly 333.4 K, thermal hysteresis of 6 K and a rather wide tail on the upper 

portion of the MIT. The c-cut Al2O3 substrate has the highest Tc at approximately 338.4 K. It has 
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a thermal hysteresis comparable to the r-cut Al2O3 at 5.8 K but doesn’t display much of a tail in 

the MIT. 

 

Figure 50. R vs. T for 100 nm bare VO2 on TiO2 (101), c-cut Al2O3, and r-cut Al2O3 substrates. 

 

Having structurally characterized our VO2/Ni bilayers as well as the R vs. T of the 

underlying VO2, we are now ready to consider the magnetic properties in the bilayers. 

 

4.3 Magnetic measurements for c-cut, r-cut, and TiO2 substrates 

 

In this section we present the magnetic measurements of HT VO2/Ni bilayers taken in the 

VSM. RT samples show a different behavior and will be discussed in the next chapter. In 

particular, we focus our attention to the substrates characterized in the previous section: c-cut 

Al2O3, TiO2 (101), and r-cut Al2O3. VO2 is paramagnetic and therefore the majority of the 
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thicknesses as thin as 10-15 nm. Magnetic hysteresis loops were taken at various temperatures 

beginning at 290 K and ending at 370 K, following the procedure given in Chapter 2. One full 

measurement consisted of the sample completing two full thermal ‘cycles’ of 290 K →  370 K →
290 K →  370 K →  290 K . This temperature range is sufficient to ensure that the VO2 is fully 

transitioned regardless of the substrate, and thus avoid traveling in a minor loop along the 

thermal hysteresis of the VO2. The hysteresis loops are measured in-plane with an in-plane 

applied field. 

Typical examples of the hysteresis loops for heterostructures grown on the three 

substrates are presented in Figure 51 for select temperatures. The magnetic data presented is the 

raw data, uncorrected for contributions from the sample holder, VO2, or substrate. Note that the 

selected temperatures are slightly different between substrates. The temperatures shown were 

chosen to highlight changes in coercivity, which cluster close to the VO2 Tc associated with that 

substrate. 

For each substrate, these loops are from the first heating branch in the thermal cycling. At 

300 K the hysteresis loops show a typical M vs. H response for a ferromagnet. As the 

temperature is increased, the overall shape of the hysteresis loop is maintained. However, there 

are slight changes in the saturation magnetization and more noticeably, large changes in the 

width, or coercivity, particularly near Tc for VO2. The coercivity is the magnetic field required to 

reduce the magnetization to 0 from saturation. Here, we take the average for both negative and 

positive applied fields. This helps to reduce error, particularly from any stray bias fields. For 

example, there is often a small field (< 2 mT, often ~1 mT) due to remanent magnetization in the 

pickup coils of the VSM. 
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Figure 51. Magnetization vs. applied field (M vs. H) for various temperatures of HT 100 nm/15 
nm VO2/Ni bilayers on (Top) c-cut Al2O3, (Middle) TiO2 (101), and (Bottom) r-cut Al2O3 
substrates. First heating branch of 2 heating/cooling cycles. 
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In order to get a better look at the changes in coercivity, we can extract the coercivity 

from the hysteresis loops and plot it explicitly as a function of temperature for each thermal 

branch. This coercivity vs. temperature (HC vs. T) behavior for both HT VO2/Ni bilayers on all 

three substrates are plotted in Figure 52. The saturation magnetization changes will be discussed 

in a later section. 
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Figure 52. Coercivity extracted from M vs. H loops at various temperatures of HT 100 nm/15 nm 
VO2/Ni bilayers on (Top) c-cut Al2O3, (Middle) TiO2 (101), and (Bottom) r-cut Al2O3 substrates. 
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Looking first to the c-cut sample show in the top panel, we see the sample starts with a 

relatively large coercivity near RT, 14.6 mT at 290 K for the first heating loop. As the 

temperature is increased up to 330 K, the coercivity slightly decreases as is typical in 

ferromagnets. At roughly 330 K to 342 K, we see a sharp decrease in the coercivity to 7.54 mT at 

347 K. This value is considerably lower than the previous trend as a function of temperature. A 

clear comparison can be made by linearly extrapolating the high temperature behavior back to 

320 K. This yields an extrapolated coercivity of only 8 mT, a 37.5% decrease compared to the 

actual 12.8 mT measured. As the temperature is increased well past 347 K, the coercivity returns 

to its previous trend, although it has been permanently shifted lower. In the first cooling cycle 

shown in blue we see essentially the same behavior but with a 4 K thermal hysteresis. This 

hysteresis is a signature of the VO2 phase transition and matches the one observed in the R vs. T 

of the bare VO2. The sharp change in the coercivity at ~330-340 K that occurs can be attributed 

to the underlying VO2, which will undergo its SPT as the temperature crosses Tc. Like the 

thermal hysteresis, this range agrees with the temperature range of the VO2 MIT in the R vs. T 

measurements, as shown previously in Figure 50. As the VO2 crosses from the monoclinic to 

rutile structure, it induces a shear strain due to the changes in V atoms along the c-axis. This 

shear strain then acts to apply an anisotropic stress at the VO2/Ni interface, which can influence 

the Ni via inverse magnetoelastic coupling. This effect has previously been demonstrated in 

VO2/Ni and V2O3/Ni bilayers.296 The coercivity change therefore inherits many of the properties 

of the underlying SPT. Not only does it occur at Tc, it has a similar temperature spread to the 

complete the transition (as can be seen in e.g. R vs. T measurements), as well as the signature 

thermal hysteresis of the VO2 SPT. This coupling to the SPT means that deposition conditions 

for the Ni becomes an additional tuning parameter. Recall that for HT samples, we deposit the Ni 
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well above the Tc of VO2. This will lead to the Ni seeing the rutile VO2 during the initial 

deposition, and the Ni is relaxed when the VO2 is in the rutile state. When cooling through the 

transition, the Ni becomes strained when the VO2 is in the monoclinic structure. The HT 

deposition therefore determines the ‘high to low’ coercivity as the temperature increases. Below 

Tc, the Ni is strained, and above the Ni is able to relax. The baseline coercivity in this relaxed 

state will also be influenced by film features such as the roughness, defects, etc. 

In the middle and bottom panels of Figure 52, the same type of coercivity vs. temperature 

profile is plotted for the VO2/Ni on TiO2 (101) and r-cut Al2O3 substrate. Following the first 

heating branch, both samples start with an elevated coercivity that decreases with increasing 

temperature. Close to the Tc for their respective substrates we again see a sharp drop in the 

coercivity, although the r-cut drop is smaller than in the c-cut or TiO2 (101) case. However, in 

both of these samples, there is a coercivity enhancement that is strongly localized near Tc. Far 

above Tc, the samples return to the trend of slowly decreasing coercivity with increasing 

temperature after being permanently shifted to lower coercivity. The cooling branches show a 

similar behavior, but with thermal hysteresis values that match those seen in the R vs. T 

measurements for bare VO2 on the respective substrates. We note that future thermal cycles for 

all substrates with HT VO2/Ni heterostructures show the same features in the coercivity 

indicating that this process is repeatable and that the samples haven’t significantly degraded due 

to the thermal cycling. 

The HC vs. T profiles for these two samples are the product of two effects. In addition to 

the strain anisotropy field mechanism that led to the decrease in coercivity well above Tc, 

another effect accounts for the localized peak in coercivity close to Tc. We attribute this 
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enhanced coercivity to the coexistence of both structural phases of VO2 in the vicinity of Tc, as 

detailed in the next section. 

 

4.4 Localized coercivity enhancement due to phase coexistence 

 

The spike in coercivity seen in the previous section can be attributed to the nature of the 

SPT of the VO2 that underlies the FM Ni. A first order transition implies a mix of both phases 

when the material is very close to Tc. The coexistence of both the monoclinic and rutile phase at 

fixed temperatures near Tc has been confirmed directly for polycrystalline thin film VO2, as 

shown in Section 1.4. The domain size of the VO2 monoclinic and rutile phases range from 10’s-

100’s of nm, as seen in Figure 14. However, a VO2/Ni hybrid heterostructure system introduces 

another fundamental length scale in the Ni’s magnetic domain size. 

The size of the Ni magnetic domain size will be directly related to the microstructure and 

morphology of the Ni film. The AFM shown earlier in Figure 49 of Section 4.2 is a direct probe 

of the Ni morphology and can therefore give insight into the typical expected magnetic domain 

size. In the c-cut sample, which has small Ni grains, we can expect the Ni magnetic domains to 

be of similar size to the grain size. If the VO2 phase domains are roughly the same size of the Ni 

grains/domains or larger, then the magnetic behavior is largely governed by grain boundaries and 

the phase coexistence does not play a significant role in the magnetic pinning. By contrast, in the 

large smooth TiO2 (101) plateaus, the Ni magnetic domains will be much larger, and will be able 

to see a larger portion of the boundaries between the two underlying VO2 phases. The two VO2 

phases are under different amounts of strain, which leads to an inhomogeneous boundary 

between the two. This laterally inhomogeneous stress profile leads to disorder which will be 
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inherited by the Ni layer, with phase boundaries acting as magnetic defects or pinning sites for 

domain wall motion during magnetic reversal. This disorder will be maximized when the border 

region between the two VO2 phases are maximized, which should occur close to the middle of 

the transition and also explains why the phenomena is localized so sharply around Tc. The r-cut 

is somewhere between the two more extreme examples, with medium sized grains. Therefore, it 

shows a coercivity spike, but smaller than that of the TiO2 (101). This coercivity enhancement 

had previously been seen in V2O3/Ni bilayers during the V2O3 SPT, as well as in Nd0.5Sr0.5CoO3 

on STO substrate, but not in VO2/Ni.298 The similar response despite the fundamentally different 

driving mechanisms for this phase separation is another sign that this coercivity enhancement is 

driven by phase coexistence across the VO2 SPT.299 The localized coercivity spike near Tc seen 

only in some samples is therefore driven by a competition between the length scales of the VO2 

structural phase domains, and the magnetic domains of the overlying Ni layers.  

 

4.5 Magnetic anisotropy 

 

The samples were also checked for any in-plane anisotropy by rotating the samples in-

plane and remeasuring their magnetic properties. Typical hysteresis loops are shown in Figure 53 

for both c-cut (Top) and r-cut (Bottom) Al2O3 substrates. The c-cut sample shows an identical 

hysteresis loop at various angles, indicating the lack of any strong anisotropy for in-plane 

rotations. The r-cut shows only a very minor change in the hysteresis loop at a 45 ° rotation. 

These measurements were taken at 300 K, indicating a lack of anisotropy even when the HT 

films are in the strained state due to the VO2 SPT. The VO2 SPT is highly anisotropic, so the lack 

of anisotropy can be tied to the polycrystallinity of the films. 
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Figure 53. M vs. H measurements of HT 100 nm/15 nm VO2/Ni bilayers on (Top) c-cut Al2O3 
substrate and (Bottom) r-cut Al2O3 substrate, for various orientations inside the VSM. Taken at 
300 K. 
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axis, whereas the right figure shows a clear hard axis. In the easy axis orientation, the sample is 

relatively easy to saturate at less than 30 mT, but shows a large coercivity, greater than 12 mT at 

all temperatures measured. By contrast, in the hard axis orientation, the hysteresis loops do not 

close until nearly 50 mT. They also show a much lower coercive field, with a maximum less than 

10.5 mT. 

This anisotropy also has a strong influence on the HC vs. T behavior. The measurement 

along the easy axis is similar to the measurement shown previously. The coercivity begins 

elevated, spikes close to Tc due to phase coexistence, and then decreases sharply across the VO2 

SPT. In the hard axis measurement, the sample still has a high to low coercivity profile across 

the temperature range measured, and the transition width is consistent with the easy axis 

measurement as well as the VO2 transition width as measured in R vs. T measurements. 

However, the localized spike in coercivity close to Tc is suppressed. The fact that this is seen in 

the same sample rules out different surface morphology as a cause. 
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Figure 54. (Top) M vs. H for various temperatures of HT 100 nm/15 nm VO2/Ni bilayers on 
TiO2 (101) substrate. (Top Left) Easy axis and (Top Right) Hard axis, rotated 90 degrees relative 
to the easy axis. (Bottom) Extracted coercivities corresponding to the above loops. 

 

4.6 Magnetization vs. Temperature 

 

In addition to the various M vs. H measurements shown, measurements of M as a 

function of temperature (M vs. T) were also taken. As mentioned previously, there was a slight 

change in saturation magnetization visible in the hysteresis loops shown previously. Figure 55 

shows M vs. T curves for (a) c-cut, (b) r-cut, and (c) TiO2 substrates under an applied field of 50 

mT. Here, all 3 samples show very similar behavior. As the temperature is ramped well below 

Tc, they show a slight decrease in the magnetization as thermal energy reduces the alignment of 

the magnetic moments. Near Tc, we see a sharp increase in magnetization that is maintained even 

as the temperature continues to increase above Tc. As with the coercivity changes, this 
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magnetization change occurs at a temperature corresponding to the Tc of the bare VO2 for each 

substrate. In the cooling branch, we see the opposite behavior, with characteristic thermal 

hysteresis. Lastly, we note that the process is repeatable through multiple thermal cycles (data 

not shown), as the M vs. H measurements were. Indeed, these measurements were taken after the 

M vs. H loops following the procedure laid out in Chapter 2 which means that the samples have 

already been thermally cycled prior to these M vs. T measurements. 

As with the other changes in the magnetic properties of these VO2/Ni heterostructures, 

the changes in magnetization are fundamentally tied to the VO2 SPT via magnetoelastic 

coupling. In addition to the stress anisotropy field, there is the inverse magnetostrictive effect 

itself. As was discussed in Section 1.5, a FM under stress will undergo changes in its 

magnetization. For Ni, which has a negative magnetostrictive constant, a compressive (tensile) 

stress leads to an increase (decrease) in magnetization, for fixed applied magnetic field (See 

Figure 17). Since the Ni will be relaxed above Tc when deposited in the HT configuration, this 

indicates the Ni undergoing a tensile stress when the temperature is reduced below Tc. 
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Figure 55. M vs. T for HT 100 nm/15 nm VO2/Ni bilayers on (Top) c-cut Al2O3, (Middle) TiO2 
(101), and (Bottom) r-cut Al2O3 substrates. The applied magnetic field is fixed at 50 mT for all 
samples. 
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4.7 Estimates of strain  

 

A rough quantitative estimate of the strain being applied to the Ni layer can be made 

utilizing Eqn. 12 from Section 1.5 if we assume the stress in the Ni is uniform and that change in 

magnetic properties is due to an effective stress anisotropy field 

𝐻𝑒  ∗  = 𝐻𝑎𝑝𝑝 + 𝛼∗𝑀 ± 3 𝜆𝑠𝑖𝜎𝜇0𝑀𝑆 4.1 

One way to do so is to compare the change in the coercivity above and below the VO2 

transition. For the same Ni layer, the effective field should be same at the coercive point. 

Heffbelow∗ = Heffabove∗  4.2 

Conveniently, at the coercive point the term proportional to M drops out, leaving238 

𝐻𝑎𝑝𝑝_𝑏𝑒𝑙𝑜𝑤 ± 3 𝜆𝑠𝑖𝜎𝜇0𝑀𝑆 = 𝐻𝑎𝑝𝑝_𝑎𝑏𝑜𝑣𝑒 4.3 

with the strain being provided by the VO2 SPT. This yields 

𝛥𝐻𝐶 = 𝐻𝜎 = 3 𝜆𝑠𝑖𝜎𝜇0𝑀𝑆  4.4 

Previously, in Section 4.3 the coercivity difference for the c-cut sample was estimated to 

be 4.8 mT. Taking the effective field Hσ to be the difference between measured and extrapolated 

coercivities and using the material parameters for Ni (MS = 470 ∙ 103  Am, λsi = λpsi = −34 ∙10−6) yields a stress of 22 MPa required for the coercivity difference at 320 K in the c-cut 

sample shown previously. This value is in good agreement with previous work, and is a 

reasonable fraction of the directly measured stress of 380 MPa in single VO2 films.300  
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A similar estimate of the strain in the Ni layer can be made utilizing the M vs. T data 

presented in the previous section and applying the J-A-S model developed in Section 1.5. For the 

field applied (Happ =  50 mT), the sample is well saturated, as can be seen in the hysteresis 

loops of Figure 55. It is therefore reasonable to represent the total magnetization M by the 

anhysteretic magnetization Man, given as  

M = Man = MSℒ (Heff∗a ) = MS (coth(Heff∗a ) − aHeff∗ )   4.5 

with the parameters MS and a given from fitting to experimental data. The effective field 

required to cause the change in magnetization seen in the M vs. T across the VO2 SPT can be 

found by numerically integrating the differential form of Eqn. 4.5. Either 
dMdσ  or 

dMdHeff∗  can be used, 

since as mentioned in Section 1.5, Man(Happ, σ) = Man(Heff∗ , 0). Indeed, one can switch from 

one to the other via application of the Chain Rule 
dMdσ = dMdHeff∗ dHeff∗dσ  . In the case where the 

magnetization is along the anhysteretic, integration simply returns the closed form solution of 

Eqn. 4.2. An intuitive explanation for the equivalence between Man(Happ, σ) and Man(Heff∗ , 0) 

can be seen by considering what these two expressions represent on a hysteresis loop. The point 

on the M vs. T. at 345 K, just above the VO2 transition, would be equivalent to a hysteresis loop 

at Happ =  50 mT and 345 K. This loop for the c-cut sample, previously shown in Figure 51, is 

reproduced in Figure 56. For comparison, we also include the anhysteretic magnetization in red. 

As expected, the anhysteretic and experimental magnetizations overlap when the sample is 

saturated at roughly 25 mT or larger. Physically, this corresponds to completely reversible 

magnetization as the magnetic field is swept, which leads to no history dependence. 



 

162 
 

 

Figure 56. M vs. H for an HT 100 nm/15 nm VO2/Ni bilayer on c-cut Al2O3. The experimental 
loop is the same 345 K loop shown in Figure 51, corrected for diamagnetic substrate 
contributions, and centered. The anhysteretic was found via fitting to the saturated portion of the 

data. It has parameters MS = 407 kAm , a = 582 Am, and α =  0.0049695. 

 

On the hysteresis loop, the M vs. T equivalent point is the point labeled by Happ =0.05 mT, with an effective field Heff∗ = Happ + α∗M. As the temperature in the sample is 

reduced, the VO2 SPT strain is applied, shifting the effective field by a factor of 
3 λsiσμ0MS . The 

change in magnetization was estimated to be 0.768% in the M vs. T, and the shift in effective 

field can be found by finding at what point along the upper branch the magnetization is reduced 

by this amount. Ultimately, the magnetization drop yields an Hσ = 1.43 mT or a tensile stress of 

65.6 MPa. It is clear from the figure that a tensile stress is needed, since 
3 λsiσμ0MS  must be overall 

negative to reduce the magnetization and Ni has a negative magnetostrictive coefficient λsi. 
Again, the estimated stress is a significant fraction of the VO2 SPT stress and is of a similar order 
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disagreement between the two estimates. This is not too surprising, considering the assumptions 

that went into the form of stress anisotropy field used. For instance, it is known that there is a 

demagnetization field term in polycrystalline films that goes as HD = 3 λsiσMμ0BS  , due to the effect of 

stress on grain alignment.230 This term acts nearly identically to Hσ, but scales linearly with M. 

In addition, the percentage change in magnetization is very small, less than a percent at such high 

saturating fields. This makes any estimate rather sensitive to how the raw magnetic data is 

normalized. 

The result of integrating the differentials (or using the equivalent values from the 

hysteresis loop) yields M as a function of Heff∗  or σ. To translate back to a function of 

temperature as in the M vs T, we need a form for the stress as a function of temperature. We 

assume that the distribution of TC in the VO2 grains is a Gaussian distribution. In an effective 

media approximation, the strain applied can be found by integrating this distribution, which will 

yield the percentage of grains in either phase. The integral of a Gaussian is the (complementary) 

error function, with parameters from fitting to the data. The stress as a function of temperature T 

can then be written as  

σ(T) = σ02 erfc (T − 337.42 ) 4.6 

where σ0 is the stress applied when the film is fully transitioned to the monoclinic state. A 

picture of Eqn. (4.3) is shown in the inset of Figure 57. M is now explicitly a function of T, given 

by 

M(T) = Man(T) = MSℒ (0.05 + α∗M − 3 λsiμ0MS σ02 erfc (T − 337.42 )a ) 4.7 
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The result is shown below in Figure 57. For visual clarity, the theoretical magnetization 

obtained was then corrected with the approximately linear slope as a function of temperature, as 

our version of the J-A-S model does not explicitly capture the effects of temperature.  

 

 

Figure 57. M vs. T for HT 100 nm/15 nm VO2/Ni bilayers on c-cut Al2O3. The same data as the 
heating data shown in Figure 55 is shown in red. Happ = 0.05 mT. The theoretical fit is shown in 
blue. 
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uniaxial stress. The order of magnitude reduction from the full SPT stress may also be indicative 

of a stress relaxation mechanism at the interface, such as grain boundaries. This would lead to 

only a partial transfer of strain across the interface. Lastly, thin film magnetostriction values can 

vary greatly from bulk values.301  

 

4.8 Alternate substrates: m-cut and a-cut Al2O3 substrates 

 

In addition to the previous 3 substrates that were fully structurally characterized, Ni was 

also deposited onto VO2 on both m-cut and a-cut Al2O3 substrates following the same procedure 

as previously described. Their HC vs. T curves are plotted in Figure 58. Both show responses that 

are very similar responses to the c-cut sample. Below Tc, they show elevated coercivities of 

around 15-16 mT. Across the VO2 SPT we see a decrease in the coercivity with the Tc, sharpness 

of the coercivity change, and thermal hysteresis modified by the choice of substrate. Well above 

Tc, the coercivity returns to its previously slow decrease but stays shifted downward. Overall, the 

absolute values of the coercivity are very similar between these two samples as well as the c-cut. 

As in the previous samples, the process is completely reversible over multiple cycles. 
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Figure 58. Coercivity extracted from M vs. H loops at various temperatures of HT 100 nm/15 nm 
VO2/Ni bilayers on (Left) m-cut Al2O3, (Right) a-cut Al2O3 substrates. 

 

4.9 Conclusions 

 

In this chapter, we show a method for preparing structurally coupled VO2/Ni 

heterostructures on various substrates via magnetron sputtering. A necessary precursor is the 

optimization of the VO2 layer, which was described in the previous chapter. The structural 

quality and surface morphology were confirmed via XRD and AFM respectively. The VO2 

shows strong crystalline quality while the Ni tends to be polycrystalline for most choices of 

substrate. The Ni grains show a wide range of grain size and structure, from small grains on the 

order of 50 nm wide to several microns. 

Magnetic measurements show that the VO2 SPT affects the magnetic properties of the Ni 

via magnetoelastic coupling mediated at the interface of the two layers. This interfacial strain 

leads to several effects. In all samples, there is a sharp decrease in coercivity with increased 

temperature due to the strain anisotropy field generated by the SPT strain. The Tc for this process 

as well as the sharpness and resulting thermal hysteresis are dependent on the underlying VO2 

layer and is therefore tunable via choice of substrate and VO2 deposition conditions. In addition, 
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samples show an increased magnetization across the VO2 SPT due to an inverse magnetostrictive 

effect. Last, some samples show a localized spike in the coercivity very close to Tc of the 

underlying VO2. We attribute this to phase coexistence across the first order VO2 SPT. Domain 

wall motion in samples with large Ni magnetic domains (grains) can be pinned by these phase 

boundaries which act as magnetic defects. Whereas samples with smaller grains are primarily 

influenced by grain boundaries. 

In conclusion, VO2/Ni bilayers show an effective means for tuning the coercivity of the 

FM layer with alternative stimuli such as temperature. Below the Tc for the VO2 SPT, strain 

leads to a 4.8 mT (37.5%) increase in coercivity. In addition, phase coexistence of the VO2 

phases close to Tc leads to a sharply localized coercivity enhancement as large as 6.2 mT (73%) 

in samples with sufficiently smooth interfaces. The tunability of the underlying VO2 SPT is 

inherited by the coercivity changes, allowing for control in the coercivity vs. temperature profile. 

Estimates of the interfacial strain show a reasonable fraction of the SPT strain is transferred, with 

room for enhancement with better control over e.g. the interface. All samples in this chapter had 

their Ni layers deposited in the ‘HT’ setup such that the Ni is deposited onto rutile VO2 and show 

reproducible magnetic behavior over multiple thermal cycles.  
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Chapter 5. Irreversibility in VO2/Ni Bilayers 

 
 
 
5.1 Motivation 

 

During the work presented in the previous chapter, the Ni was always deposited in the 

HT configuration, or above the VO2 SPT. A twist on this concept is to consider depositing the Ni 

below Tc and therefore below the VO2 SPT. In principle, doing so should reverse the effects of 

the VO2 SPT. Rather than being relaxed above Tc and under compressive strain below Tc, the Ni 

will instead be relaxed below Tc and under tensile strain above Tc. This should reverse the 

magnetic effects in the VO2/Ni bilayers, compared to the HT samples.  

However, it was observed that the magnetic properties in these RT samples also show 

some interesting irreversibility after the first thermal cycle that was not observed in HT samples. 

This irreversibility can have drastic effects on the magnetic properties of the RT bilayers. A 

potentially related irreversibility after the first thermal cycle can also be seen in R vs. T 

measurements, with the resistance of the film below Tc being permanently shifted higher. We 

propose cracking in the VO2 as a potential mechanism that would explain both types of 

irreversibility. We first review the literature on cracking in VO2. While VO2 has long been 

known to suffer cracking across the SPT in single crystalline form, there is considerably less data 

on cracking on thin film VO2. We then compare the experimental R vs. T results to a theoretical 

percolation model that includes the effects of cracking. Cracks are known to be highly resistive, 

and therefore small amounts of cracks could influence the R vs. T properties of VO2 films. To 

directly observe whether cracking occurred, the samples were then measured using AFM.  
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5.2 Magnetic Irreversibility in VO2/Ni bilayers 

 

In previous chapters it was shown that the VO2 SPT caused a change in the magnetic 

properties of the Ni in VO2/Ni bilayers. In those experiments, Ni was always deposited onto VO2 

at elevated temperatures which ensured the VO2 was in the rutile state (‘HT’). Ni deposited on 

rutile VO2 should be relaxed when the VO2 is in the rutile state and become stressed as the VO2 

transitions to the monoclinic state. However, if Ni is initially deposited onto monoclinic VO2, it 

will be relaxed when VO2 is in the monoclinic state and stressed when VO2 transitions to the 

rutile state (‘RT’). Rather than being under tensile stress as in the HT case, it will be under 

compressive stress. 

Figure 59 shows hysteresis loops for RT VO2/Ni bilayers at selected temperatures across 

the VO2 transition, for 4 consecutive thermal branches. In the top left, corresponding to the first 

heating cycle, we see a typical ferromagnetic response for the Ni layer at all temperatures, with 

the hysteresis loops maintaining their overall shapes. As in the HT case, the changes in the Ni 

behavior is realized in changes in the saturation magnetization and coercivity of the sample. The 

magnetization at 327 K, below the transition, is notably higher than at temperatures above Tc, 

such as 370 K. Even more evident are the changes in coercivity, where a clear temperature trend 

is noticeable. The hysteresis loops for the other 3 thermal cycles show coarsely similar behavior 

to the first heating cycle but vary in the finer details. The coercivities are various temperatures 

have become much more homogenous relative to the first heating cycle, although they still 

follow the same trend. The difference in saturation magnetization has also largely disappeared. 

Relative to each other, the first cooling, second heating, and second cooling largely agree, 

although there are minor adjustments from the first cooling to the second heating cycle. This 

agreement is common, and we’ll hereafter refer to all 3 thermal cycles after the first heating as 
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‘future cycles’ when discussing them in aggregate. As before, we can extract the coercivity and 

plot it as a function of temperature (HC vs. T), to more clearly observe the changes in the VO2/Ni 

bilayer. The coercivities corresponding to the measurements in Figure 59 are shown in Figure 60, 

with a more complete temperature sampling. 

 

Figure 59. In-plane magnetization vs. applied field for a RT 100 nm VO2/15 nm Ni bilayer 
grown on r-cut Al2O3. Select temperatures across the first heating cycle are shown. 

 

The first heating measurement is shown in red. At room temperature, the sample exhibits 

a very low coercivity, only 2.4 mT. This coercivity is relatively constant until the temperature 

begins to approach Tc, culminating in a sharp ~340% increase to 8.5 mT at 340 K. This 

maximum is sharply peaked, and the coercivity decreases with increasing temperature, although 

not as sharply as the initial increase. This decrease in the coercivity is much broader, and still 
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shows a significant slope even at 365 K, a temperature which is more than enough to fully 

transition the underlying VO2. Once the film is fully transitioned, the coercivity remains at 4.7 

mT, elevated relative to where it would be if the 300 K coercivity trend were simply extrapolated 

to higher temperatures. As we shift our attention to the first cooling loop shown in blue, we see 

an overall much different temperature profile. This contrasts with the results seen in the HT 

bilayers, where the heating and cooling loops mirrored each other apart from the thermal 

hysteresis. Above the transition, the coercivity maintains an elevated coercivity, but without the 

corresponding slope. Instead, we see only a peak very localized near Tc, much smaller than the 

one seen in the heating curve. This peak reaches a maximum value of 0.62 mT at 337 K. As the 

temperature is decreased further there is a sharp decrease in the coercivity, although it settles to a 

value that is still above the original values seen in the heating loop. The small dip slightly below 

Tc is common for samples, although it is often suppressed in the first heating cycle. At 300 K, the 

coercivity is nearly double the original RT coercivity, at 4.9 mT. After the first heating and 

cooling cycles the magnetic properties seem to largely stabilize, and the second heating and 

cooling show relatively similar profiles to the first cooling cycle. Notably, the second heating 

shows an enhanced slope in the coercivity with increasing temperature above Tc, mirroring the 

first heating on a smaller scale. Depending on the sample there can be variation, and the second 

cycles can show some residual minor irreversibility and ‘jitter’ in the coercivity. 
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Figure 60. Coercivity vs. temperature of a RT VO2/Ni bilayer on r-cut Al2O3 extracted from 
hysteresis loops taken at various temperatures. 

 

Bilayer VO2/Ni samples grown on other substrates also show magnetic irreversibility. 

The coercivities for several substrates other than r-cut are shown in Figure 61. We emphasize 

that the range of the y-axis on each panel varies, in order to emphasize the features for each 

sample. The base coercivity is largely a function of features such as the film roughness, which 

will be heavily influenced by the substrate and deposition conditions used to optimize the VO2 

transition, as we showed in Chapter 3. Changes in the coercivity due to strain applied by the VO2 

will cause coercivity changes on top of this baseline. However, the absolute scale is maintained 

between samples as well as with the r-cut sample shown in Figure 60, in order to allow easy 

direct comparison between features.  
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Figure 61. Coercivity vs. temperature of a RT VO2/Ni bilayer on (top left) c-cut Al2O3, (top 
right) a-cut Al2O3, (bottom left) m-cut Al2O3, and TiO2 (101) taken at various temperatures. 

 

In the top left panel, we see the coercivity for a c-cut sample. In the first heating cycle, 

we see an overall pattern reminiscent of the r-cut behavior, where at lower temperatures there is 

a low coercivity of 0.33 mT at 300 K, followed by an increase in the coercivity close to Tc for 

VO2 on c-cut Al2O3. This baseline low temperature coercivity is larger relative to the first 

heating coercivity in the r-cut. Compared to the r-cut Al2O3, the peak has also been shifted higher 

in agreement with the midpoint of the heating curve at 342 K as seen in the R vs. T for c-cut 

samples in Figure 42 or Figure 50. Above Tc, we see similar features as in the r-cut sample, with 

a peaked response close to Tc, followed by an enhanced slope in the coercivity with increasing 

temperature. At 3.11 mT, this peak is 163% of the extrapolated coercivity at 342 K. Due to the 
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significant slope in the low temperature coercivity, it is a lower coercivity than the 300 K value. 

As in the r-cut, the future thermal cycles show behavior different from the first thermal cycling, 

indicating some sort of structural change in the bilayer. Beyond this superficial comparison, the 

post-first heating cycles in the c-cut sample show a very different behavior to the RT r-cut 

sample. Instead, they look more like an HT sample, with temperatures above Tc showing a 

reduced coercivity and temperatures below Tc showing coercivities elevated as compared to the 

high temperature coercivity as well as the initial coercivities in the first heating cycle. At 300 K, 

the new coercivity is roughly 4.14-4.36 mT, or 126% of the coercivity at 300 K in the first 

heating loop and 163% of the coercivity at 360 K in the first heating loop. For the two cooling 

loops, the shift largely corresponds to the midpoint of the R vs. T at 336 K. Interestingly, the 

heating loop is also shifted, instead of sharing the thermal hysteresis of the first heating. This is 

also very similar to the HT samples, which showed relatively minor thermal hysteresis outside of 

the phase coexistence coercivity spikes. The size of the change in coercivity for the future cycles 

is roughly equivalent in magnitude to what was seen in the first heating cycle. In these future 

cycles the spike due to phase coexistence seems to be absent, either suppressed or otherwise 

hidden. The sample also shows some of the “jitter” alluded to in the discussion of the r-cut 

sample. For instance, the increase seen at 310 K in both the first and third heating cycles. This 

jitter seems to be related to how the sample adjusts as it is thermally cycled, rather than a 

mismeasurement in the magnetic measurement itself. These jitters seem to have some sporadic 

correlation between cycles, as seen here for the 310 K measurement, but the behavior is 

inconsistent. Again, this behavior likely largely depends on the specifics of how the sample 

attempts to relieve strain across the VO2 SPT. 
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In the top right panel of Figure 61 is the coercivity as a function of temperature for 

VO2/Ni grown on a-cut Al2O3. This sample displays very similar behavior to the r-cut overall, 

with a baseline coercivity 6.26 mT at 310 K. As with the c-cut, the peak is shifted. In this case, 

the peak occurs at 350 K, rather than the midpoint of the heating loop which occurs at 339 K. 

The peak in the first heating seems to have some minor jaggedness to it, as well. The difference 

in the first heating peak and the heating curve midpoint is another sign that this first peak is 

related the strain across the transition. If the sample is in some sense less strained as compared to 

the previous samples, the sample might survive through more of the SPT before hitting the 

threshold strain required for cracking or deformation. A major difference from the r-cut sample 

is the behavior in the future cycles. While they maintain the profile of low coercivity below Tc, 

and elevated coercivity above Tc, the increase in coercivity is almost completely suppressed, as 

compared to the change in the r-cut sample. The low temperature coercivity has also developed a 

slight slope, for the future cycles. In the first cooling and second heating cycles, the coercivity at 

350 K is only ≅ 6.6 mT, hardly larger than the extrapolated coercivity for either the first heating. 

It’s also only 13% larger than the extrapolated 5.9 mT from the low temperature future cycle 

coercivity. In the second cooling cycle at 350 K, the coercivity is only 6.1 mT, reducing the 

difference in coercivity even further. 

The bottom left panel of Figure 61 shows the coercivity vs. temperature response for a 

sample on m-cut Al2O3. The first heating cycle shows the now familiar response, with a base 

coercivity of 4.65 mT at 300K, a coercivity peak of 7.48 mT at 347 K, and a smaller slope in HC 

vs. T at higher temperatures. This peak represents a 207% enhancement relative to the expected 

coercivity at 347 K. The future cycles show responses similar to the r-cut sample, where they 

maintain a low to high HC vs. T profile across the VO2 SPT, although reduced as compared to the 
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first heating. The high temperature segment still shows a coercivity enhancement of 167% across 

the VO2 SPT. All thermal cycles show the distinctive thermal hysteresis as well, of roughly 3.1-6 

K depending where on the curve it’s evaluated. However, the m-cut sample shows more jitter 

relative to the r-cut. 

In a change from the Al2O3 substrates, the bottom right panel displays the HC vs. T 

profile for a sample on TiO2 (101) substrate. The first heating shows behavior typical to the other 

RT samples, with a low coercivity at low temperatures, a sharp increase peaked close to Tc, and a 

gradual decline with increasing temperature. At 300 K, the first heating cycle displays a 

coercivity of 13.94 mT. The increase across the VO2 SPT peaks at 17.45 mT at 340 K, 138% of 

the extrapolated coercivity. The future cycles also show the low to high HC vs. T profile, but with 

a reduction in the magnitude of the change. The low temperature coercivity has increased, to 

15.3 mT at 300K. The high temperature coercivity decreased relative to the first heating cycle, to 

15.77 mT at 340 K. The sample shows a 5 K thermal hysteresis that seems roughly consistent 

between cycles. Overall, the entire profile seems to have some broad curvature relative to the 

Al2O3 samples, with a distinctive slope even far from the VO2 SPT. This seems likely to be tied 

to the VO2 morphology and VO2/Ni interface, which was very different from the Al2O3.  

In the discussion of Figure 59, along with the coercivity changes, it was noted that there 

were changes in the saturation magnetization of the sample as well. This magnetization change 

can also be observed during an M vs. T measurement, as shown in Figure 62 for a VO2/Ni 

bilayer on r-cut Al2O3. The applied field was set to +50.0 mT during the duration of the 

measurement. The value of the field is chosen to be large enough to ensure the sample is fully 

saturated, but not so large so that any changes (i.e., in anisotropy etc.) would be overwhelmed. In 

the first heating loop, there is a decrease in the magnetization with increasing temperature which 
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is typical for a ferromagnet. At 335 K the VO2 crosses its SPT and we see a sharp decrease in 

magnetization, which is the mirror opposite of the result seen in HT samples. This drop from 388.9 kAm  to 380.8 kAm  across the SPT represents a 2.1% change in magnetization. Previously, the 

Ni in the HT samples went from relaxed above Tc to compressed below Tc due to the VO2 SPT 

and the reduction in volume and c-axis length. In RT samples, the Ni is relaxed below Tc, but 

undergoes a tensile stress due to the VO2 SPT, which acts to reduce the magnetization via an 

inverse magnetostrictive effect. Above and far from Tc, the sample returns to its previous trend 

but is permanently shifted lower due to the strain of the VO2 SPT. After the first heating cycle, 

the sample is cooled through a cooling cycle. Above Tc, the magnetization agrees well with the 

first heating curve until the temperature approaches Tc. In contrast to the heating cycle, there is 

little to no discernable change in the magnetization as the sample crosses the VO2 SPT. Linear 

fits to the data above and below the transition, far from Tc, show a 0.1% difference in 

extrapolated magnetizations at 335 K. Below Tc, the sample maintains the same trend, and is 

permanently shifted lower relative to the magnetization prior to thermal cycling. This 

measurement corresponds to a piece of the same sample presented in Figure 59 and Figure 60, 

cut prior to any measurements. Because of the irreversibility, the normal procedure described in 

Chapter 2 means that any M vs. T measured after the hysteresis loops will not show 

irreversibility since the sample has already been thermally cycled. 

In conclusion, some amount of irreversibility seems to be a feature of the RT deposition, 

regardless of substrate. In general, it seems to lead to a reduction in the coercivity change tied to 

the VO2 SPT, although even post thermal cycling large changes in the coercivity are still 

detectable. This irreversibility is also seen in the M vs. T changes associated with the VO2 SPT, 

where after one thermal cycle the magnetization no longer shows a noticeable change. The exact 
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change in the magnetic response is likely intrinsically linked to the bilayer microstructure, grain 

morphology, and stoichiometry. How those features cause the film to respond to the strain of the 

VO2 SPT would govern their different magnetic response. This would be consistent with the 

model of cracking, which allows the films to accommodate the strain of the SPT. This 

mechanism would then lead to a reduced response, since the coercivity changes are tied to the 

interfacial VO2/Ni strain. As with the R vs. T characteristics and literature results, the c-cut 

seems to be in some sense more resilient to the VO2 SPT relative to the TiO2 and other samples, 

showing a smaller coercivity spike and overall less change in magnitude. The peculiar response 

of the c-cut sample which seemed to show HT-like characteristics will be revisited in the next 

section along with similar flipped HC vs. T profiles on other substrates, which is not specific to 

the c-cut substrate. 

 

Figure 62. M vs. T measurement for a virgin RT VO2/Ni bilayer on r-cut Al2O3. 
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5.3 Irreversibility in R vs. T of VO2 

 

An irreversibility that is in many respects similar to that seen in the RT VO2/Ni bilayers 

is also seen in the R vs. T profiles of bare VO2 films that have not been thermally cycled. Figure 

63 shows 2 consecutive R vs. T measurements for bare VO2 on r-cut Al2O3, following the 

procedure laid out in Chapter 2. Prior to this measurement, the samples were virgin VO2, 

uncycled and fresh from the sputtering chamber. The first heating is presented in red, followed 

by the first cooling in blue. The second heating and cooling are shown in orange and green, 

respectively. Because there is such a heavy overlap on a logarithmic scale, the curves 

corresponding to the first measurement are marked by symbols. Enhanced views are shown in 

Figure 64. It’s clear that the first heating branch has an overall lower resistance at each 

temperature below Tc, compared to the other 3 branches. This difference in resistance can be as 

large as 23% at 300 K on r-cut Al2O3. We see a similar spread maintained during the transition 

between the 1st and 3rd heating cycles. This change in behavior is a signature that something 

occurs after the 1st heating cycle, but prior to the 1st cooling branch. In order to exclude 

extraneous sources that could alter the resistivity (e.g., the indium contacts flexing or peeling), a 

control sample was measured after being thermally cycled on a hotplate. Samples which have 

been thermally cycled prior to the R vs. T measurement do not show this irreversible behavior, 

indicating an intrinsic change to the film properties. 
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Figure 63. R vs. T measurement for 100 nm VO2 on r-cut Al2O3, for 2 consecutive thermal 
cycles. 
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Figure 64. R vs. T measurement for 100 nm VO2 on r-cut Al2O3, for select temperatures along 
the R vs. T curve. Note the different scales on the y-axis between the two plots. 
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in magnitude between the samples, at 10.3 %, 18.8 %, and 27.7 %. The relatively larger change 

in the TiO2 as compared to the c-cut agrees with the discussion in the previous section, 

suggesting the c-cut is able to stabilize the VO2 with relatively less overall cracking as compared 

to epitaxial TiO2. The TiO2 (001) is harder to distinguish definitively due to its low Tc, which 

means the transition isn’t fully complete at 300 K, the limit of our set up. However, even in this 

sample, the slope is suggestive. 

 

Figure 65. R vs. T measurements for select temperatures for 100 nm VO2 on (Top Left) c-cut 
Al2O3, (Top Right) a-cut Al2O3, (Bottom Left) TiO2 (101) and (Bottom Right) TiO2 (001) 
substrates showing irreversibility.  
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addition, films made under high O2 conditions display the opposite effect, showing even larger 

irreversibility. Referring back to Figure 29 of Section 3.2, we consider the sample made with 

2.83 sccm O2 flow rate, reproduced for convenience on the bottom of Figure 66. This film only 

showed a 3 orders of magnitude MIT as the film was too resistive. However, this film shows a 

quite noticeable irreversibility, over 100% at 300 K. 

This agrees with the explanation given in the paper by Shibuya et al., which attributed 

this reproducibility to oxygen deficiencies. It is also likely in agreement with the work done by 

Ko et al.. 99 Their deposition conditions are very similar to our optimized temperature and O2 

flow rates. More importantly, their 5 order of magnitude transition is a hallmark of the “melted” 

films which we discussed previously. It is rather fortuitous that the conditions for reversibility, a 

large MIT, and smooth films are all consistent. As the quality and control of the growth of VO2 

films improves, there does not seem to be a tradeoff between these 3 quantities which are all of 

critical importance to realizing VO2 in multilayer structures. 
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Figure 66. (Top) R vs. T measurement for 100 nm VO2 on r-cut Al2O3, with optimized 
conditions for low roughness morphology (corresponding to a high T, low O2 deposition 
atmosphere). (Bottom) R vs. T measurement for 100 nm VO2 on r-cut Al2O3 deposited with high 
O2 flow rate. 
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often rendered the macroscopic crystal sample unusable for further measurement after a single or 

small number of thermal cycles. VO2 based ceramics also suffer from cracking due to the strains 

induced by the SPT.306 An example of a cracked VO2 single crystal is shown in Figure 67, 

reproduced from Ref. [307]. The top right of the figure shows a VO2 single crystal before the 

initial cracking even, just after cracking, and in a future thermal cycle. Top left is the 

corresponding I-V curve, showing a drastic change in resistivity due to the cracking. The bottom 

panels show the same process for another VO2 sample, with a focus on development of the crack 

across several seconds. The cracks are visible even to simple optical examination. For reference, 

the sample sizes of these single crystals are approximately 0.001 ×  0.005 × 0.1 cm3. 
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Figure 67. (Left) I-V curves for single crystal VO2 crystals, which undergo cracking as the VO2 
crosses the SPT. (Right) Optical images of the VO2 across the cracking event. Reproduced from 
Ref. [307]. 

 

One of the original motivations for developing VO2 in thin film form was to structurally 

stabilize it as it crosses the SPT.101,308,309 Thin films can be far more robust to strains than their 

bulk counterparts.248 Thin film VO2 has been shown to be very robust to repeated thermal 

cycling across the SPT, surviving hundreds to thousands of thermal cycles without major 

degradation.300 Guzman et al. reported VO2 films which survived more than 108 thermal cycles 

over the course of several months, without failure.310 
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The overall stability of the macroscopic resistive and optical properties meant that the 

problem of cracking in thin film VO2 was relatively unexplored until more recently. The first 

direct observation of cracking came from Nagashima et al., who were able to obtain images of 

microcracks via AFM, reproduced in Figure 68.311 These VO2 films were grown by PLD to 10-

30 nm in thickness, grown on TiO2 (001) substrate. Their results indicate a minimum thickness 

for cracks to form, related to the energy for cracking as compared to the strain due to the 

substrate and SPT. Modeling the SPT as a thermal expansion coefficient, they theoretically 

calculate a minimum thickness of 15 nm for VO2 on TiO2 substrate, in good agreement with their 

experimental results. The real thermal expansion coefficients between VO2 and TiO2 are similar 

enough to be neglected. In Figure 68 (a), is one of their 10 nm VO2 films, which displays no 

cracks as it is below the 15 nm critical thickness. In panel (b), a clear network of cracks has 

formed, following the VO2/TiO2 symmetry. Panel (c) shows an enhanced view of the same 

cracks. Panel (d) shows the scaling of density of cracks as a function of thickness. In these 

samples, they find a crack width of 10 nm. For the thickest films considered, they find a density 

of cracks 1-2%. Unfortunately, the paper does not comment on the morphology of films with 

thickness greater than 30 nm, which is roughly just before double the critical thickness. 
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Figure 68. AFM images showing microcracks in (a) 10 nm VO2 on TiO2 (001) substrate. (b) and 
(c) show 30 nm VO2 on TiO2 (001) substrate. Reproduced from Ref. [311]. 

 

After the pioneering work of the Nagashima paper, a number of other papers have also 

reported observation of cracking, either with direct observation or in passing when discussing 

other results. A non-comprehensive list of papers with direct observations are listed in Table 2. 

Their direct imaging of cracks in VO2 have been compiled into Figure 69. It is immediately clear 

that these films have much cleaner surface morphologies than those shown in the previous 

chapter, showing nearly single crystalline quality. This morphology quality is directly tied to the 

film growth conditions. It seems that up to this point, the focus on investigations of cracking in 
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VO2 thin films is largely confined to ultrathin VO2 made via PLD onto rutile TiO2 substrate. 

From Table 2, the closest comparison to our system is Ref. [312], which utilizes sputtering of 

films in a comparable thickness to ours. Even here however, the film shows excellent quality, 

matching the rutile TiO2 substrate. The cracks as well tend to follow the rutile symmetry in a 

regular pattern. 

 

Table 2. List of publications that directly image cracks in VO2 films. OM = optical microscopy, 
and HRTREM = High Resolution Transmission Electron Microscopy, and c-AFM=conducting 
AFM. * Ref. [318] also includes SnO2 buffered TiO2 substrates that do not show cracking. 

Reference Growth VO2 thickness Substrate Imaging 
311 PLD 10-30 nm TiO2 (001) AFM 
312 sputtering 100,250 nm TiO2 (001) AFM, SEM, 

OM 
313 sputtering 170 nm 50 nm Si3N4 OM, TEM 
314 PLD 10-50 nm TiO2 (001) OM, HRTEM 
315 PLD 10-45 nm TiO2 (001) Kelvin probe 

FM 
316 PLD 9-80 nm TiO2 (001) OM 
317 MBE 1.4-30 nm TiO2 (001) AFM 
318 PLD 300 nm TiO2 (001) * TEM 
319 PLD 12-48 nm TiO2 (001) c-AFM 

 



 

190 
 

 

Figure 69. Compilation of images showing cracking in VO2 thin films. From Ref.s [311–319]. All 
utilize TiO2 (001) substrate, except the third image, on 50 nm Si3N4 membrane. 

 

Several works also mention cracking in passing. Shibuya et al. note that reducing the 

oxygen pressure suppresses crack formation, which they attribute to an incorporation of oxygen 

vacancies.320 They also found that samples doped by W above 4% don’t seem to show cracking 

behavior. Work by Ko et al. and Jian et al. notice a lack of cracking in VO2 on c-cut Al2O3, 
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which they attribute to the polycrystalline nature of the film.300,321 The former work only 

mentions this in passing, in the context of the excellent quality retained after multiple thermal 

cycles in their films. It is possible that any irreversibility in comparison to the orders of 

magnitude change was unnoticed. The latter work performed a much deeper analysis via in-situ 

TEM to study the structural properties of their VO2 films. They find that while polycrystalline 

films have inherently worse MIT characteristics compared to a single crystal, there is a trade off 

as the domain boundaries provide a means of accommodating the SPT induced strain. Their 

TEM measurements track the strain induced in the film through the phase transition, and they 

find that when rutile VO2 nucleates, the strain propagates to the grain boundaries, where it 

accumulates. This leads to grain boundaries having an elevated strain, that accumulates further 

with each thermal cycle. They find a noticeable change in film properties, particularly in the first 

15 thermal cycles, which they attribute to accumulation of grain boundary strain which 

eventually saturates. They find that the films become more epitaxial with thermal cycling, which 

acts to increase the phase transition amplitude. This effect competes with the reduced amplitude 

due to defects at the domain boundaries which act to reduce the size of the phase transition. The 

result is a thin film which is robust to thermal cycling as compared to single crystals, and a 

roughly stable MIT amplitude. The grain boundaries therefore act in an analogous fashion as the 

cracks seen in the works shown in Table 2, accommodating the intrinsic stress of the SPT. The 

SnO2 buffered substrates also lead to a more robust VO2.318 These results suggest cracking in 

VO2 thin films may be controllable or suppressible depending on the details of the film. This 

controllability is likely to become increasingly important for applications that seek to harness the 

SPT portion of the VO2 phase transition rather than simply the MIT properties. 
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5.5 Numerical Model R vs. T 

 

In order to gain a better understanding of whether cracking is a plausible mechanism for 

the increase in resistance of the VO2 thin films, we performed numerical simulations of the bare 

VO2 film as a classical 2-D resistor network with random percolation.322 The code for an 

implementation in Matlab, originally written in Matlab2016b, is provided in Appendix A 

(Resistor Network Code). Percolation methods have shown to be a useful theoretical method for 

describing a wide range of physical phenomena. It has also been successful when applied to the 

VO2 resistivity, by considering a network of grains which can alternate between the metallic or 

insulating state.216,323–325 

In our model, the VO2 is discretized as a square lattice of size 1000 x 1000. Memory 

limitations prevented us from scaling it up further, however this size is more than sufficient to 

see macroscopic smoothing of the simulated R vs. T curves that is seen in experimental R vs. T 

data. Even for sizes as small as 100 x 100, the avalanche behavior typical of smaller devices 

begins to smooth out. Each site on the lattice represents a single homogenous grain, which will 

be entirely in a metallic or insulating state. Each grain is electrically coupled to its nearest 

neighbors (NN), but structurally independent (i.e., there is no mechanical coupling due to SPT 

strain from neighboring transitioned grains). We also neglect any effects of local Joule heating or 

voltage induced transitions. One grain consists of 4 resistors in a cross shape. A grain can be in 

one of 3 states: metallic, insulating or broken. Each state has a corresponding resistance. Metallic 

resistors have a resistance RM Ω, semiconducting resistance is given by R0e −EkBT Ω, and a broken 

resistance of 1013 Ω. The resistance value for a broken grain was chosen as finite but arbitrarily 

large. The value for R0 = 1,506 Ω , 
E
kb

= 2750 K, and RM = 58.5 Ω were matched to the 
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experimental data. When a grain breaks, it is only the solitary grain that changes, rather than e.g. 

a line crack as seen in the literature. 

In order to assign each grain a Tc, a random value is sampled from a Gaussian 

distribution with mean value 330.3 K and a standard deviation of 8 K. The distribution captures 

the sensitivity of VO2 to minor differences in its local environment, such as variations in oxygen 

content or strain due to grain boundaries. Without these variations, the film would act as a single 

crystal, with all grains switching simultaneously. The characteristics of the Gaussian was chosen 

to match the experimental data. The mean value corresponds to the measured Tc, and the spread 

of the Gaussian controls the sharpness of the MIT. At their local transition temperature, 6.25% of 

grains are randomly assigned to break instead of becoming metallic. A grain is only allowed to 

transition to a broken state from the insulating state in the heating cycle. This physically 

corresponds to being allowed to break due to the stress of crossing the transition, but if the grain 

survives the transition, it is no longer at risk of breaking.  

Schematically, an example of the VO2 lattice at various temperatures is shown in Figure 

70. At each end of the film, the current is applied through metallic electrodes with zero 

resistance. The voltage drop across the films is also sampled at the electrode placement. Each 

square with cross resistors represents a grain, with the insulating state shown in blue, the metallic 

state shown in red, and a broken grain shown in brown. At 300 K, nominally all the grains are in 

the insulating state. As the temperature is increased like shown in the top right panel, a portion of 

the grains will transition according to their local Tc. As the temperature is increased further, 

eventually a percolation pathway is formed, as shown in the bottom left panel. This path 

corresponds to the rapid drop in resistance across the MIT, as the current is free to divert along 
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the low resistance metallic pathway. Along with transitioning to the metallic state some grains 

will crack, which should act like an open portion of the circuit. 

 

Figure 70. Schematic of a resistor network grid representing a VO2 film, at various temperatures. 
Insulating grains are shown in blue (R=1000 Ω), metallic in red (R=1 Ω), and broken in brown 
(R=1013 Ω). 
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To solve for the resistance of the total film, we start by considering Ii, the total current at 

the ith lattice site, given by a generalized version of Ohm’s law 

Ii = ∑ gij(Vi − Vj)N

j

 

which says that the total current at the ith site can be found via the sum of incoming and 

outgoing currents to all the other lattice sites. Vi is the voltage at the ith site. gij is the local 

conductance between the ith and jth site, given as the average of the two resistors from each 

grain. In a NN model gij = 2(Ri+Rj) when the ith and jth sites are NN, and 0 otherwise since the 

sites are not connected. Each site on the lattice, including the metallic contacts, obeys this 

condition. The sum reduces to 

Ii = ∑ gij(Vi − Vj)4
j

 

Where j now sums the 4 nearest neighbors of the ith site. The reason for starting with the 

generalized Ohm’s law form is the ability to easily rewrite the entire network as a system of 

equations in matrix form as 

I = G̅ ∙ V⃗⃗  
where I  is a N2 × 1 vector, with the ith element Ii. Similarly, V⃗⃗  is a N2 × 1 vector, with elements 

Vi. G̅ is an N2 × N2 conductance tensor (matrix). For our situation, I  is known, by invoking 

Kirchhoff’s current law (conservation of charge) as well as realizing that experimentally, we 

apply a fixed current at the electrodes. Ii = 0 for i > N and i < N2 − N. This allows for the 

current to enter/exit from the edge sites corresponding to the metallic strips, which is N elements 
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long on either end of the sample. Inside the VO2 film itself, there are no sources of current being 

injected, so they must sum to zero in equilibrium. G̅ is similarly known a priori, and its elements 

are given as 

G̅ii = ∑ gijN2
j=1,(j≠i)  

else 

 G̅ij = −gij = G̅ji  
In the case where there is only NN coupling, G̅ is in general a large, sparse matrix. 

Despite being N2 × N2, it will only have O(5N2) nonzero terms from the main diagonal, as well 

as the 4 off-diagonal terms corresponding to NN coupling. The gold leads will also have nonzero 

terms, but these are only of order 2N for each of the starting and ending strips. A schematic view 

of a typical G̅ matrix is given in Figure 71. White blocks indicate 0 elements, and blue nonzero, 

as defined above. For readability, this is the grid for a relatively small network, 5 grains by 5 

grains, or a G̅ matrix of size N2 × N2 = 25 × 25 elements. 
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Figure 71. (left) A schematic of the resistor network. (right) Schematic view the sparse 
conductivity matrix such a network produces. 

 

With I  and G̅ given, the problem is reduced to finding the Vi at each lattice site, which 

becomes a simple matrix inversion problem for the inverse of G̅,G̅−1
. In general, a 

preconditioned conjugate gradient (PCG) method can be employed iteratively to solve for 

G̅−1
.322 However, for several reasons, we found direct methods to be preferable. Relative to 

direct matrix inversion methods, the PCG method trades slower speed for smaller memory 

requirements. It can be shown that the convergence of the PCG method is bounded by the ratio 

of the largest and smallest eigenvalues of the matrix, which for G with large variations between 

elements is quite large. We were unable to find a preconditioning scheme that greatly improved 

performance. In addition, the size of G̅ is a restriction for easily taking advantage of a graphical 

processing unit (GPU) for highly parallel implementations of PCG methods. Due to the sparse 

symmetric nature of G̅, the extra memory requirements for the solver are comparable to that 
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needed to originally construct G̅. Once V⃗⃗  is known, we need simply to apply Ohm’s Law V = I ∙
R or 

V
I
= R. This process can be repeated for each temperature step to find the equivalent 

resistance of the film for each temperature. At the start of the simulation, the nonzero elements of 

G are allotted to avoid having to resize G in memory.  

The results of the simulation are shown in Figure 72, along with a typical R vs. T curve 

from a real sample. The simulation results show quite strong agreement with the experimental 

data through the entire range of temperatures. For readability, only the first heating and cooling 

cycle of the simulation is shown, but future heating and cooling cycles show similar agreement 

with the data. Notably, there is some disagreement in the shoulders close to Tc in both the 

heating and cooling curves. This comes from the implementation of thermal hysteresis, discussed 

below. The inset focuses on the low-T region in order to emphasize the agreement between 

simulation and experiment. In the simulation, we can see that the initial heating starts off at a 

lower resistance relative to future heating and cooling cycles in the semiconductor range. As the 

temperature is increased, both simulated and experimental samples go through the MIT and its 

associated several orders of magnitude transition. During this heating, the majority of grains that 

will break are able to do so, at their designated breaking temperatures. Above around 350 K, the 

sample is in the metallic and largely post-cracked state. As the film is cooled, the system then 

goes back through the MIT, retaining any cracks that had formed due to the first thermal cycle. 

Returning to RT, we see good agreement between the experimental and simulation resistances 

for the first cooling cycle. 
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Figure 72. Simulated R vs. T for a 1000 x 1000 square lattice. (Bottom) Enhanced view at lower 
temperatures. 

 

While the agreement between such a simple toy model and the experimental data is 

heartening, it is worth commenting on several details of the model, the consequences of which 

may not be apparent in the bulk equivalent resistance. Currently, nothing previously mentioned 

would account for the thermal hysteresis. Physically, this is should be expected, as VO2 single 

crystals show small to vanishing thermal hysteresis of 0.5 K or less. The physical origin of 

thermal hysteresis in VO2 thin films is still not completely understood but is known to be heavily 

tied to grain size, substrate, thickness of the film, deposition conditions, oxygen content, and 

twin boundaries.104–109 It has been argued that these properties will influence a supercooling or 

superheating phenomenon. To incorporate hysteresis, there are two generally accepted avenues. 

The most common is the Preisach model,224,326 which has shown great success as a general 

method for modeling first order phase transitions including the VO2 MIT.327 In the Preisach 

model, the thermal hysteresis is taken as a fitting parameter, where grains have a Tc given as TC ± δTC, where the ± refers to the heating and cooling, respectively. The thermal hysteresis is 

therefore taken as an inherent property of each grain. A more physically realistic approach is to 

directly include inter-grain interactions, such as in Ref. [328] where they utilize a mean-field 

approach. As far as we’re aware, there is no developed formal theory for the interaction between 

grains in VO2. For simplicity, we take the Preisach approach, and the thermal hysteresis is δTC =
3.05 K was found by fitting the experimental data. This hysteresis is applied uniformly to all 

grains. While not visible in the bulk data, this will alter the fraction necessary to form a 

percolation pathway. Rather than filaments forming preferentially, metallic puddles form 

randomly.  
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We also mention that this 2-D model potentially may not capture the correct 

semiconducting to metallic fraction scaling. Sohn et al. were able to directly measure the 

semiconducting to insulating fraction in VO2 on TiO2 films.315 From their measurements, for 

VO2 thicker than 30nm, a 3-D percolation model better captures the scaling law, whereas a 2-D 

model is more appropriate 15nm films. However, they did not consider inter-grain interactions, 

which may cause some of the difference they assign to the 2-D and 3-D models. Also, other 

measurements such as in Ref. [324] find good agreement with a 2-D model. This difference 

effectively gets compensated into the fitting parameters of the model and is impossible to derive 

from the bulk equivalent resistance presented, but we mention it for completeness. 

 

5.6 AFM of thermally cycled VO2 

 

While so far cracking seems to be a plausible mechanism for these irreversible features in 

our VO2 and VO2/Ni films, if cracking is indeed occurring it should be possible to be probed 

directly. In an attempt to directly verify whether cracking was occurring in our VO2 films, we 

turned to atomic force microscopy (AFM) to probe the microstructure of the film. The virgin 

VO2 film is first measured using AFM prior to any thermal cycling to establish a ‘background’ 

comparison. The film is then thermally cycled on a hotplate in air at 5 K/min up to a maximum 

temperature of 400 K. 400 K was chosen in order to ensure that the film was fully transitioned, 

and to account for any temperature differential at the surface of the film and the thermocouple 

inside the hot plate that records the temperature. Resistivity measurements show that the film 

transitions to its fully metallic phase well below the 400 K set point, further confirming that this 

temperature is enough to transition the VO2. The film is held at 400 K for 10 minutes, and then 

returned to room temperature at 5 K/min. All 3 parameters of the thermal cycling process were 
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varied to rule out any variation due to dependence on the thermal cycling process, but no major 

changes were noted for the range of parameters measured. The ramp rate was varied from 5-10 

K/min, the maximum temperature from 370 K-430 K, and the time held at max temperature from 

5-10 minutes. After this thermal cycling treatment, the VO2 sample is again measured under 

AFM, in roughly the same area as before. AFM scans were taken consecutively over several 

scanning ranges. The largest scan areas are 5-10 microns. While the system is equipped with a 

large area scanner, scans larger than 10 microns sacrifice significant fidelity. Smaller scans from 

0.5-2 microns are then taken to improve the fidelity of the images further, which are linked to the 

scanning area. 

The results of one such set of AFM measurement is shown in Figure 73 and Figure 74. 

The first figure depicts the full range (5 microns) scan for a typical VO2 film on r-cut Al2O3 

substrate both before and after thermal cycling. The measurement prior to thermal cycling is 

shown on top, and the measurement after cycling on the bottom. The green lines correspond to 

line profiles, shown to the right of the AFM images. Ovals denote features that will be shown in 

higher detail in Figure 74. 
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Figure 73. AFM images taken for a 100 nm VO2 on r-cut Al2O3 substrate. (Top left) shows a film 
prior to thermal cycling. (Top right) The line profile displayed to the right is a cut along the 
green line in the AFM image. (Bottom left) depicts the same film after the thermal cycling 
treatment. (Bottom right) The line profile displayed to the right is a cut along the green line in 
the AFM image. 

 

Immediately it becomes clear that distinguishing any type of cracking is difficult due to 

the highly polycrystalline nature of the films. Despite a low RMS roughness for each 
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measurement at 1.2 Å and 1.3 Å respectively, the films show quite a bit of texturing due to the 

grains and grain boundaries. The difference in roughness alone is somewhat suggestive, but far 

from definitive especially as VO2 is known to show small changes in microstructure when held 

above Tc, even at relatively low temperatures. While the post-cycle film shows features that 

might at first glance look like cracks, comparison to the pre-cycle film shows similar features. 

Examples are highlighted under the ovals for each measurement. There are numerous grain 

boundaries or other features that could easily be mistaken for cracking. While they may look 

superficially similar, clearly a film that has not been thermally cycled will not exhibit cracking 

due to thermal cycling. The polycrystalline nature and lattice mismatch with r-cut Al2O3 also 

make it less likely that any cracks will be distinct line cracks along the crystalline axes as in the 

literature for epitaxial VO2 on TiO2. Any cracking that would form will likely be influenced by 

the contours of the grains. 

In order to provide a closer look, the same films are presented again in Figure 74, but 

with higher magnification. Again, the pre-cycle film is shown on the top half, with the post-cycle 

film shown in the bottom portion of the figure. The left images show two representative portions 

of the film at 2x the scale previously. The right images correspond to the ovals shown in Figure 

73. The bottom right image shows a striation which might reasonably be interpreted as a crack. It 

has a similar width to the cracks measured by Nagashima, at ≅ 10 nm.311 However, a very 

similar striation is seen in the top left. So, while the bottom may plausibly be caused or 

lengthened by the thermal cycling, we cannot definitively distinguish the two features as pre- and 

post- cycling. Unlike the literature VO2 on TiO2, they are not distinct enough to identify by 

inspection. They’re also not easily distinguished by statistical image analysis in software such as 

Gwyddion.258  
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Figure 74. AFM images taken for a 100 nm VO2 on r-cut Al2O3 substrate. (Top left) shows the 
same image in the previous figure but enhanced for clarity. (Top right) shows an example of a 
crack-like feature, but in an uncycled film. (Bottom left) depicts the same film after the thermal 
cycling treatment, also enhanced. (Bottom right) shows an example of a potential crack. The 
ovals correspond to their counter parts in Figure 73. 
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We are therefore unable to observe cracks in our VO2 films within instrumental 

limitations. One major confounding factor is the highly polycrystalline nature of the films 

themselves, which makes it difficult to definitively distinguish features. Abreu et al. similarly 

found they could not detect their cracks with AFM, even with 30 nm crack widths and on TiO2 

substrate, due to lack of tip sensitivity. Their result in Figure 69 is the SEM result rather than the 

AFM they show.312 There is also no guarantee that cracks will propagate to the surface layer, 

which would be undetectable in a surface technique such as AFM but could still influence 

structural properties. Other detection methods such as electron microscopy or in-situ AFM across 

the VO2 SPT may therefore be necessary to confirm cracking in VO2 films. 

 

5.7 Conclusions 

 

In this chapter, we explored whether it was possible to reverse the HC vs. T profile in 

VO2/Ni bilayers by depositing Ni below Tc of the VO2, rather than above it. Samples with the Ni 

deposited at RT show a low coercivity due to their unstrained state below the VO2 SPT, and a 

higher coercivity after the temperature is increased beyond Tc. This is the opposite of the profile 

seen in HT films, which display a high to low coercivity change. Therefore, deposition above or 

below phase transitions can act as an additional tuning parameter that has permanent effects on 

the overall properties of the bilayer. In previous work on materials with near room temperature 

phase transitions, this choice is often neglected since the default deposition temperature tends to 

be high and thus above Tc to ensure crystalline quality. 

As was the case in the HT films, this effect is visible utilizing several different substrates, 

including various cuts of Al2O3 and TiO2 (101). The exact details of the HC vs. T profile varies 

from substrate to substrate, although they share many common features. However, these RT 
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bilayers show a clear irreversibility in the magnetic properties after the first heating across the 

VO2 SPT that wasn’t seen in the HT films. This irreversibility is seen in both the coercivity and 

saturation magnetization properties of the films. After multiple thermal cycles, there is still a 

reduced coercivity enhancement of around 0.626 mT (17%) at 360 K, as well as localized 

enhancement near Tc due to phase coexistence in the VO2 layer. Changes in the magnetization 

across the VO2 SPT are no longer observed within instrument resolution after thermal cycling. 

A likely culprit seems to be cracking due to the stress of the VO2 SPT, something that is 

well known due to the destruction of VO2 single crystals. VO2 thin films are known to be robust 

in most of their properties under repeated thermal cycling, although they have been shown to 

suffer some amount of less destructive cracking in order to accommodate the VO2 SPT. 

Literature data on this cracking in thin films is also somewhat lacking, since it isn’t a major 

concern for many of VO2’s interesting properties. We show that a similar irreversibility is seen in 

the resistivity of virgin VO2 films, which shown an increase in the resistivity in the 

semiconducting state below Tc. Theoretical modeling using a percolation model shows that 

cracks would show exactly this type of behavior, since they can be expected to act as local open 

circuits. Therefore, cracking is a plausible link between both the irreversibility in magnetic 

properties in VO2/Ni bilayers and irreversibility in resistivity in pure VO2. Changes such as 

strain relaxing to grain boundaries seems less likely to be able to cause both behaviors. This 

irreversibility is not seen in HT samples. This is another hint towards cracking being the culprit, 

since in the procedure outlined in Chapter 2, samples are cooled below the VO2 SPT, prior to 

being reheated for Ni deposition. HT samples would therefore already have cracked prior to 

deposition, since this reheating is essentially equivalent to a heating thermal cycle.  
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We attempted to find direct evidence of this cracking via AFM measurements, but no 

obvious cracking was observed. However, it is clear more study into the structural response to 

the VO2 SPT in thin films is needed. In addition to suggestions in the previous section, 

reproduction of these results for magnetic structures in alternative forms such as single crystals, 

nanobelts, or powders might also offer some insight. Lastly, preliminary results show that it may 

be able to reduce or suppress cracking using a low O2 environment, as O2 deficient VO2 seems 

more resilient to this irreversibility. More work needs to be done to understand whether this 

irreversibility is controllable if applications are going to take advantage of direct coupling to the 

VO2 SPT. 
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Chapter 6. FeRh/Ni Bilayers 

 
 
 
6.1 Motivation 

 

While VO2 provides a rich playground for exploration, both in fundamental physics and 

applications, there are many avenues for exploring magnetic heterostructures. In the case of our 

VO2/Ni bilayers, the interaction is driven entirely by the SPT of the VO2 since VO2 is 

paramagnetic both above and below the transition. A natural extension is to add magnetic 

coupling in addition to the strain coupling provided by an SPT, via the use of a FM material. A 

number of materials undergo magnetic transitions in addition to their SPT, but a particularly 

interesting choice is FeRh. The AF to FM transition can be expected to potentially yield larger 

effects than more typical transitions such as AF to PM transitions. In addition, its Tc of 370 K 

makes it viable from an applications standpoint. Indeed, there have already been a number of 

studies on FeRh/FM bilayers after the pioneering work by Thiele et al..199 However, they 

typically focus exclusively on the role of the magnetic coupling, and neglect any impact from the 

SPT. In addition, they do not consider any effects of depositing above or below the transition, as 

the magnetic transition isn’t expected to have any permanent history effects if properly thermally 

and magnetically cycled. 

In this section, we present the results of a study on FeRh/Ni bilayers. The FeRh films 

were magnetron sputtered following the procedure outlined in Chapter 2, and the sputtering 

conditions were optimized for high quality FeRh films. The main techniques used to characterize 

the quality of the FeRh were XRD to ensure high crystalline quality, and magnetometry 

measurements that show the magnetic transition is similar to that in bulk FeRh. While the high 

sensitivity of the transition to growth conditions is a challenge in growing FeRh, it also allows an 
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avenue for monitoring the quality of the films. In addition to the above measurements, AFM 

scans show a textured single crystalline morphology, with the texture aligning along the substrate 

lattice directions. After sample quality was confirmed, a representative set of samples were 

grown, Ni was sputtered onto the samples to create a bilayer system, and measured consecutively 

with XRD/XRR, PNR, and then magnetometry. By using the same set of samples for each 

measurement, we can more confidently draw conclusions about the link between the structural 

characteristics such as the FeRh/Ni interface affect the magnetic properties of the bilayers. The 

sensitivity of the FeRh to growth conditions and effects such as the details at the interface 

necessitates this extra detail. 

 

6.2 Sample Preparation and Characterization of Bare FeRh films 

 

In order to find the proper conditions for high quality FeRh films, the FeRh samples were 

magnetron sputtered from a Fe50Rh50 target onto MgO (001) substrates, typically roughly 5 mm x 5 mm wide with a thickness of 0.5 mm. In principle, smaller pieces could be used, but it 

was found that 2 fingers in opposite corners of the sample greatly improved the homogeneity due 

to improved thermal contact. The high temperatures required in the annealing process and the 

sensitivity of the transition to the chemical ordering render the samples extremely sensitive to 

minor temperature gradients due to slight differences in thermal contact across the sample. A 5 mm x 5 mm sample is large enough that portions of the sample affected by shadowing effects 

of the finger can be removed, leaving only a uniform film. The sample conditions are the same as 

given in Chapter 2, with the deposition temperature and post-deposition annealing temperature 

used as tuning parameters. In prior work, it was found that an elevated but relatively low 

deposition temperature, followed by a high temperature anneal promotes high crystalline quality 
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and a strong magnetostructural transition. The rate of the FeRh sputter was measured prior to 

deposition utilizing both a quartz crystal balance as well as XRR. In the case of the crystal, a 

50/50 average between the Fe and Rh parameters were assumed, and deposition rates agreed well 

with the XRR results. The Ni and W values were measured using the quartz crystal balance. 

Before any magnetic characterization, structural characterization via XRD was used to 

confirm the crystalline quality of the FeRh, since FeRh without the CsCl structure will not show 

a magnetic transition. A typical XRD pattern for a high quality FeRh film with strong CsCl 

chemical ordering is shown in Figure 75. This measurement was taken with the system described 

in Chapter 2. The largest intensity peak at 42.8 ° corresponds to the MgO (002) peak with Cu Kα1 

radiation, as expected for the 0.5 mm thick single crystal substrate. The MgO (001) peak is 

forbidden. The splitting of the peak to the right corresponds to the Cu Kα2 signal. Peaks labeled 

with a star belong to the substrate or the powder Al sample backing plate. A strong FeRh (001) 

peak is evident at 29.81 °. The large intensity despite a thickness of only 50 nm is indicative of 

the high crystalline quality of the FeRh in the CsCl crystal structure. The minor peak to the left 

of the FeRh (001) is a contaminant beam from Cu Kβ radiation. 
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Figure 75. XRD of sputtered FeRh onto MgO (001) oriented substrate. Peaks labelled with a star 
correspond to the substrate or powder Al backing plate. 

 

After confirming the structural quality of the films, it is still necessary to check the 

quality of the magnetic transition, as even films with a high quality XRD can still display poor 

transitions. A straightforward measurement of the transition is an M vs. T measurement, where 

the sharpness and magnitude of the AF to FM transition are highly sensitive to the FeRh quality. 

A high quality FeRh film will show temperature response similar to that shown in Figure 76, 

which shows an M vs. T measured in the SQUID system. Looking first to the 0.1 T 

measurement, the magnetic properties shows several hallmarks of a high quality FeRh thin film. 

At low temperature, below Tc, we see a very low remanent moment, only 32 kAm . Averaging the 

midpoint of the heating and cooling branches at half the saturation magnetization of the FM 

phase, the MSPT shows a Tc of 378.4 K. This particular sample nearly completes the phase 

transition at 400 K, the maximum temperature of the SQUID. At 400 K, we see an estimated 
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saturation magnetization of 1290 kA
m

, in excellent agreement with the best FeRh films and bulk 

FeRh in the literature. Also shown in the figure, in black, is the same sample measured at 1 T. 

The sample displays identical behavior, except with Tc shifted to lower temperature due to the 

applied field which acts to stabilize the FM phase.186 The data displayed is the raw data 

collection, without correction. Therefore the 1 T measurement is shifted lower due to the 

diamagnetic signal of the MgO substrate. 

 

Figure 76. M vs. T for an FeRh film on MgO (001) substrate for 1 T and 0.1 T applied fields. 

 

In order to fully characterize the magnetic properties of the FeRh film, we wish to know 

not just the temperature dependent magnetization, but also the magnetic behavior as a function of 

applied field. To that aim, we show uncorrected hysteresis loops at various temperatures across 

the FeRh transition in Figure 77. In order to highlight the features in the loops, the scale is varied 

from panel to panel, as the signal in the AF phase would be essentially flat on the scale of the 

FM measurement. For these measurements, the field was applied in-plane. In the top left panel, 

at 300 K, the film is nominally fully transitioned to the AF phase, although there is a clear 
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remanent FM phase. The coercivity is rather large, approximately 17.13 mT. As the temperature 

is increased the magnetization increases as seen in the panel at 365 K. This corresponds to the 

onset of the transition, with only a small portion of the film having transitioned to the FM phase. 

At 375 K, a significant portion of the film is transitioned, and the sample is in the middle of the 

phase transition. The coercivity has widened, and the magnetization is a significant fraction of 

the saturation magnetization of the film fully in the FM phase. Above this midpoint in the 

transition, the coercivity begins to decrease again and the magnetization is close to the full FM 

value, as in the 395 K panel. Measurements during the transition are extremely sensitive to the 

local temperature, and a slight temperature drift causes the opening of the hysteresis loops for 

measurements too close to Tc. The corrections for this behavior will be discussed momentarily. 

At 420 K, the film is mostly transitioned to the FM state, and the FeRh shows a fairly typical 

hysteresis loop.  
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Figure 77. Hysteresis loops for an FeRh film on MgO (001) substrate, at various temperatures. 

 

Figure 78 shows the extracted coercivities as a function of temperature. At low-T, the 

remanent FM phase leaves a relatively large coercivity at 17.1 mT. The absolute value of this 

coercivity is highly variable from sample to sample. The value of the coercivity at low-T in 

samples is strongly correlated with the amount of remanent FM moment measured and is 

inversely proportional to the magnetization. Therefore, samples with a large remanent FM phase 
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at low-T tend to have a relatively lower coercivity and the highest quality samples with low 

magnetization have much larger coercivities, over 45 mT. The slope of the coercivity as a 

function of temperature in these highest quality samples also tends to be much more extreme. 

This coercivity behavior is likely tied to the local behavior experienced by remanent FM portions 

of the film. In a film with a very low remanent moment, a FM portion of the film is largely 

surrounded by AF bulk, which will act to pin the moment. Samples with a large remanent 

moment have sufficient neighboring FM phase to act more like a normal FM, but partially 

pinned relative to the high-T full FM phase.  

With increasing temperature, the coercivity decreases slightly, until the bulk of the FeRh 

begins to transition as the temperature approaches Tc. As the onset of the AF to FM transition, 

the coercivity begins to increase, reaching a sharp peak. It seems likely that the spike in 

coercivity near Tc can be attributed to a phase coexistence effect in the MSPT, as was discussed 

in the previous work with VO2/Ni bilayers. Since phase coexistence is a universal feature of first 

order transitions, it is unsurprising to see a similar effect occur here. The fact that it is not in the 

true midpoint is likely due to the magnetic interactions of various FeRh domains with each other, 

something that was not present in the VO2. Rather than being a simple function of maximizing 

boundaries, an exchange spring effect or local demagnetization fields will influence the 

coercivity as well as strain. From this perspective it’s not surprising to see a peak when there is a 

significant AF phase present in the FeRh. In this sample, the measured coercivity peaks at 

around 22 mT. Due to the localized sharpness of the peak, even these close points might miss the 

‘true’ peak, although it will be close. While there is variation between samples, this peak 

generally sits around 20-25 mT in magnitude, with the sharpness of the peak influenced by the 

quality of the FeRh. As the temperature is increased further and the FeRh transitions further to 
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the FM state, the coercivity drops drastically. It is worth noting that even when the film is 

nominally fully transitioned as measured by the saturation magnetization, the coercivity is still 

slightly elevated. It is only when the film is far from where the heating and cooling branches 

meet in the thermal hysteresis do we see the coercivity reach its true value of 2.2 mT. This value 

for the FM coercivity is consistent between samples, if the quality of the films and the roughness 

are held roughly constant. 

 

Figure 78. Coercivity vs. Temperature for an FeRh film on MgO (001) substrate. 

 

We now take a moment to return to the opening of the hysteresis loop seen in the bottom 

left panel of Figure 77. This is purely an artifact of the QD VSM system. When setting a set 

point, there will be some overshoot of the temperature during the measurement, and the system 

will attempt to recover during the measurement. This overshoot is small, only 0.2 K over the 

entire measurement, but the FeRh film is sensitive to even this minor fluctuation in the middle of 

the transition. This overshoot feature happens regardless of the temperature stabilization 

procedure, including waiting manually for a given set of time. The overshoot only happens once 
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the measurement itself begins. An example of this overshoot is shown in Figure 79, which shows 

both temperature as a function of time, and temperature as a function of field. For readability, 

only every 10th data point collected is shown. This measurement was taken during a nominal 380 

K hysteresis loop. The overall offset from the nominal 380 K to ≅ 379.75 K isn’t concerning, but 

the variation across the measurement is. The error bars are generated dynamically by the QD 

software, and represents the naïve error due to uncertainty in the thermometer etc. In both 

graphs, there is a clear overall dip in the temperature that is later recovered, although the ending 

temperature is slightly lower than the starting temperature. This is fairly typical, even for 

temperatures such as 380 K which require active heating (rather than any passive cooling). In 

order to correct for this, hysteresis loops near the FeRh MSPT are run 3 times in succession, and 

any future hysteresis loops shown in future sections of this chapter are the 3rd loop. Typically, 

the 2nd loop is sufficient to close the hysteresis, but a 3rd is done out of an abundance of caution. 

Outside of the initial opening of the hysteresis loops, all 3 loops identical in their magnetic 

properties.  

 

Figure 79. (Left) Temperature vs. time at a nominal 380 K setpoint. (Right) Temperature vs. 
applied magnetic field for the same measurement. 
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Having full characterized our bare FeRh films magnetically, we briefly consider the 

surface morphology. Presented below in Figure 80 are two FeRh films, with slightly different 

annealing conditions. Both AFM images are 2 × 2 μm scans. The top film was annealed for 2 

hours at 800 ℃, and the bottom 1 hour at 850 ℃. Overall, both films are very smooth, despite no 

intentional tuning of the surface roughness. The top film shows an RMS roughness of 0.59 nm. 

The bottom is clearly rougher even just visually and has a roughness of 0.98 nm. In the top film, 

a subtle cubic symmetry is seen in the defects of the film. For the bottom film, there is clear 

cubic texturing of the film, following the substrate. Line profiles displayed to the right show that 

the absolute height difference in the films is quite small, ≅ 2nm for the top film, and ≅ 4.5 nm 

for the bottom. This texturing is similar to that seen in nanoislands that have been observed in 

prior works. However, those studies focus on much thinner films, on the other of 5 nm or less. In 

addition, the cubic symmetry in those ultrathin films is reduced considerably, although there is 

some. From these AFM studies, we can conclude that the surface roughness in our FeRh films is 

quite low, comparable or better than the previous VO2 films. XRR results presented in the next 

sections will also show oscillations to very high Q values, confirming this interface smoothness. 

In addition, we can conclude that the films are relatively single crystalline, although with 

texturing and defects. It is unsurprising, considering the role of the single crystalline cubic MgO 

substrate in helping to promote high quality epitaxy. Finally, we note that despite the light 

texturing, we do not see large signs of in-plane magnetic anisotropy in the samples, cubic or 

otherwise. 
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Figure 80. AFM for two FeRh on MgO samples. (Top) Annealed for 2h at 800 ℃. (Bottom) for 
1h at 850 ℃. (Right) Line profiles displayed to the right are cuts along the green line in the AFM 
images. 

 

This concludes the characterizations of bare FeRh films, which will form the base in the 

FeRh/Ni bilayer heterostructures to be discussed in the rest of the chapter. 
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6.3 FeRh/Ni Bilayers with Ni deposited above and below Tc 

 

In order to study the effects of depositing Ni above and below Tc, two samples were 

completely characterized with a variety of techniques. Using the same samples for multiple 

measurements allows to minimize any variation between samples, and to directly correlate 

various parameters such as Tc between different measurements. Both samples were made 

sequentially, with deposition temperature 300 ℃, followed by a 800 ℃ anneal for 1 hr. The 

MgO substrates were 1 cm x 1 cm, with minimal finger shadows in order to maximize the area 

and thus PNR signal, which is highly reliant on the total flux through the sample. The ramping 

during the heating and cooling required for the elevated annealing temperature was analogous to 

the procedure described in Chapter 2 for elevated deposition temperatures. Both samples were 

removed from the chamber, and sister samples made at the same time were measured to confirm 

the quality and the exact range of Tc. The samples were then reintroduced to the chamber and 

coated in Ni as well as the subsequent W capping layer in-situ. The deposition for the sample 

with Ni deposited below Tc was done at ambient temperature and will be labeled as ‘RT’ 

throughout this chapter. The deposition for the sample with Ni deposited well above Tc was done 

at 525 K and will be labeled as ‘HT’. The W capping layer in the RT sample was done 

immediately following the RT deposition. The W capping layer for the HT sample was done 

after cooling back to RT, approximately 2 hrs after the deposition. The nominal thicknesses were 

70nm/15nm/5nm for the FeRh/Ni/W heterostructure.  

The crystalline quality of the RT and HT samples were confirmed via room temperature 

XRD, as shown in Figure 81. These measurements were done at NIST on a Rigaku SmartLab 

system utilizing a Cu Kα source, which allowed for higher resolution than XRD measurements 
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shown previously. Figure 81 shows the XRD pattern for the RT sample, the HT sample, and then 

both overlaid for easier comparison by eye. Beginning with the RT sample, there are several 

notable peaks. The largest peaks correspond to the MgO (002) and (004) substrate peaks located 

at the nominally expected values 42.8 °and 93.8 ° respectively. The next highest intensity peaks 

belong to the FeRh (001), (002), and even (003) Bragg peaks at 29.81 °, 61.87 ° and 100.93 °. 

These FeRh peaks show a full width half max (FWHM) of 0.318 ° ± 0.001 °. MgO grows with 

a NaCl-like cubic crystal structure, with lattice parameter 4.2140 Å. This lattice parameter allows 

for an epitaxial relationship between the FeRh and MgO, shown in Figure 82. Displayed is a 

single unit cell of FeRh on top of an MgO substrate, with each atom color coded as labeled in the 

legend. The c-axes of both FeRh and MgO are aligned and point out of the page. In-plane, it can 

be seen that the FeRh (110) is parallel to the MgO (100) axis. Thus, despite the large difference 

in lattice parameters (2.988 Å vs. 4.2140 Å for FeRh and MgO respectively, at room 

temperature) for these structures with cubic symmetry, there is an expected lattice mismatch of 

only ≅ 0.27%. Returning to the XRD pattern of the RT sample, a Ni peak corresponding to the 

(002) peak is observed at 51.84 ° indicating a preferential orientation. Despite Ni’s fcc structure, 

the lattice mismatch between Ni and FeRh is quite large, the details of which will be discussed in 

more detail shortly. The Ni (004) peak, if present, would be entirely obscured by the much larger 

intensity of the MgO (004) peak. Finally, a W (011) shows in the left shoulder of the MgO (002) 

peak. 
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Figure 81. XRD of FeRh/Ni/W bilayers, for RT and HT Ni deposition conditions. Peaks labelled 
with a star correspond to the substrate or powder Al backing plate. 

 

A similar analysis of the HT XRD scan shows large similarities, but also some features 

distinct from the RT sample as well. Again, the most prominent peak is the MgO substrate, as 

expected. The FeRh (001), (002) and (003) are again present, with roughly the same intensity 

and FWHM of 0.318 ° ± 0.001 ° as in the RT sample, indicating similar crystalline quality. 

However, analyzing the Ni peaks is shows there is a clear distinction between the RT and HT 

samples. In the HT, the Ni (002) peak is nearly completely suppressed in favor of the Ni (022) at 

76.38 °, with this new peak having roughly the same intensity as the Ni (002) peak in the RT 

sample. Evidently, while depositing below the transition is energetically favorable for the Ni 
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(002), depositing above Tc with the associated change in lattice parameter stabilizes the Ni (022) 

orientation instead. This change in Ni texture also induces a change in the W capping layer to W 

(002). This subtle shoulder is seen to the left of the FeRh (002) peak and is more easily 

distinguished in the overlapping figure. 

In the overlapping figure, a small difference can be seen in the right shoulder of the MgO 

peak, with the HT exhibiting a slightly larger intensity. This value is superficially close to where 

one might expect a Ni (111) peak at 44.5 °. Attempts were made to quantitatively fit a Ni (111) 

peak. Visually, a peak inserted at 43.5 ° improves the fit, but only marginally, with a reduction in 

the χ2 of 0.3 %. However, the large intensities of the MgO peaks tend to dominant the signal. In 

addition, a peak at 43.5 ° as opposed to 44.5 ° would require a strain of ≅ 2 % in the out of plane 

direction. Rudimentary strain analysis to be presented in 6.8 indicates largely relaxed Ni layers, 

so it would be unlikely for the Ni (111) to be uniquely strained. Further, the shoulder is present 

in both samples, so it is unlikely to be a result of the FeRh transition change in lattice parameter. 

All these points taken together point towards this shoulder being an artifact due to minor 

differences in the MgO substrate or slight differences in alignment between the samples rather 

than significant Ni (111) presence in the heterostructures.  

A useful way to characterize the quality of the of a thin film is via its chemical ordering 

parameter S = √A001 A002⁄1.07 , where S ratio of the integrated intensities of the 001 peak to the 002 

peak, normalized to the theoretical ratio of 1.07 for a perfectly ordered film. A value of S = 1 

would indicate a perfectly ordered film in the CsCl structure, and S = 0 a completely disordered 

one. The RT film yields an order parameter S = 0.810 ± 0.001, and the HT a slightly larger 

value at S = 0.866 ± 0.001. These values for the order parameter, as well as variation between 
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samples are typical to those reported in the literature for high quality FeRh. The deviation from 

perfect order and variation between samples is typical due to the sensitivity of FeRh to the 

growth conditions. In addition, the HT sample receives a slight bit of what is essentially extra 

annealing due to the HT Ni deposition process. The order parameter can also be used to directly 

estimate the number of sites with the correct atoms vs. alloyed atoms via the relation 

S = rA − FA1 − FA  

Where rA is the fraction of atoms of species A in their correct spots in the lattice, and FA the 

fraction of atoms of species A in the alloy. The fraction of disordered phase is 9.5% for the RT 

sample, and 6.7% for the HT sample. This disordered phase can be associated with some 

remanent disordered bcc FeRh, rather than the desired CsCl structure.  

 

Figure 82. Schematic view of the epitaxial relationship between FeRh and MgO. FeRh 
(001)||MgO (001) is oriented out of the page, with FeRh (110)||MgO (100) in-plane. 

 

Along with XRD, specular XRR measurements were also taken on the same SmartLab 

system, utilizing parallel beam optics and an 0.5 ° Soller slit. The results are presented in Figure 
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83. The raw measured data is displayed in black for both the RT and HT samples, and the 

theoretical fits shown in blue and red respectively. Looking at the raw data, we can already 

notice several features in the data. The main feature that stands out is how high angle both 

samples show specular reflection, an indication of smooth interfaces. Relative to each other 

however, it is clear that the RT must have a smoother interface since the oscillations in the HT 

sample damp out at much lower values of Q. In addition to the broader pattern, on can easily 

distinguish multiple oscillations superimposed on each other, a hallmark of multilayer systems 

that have different fundamental lengths in satisfying the Bragg condition. 

 

Figure 83. Specular XRR results for ‘RT’ and ‘HT’ MgO/FeRh/Ni/W thin films. 

 

In order to construct the models of best fit, the raw data was imported and modeled in the 

Refl1D software discussed in Chapter 2. The starting profile was built roughly in line with 
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expectations from the deposition process, but otherwise allowed to refine freely. The scattering 

length density (SLD) profile for the best models are shown in Figure 84. The real part of the 

SLD, ρ , is shown in dark blue and dark red for the RT and HT samples respectively. The 

imaginary part of the SLD, ρi, is shown in light blue and red. The sample depth is divided into 3 

slab models of FeRh/interfacial-FeRh: Ni/Ni for both the RT and HT samples, bound on either 

end by the MgO substrate or the W cap and then air. Each interface (MgO: FeRh, FeRh: Ni) is 

allowed to vary separately from the bulk. From the model fits, the exact thickness of each layer 

can be extracted, showing a thickness for the FeRh/interfacial-FeRh/Ni/W stack of 

70/3/11/7 nm and 70/0.7/13/7 nm for the RT and HT samples respectively. Starting at a depth 

of 0 and working upwards through the stack, a number of notable features can be deduced from 

the figure. Firstly, the MgO: FeRh interface in both samples shows an abrupt shift from MgO to 

FeRh, with the interfacial FeRh matching its bulk values. This is in contrast to previous work, 

which has tended to find a unique interfacial layer. Continuing upward, it can be seen that both 

the RT and HT samples converge to similar values in the SLD, despite being free to diverge 

independently. This is another sign that points to the high quality and reproducibility in the films. 

At the FeRh: Ni interface is where the samples start to show very different behavior. In the RT 

sample, a sharp dip is observed in the SLD. From the XRR data alone, several possibilities are 

indistinguishable. An Fe-rich FeRh layer, Ni diffusion into the FeRh, a native oxide layer, or a 

low-density Ni layer are all potential causes. We will return to this feature when discussing the 

PNR data, as PNR together with the XRR can be used to reduce the possibilities. Turning to the 

HT sample, no sign of this low-density layer is present, and instead a smooth transition from 

FeRh to Ni is seen. The higher deposition temperature can be expected to allow for more 

intermixing at the interface, so this result should not be too surprising. Finally, the W interface 
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cap in the HT sample is noticeably rougher than the RT sample, with an RMS roughness of 0.9 

nm compared to only 0.6 nm in the RT sample. This leads to the additional damping of the XRR 

signal in the HT sample shown in Figure 83. 

 

Figure 84. SLD profiles corresponding to XRR results for RT and HT MgO/FeRh/Ni/W thin 
films 

 

While XRD and XRR provide a wealth of information about the RT and HT samples, 

they’re inherently limited to structural characterizations. While useful, if we wish to learn about 

the magnetic properties of the bilayers, we need to turn to a technique such as PNR as a way to 

probe the magnetic properties with depth dependence. 

 

6.4 Magnetic Response of RT and HT FeRh/Ni Bilayers 

 

In this section we present the results for the RT and HT FeRh/Ni bilayers. We begin with 

the M vs. T profiles shown in Figure 85, as the quality of the magnetic AF to FM transition is a 
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good indicator of the quality of the underlying FeRh film. The procedure for the measurement 

was as given in Chapter 2. For the nominal thicknesses of 75 nm FeRh and 15 nm Ni, one can 

expect a magnetization of 78 kAm  below Tc, when the FeRh is in the AF state and does not 

contribute to the magnetization, and 1136 kAm  above Tc when the FeRh is in the FM state. In the 

data presented in Figure 85, we see magnetizations for both the RT and HT that are close to the 

nominal numbers but vary slightly from the theoretical values, as well as from each other. Below 

Tc, both samples show a magnetization elevated above 78 kAm  at 139 kAm  for the RT sample and 

166 kAm  for the HT sample. This discrepancy is indicative of a remanent FM phase at low 

temperatures, something commonly seen in the interfaces of FeRh thin film systems. The origin 

of this interfacial FM phase is discussed in 6.7. Across the transition the two samples show 

roughly similar behavior, with identical Tc, but a ≅ 12% difference in saturation magnetization 

once the MSPT is completed. If we define Tc as the average of when the heating and cooling 

branches reach half magnetization, we obtain a Tc of 383.5 K in the RT, and 385 K in the HT 

sample. The RT sample shows a quite good agreement with the theoretical saturation 

magnetization, at 1080 kAm  at 430 K. The HT deviates from the theoretical value, showing a 

reduced magnetization of only 952 kAm  at 430 K. This can likely be attributable to the slight 

differences in quality or stoichiometry of the samples, which can heavily affect the quality of the 

FeRh MSPT. In particular, slight differences in the Rh ratio can shift the magnetization without 

otherwise affecting the transition too heavily. While differences in magnetization can in principle 

be caused by differences in thickness of the samples, this 12 % difference is far too large to be 

caused by the minor differences in thicknesses as seen in XRR and PNR. The PNR results to be 
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presented in 6.5 are accurate to 1% in the thickness and show similar thicknesses for both 

samples. 

 

Figure 85. M vs. T for RT and HT FeRh/Ni samples under an applied 100 mT in-plane field. 

 

Figure 86 shows results for magnetic hysteresis loops taken at various temperatures for 

the two types of samples. Starting at 450 K and cooling, hysteresis loops were measured at 

various temperatures following the procedure outlined in Chapter 2. Loops were collected every 

3-5 K, particularly near Tc. For readability, only a select few are shown in Figure 1, which show 

features stereotypical of each portion of the transition. The chosen temperatures of 430 K, 390 K, 

370 K, and 340 K correspond exactly to the values used in the PNR measurements that will be 

discussed in the next section, allowing a direct comparison. These temperatures correspond to 

being well above, just starting, mid, and below, the transition respectively. In the hysteresis loop 

taken at 430 K, we see a typical ferromagnetic response for a FM with a low coercivity. This is 

expected, as the FeRh is in its FM state, and will be strongly exchange coupled to the Ni layer. 
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Both FM FeRh and Ni have a relatively low coercivity, but in this bilayer structure, the response 

is largely dominated by the thicker FeRh. We also notice the same difference in magnetization as 

was seen in the M vs. T scan. Decreasing the temperature to 390 K, we see roughly a similar 

response, albeit with a slightly larger coercivity and lower magnetization. Continuing with the 

decrease in temperature, we start to see much more interesting behavior at 375 K, in the middle 

of the phase transition. Both samples have notably larger coercivities as compared to higher 

temperatures. At the start of the magnetization reversal, the samples begin with roughly similar 

behavior, but the HT diverges from the RT behavior, displaying a larger overall coercivity. The 

HT sample now has a higher saturation magnetization, in a reversal to what happened at higher 

temperatures, and as seen in the M vs. T. We can also begin to see some features or ‘wiggle’ in 

the HT sample, corresponding to a double switching event. A further decrease in temperature to 

340 K, below the transition, further enhances the features we saw at 375 K. There is now a clear 

double-switching evident in the HT hysteresis loop, whereas the RT shows a single low 

coercivity switch. This double switching in the HT layer will be the subject of further discussion 

in Section 6.6. The hysteresis loops presented are the raw magnetic signal collected in the VSM, 

with no corrections (such as for the diamagnetic substrate) applied. Finally, we note that there is 

no sign of exchange bias, which is not surprising given the compensated AF state at the interface 

for FeRh (001).329 However, these bulk measurements cannot determine if there is an exchange 

spring effect between the AF/FM system.330 
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Figure 86. Hysteresis loops for RT and HT FeRh/Ni bilayers at various temperatures. (top left) at 
430 K, (top right) at 390 K, (bottom left) 370 K, (bottom right) 350 K. 

 

From these hysteresis loops, we can extra the coercivity at various temperatures, shown 

in Figure 87 in red and blue. In order to capture the full details across the FeRh MSPT, the 

coercivities are extracted from all the loops measured, not just the ones shown above. Above Tc, 

both the RT and HT samples follow roughly the same trend of a low 4.85 mT coercive field, 

dominated by the FeRh FM response. As the temperature is reduced, both samples start to show 

a sharp increase in the coercivity. In the case of the RT, this coercivity peaks at 18.83 mT at a 

temperature close to but below Tc, during the FeRh phase transition. This spike is then followed 

by a sharp decrease to 9.95 mT. This coercivity is stable at lower temperatures, with the typical 

FM slow increase as the temperature continues to be decreased. In the HT case there is an initial 
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increase in the coercivity that also comes to a peak at 26.76 mT, however after the peak the 

coercivity remains elevated. There is often a shallow dip in the coercivity near but slightly lower 

temperature than the peak, before we see the normal FM behavior established. For both samples, 

as the temperature is reduced further, there is a slight increase in coercivity typical of FMs. The 

spike in coercivity near Tc can be attributed to a phase coexistence effect in the SPT, as was 

discussed in the previous work with VO2/Ni bilayers and in bare FeRh. As in the bare FeRh, the 

peak occurs below Tc but during the phase transition. The coercive response far below Tc also 

seems similar to the response seen previously in VO2/Ni bilayers. The Ni deposited at RT, which 

should correspond to a relaxed state, has a lower coercivity. In the HT sample, which should be 

relaxed above Tc and strained below Tc, we see a higher coercivity. One major difference 

between the previous work on VO2 (as well as V2O3) is the FM nature of the FeRh. We would 

expect to see a high coercivity in the RT sample above Tc, but this is completely suppressed by 

the magnetic coupling due to the FM FeRh. 

 

Figure 87. Coercivity of RT and HT FeRh/Ni bilayers extracted from hysteresis loops taken at 
various temperatures. 
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While we focus on only one set of samples in Figure 87, many of the features are broadly 

reproducible, as can be seen by the second set in the figure. There is a slight shift in the value of 

Tc, which we attribute to slight differences in FeRh stoichiometry or growth conditions. The 

value of the coercivity above Tc is consistently around the FeRh value of 5 mT for both RT and 

HT samples. The general features seen in the coercivity spikes are also robust, with the HT spike 

being more or less visible depending on its value relative to the low-T value of the coercivities 

as. The peak’s strong localization also necessitates a fine temperature scan in the region. Because 

the peak and low-T HT coercivities are driven by different mechanisms, there is no consistent 

relationship between which is larger. In some samples, the low-T coercivity is greater than the 

peak, and in some samples the reverse is true. However, they are generally roughly similar in 

magnitude. The magnitude of the RT spike is fairly consistent between samples. The HT by 

contrast, shows more variability in the magnitude of the peak. In addition, the HT peak seems to 

always occur at a lower temperature than the corresponding RT sister sample. The low-T 

coercivities show quite a bit of variability in the absolute value. In the RT case, it can potentially 

be even lower than the corresponding RT high-T coercivity. In the hysteresis loops of the second 

set HT sample (data not shown), there is no double switching event.  

Due to its nature as a bulk technique, magnetometry is limited in what else we might 

learn about what drives the difference between HT and RT magnetic behaviors. For more insight 

into the different systems, we turn to PNR. PNR’s sensitivity to both structural and magnetic 

properties with nm resolution depth dependence can help to determine the cause of the different 

magnetic behavior in the two deposition conditions. It allows access to the interface, a critical 

region for magnetic properties in bilayers but one that is inaccessible by bulk magnetometry. The 
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structural sensitivity, for instance, can be used to probe for chemical diffusion or differences in 

interfacial roughness. Whereas the magnetic sensitivity will be able to pick up any unusual 

magnetic behavior near the interface, such as a pinned layer or remanent FM phase in the FeRh. 

PNR is therefore an ideal probe into our FeRh/Ni bilayers. 

 

6.5 Polarized Neutron Reflectometry of RT and HT FeRh/Ni Bilayers 

 

In order to better understand the differing magnetic profiles between the RT and HT 

sample, PNR was measured at various temperatures across the FeRh MSPT for both samples. In 

order to correlate the results with later magnetometry measurements, care was taken to attempt to 

mimic the measurement sequence used during the magnetometry. Before measurement, the 

sample is heated to 450 K in zero applied field. Once the temperature is stabilized, a 700 mT in-

plane field is applied in order to saturate the sample. This is slightly below the 1 T applied during 

magnetometry, limited by the magnet apparatus available during the measurement. However, this 

is far more than sufficient to ensure the sample is fully saturated. The field is then reduced to 

100 mT. The temperature is reduced to the first measurement temperature. Once the temperature 

is stabilized, the PNR data is collected. The temperature is then reduced to the next measurement 

temperature, and the process is repeated. This process is thus a direct analog to a cooling branch 

in an M vs. T magnetometry measurement. 4 temperatures were measured: 430 K, 390 K, 375 K, 

340 K, corresponding to above the transition, at the beginning of the transition, mid-transition, 

and below the transition. The raw data along with the theoretical values of the best fit model for 

both the RT and HT samples’ specular ‘spin-up’ and ‘spin-down’ reflectivities at each 

temperature are shown in Figure 88, for a range of Q values up to 0.12 Å−1
. Note the log scale. 

While proper discussion of the modeling is needed to fully understand the features, a number of 
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qualitative features can be seen even in the raw data. In both samples, above the transition, clear 

short oscillations can be seen. Translating from Q-space, the length of these oscillations 

correlates well to the thickness of the ferromagnetic FeRh/Ni bilayer structure. There is also a 

quite noticeable asymmetry between R++ and R−− signals the films, as expected for a 

ferromagnet. As the temperature decreases, these smaller oscillations broaden out, but remain 

due to the FM Ni and nuclear contributions to the SLD. The intensity covers a 5 orders of 

magnitude range, with noise being a limiting factor for the lowest intensities. 

 

Figure 88. PNR measurements for the RT and HT samples, at various temperatures. 

 

In order to isolate the contributions due solely to the magnetic properties of the bilayer, 

the Spin Asymmetry (SA) defined as 
R++−R−−(R+++R−−) is displayed along with the theoretical values of 

the best fit model in Figure 89. The details of the model used to fit the data will be discussed 
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momentarily. Briefly, it is clear that the modeling is able to capture most of the features in both 

the RT and HT samples, particularly for lower values of Q (Q < 0.05). At higher Q, the lower 

intensity of the signal leads to higher uncertainty in the measurement. In addition, many 

simplifying assumptions made in the model such as a constant magnetic SLD per bin begin to 

break down at higher Q values. The scans above the phase transition, at 430 K and 390 K, show 

clear oscillations associated with the FM phase of the FeRh. AT 375 K, in both the RT and HT 

samples, the oscillations begin to reduce in intensity, as the samples transition through the 

MSPT. At 375 K, we begin to see some divergence between the modeling and the data, likely 

due to the difficulty in capturing the details of inhomogeneous, partially transitioned FeRh film 

with a simple 3 slab model. 375 K also shows a slight difference between the RT and HT sample 

signals, likely due to the sensitivity of the transition to temperature. Slight differences in 

temperature of the stage and Tc between the samples as seen in the magnetometry data means 

one sample will be in a slightly different portion of the transition than the other. At 340 K, the 

model is again able to capture most of the features in the signal, and there is strong agreement 

between the RT and HT samples. 
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Figure 89. Spin Asymmetry in ‘spin up’ and ‘spin down’ PNR measurements for RT and HT 

MgO/FeRh/Ni/W thin films. 
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other. However, the nuclear SLD per sample for each temperature is co-refined to a common 

SLD profile. Enforcing this constraint ensures a physically plausible result, since the chemical 

composition and therefore nuclear SLD should not change at different temperatures for the same 

sample. It also greatly helps in disentangling the nuclear and magnetic contributions to 

reflectivity since the magnetic contribution of the FeRh is temperature dependent, in contrast to 

the nuclear component. 

In order to identify the best model, two algorithms of the Refl1D package were utilized. 

First the DREAM algorithm was applied to the regressions for approximately 1000 steps, 

dependent on the number of free parameters. The efficiency of the DREAM algorithm allows us 

to sample a large parameter space and identify promising regions for a best fit. Once a likely 

region is identified, the Nelder-Mead algorithm is applied in order to find a minimum. While 

robust, the Nelder-Mead algorithm is known to converge slowly and can get stuck in local 

minima, therefore the combination of the two fitting algorithms allow for a robust search for a 

best fit model. Of course, optimization algorithms can never guarantee a true global minimum. 

This problem is particularly acute with methods such as PNR which can be highly degenerate 

with different models providing similar output. But the convergence to a local minimum along 

with intuition and common-sense constraints give confidence that the model is reasonable. The 

corresponding best fit model for the nuclear SLD is presented in Figure 90 and the magnetic 

contribution in Figure 91. Any errors reported for refined parameters extracted from the fits 

(such as thicknesses or magnetizations) are taken using a 95% confidence interval calculated by 

the DREAM algorithm. In the Monte Carlo based DREAM algorithm, this corresponds to the 

range where 95% of the hops are accepted for a parameter. 
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Figure 90. Nuclear SLD depth profiles for the RT and HT sample. (a) the real part of the nuclear 
SLD. (b) the imaginary part of the nuclear SLD. 

 

In Figure 90, we present the nuclear SLD profile as a function of depth for our RT and 

HT MgO/FeRh/Ni/W films. The RT film is shown in blue, and the HT in red. The thickness of 

the HT data has been enhanced to reveal regions when the profiles directly overlap. Because of 

the constraint during the co-refinement, these nuclear profiles for the HT and RT samples are 

identical for each measurement temperature and we don’t distinguish between the 430 K −340 K profiles. On the top of Figure 90 is the real part of the nuclear SLD, and on the bottom the 

imaginary part, in order to handle the large variation in magnitude between the two. Beginning 

with the real part of the SLD, we see a result that looks extremely similar to the XRR profile. 

This is expected since both measurement techniques are sensitive to the chemical structure of the 

films. The profile begins with the MgO substrate at a nominal −50 Å depth, which then meets 

the FeRh film. The interface between the MgO: FeRh is relatively sharp, and smoothly 
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In previous works, this was attributed to diffusion of the Fe into the MgO substrate. Most of 

those works used a higher deposition temperature, 600 ℃ as opposed to our 300 ℃, which might 

encourage more interfacial diffusion during the deposition. The high annealing temperature 

800 ℃ does not seem to encourage this diffusion as much as the deposition temperature. Other 

authors have found that Rh-rich sputtering can help suppress the interfacial layer as well. 

Continuing through the film, the bulk FeRh in both the RT and HT samples are in agreement. At 

the FeRh: Ni interface a large difference between the two films is realized, with the RT film 

showing the same dip in the interfacial FeRh as in the XRR measurements, with the HT instead 

showing a smooth change from FeRh bulk values to bulk Ni values. The HT interface is 

considerably rougher than the RT sample, at 14.3 Å vs. 9.11 Å. The bulk Ni corresponds well to 

a uniform Ni value. The slight elevation in the RT Ni density can be attributed to the fact that the 

orientation stabilized by the HT sample has a higher in-plane areal density (and therefore lower 

out-of-plane density), but the difference is slight. At the Ni: W interface we again see a fairly 

large difference, with the RT sample showing a rather sharp interface and the HT showing a 

thicker smoothly varying interfacial layer. The same trend is seen at the W: air interface. We 

note that the W bulk shows a SLD that matches well that for metallic W, indicating that the 

capping layer successfully protected the sample from oxidation. Any oxidation of the W layer, 

which typically reverts to stable WO3 at ambient conditions, would show prominently in the 

nuclear SLD. For the RT sample, we find a refined thickness of 65.0 ± 0.3 Å and a SLD of 

3.10 ± 0.02 × 10−6 Å−2
. For the HT, a thickness of 67.8 ± 0.3 Å and 3.02 ± 0.02 × 10−6 Å−2

. 

These SLDs are in good agreement with the theoretical value for metallic W, and the 3% 

difference between RT and HT samples is well within error. 
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The bottom of Figure 90 shows an essentially negligible imaginary portion of the nuclear 

SLD, at three orders of magnitude smaller than the real part of the SLD. It’s mainly the FeRh 

bulk which contributes to this dissipative portion of the reflectivity signal. We next turn our 

attention to the magnetic contribution to the SLD shown below in Figure 91. 

 

Figure 91. Magnetic S.L.D. and magnetization extracted from PNR model best-fits for various 
temperatures, for both RT and HT samples. 430 K is shown in dark red, 390 K in orange, 375 K 
in green, and 340 K in navy blue. 

 

In Figure 91, we plot the magnetic portion of the SLD for both the RT and HT samples at 

each temperature. The RT sample is shown to the left, and the HT to the right of the figure for 

direct comparison. Because the magnetic SLD is directly proportional to the magnetization after 

a scaling factor, the SLD is shown on the left axis, with the corresponding magnetization on the 

right axis for each plot. For each temperature, we maintain the same axis scaling to allow for 

easy comparison. The relevant features are easily distinguishable without needing to change 

scale. 
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Starting at 430 K, we see very similar profiles between the RT and HT samples. The 

sample begins with a sharp interface between the nonmagnetic MgO substrate to FM FeRh, with 

the interfacial FeRh agreeing with the bulk values. The bulk FeRh shows good agreement with 

the expected magnetization for FeRh, at 1136 kA
m

 in the RT sample, and 1095 kA
m

 in the HT 

sample. The larger magnetization in the RT sample relative to the HT sample is similar to that 

seen in the magnetometry data, although a much smaller difference. Unsurprisingly, the two 

samples show different interfacial magnetism at the FeRh: Ni interface. The HT sample shows a 

smooth decrease from the bulk FeRh to Ni magnetizations, whereas the RT has something like a 

kink that is localized closer to the FeRh side of the interface. Initially the slope is lower than in 

the HT sample, but after the kink shows roughly the same slope as in the HT sample. The Ni 

layer in both samples is uniform, with magnetizations of 423.5 kA
m

 and 410.9 kA
m

 in the RT and 

HT. These values are typical for thin film Ni at these temperatures. At the Ni: W interface, we 

see the same interfacial behavior seen before, with the RT sample showing a sharper interface, 

and the HT a broader interface. Both vary smoothly from the FM Ni to nonmagnetic W. At 390 

K, we see largely the same behavior, except with the FeRh having a slightly lower magnetization 

at the onset of the transition. 

At 375 K, which corresponds to being partially through the FeRh transition, we see a 

greatly reduced bulk FeRh magnetization in both samples. The bulk FeRh magnetization is now 

lower than Ni, at 321.8 kA
m

 in the RT sample and 187.9 kA
m

 in the HT sample. The difference 

between the two samples, as discussed with the magnetometry, is likely due to slight differences 

in the applied temperature and stoichiometry between the two samples. Therefore, the HT 

sample is slightly farther through the phase transition as compared to the RT sample at a nominal 
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375 K. The sensitivity during the sharp transition means even minor differences in the local 

temperature are noticeable. Specular PNR allows for depth dependent measurements, but any 

variation in the x-y directions will be averaged out. Therefore, specular PNR is unable to 

discriminate whether this nominally bulk magnetization has variation in the plane of the film, 

such as those due to grains or magnetic domains. Previous work using other techniques such as 

XMCD which are sensitive to in-plane variations in the magnetization show that the FeRh 

transition follows a nucleation type behavior. The FeRh: Ni interface at 375 K shows rather 

different behavior as compared to the previous temperatures. Here the interfacial FM phase is 

prominent in the RT sample, and present although more subtle in the HT sample. The potential 

origin of this interfacial FM phase will be discussed further in 6.7, which leads to a local 

decrease of Tc. The fact that this interfacial FM phase is due to a modified Tc rather than forming 

a different compound can be understood by noting that the interface still experiences the full 

FeRh transition, with a comparable magnetization to bulk FeRh at 430 K, and nearly fully 

suppressed as an AF at 340 K. An enhanced view of the HT interface that shows its remanent 

FM phase more clearly will be shown shortly in Figure 95 and Figure 96. The PNR fitting 

consistently requires this interfacial FM phase in order to match the spin asymmetry data, 

indicating it’s not an artifact of a particular model but rather an important feature of the magnetic 

profile in the samples. As just mentioned for in-plane nucleation, it’s been demonstrated that the 

phase transition often nucleates from defects such as interfaces. This interfacial FM phase in 

both samples is ≅ 3 nm in depth. Past this interface, both samples converge to a uniform bulk Ni 

layer. At the Ni: W interface a smooth transition is seen, again with the HT interface taking place 

over a longer distance. 
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The final measurement was taken at 340 K, which corresponds to being fully below the 

FeRh MSPT. The FeRh is fully transitioned to its nominally AF state, and the signal is close to 0. 

On the length scales used by the PNR probe, an AF is essentially ‘nonmagnetic’ since the 

alternating spins will average to zero. There is a slight remanent moment in both samples of ≅
30 kA

m
, which can be attributed to some slight disorder or off-stoichiometry in the system. The 

temperature is low enough that the interfacial FM is largely suppressed despite its reduced Tc. 

Both samples smoothly move to the Ni bulk value at the FeRh: Ni interface. The Ni layer shows 

similar uniform bulk Ni magnetizations as seen at previous temperatures. The Ni: W behavior is 

the same as at other temperatures, with the HT having a broader interface. 

This concludes the temperature dependent PNR measurements across the FeRh MSPT. 

The overall picture is roughly what one expects for an FeRh/Ni bilayer as a function of 

temperature and agrees well with the magnetometry. As we decrease the temperature, the FeRh 

layer in both samples traverses it’s MSPT, going from FM at higher temperatures, to partially 

transitioned, to finally fully AF. The Ni layer stays FM throughout the measurement, as we’re 

well below its Curie temperature. The interface between the RT and HT samples can be seen to 

be quite different, both chemically and magnetically. This can be expected to be tied to the FeRh 

MSPT, and the surface the Ni will see during deposition. Because of both the general importance 

of the interface in FM bilayer structures and particularly in the case of the FeRh MSPT coupling 

which is interfacial, the details of the interface are a critical parameter for understanding 

FeRh/Ni films. The depth dependence of PNR as a technique allows us to confirm that the 

different magnetic properties seen between RT and HT samples are not simply due to altering the 

bulk of the sensitive FeRh during the Ni deposition process as well as confirm the continued high 

quality of the FeRh layer in both samples. The temperature dependent PNR in particular allows 
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us to separate the magnetic and chemical contributions to the PNR signal due to the unique FeRh 

AF to FM transition with increasing temperature. This is useful both in gaining a better 

understanding of the dynamics of the FeRh/Ni system as a whole, but as we will see in the next 

sections, a useful constraint for magnetic field dependent PNR that will be correlated to the 

magnetic properties of the film. 

 

6.6 Magnetic Switching Event in HT FeRh/Ni Bilayers 

 

During the investigation of the magnetic properties in these bilayers and the discussion of 

Figure 86, it was noted that the HT sample doesn’t simply have a higher coercivity hysteresis 

loop, but the cause of this hysteresis is the switching event that occurs at a ≅ 25 mT applied 

switching field. This so-called ‘double switching’ is often a hallmark in bilayers composed of 2 

FMs, where the two layers are sufficiently decoupled such that one-layer switches at a lower 

applied field than the other. In principle, it can be possible to tell which layer switches first based 

on the change in the net magnetization. However, in this particular system, the two switching 

events are roughly proportional to each other, making it impossible to distinguish the dynamics 

based on bulk magnetometry. 

In order to clarify the details of this switching event, PNR again becomes a good option 

due to its depth dependence which allows for distinguishing the magnetization of each layer. As 

with previous measurements, the procedure was designed to mimic the bulk magnetometry 

measurement as closely as possible. First, the sample is heated to 450 K, to fully induce the FeRh 

MSPT. A 0.7 T field is applied in-plane, saturating the sample, and then reduced to 100 mT. The 

temperature was then reduced to the measurement temperature, 350 K. After temperature 

stabilization, a PNR scan is collected, with the applied 100 mT field. The applied magnetic field 
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is then swept to −0.7 T, large enough to fully saturate the sample in the opposite direction. The 

field is then increased back to +25 mT, which is near but above the switching field seen in the 

magnetometry data. A second PNR scan is collected. This data was then analyzed in the reductus 

and Ref1D software packages. As before, the nuclear profiles of these two measurements are co-

refined, enforcing a common chemical structure which is expected since it’s the same sample. 

The raw reflectivity measurements are shown in Figure 92, along with the best model fits. The 

error bars shown correspond to 1σ.  

 

Figure 92. PNR measurements (points) and best fits (lines) for the HT sample at 350 K (a) under 
+100 mT applied field and (b) under +25 mT applied field (after cycling to -700 mT). 
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As before, the main takeaway from the raw intensity measurements is how well the 

model fits the data. In this specific case, it is also worthwhile to point out that the R++ and R− − 

signals have inverted when going from 100 mT to 25 mT. This inversion is what one would 

expect if the film magnetization has reversed to the nominally ′ − ′ direction during the 

hysteresis cycling, but the +25 mT was not sufficient to cause it to reorient back to the ′ + ′ 

direction. An even clearer indication is seen in the spin asymmetry plotted in Figure 93. 

 

 

Figure 93. Spin asymmetry data (points) and best fits (lines) for the HT sample at 350 K (a) 
under +100 mT applied field and (b) under +25 mT applied field (after cycling to -700 mT). 
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and that the feature is a dominant part of the signal to induce such a complete mirroring. The 

nuclear and magnetic SLD’s extracted from the best fit model corresponding to the theoretical 

matching of the data are presented in Figure 94 and Figure 95 respectively. 

 

Figure 94. Nuclear depth profiles for the HT sample at 350 K under +100 mT applied field and 
under +25 mT applied field (after cycling to -700 mT). 
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Figure 95. Magnetic depth profiles for the HT sample at 350 K under +100 mT applied field and 
under +25 mT applied field (after cycling to -700 mT). 
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allows it to contribute meaningfully to the overall magnetic signal. The difference in magnitude 

between the +100 mT and +25 mT magnetization is likely at least partially attributable to how an 

applied field can stabilize the FM phase, rather than pure magnetization rotation. The interfacial 

FeRh and Ni layers show a negative SLD, indicating that they’re anti-aligned with the applied 

field. For a +25 mT field, this means the +25 mT is not enough to rotate the Ni magnetization, 

indicating that the bulk FeRh has flipped first in an applied field. We can therefore definitively 

conclude that it is the FeRh that causes the first step seen in the two-step hysteresis loop, and the 

enhanced coercivity is thus due to the Ni layer. In order to further confirm this interpretation, the 

FeRh magnetization was flipped in the model, but it does not produce the large mirroring change 

in the SA trend, which is governed by the Ni.  

 

 

Figure 96. Magnetic depth profiles for the HT sample at 350 K under +100 mT applied field and 
under +25 mT applied field (after cycling to -700 mT). Enhanced view of Figure 95. (Inset) 
further scaling to show a non-zero positive moment in the +25 mT curve. 
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6.7 Interfacial FM phase in FeRh thin films 

 

A focus of intense interest in previous work in FeRh thin films has been the remanent FM 

signal seen even when the sample is nominally fully transitioned into the AF state. This previous 

work has shown that that this remanent FM phase can form at either the substrate/FeRh interface 

or the FeRh/capping layer in a FeRh thin films sample. The exact origin of this interfacial FM 

phase is unclear, and a number of mechanisms have been proposed. It has been variously 

interpreted as diffusion,331 strain effect,183,185,332,333 a Rh-rich surface layer,334 or a more general 

symmetry breaking.335 The FeRh MSPT’s sensitivity to various conditions makes it difficult to 

definitively isolate a single cause. While not the main focus of this work, the deposition 

conditions here allow us to approach the question from a different angle as compared to previous 

work and provide some insight to the mechanism behind the interfacial FM FeRh. 

From the model fits, both the RT and HT samples show a remarkably similar ≅ 2.9 nm 

interfacial FM layer, which suggests that they are caused by a similar mechanism. One potential 

mechanism is diffusion, as Tc in FeRh systems can be reduced via doping by Ni, or by being Rh-

rich.191,192,336 Therefore, diffusion of Ni into the FeRh, or conversely, Fe into the Ni layer, are 

potential mechanisms for this interfacial FM effect. Even doping on the order of 1% or less of 

either Ni or Rh can radically shift Tc without large changes in the magnetization. In the RT 

sample, XRR and PNR results showed a clear dip in the nuclear SLD profile at the interface. 

This dip is incompatible with Ni diffusing into the FeRh or a Rh rich layer left if the Fe diffused 

into the Ni, and intuitively one can expect a low mobility for atoms during a RT deposition. This 

dip is not seen in the HT sample, which instead shows a smooth gradient from the bulk FeRh to 

bulk Ni SLD values. Intuitively, the higher deposition temperature would promote higher atomic 

mobility. Due to their placement on the periodic table, atomic Fe and Ni both have very similar 
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cross sections for both XRR and PNR techniques, making it impossible to distinguish 

interdiffusion on the order of 1%. So, while it is hard to pin down the details of the HT sample, 

the RT results exclude diffusion as a likely mechanism for the interfacial FM. If the dip in the 

RT nuclear SLD is instead attributed to a native oxide layer rather than a low density Ni layer, 

this would also not account for the interfacial FM region as FeRh samples capped with a native 

oxide do not show interfacial FeRh.331 As with the diffusion mechanism, the HT sample does not 

show this dip in SLD. Therefore, this oxide layer can also be excluded as a mechanism for the 

interfacial FM phase. With the similarity between the interfacial FM phase in the RT and HT 

samples, it seems unlikely for diffusion or native oxide layer to be potential causes. The other 

major proposed mechanism is strain, which seems more in line with the results presented here. 

As will be discussed in more detail in Section 6.8, the strain state at the interface is rather 

complex. There is a large mismatch between the FeRh/Ni lattices, leading to a large (> 10%) 

strain, and subsequently misfit dislocations can be expected within the first nm or so. Above this 

critical thickness, there will be a nontrivial depth dependence of the strain as the film attempts to 

relax. It seems plausible that both samples have large strains and attempt to relax to the extent 

possible for their varying interface and texture. Unfortunately, the techniques used in this work 

don’t allow us to directly distinguish such a strained layer directly, and the depth dependence of 

such a relaxed layer is impossible to predict a priori. But such a mechanism would explain the 

similar thickness of the interfacial layer, as well as the differences in stabilization of the 

interfacial FM phase. 

 

6.8 Estimation of Magnetoelastic Strain Anisotropy 
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In order to gain some understanding of the potential mechanism causing the difference 

between the RT and HT coercivity, a direct estimate of strain anisotropy field can be made. This 

is particularly insightful in light of the different Ni orientations as confirmed by XRD, since 

different Ni orientations will have different magnetocrystalline contributions as well as 

potentially differences in how they interact to the same applied strain. We begin by writing down 

all the potential contributions to the free energy301 

Etot = Ezeeman + Edemag + Eexchange + EMC + EME 5.1 

Here, Etot represents the total free energy, and from left to right on the RHS, 

contributions come from the Zeeman interaction with an applied field, the demagnetization field 

of the sample, the exchange interaction between neighboring spins, a magnetocrystalline term, 

and a magnetoelastic term. The first three terms, which do not depend directly on strain or crystal 

orientation to a very good approximation, can be condensed into a single term as E0, which is the 

energy required to saturate the magnetization along some direction with zero applied strain.337,338 

The free energy becomes 

Etot = E0 + EMC + EME 5.2 

Etot and E0 can be approximately related to the magnetic field required for saturation as 

Etot = 12HaMS    ,    E0 = 12H0MS 5.3 

Where MS is the saturation magnetization, H0 is the field required to saturate the magnetization 

for an unstrained film, and Ha is the anisotropy field along the hard axis direction. We now turn 

our eye to the magnetocrystalline energy EMC, which in general can be expanded in terms of the 

direction cosines αi as223,339 
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EMC(m⃗⃗⃗ ) =  b0(HM) + ∑bij(HM)αiαji,j + ∑ bijkl(HM)αiαjαkαli,j,k,l  5.4 

Where HM is the magnitude of the applied field along the direction of the magnetization, m⃗⃗⃗ . The 

coefficients b0, bi,j, bi,j,k,lwill be defined momentarily, when we recast this into the more familiar 

form. In the above expression, only terms even in m⃗⃗⃗  need be retained, in order to obey time 

reversal symmetry. For a system with cubic symmetry, the magnetocrystalline energy can be 

represented to lowest order in the direction cosines αi as 

EMC = K1(α12 + α22 + α32) + K2(α12α22α32) 5.5 

Where the Ki are the typical anisotropy constants. For Ni, K1 = −5480 Jm3 and K2 =
−2.47 Jm3.339 Higher orders in the expansion can be neglected, as the series is quickly convergent. 

For example, K3 is already an order of magnitude smaller than K1,K2. Because we’re only 

concerned with differences in energy, the constant term (0th order) has been neglected. For the 

RT sample, which is oriented with the (001) out-of-plane, this yields the well-known differences 

in anisotropy energy for different magnetization orientations, Emc110 − Emc100 = K14 = −1370 Jm3 , 

Emc111 − Emc100 = K13 + K227 = −1920 Jm3 , etc. Here, the hkl superscript represents the direction of the 

magnetization in the crystal frame. A similar calculation can be made for the HT sample, with an 

appropriate transformation from the lab frame to the crystal frame and vice versa.340 The 

appropriate 3x3 rotation matrix a̅ to transform from the lab frame to the crystal frame is 

a̅ = [  
  1 0 00 1√2 1√20 −1√2 1√2]  

   5.6 
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a̅ thus transforms us from a frame where the (001) is in the +z direction, to one with the (022) of 

the crystal along the +z direction. Transforming back from the crystal frame to the lab frame can 

be accomplished by applying the inverse (transpose) of a̅, a̅⊤. One useful case is the energy 

difference Emc√211 − Emc100 = −2817 Jm3 . These coordinates would correspond to rotating the 

magnetization from the 100 to the 110, or an in-plane rotation of the magnetization in the lab 

frame while the Ni film is oriented such that the (011) is in the (001) or out-of-plane direction in 

the lab frame. We can estimate the effective fields Heff from  EMC = 12 HeffMS 5.7 

Which yields roughly Heff ≅ 5.7 mT for the RT sample, and Heff ≅ 11.7 mT for the HT. 

While these effective fields aren’t trivial, it’s immediately clear that the difference in 

magnetocrystalline anisotropy alone can only contribute roughly a 6 mT difference in effective 

field or ≅ 30% of the observed effect.  

We now turn our eyes to the magnetoelastic contribution to the free energy EME. In order 

to quantitatively calculate a value for EME, a measure of the strain or stress applied to the Ni 

layer is required. One way to obtain a bulk measurement of the stress is via XRD, as in Figure 

81. Application of Bragg’s Law 2dsin(θ) = λ , when solved for the lattice spacing d of a desired 

lattice plane, can be compared to bulk values of unstrained Ni. The strain in the out-of-plane 

direction is defined to be 

ϵzz = dfilm − dbulkdbulk  5.8 

Beginning with the RT sample and a lattice parameter a = 3.5238 Å for unstrained fcc 

Ni, the XRD reveals a compressive strain ϵzz = −0.24%. From this, we can obtain the values for 
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in-plane strain by minimizing the elastic and magnetoelastic free energies simultaneously. The 

elastic free energy, is given in Einstein notation by223,339,340 

Eel = 12 cijklϵijϵkl 5.9 

Where cijkl is a stiffness matrix, subject to cubic symmetry 

cij =
c11 c12 c12 0 0 0c12 c11 c12 0 0 0c12 c12 c11 0 0 00 0 0 c44 0 00 0 0 0 c44 00 0 0 0 0 c44

 5.10 

cij are the stiffness constants of Ni. c11 = 2.5 ×  1011 Jm3, c12 = 1.6 ×  1011 Jm3, c44 =
1.185 ×  1011 Jm3. The ϵij are the symmetric strain tensors. The elastic free energy, simplified, is 

(in Voigt notation) 

EEL = 12 c11(ϵ12 + ϵ22 + ϵ32) + 12 c44(ϵ42 + ϵ52 + ϵ62) + c12(ϵ1ϵ2 + ϵ2ϵ3 + ϵ1ϵ3) 5.11 

We now turn to the magnetoelastic free energy, which can be written for a cubic crystal 

as 

EME = B1(α12ϵ1 + α22ϵ2 + α32ϵ3) + B2(α1α2ϵ6 + α2α3ϵ4 + α1α3ϵ5) 5.12 

Where Bi are magnetoelastic coupling coefficients. For Ni, B1 = 6.2 × 106 Jm3 and B1 =
9 × 106 Jm3. Minimizing the sum EEL + EME with respect to ϵ3, assuming negligible shear 

strains, i.e. ϵ4 = ϵ5 = ϵ6 = 0, and allowing the out-of-plane strain free to relax (or stress σz = 0) 

yields 
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EEL + EME∂ϵ3 = c11ϵ3 + c12(ϵ1 + ϵ2) + B1α32 = 0 5.13 

Or 

ϵ3 = −B1α32 + c12(ϵ1 + ϵ2)c11  5.14 

Thus, minimizing both terms leads to a minor (O(10−5)) correction to the result obtained 

if we had simply minimized the elastic energy 

ϵ3uncorrected = −c12c11 (ϵ2 + ϵ1) = −ν1 − ν (ϵ2 + ϵ1) 5.15 

Where ν is Poisson’s Ratio, which for Ni ν ≅ 0.33. For the FeRh structural change, both 

in-plane strains will be equal by symmetry and we obtain strains ϵ1 = ϵ2 = 0.25 %. Despite the 

only minor correction to ϵ3, there is a large effect to the free energy. Substituting our expression 

for ϵ3 into the expressions for EME and EEL yields  

EEL+ME = − [B1c12(ϵ1 + ϵ2)c11 + B1ϵ1] α32 − B12α342c11 + B1α22(ϵ2 − ϵ1) 5.16 

A similar result (EEL+ME = B1α22(ϵ1 − ϵ2)) is obtained if we had used ϵ3uncorrected. In 

order to compare to our magnetic results, we’re interested in the in-plane contributions, so taking α3 = 0, we’re left with 

EEL+ME = B1α22(ϵ2 − ϵ1) 5.17 

Which if the in-plane strains are equal as expected for the FeRh transition implies that 

there is no in-plane magnetoelastic anisotropy. Therefore, in the RT samples there is no effect for 

in-plane magnetizations due to the magnetoelastic effects, despite a rather large measured strain. 
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There is however a large out of plane anisotropy (effective fields ≅ 1.2 − 1.47 T for the 

uncorrected and corrected ϵ3’s respectively). 

We now need to make the analogous calculation for the HT sample. A first step is to 

estimate ϵzz from XRD using Eq 5.8, which reveals an out-of-plane compression ϵzz =−0.004575%. The next step is to apply Eq’s 5.11 and 5.12, but with the appropriate coordinate 

transformations. The αi’s can be transformed as discussed previously. The strain is a tensor 

quantity and can be transformed via ϵ = a̅Tϵa̅ , where ϵ  is the strain in the crystal reference 

frame, and a̅ the same rotation matrix as previously.340 Again, we take the shear strains in the lab 

frame to be ϵ4 = ϵ5 = ϵ6 = 0. This yields a strain in the crystal coordinates 

ϵ = [  
  ϵ1 0 00 12 (ϵ2 + ϵ3) 12 (ϵ2 − ϵ3)0 12 (ϵ2 − ϵ3) 12 (ϵ2 + ϵ3)]  

  
 

ϵ  can be directly inserted into Eq’s 5.11 and 5.12. Minimizing the energy with respect to ϵ3 yields an expression in terms of the in-plane strains ϵ1 and ϵ2 

ϵ3 = −(B1α32 + 2B1α3α2 + B1α22)c11 + c12 + 2c44 + (−c11−c12 + 2c44)ϵ1 − c12ϵ2c11 + c12 + 2c44  

Again, the corrections due to the magnetoelastic coupling are negligibly small, of O(10−5), but the free energy will be considerably more complicated. The in-plane strains can be 

estimated ϵ1 = ϵ2 = 0.0046%. The free energy is 
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EME = (−B12α14 + 4B1B2α12α3α2 − 4B22α32α22)4(c11 + c12 + 2c44) + (2B12α12 − 4B1B2α3α2 − 8B1c44ϵ1α12)4(c11 + c12 + 2c44)
+ (4B1ϵ2c12α12)4(c11 + c12 + 2c44) + B1ϵ2α12 

Where we’ve kept terms to first order in the strain, and higher order terms in the direction 

cosines. It is immediately obvious that this version of the free energy is quite different from the EEL+ME = B1(ϵ1 − ϵ2) term earlier, although the dominant terms are O(Biϵi) for reasonable 

strains. Again, it is fruitful to consider EME√211 − EME100 = −412 Jm3, which yields an effective field Heff ≅ 1.8 mT. While a nontrivial effect, it’s still an order of magnitude too small to explain the 

observed difference between the RT and HT samples. 

While the above analysis would seem indicate that direct magnetoelastic anisotropy is 

likely not the cause of the difference between RT and HT FeRh/Ni bilayers, the above analysis 

comes with a number of limitations and caveats. Foremost is that these energy calculations only 

capture direct magnetoelastic anisotropy and cannot account for other magnetoelastic effects 

such as domain wall pinning at boundaries. There are also significant instrumental limitations, 

even with regards to the direct magnetoelastic anisotropy estimation. While XRD is a valid 

technique to extract ϵ3, full residual strain analysis often requires a rather precise alignment 

process. In this work, we attempt to correct for slight alignment differences in the sample by 

correcting the MgO XRD peaks to their theoretical values. However residual strain analysis often 

requires multiple system specific measurements to reduce the systematic error, and simply 

correcting to the MgO is insufficient. In particular, the problem is that for a strained film, the 

Bragg Condition will in general only be satisfied for some subset of grains with the proper hkl, 

giving a biased sampling to the specular measurement. This can be rectified but requires off axis 
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measurements that were outside the scope of the requested time allotted for the experiment. This 

uncertainty in 2θ and thus ϵ3 can be roughly quantified by performing the same calculation for 

the FeRh (001) peaks. The measurements show ϵ3 = 0.23% for the RT sample and ϵ3 =0.398% for the HT sample. While these values are roughly what is expected (ϵ3 = 0.33%) and 

has been measured for FeRh on MgO substrate, there is still a significant variation both between 

the RT and HT, and between our values compared to literature values. It is not clear why there 

should be any variation between the RT and HT samples, so this difference likely points rather to 

the imprecision of the probe. The FeRh SPT is expected to cause a strain of ≅ 0.3%, so error on 

the order of ≅ 0.1% would be more than enough to skew any estimations. It is thus worthwhile 

to note that the limiting factor in our estimation of the magnetoelastic energy in the HT film is 

inherently limited by the strain value ϵzz = −0.004575%, which essentially corresponds to a 

seemingly relaxed film, and is two orders of magnitude smaller than the FeRh SPT strain value. 

Repeating the above calculation for an expected ϵzz = −0.3% from the FeRh SPT shows that 

even a partial transfer of only 10% − 15% of the FeRh SPT would be allow sufficiently large 

effective fields to explain the difference between the RT and HT samples. Even with stress 

relaxation at grain boundaries, this is a reasonable expected strain transfer. It is also well within 

the expected error from the probe. 

The above discussion is further complicated by the fact that Ni does not have an epitaxial 

relation to the FeRh lattice for the 001 and 011 orientations seen in the RT and HT samples 

respectively. Both suffer large lattice mismatches, > 10%. In cases where the lattice mismatch is 

poor, it has been observed that the first few monolayers will follow the epitaxial relationship, and 

after some critical thickness dc will form misfit dislocations to relieve the incredibly large strain. 
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Above this critical thickness, the films will develop some nontrivial depth dependent strain that 

isn’t easily predicted a priori. The critical thickness can be estimated as  

dc = aexp2f0  

Where aexp is the experimentally measured lattice parameter, and f0 the lattice mismatch. 

An estimate of dc for both samples yields dc ≅ 1 nm. Therefore, we can expect the Ni layer to 

have misfit dislocations throughout the film. In Fe films grown on W substrate, which 

correspond to an approximately 10% lattice mismatch, it was found that the first 1.2 monolayers 

of Fe matched the W substrate, and subsequent Fe layers were nearly relaxed.340 These Fe 

ultrathin films saw heavily modified magnetic properties due to these two different layers 

interacting, but they were limited to only 10 ML in total thickness. This comparison would seem 

to compare favorably to our toy model of Ni depositing relaxed on FeRh, and being strained due 

to the FeRh SPT. 

We conclude that the strain of the FeRh SPT is a plausible mechanism for the difference 

between RT and HT samples, but further measurements are needed in order to pin down the 

exact structural relationship at the interface. A technique such as temperature dependent TEM 

would shed additional light to the strain dynamics at the FeRh/Ni interface. Other potential 

magnetoelastic mechanisms include domain wall pinning on stress defects such as grain 

boundaries or misfit dislocations. Magnetic coupling to the remanent interfacial FM FeRh phase 

or the AF phase are also plausible mechanisms. 

 

6.9 Conclusions 
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In this chapter, we show a method for growing high quality FeRh films on MgO substrate 

via magnetron sputtering. The deposition and annealing temperatures allow for significant 

control in tuning the film quality in order to optimize the FeRh MSPT. The film’s 

structural(chemical) and magnetic quality was confirmed via XRD, AFM, and VSM. Once the 

film quality was confirmed, depositing another FM material onto the FeRh above and below its 

Tc enables the MSPT to directly modify the magnetic properties of the FeRh/FM bilayer. In 

particular, this is likely driven partially by magnetoelastic effects, rather than simple magnetic 

coupling. Samples with Ni deposited below Tc display a low coercivity at low temperature due to 

their relaxation after their RT deposition, a spike in the coercivity during the transition due to 

phase coexistence, and then a low but modified coercivity of the combined FM FeRh and Ni. In 

contrast, samples with the Ni deposited above Tc show a 18.4 mT (179%) higher coercivity at 

low temperature, likely due to the strain state induced by the FeRh SPT after the Ni deposits 

relaxed at HT. Across the FeRh transition, it also exhibits a spike in the coercivity, and above Tc 

a low coercivity similar to that seen in the RT sample, driven by the FM FeRh phase. XRR, PNR 

and VSM show that the samples are essentially identical in the bulk but vary at the interface, as 

well as what orientation of Ni is energetically favorable. These interfacial differences can be 

expected to play a critical role due to the fact that the FeRh/Ni strain interaction is solely an 

interfacial effect. We also confirmed that these effects are broadly reproducible between 

samples. 

After establishing that the deposition above or below Tc can influence the magnetic 

properties in our bilayers, we also have a novel route to weigh in on the controversy of the 

mechanism behind interfacial FM seen in FeRh bilayers. The similar interfacial FM seen in both 

RT and HT samples points towards a common mechanism. The structural differences between 
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the RT and HT samples seems to indicate that strain is a more likely mechanism for interfacial 

FM FeRh phase, rather than diffusion. 

We then attempt to estimate the theoretical contribution of magnetoelastic anisotropy, as 

well as the contribution of different magnetocrystalline energies due to stabilization of different 

Ni orientations in the RT and HT samples. Magnetocrystalline anisotropy from the Ni (002) 

texture seen in the RT sample as compared to the Ni (022) in the HT sample can only at most 

account for 30% of the difference measured. Magnetoelastic calculations show that while the 

FeRh SPT can theoretically account for the coercivity difference between RT and HT samples, 

the measured strains are too small. This calculation comes with the caveat that the strain 

measurement is relatively imprecise, limiting the inference that can be drawn from the 

calculation. Other mechanisms such as domain wall pinning in strain defects such as misfit 

dislocations, or some type of magnetic coupling are also plausible contributions. 
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Chapter 7. Summary and Outlook 

 
 
 

In summary, this work sought to explore the magnetic properties of magnetic 

heterostructures consisting of a phase transition material and ferromagnet (FM). Towards that 

effort, we presented on magnetic bilayers utilizing two canonical phase transition materials, 

VO2/Ni and FeRh/Ni. In the VO2/Ni system, prior work had shown that strain at the interface 

allowed for the Ni magnetic properties to couple to the VO2 structural phase transition (SPT) via 

magnetoelastic coupling.296 In this work, the first goal was to explore this magnetoelastic 

coupling by tuning the underlying VO2, which was accomplished by tuning of the interface, 

choice of substrate, and growth parameters. The second goal was to extend this concept to a new 

system in FeRh/Ni, which would allow for magnetic coupling to compete with the structural 

coupling of an SPT. Adding this additional degree of freedom is a natural synthesis of the prior 

work on VO2/Ni and the work by Thiele et al. exploring the magnetic coupling in FeRh/FePt 

across the FeRh magnetostructural phase transition (MSPT).199 

Due to the sensitive nature of these phase transition materials Chapter 3 focused 

exclusively on tuning VO2 film morphology. While there is an extensive literature on growth 

conditions, the sensitivity of VO2 and choice of synthesis techniques leads to a rich parameter 

space with very different film properties. The literature is further fragmented with studies 

interested in different VO2 properties such as the optical properties or the temperature coefficient 

of resistance rather than the morphology and quality of the SPT. Explicitly using temperature 

and O2 flow rate to explore the T vs O2 phase diagram suitable for high quality VO2 is relatively 

underexplored. By varying deposition temperature and O2 flow rate inversely, we show that one 

can achieve a high degree of control over the film morphology while simultaneously maintaining 
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all or most of the 4 orders of magnitude VO2 metal to insulator transition (MIT). The choice of 

substrate allowed another parameter in tuning the VO2 MIT features and morphological 

properties due to the varying epitaxial relationship between VO2 and the substrate. In cases of 

deposition temperatures of 625 K or higher, films reproducibly showed a full 5 orders of 

magnitude MIT rather than the more standard 4 orders seen in most thin films. 

After optimizing the VO2 layer, VO2/Ni bilayers were fabricated to explore the effect of 

the VO2 SPT in VO2/Ni bilayers. The films were deposited using magnetron sputtering and 

structurally characterized via atomic force microscopy (AFM) and X-ray Diffraction (XRD). The 

bilayers show changes in the coercivity and magnetization as functions of temperature at the 

critical temperature (Tc) of the VO2 due to inverse magnetostrictive effects. The first set of 

samples considered were deposited in the ‘HT’ configuration, with the Ni deposition above the 

critical temperature of the VO2 (SPT). These samples all show a coercivity enhancement of 

around 4.8 mT (37.8%) below the Tc of the underlying VO2 and a low coercivity above Tc. This 

coercivity profile corresponds to the Ni being relaxed when the VO2 is rutile as it was during the 

initial Ni deposition and becoming strained as the VO2 crosses the SPT with decreasing 

temperature. The strain imparted to the Ni at the VO2:Ni interface is estimated to be around 22 

MPa of the 380 MPa VO2 SPT by comparing this enhanced coercivity relative to the unstrained 

temperature trend. The choice of substrate can effectively tune this coercivity vs temperature 

profile by tuning the underlying VO2 SPT thermal hysteresis width and Tc. Choice of substrate 

also leads to different Ni morphology, which also influences the coercivity vs temperature 

profile. Samples on TiO2 (101) substrate with large uniform Ni grains show a sharp 6.2 mT 

(73%) coercivity enhancement when the temperature is close to Tc due to the phase coexistence 

of the underlying VO2. c-cut and r-cut Al2O3 samples with smaller grains show this phase 
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coexistence enhancement reduced or completely suppressed. Magnetization as a function of 

temperature also shows a sharp increase that begins at Tc with increasing temperature, consistent 

with an inverse magnetostrictive effect due to compressive stress from the VO2 SPT.  

The Ni deposition temperature can also be used as an additional lever for control of the 

magnetic properties in VO2/Ni bilayers. For ‘HT’ samples Ni was deposited above Tc onto rutile 

VO2. By contrast, ‘RT’ samples had Ni deposited below Tc and therefore onto monoclinic VO2. 

RT samples show the opposite magnetic behavior as compared to the HT case, with a low 

coercivity below Tc and a 0.626 mT (17%) coercivity enhancement above Tc. The Ni is relaxed 

at low temperature when VO2 is monoclinic as it was during the initial Ni deposition and 

becomes strained when the VO2 transitions to the rutile phase. RT samples also show sharply 

localized coercivity enhancement close to Tc due to phase coexistence of the VO2. The 

magnetization as a function of temperature profile is also reversed, with RT samples showing a 

sharp decrease at Tc in contrast to the HT samples’ increase. As with the HT samples, choice of 

substrate allows for tunability in the magnetic properties via tuning of the underlying VO2. 

While the HT films show reversibility in their magnetic properties over multiple cycles, 

RT films displayed irreversible changes in both the coercivity and magnetization as functions of 

temperature after the first heating across the VO2 SPT. A similar irreversibility was observed in 

the R vs. T of bare VO2 films, with a 27.7% increase in resistance below Tc after the first heating 

cycle. A plausible cause for both irreversibility in the magnetic properties of the bilayers and 

resistivity of the bare VO2 was proposed, that cracks might form to relieve the internal strains of 

the VO2 SPT. Cracking across the SPT is commonly seen in VO2 single crystals and has been 

previously observed in thin films, although the data is more limited. Attempts to directly image 

cracking via AFM were unsuccessful, possibly due to instrumental limitations or stress 
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relaxation at grain boundaries. However, theoretical modeling of the VO2 MIT via a random 

resistor network model showed that cracks could plausibly cause the changes in the R vs. T 

properties.  

Lastly, the SPT/FM magnetic bilayer concept was extended to a new system, substituting 

FeRh for the VO2 layer. FeRh has an SPT in analogy with VO2, but also introduces magnetic 

coupling due to the concurrent AF to FM transition of FeRh. Ni was magnetron sputtered on two 

nearly identical FeRh films in the RT and HT configurations respectively. The quality of the 

FeRh/Ni bilayers were extensively characterized via XRD, XRR, AFM, and magnetometry. 

XRD shows that RT films stabilize a (002) out of plane crystal orientation for the Ni, while HT 

samples suppress the (002) orientation in favor of the (022). As in the VO2 case, below Tc the RT 

samples show a low coercivity due to relaxed Ni, with the HT samples showing a 18.4 mT 

(179%) higher coercivity due to strain imparted by the SPT. This is consistent with Ni being 

relaxed on the crystal lattice it is deposited on and becoming strained due to the lattice expansion 

(contraction) with increasing (decreasing) temperature across the SPT. Magnetocrystalline 

anisotropy energy calculations show that the different Ni orientation see between RT and HT 

samples can account for at most 30% of the difference in coercivities. Above Tc the FeRh 

transitions to the FM state, and dominates the bilayer coercive response and magnetization for 

both RT and HT samples. RT, HT and bare FeRh coercivities all show enhancement localized 

close to Tc, likely due to phase coexistence of the FeRh. Polarized Neutron Reflectivity (PNR) 

was employed to investigate the structural and magnetic properties of the bilayers with the 

thickness dependence that was unavailable by magnetometry. The results confirm that the 

enhanced coercivity is due to the Ni layer, and not remanent FM FeRh phase. In addition, PNR 

along with XRR results confirm the high quality of the FeRh:Ni interface for both types of 
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samples. Lastly, the PNR results offer a new perspective on the origin of the interfacial FM 

phase commonly seen in nominally AF FeRh films. Both RT and HT films showed this 

interfacial 2.9 nm thick FM layer. The similarity in RT and HT interfacial FM layers, constrained 

by consistency with the scattering length density (SLD) fits from PNR indicate that strain is a 

more likely mechanism rather than something like diffusion. 

Following this work, there are still many open questions. Chapter 3 established that by 

inversely varying deposition temperature and O2 flow rate, a high-quality MIT can be maintained 

while tuning the surface morphology of VO2. However, it still needs to be established in a 

systematic way what effect this has on other material properties of VO2, such as the optical 

properties. Tuning other deposition parameters such as pressure or substrate biasing in 

combination with the inverse tuning of T and O2 flow rate should also be explored further. The 

so-called “melted” films are particularly interesting, with a firmly established reproducible 5 

orders of magnitude MIT, since most works to date have only obtained a 4 orders of magnitude 

MIT for optimized films. High temperature (> 550 ℃) depositions are relatively underexplored 

due to the desire for low temperature processing for industrial application but might offer 

superior material properties. 

The results of Chapter 4 showed that the magnetic properties of VO2/Ni bilayers could be 

tuned by controlling features such as the film morphology or substrate choice. Since the transfer 

of SPT strain is fundamentally an interfacial effect, nanostructured films or bulk composites that 

maximize the interface might hold promise for larger coupling or tunability.27,341,342 The VO2 

SPT is also strongly anisotropic, which was realized in VO2/Ni films on TiO2 (101) substrates. 

Inducing magnetic anisotropy via an SPT strain in magnetic heterostructures should be explored 
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further. Films that are more single crystalline in nature should show a stronger directional 

dependence. 

The investigations into the irreversibility in Chapter 5 left a number of unresolved 

questions. Foremost, more work needs to be done to understand cracking in VO2 films beyond 

simple robustness of the MIT. Commonly, bulk resistivity measurements are the sole 

confirmation of the robustness of VO2 films. Additional studies of cracking of VO2 films across 

the SPT via techniques such as TEM, in the vein of those performed by Jian et al., would shed 

light on how potential cracking or stress relaxation methods accommodate the SPT stress.321 

Choice of substrate or deposition conditions would provide the ability to tune film morphology 

and study the change in response. On the theoretical side, the resistor network model has been 

well established in capturing the VO2 MIT. However, while the Preisach model is invaluable in 

phenomenologically capturing the thermal hysteresis, it would be preferable to capture the 

thermal hysteresis from first principles. A better understanding of how intergrain interactions 

lead to hysteresis is needed, particularly if it could be directly correlated to grain morphology or 

other film properties. 

A synthesis of the work in Chapter 6 and the work by Thiele et al. on FeRh/FePt bilayers 

would be a bilayer using FeRh and a giant magnetostrictive material such as Terfenol-D.199 In 

their work, they focused on the exchange coupling between the FeRh and FePt and showed a 

large coercivity change across the FeRh MSPT. This was justified, since the magnetostrictive 

coefficient for FePt is similar to Ni, at λ ≈  +34 × 10−6 and therefore much smaller than the 

exchange and magnetocrystalline energies.343 A material like Terfenol-D would maintain the 

large anisotropy as well as the exchange coupling across the FeRh MSPT. The orders of 

magnitude larger magnetostrictive coefficient could lead to magnetostrictive effective fields 
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comparable to the magnetocrystalline anisotropy energy, allowing FeRh/Terfenol-D bilayers to 

leverage both aspects of the FeRh MSPT for applications such as heat assisted magnetic 

recording (HAMR). 

There are a number of investigations that would be of benefit in both VO2/Ni or FeRh/Ni 

systems, or SPT/FM bilayers in general. While this dissertation gave a first pass estimate for 

various magnetoelastic calculations such as the stress anisotropy field using established methods, 

there is a robust literature in modeling the magnetoelastic effect in a more detailed fashion. 

Although an exact theoretical framework is still very much in development, established working 

phenomenological models such as those developed by Jiles-Atherton-Sablik (J-A-S) have been 

shown to correctly predict a wide range of complex magnetoelastic phenomena including 

hysteresis loops and the Villari effect.230 These models can be directly applied to SPT/FM 

heterostructures. Experimentally, imaging of the FM layer in-plane resolution via techniques 

such as magnetic force microscopy, XMCD, or neutron scattering would be informative for 

features such as the domain structure or directly measuring the effects of phase coexistence. 

While techniques such as PNR have allowed for depth dependent magnetic studies, to date there 

haven’t been any experiments that able to spatially map the magnetic layer in the lateral 

directions. Lastly, while VO2 and FeRh are obvious candidates, there are a wide range of SPT 

materials to choose from which would offer more tunability in bilayer properties. 
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Appendices 

 
 
 
Appendix A (Resistor Network Code) 

 

In this section, we present the code used for the resistor grid model presented in Ch. 3. 

The current implementation is a Matlab script file, with several function calls. The function calls 

are provided below. Originally written in Matlab2016b. It requires the sparse matric package. 

The majority of the code (on a per line basis) is updating the conductance matrix, which requires 

many special case checks, implemented for computational speed not readability. As a reminder 

to the reader, grids larger than roughly 100 by 100 grains are memory intensive. 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
close all 
format long 
  
  
%initializes size of grid, starting temp, ending temp, and 
stepsize 
X=100; 
Y=100; 
T_start=295; 
T_end=385; 
T_stepsize=10; 
  
%alpha sets the decay for the semiconducting state e^(alpha/kt) 
alpha=2775; 
%initalizes the grains, conductance matrix etc 
[R_metal,R_ins,R_break,X,Y,G,I,iter,sigmasq,Tc_avg,temp,node_col
,switch_col,Tc_grid,R_eq_vec,solvertime1,Tc_grid_break]=Resistor
Initializer2(X,Y,T_start,T_end,T_stepsize,alpha); 
  
%initializes the voltage vector 
R_eq_vec2=R_eq_vec; 
V=zeros(X*Y+1,1); 
V=sparse(V); 
  



 

289 
 

  
updatetime=0; 
fullstart=tic; 
%steps through each temperature 
for temp_step=1:iter 
     
    temp=temp+T_stepsize 
     
    %function that switches a grain between states 
    [node_col,switch_col]=switcher( 
node_col,switch_col,X,Y,R_ins,R_metal,R_break,temp,Tc_grid,Tc_gr
id_break,alpha); 
     
    %apply the e^(alpha/kt) semiconducting correction 
    for iiii=1:Y 
        for jjjj=1:X 
            if ((node_col(jjjj+X*(iiii-1),1) > R_metal) & 
(node_col(jjjj+X*(iiii-1),1)<R_break)) & (temp>(T_start-
2*T_stepsize)) 
                 
                node_col(jjjj+X*(iiii-1),1) = R_ins.* 
exp(alpha/temp)./exp(alpha/300); 
            end 
        end 
    end 
     
    %after grains switched for new temp, update conductance 
matrix 
    updatestart=tic; 
    G=firstrow(G,X,Y,node_col,switch_col); 
    G=middle(G,X,Y,node_col,switch_col); 
    G=lastrow(G,X,Y,node_col,switch_col); 
    updatetime=toc(updatestart) 
     
    %solve the linear algebra problem 
    tic; 
    V=G \ I; 
    toc; 
     
    %save solution. 585 is a scale factor, to match metallic 
state value. 
    %can be absorbed into R values 
    R_eq_vec(temp_step,1)=(V(1,1))*585; 
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end 
  
  
%reset switch record for cooling branch 
for iii=1:Y 
    for jjj=1:X 
        if node_col(jjj+X*(iii-1),1)<R_break 
            switch_col(jjj+X*(iii-1),1)=0; 
        end 
    end 
end 
  
%make sure 'broken' grains dont unswitch 
for i=1:X 
    for j=1:Y 
        if Tc_grid_break(i,j)~=500 
            Tc_grid(i,j)=500; 
        end 
    end 
end 
  
%reshuffle the RNG 
rng('shuffle','twister'); 
%hysteresis width 
hysteresis= 5.8; 
%reformat with new TC's 
Tc_grid = sigmasq.*randn(X,Y)+ Tc_avg-hysteresis; 
  
for temp_step=1:iter 
    %same as heating temperature steps, but for cooling 
    temp=temp-T_stepsize 
     
    [node_col,switch_col]=switchercool( 
node_col,switch_col,X,Y,R_ins,R_metal,R_break,temp,Tc_grid,Tc_gr
id_break,alpha); 
     
     
     
    updatestart=tic; 
    G=firstrow(G,X,Y,node_col,switch_col); 
    G=middle(G,X,Y,node_col,switch_col); 
    G=lastrow(G,X,Y,node_col,switch_col); 
    updatetime=toc(updatestart); 
     
    V=G \ I; 
     
    R_eq_vec2(iter-temp_step+1,1)=(V(1,1))*585; 
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    R_eq_vec2(iter-temp_step+1,1); 
end 
  
fullend=toc(fullstart); 
  
solvertime1; 
  
%plots the R vs. T for both heating and cooling 
tempaxis=[T_start+T_stepsize:T_stepsize:T_end]'; 
R_eq_vec2fix=R_eq_vec2.*0; 
for ijk=2:iter 
    R_eq_vec2fix(ijk-1,1)=R_eq_vec2(ijk,1); 
end 
  
  
semilogy(tempaxis,R_eq_vec,'r.'); 
hold on 
semilogy(tempaxis,R_eq_vec2fix,'b.'); 
  
plotter=zeros(iter,3); 
plotter(:,1)=tempaxis; 
plotter(:,2)=R_eq_vec; 
plotter(:,3)=R_eq_vec2fix; 
  
  
hold off 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [ 
R_metal,R_ins,R_break,X,Y,G,I,iter,sigmasq,Tc_avg,temp,node_col,
switch_col,Tc_grid,R_eq_vec,solvertime1,Tc_grid_break ] = 
ResistorInitializer(X,Y,T_start,T_end,T_stepsize,alpha) 
%Initializes everything, sets parameter values like resistance 
etc 
R_metal= (0.1); 
R_ins= 881268.41/585; %exact values fit to data 
R_break=1e13; %arbitrary, but not too large to make matrix 
singular 
  
  
  
G=Gbuild8(X,Y,R_metal,R_ins); 
  
I= sparse(X*Y+1,1); 
V4=I; 
I(1,1)= (1); 



 

292 
 

  
%intializes RNG 
rng('shuffle','twister'); 
  
%sets Tc, spread in TC for diff grains etc 
iter=(T_end-T_start)/(T_stepsize); 
sigmasq = 8;%8; 
Tc_avg = 333.35;%332.75;%333.75;%333.25; 
temp=T_start-T_stepsize; 
  
  
%records resistance for grains 
node_col=R_ins.* ones(X*Y,1); 
  
  
  
  
  
  
  
switch_col=int8(zeros(X*Y,1)); 
%records TC for grains 
Tc_grid = sigmasq.*randn(X,Y)+ Tc_avg; 
  
  
  
R_eq_vec=zeros(iter,1); 
  
  
solvertime1=0; 
  
%how many grains should break. a is the % allowed to break 
break_grid=zeros(X,Y); 
  
for i=1:X 
    for j=1:Y 
        a=rand(); 
        if a <= 0.0625; 
            break_grid(i,j)=1; 
        end 
    end 
end 
  
%grains have same spread as TC to break 
Tc_grid_break=sigmasq.*randn(X,Y)+ Tc_avg; 
Tc_grid_break=break_grid .* Tc_grid_break; 
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for i=1:X 
    for j=1:Y 
        if Tc_grid_break(i,j)==0 
            Tc_grid_break(i,j)=500; 
        end 
    end 
end 
  
  
  
temp=T_start-T_stepsize; 
  
end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [ node_col,switch_col] = switcher( 
node_col,switch_col,X,Y,R_ins,R_metal,R_break,temp,Tc_grid,Tc_gr
id_break,alpha) 
%switches grains from semiconducting to metallic if >Tc. also 
breaks chosen 
%grains 
  
for ii=1:Y 
    for jj=1:X 
        if (node_col(jj+X*(ii-1),1) < (R_ins * 
exp(alpha/temp)./exp(alpha/300)+0.1) || node_col(jj+X*(ii-1),1) 
> (R_ins* exp(alpha/temp)./exp(alpha/300)-0.1)) 
            if temp > Tc_grid(jj,ii) & 
(Tc_grid_break(jj,ii)==500) 
                node_col(jj+X*(ii-1),1)=R_metal; 
                switch_col(jj+X*(ii-1),1)=1; 
            end 
            if (temp > Tc_grid(jj,ii)) & 
(Tc_grid_break(jj,ii)<500) 
                node_col(jj+X*(ii-1),1)=R_break; 
                switch_col(jj+X*(ii-1),1)=1; 
            end 
        end 
    end 
end 
  
end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [ a ] = g( node_col,x,y ) 
%definition of conductance between 2 grains. simply to clean up 
code 
  
a=((node_col(x,1)+node_col(y,1))/2 ); 
  
end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [ G ] = firstrow( G,X,Y,node_col,switch_col ) 
%updates first row of conductance matrix. special cases for 
edges (has to go out to next 
%nearest neighbors) 
  
for n=1:X 
     
     
    if (n>1) && (n<X) 
         
        G(n+1,n+1)=1./g(node_col,n,n-
1)+1./g(node_col,n,n+1)+1./g(node_col,n,n+X)+2./node_col(n,1); 
         
        if (n > 2) && (n < (X-1) ) 
            G(n,n)=1./g(node_col,n-1,n-2)+1./g(node_col,n-
1,n)+1./g(node_col,n-1,n+X-1)+2./node_col(n-1,1); 
            
G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n+2)+1./g(node
_col,n+1,n+X+1)+2./node_col(n+1,1); 
            G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n+X+1)+1./g(node_col,n+X,n)+1./g(node_col
,n+X,n+X+X); 
        else 
            if n==2 
                G(n,n)=1./g(node_col,n-1,n)+1./g(node_col,n-
1,n+X-1)+2./node_col(n-1,1); 
                
G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n+2)+1./g(node
_col,n+1,n+X+1)+2./node_col(n+1,1); 
                G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n+1+X)+1./g(node_col,n+X,n)+1./g(node_col
,n+X,n+X+X); 
            end 
            if n==(X-1) 
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G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n+X+1)+2./node
_col(n+1,1); 
                G(n,n)=1./g(node_col,n-1,n-2)+1./g(node_col,n-
1,n)+1./g(node_col,n-1,n+X-1)+2./node_col(n-1,1); 
                G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n+X+1)+1./g(node_col,n+X,n)+1./g(node_col
,n+X,n+X+X); 
            end 
             
        end 
         
         
         
        G(n+1,n+2)=-1./g(node_col,n,n+1); 
        G(n+2,n+1)=-1./g(node_col,n+1,n); 
        G(n,n+1)=-1./g(node_col,n-1,n); 
        G(n+1,n)=-1./g(node_col,n,n-1); 
         
        G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
        G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
        G(1,n+1)=-2./node_col(n,1); 
        G(n+1,1)=G(1,n+1); 
         
    else 
        if n==1 
            
G(n+1,n+1)=1./g(node_col,n,n+1)+1./g(node_col,n,n+X)+2./node_col
(n,1); 
             
             
            
G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n+X+1)+1./g(no
de_col,n+1,n+2)+2./node_col(n+1,1); 
            
G(n+1+X,n+1+X)=1./g(node_col,n+X,n+1+X)+1./g(node_col,n+X,n)+1./
g(node_col,n+X,n+X+X); 
             
            G(1,n+1)=-2./node_col(n,1); 
            G(n+1,1)=G(1,n+1); 
             
            G(n+1,n+2)=-1./g(node_col,n,n+1); 
            G(n+2,n+1)=-1./g(node_col,n+1,n); 
            G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
            G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
             
        end 
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        if n==(X) 
            G(n+1,n+1)=1./g(node_col,n,n-
1)+1./g(node_col,n,n+X)+2./node_col(n,1); 
             
            G(n,n)=1./g(node_col,n-1,n-2)+1./g(node_col,n-
1,n)+1./g(node_col,n-1,n+X-1)+2./node_col(n-1,1); 
            G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+1./g(node_col,n+X,n+X+X); 
             
             
             
            G(1,n+1)=-2./node_col(n,1); 
            G(n+1,1)=G(1,n+1); 
             
            G(n+1,n+2)=0; 
            G(n+2,n+1)=0; 
            G(n+1,n)=-1./g(node_col,n,n-1); 
            G(n,n+1)=-1./g(node_col,n-1,n); 
             
            G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
            G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
        end 
         
    end 
     
     
     
     
     
     
    junkvar=0; 
    for k=2:X+1 
        junkvar=junkvar+G(k,1); 
         
    end 
    G(1,1)=-junkvar; 
     
     
     
     
    switch_col(n,1)=2; 
end 
end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [ G ] = lastrow( G,X,Y,node_col,switch_col ) 
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%updates last row of conductance matrix. special cases for edges 
(has to go out to next 
%nearest neighbors) 
for n=X*Y-X+1:X*Y 
     
     
     
     
     
    if n > (X*Y-X+1) && (n < (X*Y)) 
         
        G(n+1,n+1)=1./g(node_col,n,n-
1)+1./g(node_col,n,n+1)+1./g(node_col,n,n-X)+2./node_col(n,1); 
         
        if (n> (X*Y-X+2)) && (n < (X*Y-1)) 
            G(n,n)=1./g(node_col,n-1,n-2)+1./g(node_col,n-
1,n)+1./g(node_col,n-1,n-X-1)+2./node_col(n-1,1); 
            
G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n+2)+1./g(node
_col,n+1,n-X+1)+2./node_col(n+1,1); 
            G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n+1-X)+1./g(node_col,n-
X,n)+1./g(node_col,n-X,n-X-X); 
             
            G(n+1,n+2)=-1./g(node_col,n,n+1); 
            G(n+2,n+1)=-1./g(node_col,n+1,n); 
            G(n,n+1)=-1./g(node_col,n-1,n); 
            G(n+1,n)=-1./g(node_col,n-1,n); 
            G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
            G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
             
        else 
            if n == (X*Y-X+2) 
                G(n,n)=1./g(node_col,n-1,n)+1./g(node_col,n-1,n-
X-1)+2./node_col(n-1,1); 
                
G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n+2)+1./g(node
_col,n+1,n-X+1)+2./node_col(n+1,1); 
                G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n-X+1)+1./g(node_col,n-
X,n)+1./g(node_col,n-X,n-X-X); 
                 
                G(n,n+1)=-1./g(node_col,n-1,n); 
                G(n+1,n)=-1./g(node_col,n,n-1); 
                 
                G(n+2,n+1)=-1./g(node_col,n+1,n); 
                G(n+1,n+2)=-1./g(node_col,n,n+1); 
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                G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                 
                 
            end 
             
            if n == (X*Y-1) 
                
G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n-
X+1)+2./node_col(n+1,1); 
                G(n,n)=1./g(node_col,n-1,n-2)+1./g(node_col,n-
1,n)+1./g(node_col,n-1,n-X-1)+2./node_col(n-1,1); 
                G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n-X+1)+1./g(node_col,n-
X,n)+1./g(node_col,n-X,n-X-X); 
                G(n+1-X,n+1)=-1./g(node_col,n,n+1); 
                 
                 
                G(n,n+1)=-1./g(node_col,n-1,n); 
                G(n+1,n)=-1./g(node_col,n-1,n); 
                G(n+2,n+1)=-1./g(node_col,n+1,n); 
                G(n+1,n+2)=-1./g(node_col,n,n+1); 
                 
                G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                 
                 
            end 
        end 
    else 
        if n == (X*Y-X+1) 
             
            G(n+1,n+1)=1./g(node_col,n,n+1)+1./g(node_col,n,n-
X)+2./node_col(n,1); 
             
            
G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n+2)+1./g(node
_col,n+1,n-X+1)+2./node_col(n+1,1); 
            G(n+1-X,n+1-X)=1./g(node_col,n-X,n+1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n-X-X); 
             
            G(n+1,n+2)=-1./g(node_col,n,n+1); 
            G(n+2,n+1)=-1./g(node_col,n+1,n); 
             
            G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
            G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
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            G(n,n+1)=0; 
            G(n+1,n)=0; 
             
             
             
        end 
         
        if n== (X*Y) 
             
            G(n+1,n+1)=1./g(node_col,n,n-1)+1./g(node_col,n,n-
X)+2./node_col(n,1); 
             
            G(n,n)=1./g(node_col,n-1,n-2)+1./g(node_col,n-
1,n)+1./g(node_col,n-1,n-X-1)+2./node_col(n-1,1); 
            G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n-X-X); 
             
             
             
            G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
            G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
             
            G(n,n+1)=-1./g(node_col,n-1,n); 
            G(n+1,n)=-1./g(node_col,n,n-1); 
             
             
        end 
    end 
     
     
     
     
     
     
    switch_col(n,1)=2; 
end 
end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [ G ] = middle( G,X,Y,node_col,switch_col ) 
%updates conductance matrix. at least 2 away from any edge (has 
to go out to next 
%nearest neighbors) 
  
for n=X+1:X*Y-X 
    if (mod(n,X)~= 1) && (mod(n,X)~= 0) 
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        G(n+1,n+1)=1./g(node_col,n,n-
1)+1./g(node_col,n,n+1)+1./g(node_col,n,n-
X)+1./g(node_col,n,n+X); 
         
        if (mod(n,X)>2) && (mod(n,X) < (X-1)) 
            
G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n+2)+1./g(node
_col,n+1,n-X+1)+1./g(node_col,n+1,n+X+1); 
            G(n,n)=1./g(node_col,n-1,n-2)+1./g(node_col,n-
1,n)+1./g(node_col,n-1,n-X-1)+1./g(node_col,n-1,n+X-1); 
             
             
            if (n > (2*X+2)) && (n < (X*Y-2*X-1)) 
                G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+1./g(node_col,n+X,n+X+1)+1./g(node_col
,n+X,n+X+X); 
                G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n+1-
X)+1./g(node_col,n-X,n-X-X); 
                 
                G(n,n+1)=-1./g(node_col,n-1,n); 
                G(n+1,n)=-1./g(node_col,n,n-1); 
                 
                 
                G(n+1,n+2)=-1./g(node_col,n,n+1); 
                G(n+2,n+1)=-1./g(node_col,n+1,n); 
                 
                G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
            else 
                if (n > (X+1)) && (n < (2*X-1)) 
                    G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+1./g(node_col,n+X,n+X+1)+1./g(node_col
,n+X,n+X+X); 
                    G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n+1-X)+2./node_col(n-
X,1); 
                     
                    G(n,n+1)=-1./g(node_col,n-1,n); 
                    G(n+1,n)=-1./g(node_col,n,n-1); 
                     
                    G(n+1,n+2)=-1./g(node_col,n,n+1); 
                    G(n+2,n+1)=-1./g(node_col,n+1,n); 
                     
                    G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
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                    G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                    G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                    G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                end 
                if (n > (X*Y-2*X+2)) && (n < (X*Y-X-1)) 
                    G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+1./g(node_col,n+X,n+X+1)+2./node_col(n
+X,1); 
                    G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n+1-
X)+1./g(node_col,n-X,n-X-X); 
                     
                    G(n,n+1)=-1./g(node_col,n-1,n); 
                    G(n+1,n)=-1./g(node_col,n,n-1); 
                     
                    G(n+1,n+2)=-1./g(node_col,n,n+1); 
                    G(n+2,n+1)=-1./g(node_col,n+1,n); 
                     
                    G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                    G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                    G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                    G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                end 
            end 
        else 
            if mod(n,X)==2 
                
G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n+2)+1./g(node
_col,n+1,n-X+1)+1./g(node_col,n+1,n+X+1); 
                G(n,n)=1./g(node_col,n-1,n)+1./g(node_col,n-1,n-
X-1)+1./g(node_col,n-1,n+X-1); 
                 
                 
                if (n > (X+2)) && (n < (X*Y-2*X+2)) 
                    G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+1./g(node_col,n+X,n+X+1)+1./g(node_col
,n+X,n+X+X); 
                    G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n+1-
X)+1./g(node_col,n-X,n-X-X); 
                     
                    G(n,n+1)=-1./g(node_col,n-1,n); 
                    G(n+1,n)=-1./g(node_col,n,n-1); 
                     
                    G(n+1,n+2)=-1./g(node_col,n,n+1); 
                    G(n+2,n+1)=-1./g(node_col,n+1,n); 
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                    G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                    G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                    G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                    G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                else 
                    if n==(X+2) 
                        G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+1./g(node_col,n+X,n+X+1)+1./g(node_col
,n+X,n+X+X); 
                        G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n+1-X)+2./node_col(n-
X,1); 
                         
                        G(n,n+1)=-1./g(node_col,n-1,n); 
                        G(n+1,n)=-1./g(node_col,n,n-1); 
                         
                        G(n+1,n+2)=-1./g(node_col,n,n+1); 
                        G(n+2,n+1)=-1./g(node_col,n+1,n); 
                         
                        G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                        G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                        G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                        G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                    end 
                    if n==(X*Y-2*X+2) 
                        G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+1./g(node_col,n+X,n+X+1)++2./node_col(
n+X,1); 
                        G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n+1-
X)+1./g(node_col,n-X,n-X-X); 
                         
                        G(n,n+1)=-1./g(node_col,n-1,n); 
                        G(n+1,n)=-1./g(node_col,n,n-1); 
                         
                        G(n+1,n+2)=-1./g(node_col,n,n+1); 
                        G(n+2,n+1)=-1./g(node_col,n+1,n); 
                         
                        G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                        G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                        G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                        G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                    end 
                end 
                 
            end 
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            if mod(n,X)==(X-1) && n > (X-1) 
                
G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n+1-
X)+1./g(node_col,n+1,n+X+1); 
                G(n,n)=1./g(node_col,n-1,n-2)+1./g(node_col,n-
1,n)+1./g(node_col,n-1,n-X-1)+1./g(node_col,n-1,n+X-1); 
                 
                 
                if (n > (2*X)) && (n < (X*Y-X-1)) 
                    G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+1./g(node_col,n+X,n+X+1)+1./g(node_col
,n+X,n+X+X); 
                    G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n+1-
X)+1./g(node_col,n-X,n-X-X); 
                     
                    G(n,n+1)=-1./g(node_col,n-1,n); 
                    G(n+1,n)=-1./g(node_col,n,n-1); 
                     
                    G(n+1,n+2)=-1./g(node_col,n,n+1); 
                    G(n+2,n+1)=-1./g(node_col,n+1,n); 
                     
                    G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                    G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                    G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                    G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                else 
                    if n==(2*X-1) 
                        G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+1./g(node_col,n+X,n+X+1)+1./g(node_col
,n+X,n+X+X); 
                        G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n+1-X)+2./node_col(n-
X,1); 
                         
                        G(n,n+1)=-1./g(node_col,n-1,n); 
                        G(n+1,n)=-1./g(node_col,n,n-1); 
                         
                        G(n+1,n+2)=-1./g(node_col,n,n+1); 
                        G(n+2,n+1)=-1./g(node_col,n+1,n); 
                         
                        G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                        G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                        G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                        G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                    end 
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                    if n==(X*Y-X) 
                         
                        G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+1./g(node_col,n+X,n+X+1)++2./node_col(
n+X,1); 
                        G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n+1-
X)+1./g(node_col,n-X,n-X-X); 
                         
                        G(n,n+1)=-1./g(node_col,n-1,n); 
                        G(n+1,n)=-1./g(node_col,n,n-1); 
                         
                        G(n+1,n+2)=-1./g(node_col,n,n+1); 
                        G(n+2,n+1)=-1./g(node_col,n+1,n); 
                         
                        G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                        G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                        G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                        G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                    end 
                end 
                 
            end 
        end 
    else 
        if mod(n,X)==1 
            G(n+1,n+1)=1./g(node_col,n,n+1)+1./g(node_col,n,n-
X)+1./g(node_col,n,n+X); 
            
G(n+2,n+2)=1./g(node_col,n+1,n)+1./g(node_col,n+1,n+2)+1./g(node
_col,n+1,n-X+1)+1./g(node_col,n+1,n+X+1); 
             
            if n < (X*Y-2*X+1) 
                
G(n+1+X,n+1+X)=1./g(node_col,n+X,n+X+1)+1./g(node_col,n+X,n)+1./
g(node_col,n+X,n+X+X); 
                if n > (X+1) 
                    G(n+1-X,n+1-X)=1./g(node_col,n-X,n+1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n-X-X); 
                     
                    G(n+1,n+2)=-1./g(node_col,n,n+1); 
                    G(n+2,n+1)=-1./g(node_col,n+1,n); 
                     
                    G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                    G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                    G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                    G(n+1,n+1-X)=-1./g(node_col,n,n-X); 



 

305 
 

                    G(n,n+1)=0; 
                    G(n+1,n)=0; 
                else 
                    if n == (X+1) 
                        G(n+1-X,n+1-X)=1./g(node_col,n-X,n+1-
X)+1./g(node_col,n-X,n)+2./node_col(n-X,1); 
                         
                        G(n+1,n+2)=-1./g(node_col,n,n+1); 
                        G(n+2,n+1)=-1./g(node_col,n+1,n); 
                         
                        G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                        G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                        G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                        G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                        G(n,n+1)=0; 
                        G(n+1,n)=0; 
                    end 
                end 
            else 
                if n == (X*Y-2*X+1) 
                    
G(n+1+X,n+1+X)=1./g(node_col,n+X,n+X+1)+1./g(node_col,n+X,n)+2./
node_col(n+X,1); 
                    G(n+1-X,n+1-X)=1./g(node_col,n-X,n+1-
X)+1./g(node_col,n-X,n)+1./g(node_col,n-X,n-X-X); 
                     
                    G(n+1,n+2)=-1./g(node_col,n,n+1); 
                    G(n+2,n+1)=-1./g(node_col,n+1,n); 
                     
                    G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                    G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                    G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                    G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                    G(n,n+1)=0; 
                    G(n+1,n)=0; 
                end 
            end 
             
             
             
        end 
         
        if mod(n,X)== 0 
            G(n+1,n+1)=1./g(node_col,n,n-1)+1./g(node_col,n,n-
X)+1./g(node_col,n,n+X); 
            G(n,n)=1./g(node_col,n-1,n-2)+1./g(node_col,n-
1,n)+1./g(node_col,n-1,n-1-X)+1./g(node_col,n-1,n-1+X); 
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            if n <(X*Y-2*X+1) 
                G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+1./g(node_col,n+X,n+X+X); 
                 
                if n> (2*X) 
                    G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n-X-X)+1./g(node_col,n-X,n); 
                     
                    G(n,n+1)=-1./g(node_col,n-1,n); 
                    G(n+1,n)=-1./g(node_col,n,n-1); 
                     
                    G(n+1,n+2)=0; 
                    G(n+2,n+1)=0; 
                     
                     
                    G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                    G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                    G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                    G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                else 
                    if n == (2*X) 
                        G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n)+2./node_col(n-X,1); 
                         
                        G(n,n+1)=-1./g(node_col,n-1,n); 
                        G(n+1,n)=-1./g(node_col,n,n-1); 
                         
                        G(n+1,n+2)=0; 
                        G(n+2,n+1)=0; 
                         
                         
                        G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                        G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                        G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                        G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                    end 
                end 
                 
            else 
                if n == (X*Y-X) 
                    G(n+1+X,n+1+X)=1./g(node_col,n+X,n-
1+X)+1./g(node_col,n+X,n)+2./node_col(n+X,1); 
                    G(n+1-X,n+1-X)=1./g(node_col,n-X,n-1-
X)+1./g(node_col,n-X,n-X-X)+1./g(node_col,n-X,n); 
                     
                    G(n,n+1)=-1./g(node_col,n-1,n); 
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                    G(n+1,n)=-1./g(node_col,n,n-1); 
                     
                    G(n+1,n+2)=0; 
                    G(n+2,n+1)=0; 
                     
                     
                    G(n+1-X,n+1)=-1./g(node_col,n-X,n); 
                    G(n+1,n+1-X)=-1./g(node_col,n,n-X); 
                    G(n+1+X,n+1)=-1./g(node_col,n+X,n); 
                    G(n+1,n+1+X)=-1./g(node_col,n,n+X); 
                end 
            end 
             
             
        end 
    end 
     
     
     
     
     
    switch_col(n,1)=2; 
end 
end 
 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [ node_col,switch_col ] = switcher( 
node_col,switch_col,X,Y,R_ins,R_metal,R_break,temp,Tc_grid,Tc_gr
id_break,alpha ) 
%%switches grains from metallic to semiconducting if <Tc. also 
breaks chosen 
%grains 
  
for ii=1:Y 
    for jj=1:X 
        if (node_col(jj+X*(ii-1),1) < (R_ins * 
exp(alpha/temp)./exp(alpha/300)+0.00001) || node_col(jj+X*(ii-
1),1) > (R_ins* exp(alpha/temp)./exp(alpha/300)-0.00001))& 
(node_col(jj+X*(ii-1),1)~=R_break) 
            if temp < Tc_grid(jj,ii) 
                node_col(jj+X*(ii-1),1)=R_ins* 
exp(alpha/temp)./exp(alpha/300); 
                switch_col(jj+X*(ii-1),1)=1; 
            end 
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        end 
    end 
end 
  
end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 
Appendix B (Sputtering Deposition Procedure) 

 

In this appendix, we provide the detailed procedure used during the sputtering of both the 

VO2/Ni and FeRh/Ni bilayers. The same procedure was used for each material, with any 

differences noted. The substrate holder is rotated at 40 rotations/min throughout the process in 

order to improve deposition uniformity. The procedure is as follows: 

 

(1) The temperature is ramped by set point to the deposition temperature. Its first set to 200 ℃, then increased to 400 ℃ in steps of 50 ℃. From there, it’s continually incremented in 

steps of 25 ℃ to the desired deposition temperature. At each set point, the system is 

allowed to settle at the set temperature before continuing the ramp. Once the deposition 

temperature is reached, the sample is allowed to thermally equilibrate for 15 minutes. 

This process corresponds to an approximate heating rate of 15-17 ℃/min. 

(2) Concurrent with the thermal equilibration step in (1), a presputter is performed to prepare 

the target for deposition. With the shutter of the sputtering gun closed, the target is first 

presputtered for 5 minutes in a pure Ar atmosphere at 50 W and 4 mTorr pressure. 

(3) For the reactive VO2 sputter, a second presputter is performed for 10 minutes under the 

operating conditions in order to prepare a stable and uniform plasma for the deposition. 

(4) The actual sputter is performed with power applied to the target. Details on the conditions 

(temperature, gas partial pressures, length of sputter, etc.) will be given below. 
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(5) The sample is returned to room temperature in a procedure analogous to (1), except all 

temperature steps are 25 ℃. It is worth noting that the system does not have an active 

cooling system, so the rate is significantly slower than the initial heating process, leading 

to an approximate rate of 13 ℃/min. Gas flow, partial pressures, and total pressure are all 

maintained at the deposition conditions during the cooling until the sample is below 200 ℃. Below 200 ℃, the chamber is evacuated back to vacuum, and the sample is removed 

when the temperature is below 40 ℃.  

(6) In the case of FeRh, an in-situ anneal is required. Immediately after deposition, the 

temperature is raised as in step (1) to the annealing temperature. The anneal is done under 

the same Ar flow and pressure as in the deposition. 

(7) If this is the final layer, a capping layer of 3-5 nm of Al is applied in-situ after the sample 

has cooled below 40 ℃. The Al gun is operated at 4 mTorr Ar, 50 W in a DC magnetron 

setup. If Ni is to be deposited, the sample is removed from the chamber to atmosphere 

and reintroduced, following the above procedure. 

 

Appendix C (XRD/XRR Procedure) 

 

 Here, we provide the procedure used to collect XRD scans on a Bruker D-8 Series-I 

diffractometer. The same procedure was used for XRR scans, with minor modifications as 

discussed below, in order to optimize the measurement results. 

 

(1) The source is set to 40 V and 40 mA and allowed to warm up for approximately 10 

minutes to allow for thermal equilibrium. 
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(2) The sample is mounted to the sample stage, placed approximately at the center of the 

beam.  

(3) A scan is performed along z-axis, and the sample is set a value half between where the 

scan begins showing a maximum and a minimum signal. This corresponds to the surface 

of the film being at the halfway point in the beam profile. The source and detector both 

contain slits with widths of 0.1 mm. A copper foil is used to attenuate the beam 

appropriately. 

(4) Next, a scan is performed along the x-axis, and the sample is placed at the minimum of 

the signal. This corresponds to the sample profile being directly in the beam, and hence 

the maximum reduction in signal. 

(5) Step 2 is repeated, with a scan rate of 1 second per step, and step size 0.005 mm. 

(6) The slits are changed to a 0.2 mm slit on the source, and a 0.2 mm followed (in the sense 

of source to detector) by a 0.6 mm slit. 

(7) A ‘rocking curve’ scan (ω scan) is performed. This is equivalent to decoupling θ/2θ in a 

small range and adjusting θ. The sample is rocked, typically on an expected substrate 

peak such as the (1-102) peak for r-cut sapphire at 25.68°. A step size of 0.005° and 

collection time 1 second per step is adequate. By picking the peak, this accounts for any 

small shifts between the theoretical θ/2θ match. A typical discrepancy is 0.2°. 

(8) Optionally, other alignment may be performed while the sample is at the rocking curve 

angles. The first is a y-axis scan, to maximize the signal by maximizing the surface area 

of the sample in the beam. The other is a χ scan, which tilts the sample stage in a rotation 

around the y-axis.  
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(9) A θ/2θ scan is performed for the desired range, with a step size of 0.2° and 0.5 s 

collection time per step. The same 0.2/0.2/0.6 mm slit set up as in 6 is maintained. 

 

For XRR, some minor adjustments are made to the above procedure. To begin, the 

preference is to mount the sample without the glass slide. While in principle it does not matter, in 

practice it makes the alignment significantly easier, and there is no signal from the Al backplate 

to worry about. The XRR procedure follows that given for XRD up until step 5. Step 5 is 

performed, but is done 3 times, and the results averaged, for a finer average. Steps 4-6 are often 

iterated to improve the alignment. Then a rocking curve is performed with the 0.1 mm/0.1 mm 

slits, at some low angle below the critical angle, typically 0 − 0.5°. A χ scan can optionally be 

performed. Then the actual scan is taken for the desired range, typically 0.2 − 5°, or until the 

Kiessig fringes are sufficiently hidden by background noise. One major difference from the XRD 

procedure is the wide range of intensities that need to be accommodated. In order to do so, the 

slit size (ranging from 0.05 mm to 0.2 mm), Soller slits, copper foil, and knife edge are adjusted 

manually. The detector used works best for counts per second (CPS) below 50,000, but above 

10,000. In addition, the detector behavior is linear below 50,000 CPS. When possible, this range 

was utilized. Thus, a full scan is done in pieces, and later stitched together and artificially 

renormalized to the first scan using Bruker’s proprietary EVA software. Each scan segment is 

averaged over at least 3 runs to improve signal to noise ratios. Each scan uses a 0.005° step size, 

1 second collection time. 

 

Appendix D (VSM Magnetometry Procedure) 
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 In this section, we provide the detailed procedure for both M vs. T and M vs. H 
measurements respectively. For the M vs. T, the procedure is as follows: 

 

(1) The sample is mounted onto the carbon fiber rod, as described above.  

(2) The sample rode is then inserted through the top of the VSM motor until the magnet seal 

engages. No sample shield is used during this process. 

(3) The chamber is then pumped down to low vacuum (~33 Torr). If the VSM Oven option 

(described below) is used, the system is pumped down to high vacuum (~0.1 mTorr). 

(4) The coils are then run through a demagnetization process, wherein the field is ramped to 

2 T, and then oscillated back down to 0 T. This helps to reduce any remanent 

magnetization in the pickup coils. 

(5) The sample is then centered by applying a 100 mT field and looking for a peak in voltage 

while the sample is moved through the coils. For the VO2/Ni samples, this is done at 

room temperature, using the FM Ni signal. For the FeRh/Ni samples, the samples are 

heated above Tc and either the FM FeRh in bare FeRh or the combined signal of FM 

FeRh and Ni is used to center the sample. Often a sample hysteresis loop is taken to 

verify the sample is correctly mounted. 

(6) If the cooling branch is run first, the temperature is ramped at 5 K/min to a temperature 

sufficiently above Tc to fully transition the film, and a 1 T field is applied to saturate the 

magnetization. The temperature is stabilized for approximately 10 minutes, and then the 

field is reduced to the measurement field 100-250 mT. 

(7) The temperature is then decreased by 1 K/min continuously to room temperature or 

slightly below, to ensure the SPT material has fully transitioned. The magnetization of 

the sample is recorded at 1 Hz intervals. 
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(8) The temperature is then increased at 1 K/min back to the starting temperature while 

recording the magnetization, again at 1 Hz. 

The procedure for M vs. H is similar: 

(1) The sample is mounted onto the carbon fiber rod, as described above.  

(2) The sample rode is then inserted through the top of the VSM motor until the magnet seal 

engages. No sample shield is used during this process. 

(3) The chamber is then pumped down to low vacuum (~mTorr). If the VSM Oven option 

(described below) is used, the system is pumped down to high vacuum (). 

(4) The coils are then run through a demagnetization process, wherein the field is ramped to 

2 T, and then oscillated back down to 0 T. This helps to reduce any remanent 

magnetization in the pickup coils. 

(5) The sample is then centered by applying a 100 mT field and looking for a peak in voltage 

while the sample is moved through the coils. For the VO2/Ni samples, this is done at 

room temperature, using the FM Ni signal. For the FeRh/Ni samples, the samples are 

heated above Tc and either the FM FeRh in bare FeRh or the combined signal of FM 

FeRh and Ni is used to center the sample. 

(6) If the cooling branch is run first, the temperature is ramped at 5 K/min to a temperature 

sufficiently above Tc to fully transition the film, and a 1 T field is applied to saturate the 

magnetization. The temperature is stabilized for approximately 10minutes, and then the 

field is reduced to 100-250 mT, corresponding to the smallest field needed to complete a 

full closed hysteresis loop. The temperature is then reduced to the first measurement 

temperature at 1 K/min and allowed to stabilize for 5 minutes. The applied magnetic field 

is swept through a full hysteresis loop at this temperature. The sample is then 
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automatically re-centered, before proceeding to the next temperature where this process is 

repeated. 

(7) Once the cooling branch is complete, after the last measurement temperature, the 

temperature is increased to the first heating measurement temperature at 1 K/min, and the 

temperature is allowed to stabilize for 5 minutes. The applied magnetic field is swept 

through a full hysteresis loop at this temperature. The sample is then automatically re-

centered, before proceeding to the next temperature where this process is repeated. 

 

Note that steps 5 and 6 are interchangeable. Whether the heating or cooling branch is 

done first is picked for convenience corresponding to what temperature the centering is done at 

and has no impact on the measurement. For VO2, this means that the heating is first, followed by 

the cooling branch. Whereas for FeRh, the cooling branch is followed by the heating branch. The 

exception is when virgin samples are needed to study the effects of the first thermal cycling, 

which will be indicated and discussed in the results sections when necessary. If both M vs. H and 

M vs. T characteristics are measured for the same sample, often they are done sequentially. Steps 

1-4 will be performed, then the M vs. H procedure, followed by steps 5-7 of the M vs. T 

procedure. Again, this has no effect on the measurement, except when studying the effects of the 

first thermal cycle. One comment needs to be made with respect to steps 5-6 in the M vs. H 

procedure. It was found that there was a roughly 0.5 K temperature drift away from the set point 

at the start of the hysteresis loop, regardless of the time allowed for the temperature to stabilize. 

However, during the active measurement of the loop, the QD system fixes this discrepancy. The 

VO2/Ni films were relatively insensitive to this phenomenon, however for the FeRh and FeRh/Ni 

samples, often 2-3 loops were run consecutively when near Tc, in order to get a proper hysteresis 
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loop. More details will be given in future sections, but it is believed that this artifact of the 

system did not meaningfully affect the results shown. 

 

Appendix E (SQUID Magnetometry Procedure) 

 

In this section, we provide the detailed procedure for both M vs. T and M vs. H measurements 

respectively. The procedure for a M vs. T measurement in the SQUID is as follows: 

 

(1) The sample is mounted onto the sample rod, as described above.  

(2) The sample rod is then inserted into a glass sleeve, which acts as an intermediate Load-

Lock system. The glass sleeve is purged and pumped down three times. 

(3) The valve to the sample chamber is opened, and the rod can be inserted into the lip seal. 

Once it is lowered into the chamber, a Swagelock clamp is tightened onto the top of the 

rod. 

(4) Optionally, a demagnetization process can be performed, but it is slow and uses a large 

amount of helium, so is only done when necessary. The magnet is ramped to 1 T 

(maximum for the magnet), and then oscillates back to 0 T in order to reduce any 

magnetization of the pickup coils. The magnet also has a full reset option that 

corresponds to allowing portions of the magnet to go normal but uses too much helium to 

be used in the standard procedure. 

(5) The centering process is started. For FeRh based samples, this is done at 400 K and 100 

mT applied field. The temperature is ramped at 5 K/min, and the sample is allowed to 
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stabilize for 10 min. Again, a peak in voltage appears as the sample is moved through the 

pickup coils. 

(6) The sample is saturated at 1 T. The field is then ramped down to 100 mT in No 

Overshoot mode, which compensates for the inherent relaxation of the superconducting 

magnet. 

(7) The cooling branch is begun, reducing the temperature at 1 K/min with a steady 100 mT 

applied field. Data is collected in approximately 1 second intervals, limited by the linear 

motor. 

Once the cooling branch is complete, the heating branch is done by increasing the temperature at 

1 K/min, again in the same 100 mT field. Data is collected in approximately 1 second intervals, 

limited by the linear motor. 

 

Appendix F (AFM Procedure) 

 

In this appendix, we provide the procedure used for AFM measurements. The procedure is given 
below: 

 

(1) If necessary, load the tip into a Bruker designed chip carrier. The tips used in this work 

were either pre-mounted to a ceramic chip carrier via adhesive, or a Bruker metallic chip 

carrier utilizing a spring clip. The pre-mounted tips tend to be much more robust and give 

better images but stopped becoming commercially available during the course of this 

work. 

(2) Once loaded, the chip carrier is mounted onto an AFM probe cartridge. The chip carrier is 

held down via another spring clip. 3 balls insert into slots in the chip carrier to hold it in 

place. The cartridge contains the circuity used to excite the cantilever. 
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(3) The sample is placed onto the sample mount, and then the probe cartridge is inserted. 

(4) The laser is aligned onto the tip of the cantilever, with the aid of an optical microscope. 

(5) The reflection into the photodetector is optimized for maximum voltage and centered on 

the array by adjusting mirrors that bounce the signal into the detector. A typical 

maximum voltage is ~2.5 V, with lateral centering at less than 0.1 V off center 

(6) Next, tune to find the resonance peak. Most parameters such as the driving voltage are 

automated by Bruker software, with the exception of setting the gain (x8) and target 

tapping signal. We use 3.5 V on the left shoulder of the resonance peak, which is in the 

60-70% recommended range of the max signal of 5V.  

(7) The tip is then brought to the sample surface. First it is lowered via motor to a safe 

distance, and then engaged utilizing the feedback system. The distance to the surface is 

set by another target voltage, roughly 2.0-2.1 V, again roughly 60% of the 3.5 V target 

voltage. Lower voltages correspond to the tip being closer to the surface and vice versa.  

(8) The PID controls are also in this step. PID values of either P=.33, I=0.3, D=0 or P=0.5, 

I=0.3, D=0 were used. These choices were verified empirically using known stepped 

silicon calibration grids. 

(9) The system is ready to begin scanning. Typical scan settings are 0.1-0.3 Hz scan rate, and 

either a 5x5 micron grid or a 2x2 micron grid, in both forward and backward scans. The 

5x5 scans have 512 lines resolution, and 2x2 256 lines, roughly proportional. A typical 

scan with these parameters takes roughly 10-30 minutes. We utilize the Height channels, 

which use the piezo inputs to calculate z heights and comes with some nonlinearity, 

particularly over large (>10 microns) scan sizes. This can be corrected via software as 

done in this work, or the Height sensor channel can be used instead. 
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(10) Once the scan is complete, steps (7), (3), (2) and (1) in reverse order can be used to 

remove the tip and sample. 
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