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ABSTRACT

TECHNOLOGICAL ADVANCES, HUMAN PERFORMANCE, AND THE OPERATION OF

NUCLEAR FACILITIES

Many unfortunate and unintended adverse industrial incidents occur across #te Unit
States each year, and the nuclear industry is no exception. Depending sevidty, these
incidens can beproblematidor people, théacilities and surrounding environments. Human
error is a contributing factor in many such incident$is dissertatioffirst explored the
hypothesis that technological changestaffecthow operators interact within the systemwf the
nuclear facilities exacerbate the cokincidents caused dyuman error. | conductedraview
of nuclear incidents the United Statelsom 1955 through 201that reachedlevel 3(serious
incident) or higher on thimternational Nuclear Events ScalBlES). The cost oach incident
atfacilities that hadecently undergone technological changes affecting plant opErnatos was
compared to the cost of eventdatilities thathad not undergone changest-#&st determinga
statistically significant differencleetween théwo groups, confirming the hypothesiNext, |
conductedh follow-on study to determine the impaaf the incorporation of new technologies
into nuclear facilities The data indicatkéthat spending more money on upgrades increthged
facility’s capacity as well athe number of incidents reported, bl incident severity was
minor. Finally, | discuss the impact of humamoron plant operationand the impaabf
evolving technology on the 21séntury operatomproposinga methodology to overcome these

challengedy applyingthe systems engineering process.



PREFACE

In the course of this research, extensive benchmarking, evaluation, debate, and
investigatiorrevealeda keyunderlying hindrance to succesdfatility operation: a
disproportionate dependence on “technologly” enhancementsTechnology is intended to
make us more productive, but its use carrya penalty. The computers, decision support
systems, and complex control and logic programs used at plants can gradialighdntuition
and expertise anchnultimatelybecomethe replacement for a robust, knowledgesed training
and Human Performance ImprovemddP() program. Technology is a powerful tool, but in the
operational setting, must be properly balanced with thorougining and adherence bmman
error prevention techniques and conduct.

During my study of human error, | recognized that devising suitable steps to prevent
human error is crucial in all aspects of a projectrandtpermeate all phases of the systems
engineering process. HPI is much more than employing a set of human pertotowsc
Human error psychology, effects, risks, error traps, and mental modelbereisaimined,
consciously applied, and woven into the operating structure of plant organizasipesially in
light of the innate complexities associated with technological advancenidrgsefore, this
study seeks to present empirical evidence for the importance of human ped®mearmagement
in the context of nuclear facilities and to offer practical recommendatiotisefamprovement of

this function.
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CHAPTER 1: INTRODUCTION

1.1. BACKGROUND

Systems engeering has been recognized for o§@ryears agssentiato the proper
development of complicated systems (Mitchell & Jolley, 2013). It has beendcafiphewnide
range of technological projects such as automobiles, urban infrastructure, enatanme
controls, aircraft, software, hardware, and shipgstems engineers are often the technical
leaders for vast and complex projed®sitherford, 2011

Systems engineers rely tme application ofelationships and system science to analyze
and determinsystem performancef a product under developmerfiwenty-first-century
systems engineering guides the development of each part within the Sysiaghlearned
heuristics(Rutherford, 201l Bothengineeringnanagers and systems engigsaanderstand that
thepractice ofsystems engineerirftas significantvalue. For this reason, systems engineering
concepts and practices are used in nearly all complex profeespite theacknowledged
importance of systems engineerisgme observers argue that it is less fully understood than
other engineeng disciplineqSteinberg, 2011).

Becausef continualy evolving technology andccompanying increases in tlegel of
system complexity21steenturysystems engineering is frequently confronted \greéater
depths of contextual embedding (Rutherford, 308lystemic behaviors today present an
increasing number of specificatioasdenvironmental parametefsr consideratiorfMitchell &
Jolley, 2013).

One clear examplef a complexsystenthatinvolves systemengineering, human
performanceand technological advancesnuclearfacilities—more specificallynuclear power

plants, nuclear material processing and fabrication facilities, and enricpfants. Nuclear



facilities are amondghe most complex systemserdesigned (Loomis, 2011)hey use statef-
the-art technology and musbntinually update their systems to remain safe, regulatory
compliant, and economically sound. Unfortunately, like any complex system, niacidities

are not immune to failurgarticularlywith regard to human performance. As one can presume,
many of the adverdsacidentsthat have occurred at nuclear facilities were the result of some type
of human error.Since these systems are astoundingly complex, any changes made in the
technology have the potentialitecreashumanerrorand result in a reduction in performance
when they interact with machinery or software (Karakosta et al., 20E8hnological changes

in theintricate systems involved ithe operation and management of a nuclaalittamay
contribute to the increased impact of human errors, in terms of both cost and frequameis (L
2011).

This dissertation investigates incidents at U.S. nuclear facilitiest¢hatred due to
humanerrorby peoplewvho interactedvith the complex systems involved with a nuclear plant,
andespecially withts changing technologiefRealizing that the top level goal is for the safe and
efficient operation of nucledacilities (and the potential application of other complex systems)
and that an optimized human-machine system is the desired end state, this workoiothses

human performance component of this complex system.

1.2. ROBLEM STATEMENT

Numerousadversencidentshave occurred at nuclefacilities across the Unite8tates
sometimes with considerable negative consequdncése facilities involved, the environment,
human beings, and the nuclear indust®gveral have resulted fadiationbeing releasetb the
environment andh fatalities Many of these incidents have been attributed to human error. The

challenge of grasping all the details of the complex, changing technottdhesse facilities may



be an important contributor to these errors. Much research has been conducted orshendaus
consequences of adverse incidents at nuclear plants, but not specifically on how ggcdinolo
changes could be a key factor increasing the risk of human error. Accortiigljissertation
focuses specifically othe role thahuman errorelatel totechnological advancdsas played in

incidents at U.S. nuclear facilities

1.3. RURPOSE

Extensive research exists on the safety procedures used by nuclear faniitielsng
publications by the International Atomic Energy Agency (IAEA), UNSclear Regulatory
Commission (NRC), and U.®epartment of Energy (DORJong withscholarly research
published in books and reputable journalso, considerable research has investigated the
effect ofnew technologies on human performance, especidign complex systems are
involved This literature includethe foundational worksluman Error by James Reaspn
Behind Human Error by David WoodsSidney Dekker, Richard Cook, Leila Johannesen, and
Nadine SarterandThe Field Guide to Human Error by Sidney Dekke Thesystems involved
with nuclearfacilities are some of the most complgystemseverdeveloped. Thifact suggests
that these systems could be especially exposed to the threat of human lesangdhe
implementation of technologgl changes. Theuppose of this dissertatioato determine the
relationship between human performance, technological advances, and the contgites sys

involved with nucleafacilities and to suggest a path forward.



1.4. THEORETICAL FRAMEWORK

This research appligbeoretical frameworks from multiple discipline$he following
frameworks and techniques are reviewed in this section: human factors and ecgonomi
sociotechnical systems, ussntered design, human reliability, probabilistik @ssessment,
human reliability assessmeiind latent human error.

Human factors and ergonomics, often abbreviated as HF&E, incorpmrsitggs from
numeroudisciplines,including anthropometry, operations research, statistics, graphic design,
industrial design, mechanobiology, biomechanics, engineering, and psychologyp\isaiw
2006). The field oHF&E emergedaroundWorld War Il, at a time ottonsiderable development
in the complexity ofveaponry anather machines, which placed great demands on operator
cognition. During the information age, HF&E has begtendedo human-computer
interactions Proctor and Zandt, 2008

HF&E is now used in a wide variety @ields including virtual environments, training,
transportation, product design, information technology, healthcare, geriagtospace, and
nuclearfacilities (Proctor and Zandt, 20R8At nuclearfacilities, HF&E seekgo reduce the
strain placed on operators in order to decrease the amount of cognitive and gmgsigathey
must put forth in order to operate tlaeility (Karwowski, 2006).

The concept ofaciotechnical systenrefers toa type of organizational devgmentthat
recognizes that the interactiomscuring between technology and people at the workplace can
be optimized through organizational work desigmsich are often complefVermaas et al.,
2011). The term can also be used to describmtheateinfrastructures preseirt society and
how they interact with human behavior. Both definitians applicable tauclear facilitiesas

bothelaboratanfrastructures andomplexinteractions between people and advanced



technological systems are involviedthe proper operation of a nuclear faciliyefer,
Bullinger, and Moeslein, 2009).

Sociotechnical systems represariype of theory regarding society, people, and the
technical processes and organizational structures involved in complex s{Gmsn, Cooke,
and Salas, 2010)The termtechnical does not always refer to material technologitesan also
describe knowledge and procedur&sciotechnical emphasizes that an organization often
involves goals anthsksthatare both technical and social in nature. The sociotechnical analysis
of a system striv@to achieve a joint optimization of both the social aspects and technical
performancef thesystem. This is especially helpful with nuclear facilitighjch functionin a
social environmentFor exampleregulatory requirements that govennclearfacilitiesand
affect the systems with which the operators must inter@&chighly technical but also haae
social aspeg¢tsince they must satisfy the demandmattiple stakeholder@Neyer, Bullinger,
and Moeslein, 2009).

Probabilistic risk assessment, often abbreviated as PRA, is a relatwabyehensive,
systematianethodologyused to evaluatine risks associated with complex technological entities
such as nucledacilities (Mohaghegh, Kazemi, and Mosleh, 2009) these cases, the risk is
understoodisa potential detrimental outcome of an action or activityo Guantitiesare
associated with riskhe likelihood ofan occurrence and the magnitwl¢headverse effects.
These are often describedths probability of the problem and its severity. Consequences are
generally expressed numeily by multiplying the probability times the total risk to calculate
the expected logStamatelatos and Dezfup11).

PRA is oftenused to assess nuclear facilities§Nuclear Regulatory Commission,

2017). Three steps are generally involvedaiRRA. First, one must identitye problems that



can occur at th&acility and whether they could lead to an adverse consequence. Second, one
must assesthe severity of the potential problem,terms oftheir possible consequendes the
facility. The third item to be examinesithe likelihoodthatthese consequencedl occur,

typically descrbed as a frequency or probability. Common methods of conducBRfare

fault tree analysis and event tree analyBiIRA generally falé undeithe classificationof safety
engineering Stamatelatos and Dezfuli, 2011).

Usercenteredlesign a subdivision of usdnterface desigiiMohagheghKazemi, and
Mosleh, 2009)is a process in which attention is given to each statjee design process to
accommodate the limitations and needs of end users. This is a multistage pirpceskem
solvingthatrequiresdesigners to foresee and analyze how human users of the technology are
likely to interact withina system. The proceswolves testingn a realworld contextthe
validity of assumptions with regard tisers’behavior. This type of testingnecessarpecause
it can be nearly impossible for product designers to underttarekperience of a firstme user
of the technology Onemust alsaconsidetthe learning curve of people interactiwghin the
system.All these factors are crucial the efficient, proper operation afnuclear facility User
centered design is critical for the proper organization of workstationfoaathertypesof
interaction between human users, &omdhe complex systems ink@d with anuclear facility
(U.S.Nuclear Regulatory Commission, 2011).

Human reliability assessmewt; HRA (Tont et al., 2009), is concerned with evalogti
the probability that human error will occur when a specific task is completedtyphisf
analsisinformsactionsaimed at reducing the likelihood of such errors and improving the
overall safety systemThis type of analysis i@nly oneof manyperformed ahuclearfacilities to

ensureghatincidens are minimal.



HRA has three main goalsrror reduction, quantification, and identification (Tont et al.,
2009). Several techniquaseused for these purposes, among which the Technique for Human
Error Rate PredictioiTHERP) is one common approachhe techniques can be categorized as
eitherfirst- or secondgeneration. fst-generation techniques are based upon a dichotomy of
eitherfitting or not fitting the error situation within a given contesg¢conédgeneration
techniques are based on theory and serve to quantify the errorsteeliRdques are used in a
number of disciplines, including business, transportation, general engineeritiggdrealand
nuclear facilities.

The Nuclear Regulatory Commissioantractedwvith the author of THERP to design a
more consistent todbr determining human error rates at nuclear facilifiemnt et al., 2009).

This resulted in the development of the Accident Sequence Evaluation Program Human
Reliability Analysis Procedure (ASERvhich tends to be more conservativanTHERP. One
significant advantage of the ASEP is that it does not retjugreser be an expert in human
factors engineering. Additionally, theainingneeded to usthe ASEP is relatively minimal.
After it becamecomputerizedASEPbegan to be referrdd asSimplified Human Error
Analysis codeor HEAN (Tont et al., 2009).

Latent human erraefers tchuman error due to systems or routines formed in such a way
that humans are disposed to mékese errorgKarwowski, 200§. Thisterm is widely used
throughout the aviation industry, btis also prgalent in the safety literatufer nuclear
facilities. Whenthis method isisedata nuclear facilitypperator errodata aregathered
grouped, collatechand analyzedo provideinformation for determiningvhethera
disproportionate number of errors is present in a gsystempiece. If errorsat a particular

point in the systeraretoo numerous, the system or routine can be analyzed, the potenti& for th



problems identified, and changes made. This decreases the likelihood of fudtgthatcould

resultin nuclear incidents (Salvendy, 2012).

1.5. RESEARCH QUESTION

Theresearch topiof this dissertation is the relationship between technadbgidvances
and human performancetime complex systems at nucléacilities. The research questitn
whether technological advances in the complex systems of niextddies increase the cost
associated witincidentscaused by human ertofhis is an important questidrecausenost
nuclear facilities continually update their technology. This continuous techecellog
improvementancreatea situationn which the operatonsiustchange their routine and method

of interacting with the complesystem and the new technology.

1.6. HYPOTHESES
The hypothesis is as follows:
Hi: Technological advances at a nuclizanility thataffecthow operators interaatithin the

systemdo increase theost of incidentgaused by human ertor

Thenull hypothesis is as follows:
Ho: Technological advances at a nuclizanility thataffecthow operators interaatithin the

systemdo notincrease the cosff incidents caused by human error.

1.7. 3GNIFICANCE OF THE STUDY
The operational life of nuclear reactors is measured in regetos (Loomis, 2011). One

reactoryear is equivalent to a reactgperating for one complet@ar. ThdJnited States has



roughly 440 nuclear power plants that have been in operation for over 14,700 yeacsor-
During this time, there have been 23 reactor core meltdownsgeamajor nuclear accident for
every640reactor yearsAccording to the international design requirements for nuclear
facilities, a reactor core meltdown should only occur about once every 20,000 yeEsrsor-
This means that the incidenceldfS.reactor core meltdowns is been 32 tirhggher tharwhat
theory would predict (Karakosta et al., 2013). This significant departure frotmetbey t
indicateshatadditional unaccountefit factors are violating the base assumgiohthe model.
Of the 23 nuclear reactor meltdowns, 17 were caused by some type of human error
(Marques, 2011)Instances of human error atificult if not impossible tqoredict accuriely,
butthese types of errors wéllmost certainlycontinue to occur. The significance of this
dissertation lies in its attempt de@terminewvhetherthe severityin terms of costf human errors
can be reduced througtffectively and efficiently immmentingnecessaryechnological changes
and human performance activitigmtdirectly impacthow operations occuat complexnuclear
facilities. In this dissertation, | define severity in terms of the cost of incidentscchydaiman
error as aesultof technological advancesather than trying to examine othgrysical and
environmentakffects associated witheincidents,such as radiation releases, which most
research on nuclear accidefdsuses If the null hypothesis of this dissertation is determined to
be statistically unlikely, then reducing the changes in procedures to be follgwed|bar
facility staff and contractors, or improving the training and proceduresiatsbwith such
changes, couldecrease the probabilignd severityf futureincidents. This could result in
significant saving®oth economically and in avoiding adverse impacts on people and the

environment (Hogberg, 2013).



1.8. (HAPTER SUMMARY

This introductory chapter has provided background informatiosystems engineering
and onthe interactiondetween nucledacility operatorsand complex machines and software.
It has described nucletacilities aselaboratesystemghat involvetechnological advances,
human performance, and high levels of system engineering.

Since the inception of nuclear power, maignificantincidens have occurred at nuclear
power plants. Several of these incidents resulted in the meltdae piicleareactor The
purpose of this dissertation is to determine the relationship betweepltsgibal advances and
human performance ime complex systems of nucldacilities. Specifically,l will explore
whether technologicalhangest nuclearacilities thataffecthow operators interact with the
systemdhave increasd the cosbf resultingincidents The study is important as thdrave been
23 reactor core meltdowms U.S. history, far more than theoretical work would have
anticipated Human error ibelieved to beéhe primarycontributor to the larger number of
serious incidents. This dissertation will examine the role of technologicajet@n those

errors.
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CHAPTER 2: LITERATURE REVIEW

2.1. CHAPTER INTRODUCTION

Each time thasignificant technological developmemiffer thepromiseof greatly
assisting people’s lives, failed systems and prototgfsgsnevitably resulto some degree
(Proctor and Zandt, 2008). When researchers examine the effects of chandewmiodgctley
often discover unintended and unanticipated consequences. Individuals using the new
technologies frequently make performance errors because they must adagpasingly
complex technology. Rather thassisting the user, these new technologiesaddrburdens,
which are especially problematic during crucial phases of contgéés (Karwowski, 2006).

The pattern of human performance degradation when novel technologies are introduced
occus in a wide range of endeavors (Duffy, 2012). For examplégmiblementation of new
systemsof airplane cockpit automation can also be an assocmtecg decline in pilog’
performance; their reaction times and number of errors increase. The sam@isittually all
industries, including the nuclear industwhere human errors that affect system operation are
unacceptabléSalvendy, 2012).

Although considerableesearcthas been conducted tre humanmachine interface, a
wide range of problems still exists (Duffy, 2012). There remains a dispatigeen the
optimism of technology developers athé reallife operational difficultieghat accompany the
introduction ofthese systems. The developers nearly always claim that the new techndllogy wi
result in performance improvements. However, due to thetpeal complexities introduced,
the technology may actually decrease the performance of those intevathitige system.
Unfortunately, the complexities confronting operates difficult for design teanmt® predict.

To understand the complexity surrounding human interaction with advancing technalagies,
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human performance model must be examinedlaadoncepts of escalation, active error, latent

error, foreseeable error, and unexpected events shoakhbened

2.2. MODELING HUMAN PERFORMANCE

Understanding human errdsecomegossible through modeling human performance
(Foyle and Hooey, 2008). This section will explain snehmodel. The reader should
recognizethat the explanations given for the behaviors represent an ideal situationlikely
situations occur when the individual involved llasviatedfrom the behaviors described by the
model (Duffy, 2009).

Althoughmanyheavily automatetechnical systems exist today, all of thesty on
routine human interaction as an integralreleteristic of normal system functiog (O’Connor
and Cohn, 2010 Operators must ensure that the proper conditions are present for the system to
operate normally and must intervene wiaénormal conditions existo asto restorethe system
to a safe cdinguration. They must also account for any unforeseen problems with the system or
compensate for anythirthathas been structured inappropriately due to design flaws. Many of
these automated systems play a vital role in society, and yragedesult wen they are not
supported properly. For this reason, increased attention has been devoted to human performanc
and human error when interacting with systems (Matthews et al.).2000

We need to haveeliable models in plachatensure the maintenance of a high lefel
human performance wheeople arénteracting with complicated and automated systems
(O’Connor and Cohn, 2010). This requires the understanding of different kinds of error.
Quantitative models have been used to do performance analysigsé@ah design in vehicle

control for some timeAttempts have been made to extéimel models used for vehicle control
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to other types of human decision makir@ne such attemps$ optimal control theory. The first
of the vehicle control systems to be analyzedin thefield of aviation (Reiman and Manske,
20009).

The optimal control model is not necessargdfivitiesby people are no longer included
in the control task (Duffy, 2009). In these cases, the concern is with an overalteterfa
manipulation skill. Decision models can be constructed in these cases through indiepende
development and a direct approach. Insteadsoiglequantitative model for predicting human
performance, whiclwould account for nearly any situation, it is likely that a set of models will
be more applicable and reliable. Each of these models can be applied to partidular wo
conditions and combined with a qualitative framewthidt will define ad describe the
relationships involved (Matthews et al., 2000

When seeking to understand human performance while interacting with a complex
systemwe must rememeér that people are not merely deterministic devices engaged in input and
output (Reiman and Manske, 2009). Instead, they are often goal-oriented and will pursue
information that they consideelevant to achieve their objectives. People behave in a
teleological fashion. In other words, their behavior is frequently modiigtiey seeto
acheve their goal. Furthermore, this behavior is not always dependent on feesltmekd
while the person is engaged in the activity. The factor of experience during preteoosts
can also have an impadPeople engage in reasoned reflecaod will frequently control
behavior systems through selection. In this case, the selection is repregdniathh design
choice when interacting with a complsystem(Foyle and Hooey, 2008).

Human movement and position within the physical environment aréweysa

controlledby a simple feedback loo®(Connor and Cohn, 20L0People adapt tanfamiliar
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situations based dheir previous experiences of succesgfatterns of behavior. Thpocess
overcomes the limits of the human sensory system with regard to immediate keektbather
words, the humans interacting with the system respond too quickly for them to learthetile
are interacting. Instead, people retytheir memory of previousttempts tanteract with a
complicated systemQ(Connor and Cohn, 2010

When human beings rely on a higlarel of conscious planning, they usually engage in
a complex series of activities as well as feedback correction while wonkiagaskFoyle arml
Hooey, 2008). Changes to their behavior will happen due to mismatches between the outcomes
and goals. This is generally an inefficipnbcessvhen one isvorking with a complex system
functioningat a rapid pace. Therefore, when peoplesagaged ifamiliar activities, they will

resort to the use of a set of rules that has been successful in the past (Duffy, 2009).

2.2.1.SKILL -BASED BEHAVIORS

Skill-based behavior involves sensory motor performance in which one engages during
activities that follow from a certain intention (Reiman and Manske, 2009). Thieseites
occur without an individual’s conscious control. They represent highly integrated aaetom
and smooth patterns of behavior. Only on certain occasions is performance based on some type
of feedback control that involves motor output in regeda the observation of error signals. In
many skilled sensory motor tasks, the human body becomes a type of control system wi
multiple variables that continuoustynchronize movements according to the response of the
environment. The performance in these cases includegdeeard controla command signal
from anoperatoito a source elsewhere in its external environmremd is dependent upon an

efficient andflexible internal model of thdefined complex system. The fefeward nature of
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the control must be assumed to explain how coordinated movements can occursagidas
in sports or when one @perating a vehicle. Experiments have demonstiatevthe feed
forward control takes plade complicated industrial control tasKglétthews et al., 2000

Controlling voluntary movements is an immensely complex process (Reiman and
Manske, 2009). The success ofshepid movements will be independent ofhihe limbs
were positioned initially. The person will function according to different sekenwhich are
used to generate the complex movements. The schemata access the individuals dynami
internal mapof the environment. Sensory input is not generally involved with these types of
movements. In other words, the input from the environment doesatigh or update the
individual's internal information. Performing complicated tasks such as walkiagtaight
line or drinking from a glass must be understood as an integrated avitbidannot be broken
down into elements (Foyle and Hooey, 2008).

Usually, the performance of skill-based behavior is continuous (O’Connor and Cohn,
2010). Higher levels of control are possible and takkethe form of conscious intent to make
changesn the skill, such as moving faster or more accurately. In some cases, the performance
will include skilled routines that can be isolated. In these cases, the rouéirsesjaencehat
guide the process of conscious exemrut Many human activities involve sequences of skilled

activities,asa response to thepecificsituation (Duffy, 2009).

2.2.2.RULE-BASED BEHAVIORS
Rule-based behaviors consist of sequences of subroutines for work situations, &hich ar
familiar to the individual and can be controlled through the use of previesislplished rules

(O’'Connor and Cohn, 20)0 These rules are oftelerived on an empirad basis based on the
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success of previous attempts to engage in the activity. Sometimes thesnarentcated from
other people at the time of construction. They can also be gained from the process of
consciouly solving a problem or developing a plan (Matthews et al., 2000

Performance is godalriented and structured (Foyle and Hooey, 2008)e feeeforward
control is based on stored rules. Frequently, the goal will not be explicitly understpod but
rather,is implicit in the situation and automadity results in the release of the appropriate stored
rules. This is a@eleologicaltype of control, as the rule has been developed through previous
successfuéxperiences. This control will evolve according to the behaviors that work best. The
rule reflects functional properties that setveonstrain the behaviors exhibited by the
environment.It is usually based on properties discovered thrquigin empirical investigations
(Reiman and Manske, 2009).

In most cases, a goal will be reaclosdly througha considerable sequence of atiising
which direct feedback correction related to the goabt possible. The feedback correctioat
occurs during performance of a task requires a functional understanding as amdllgis of the
responses provided by the environment. This can be considered a type of independent,
concurrent activity that is occurring at a higher level isrnkhowledgebased (Reiman and
Manske, 2009).

The distinction between rule-based and dkdised bleaviors is not always clear (Duffy,
2009). It can depend on the individuatention levehswell ason his or her level of training.
Most often, skillbased performance oceuwithout conscious attention. For this reason, the
actorswill not be ableto explain how they control performance or how they have used

information to guide their performance. On the other handbaded behavior occurs at a
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higher level and is usually based on some type of explicit knowledge. In this cgsersihre
will usually be able to report on the rules involved (Matthews et al.)2000

In an unfamiliar situation, the individual may be interacting \&itlenvironment for
which previous experience has provided no rules by means of which to control thersitimati
such a context, the performance must be contrali@dhigher leeof conceptual understanding,

through the application of knowledgp@sed behavior®’Connor and Cohn, 20)0

2.2.3. KNOWLEDGE-BASED BEHAVIORS

When a knowledge-based behavioocsurring, the goal has been explicitly formulated
(Foyle and Hooey, 2008). The individual develops a useful plan after careful consideration of
multiple options. The plans are tested according to whethec#megchieve the goal. These
tests can takthe form of physical processes, which conssstentiallyof trial and error. They
can also b@erformedconceptually if the individual understands the functional properties within
the environment and can predict accurately the effects that the plan will prothiseype of
behavior involves functional reasoning in which the person has a mental mduekygstem

involved (Reiman and Manske, 2009).

2.2.4.SYMBOLS, SIGNS, AND SIGNALS

Theinformation gained from absorbing the environment is an important part of human
performance. The type of information varies accordintpéocategory of behavior (Duyff
2009). Information gained through obsagythe environmentnay be perceived in a variety of
ways. This is also true for the interface between humans and complex macheateors. A

major reason for problems with the hunraachine interaction is that an unfamiliar situation

17



may causean individualto mignterpreting information while shifting from one motor behavior
to another and misreading tredevant cue¢Matthews et al., 2000

During skill-based behavior, the perceptual motor system synchronizes the inBvidua
physical activity by operating as a type of continuous control systermé@iReand Manske,

2009). The system manipulates external objectseaatlleghe individual’s bdy to navigate
within the environment. To accomplish this control, information taken from the environment
must be in the form of time and space sigiiatsyle and Hooey, 2008)The signals are a type of
guantitative indicatothatis continuous and caretapplied to the timbasedoehavior occurring

in the environment. The signals do not have meaning or any significance unlese thaylied
as a type of direct physical data relatetinee and spacelndividual performance occurs on a
skill-based legl and is released through tleatures thaare assigned to patterns of information
due to prior experience. This process replaces individual participation in thenemsmowith
feedbackrom time and space control outcomes. Instead, the informatisnaa a sign thaan
activate the organisiti-oyle and Hooey, 2008).

When an individual is engaging in rule-based behaviors, the information will be iprimar
perceived as a sig®(Connor and Cohn, 2010). In this case, the information will modify or
activate some predetermined manipulation or action. The signs are a refeqaopeto
behaviors or situations, which are based on prior experiencey. afénot a reference to
functional properties or concepts related to the environment. The sgjofear labeleavith
names that refdo the situation or to states within the environment. They may also represent the
individual’'s task or goals. The signs may be used nigodify or selegtand thereby to

control, the sequence of subroutines. They cannot be a part of functional reasoning or involved
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in the generation of new actions. Thagocannot predict possible respongethe environment
(O’Connor and Cohn, 2010

For information regarding the behavior occurring in the environment to be useful in
relation to causal results, the data must be comprehended as a type of symbol (CGa&@dnnor
Cohn, 2010). The signs are a reference to rules or precepts for action. The symimds incl
concepts, which are tied to the functional properties and may be used for computation and
reasoning through a suitable representation. The signs can be understood as xtgpeabf e
reference to the actions and states of the environment. The symbols are aadédetiemc
internalrepresentation needéar planning and reasoning. In sum, rule-based behaviors rely on
signs wiereasknowledge-based activities are dependent on symbols (Foyle and Hooey, 2008).

The distinctionas to whetheperceptual informatiors a symbol, sign, or signal does not
depend on the form of the information (Duffy, 2009). Instead, it depends on the context in which
the data hae been observed. This will be determined by the expectations and intentions of the
individual perceiving the phenomenon. The three levels of behavior are chaeachy the use
of information in different ways. From the view of information processing, thexchism is
clear Foyle and Hooey, 2008

The signals are the sensory data tbptesent variables in time and space according to
their configuration within the environment (Reiman and Manske, 2009). An organism can
process this information as a type of continuous variable. The signs represémtatkin the
environment regarding certain conventions as they apply to acts. The signs haes faasent
within the environment and are associated with connected conditions for the actioesallge
the signs are not processed directly. Téerywe merely as a methotlactivaing the stored

behavior patterns. The symbols include properties, relations, variables, and ottmeatioh,
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which can be processed formally. Symbols consist of abstract concepts, \ehidifimed by
and related to a formal structure. This structure is applied to the processem@ouisby
which conventions are associated with features in the external world (Maghaiys200D

Within the context of men and machines, information functiorestgge of timespace
signal(Foyle and Hooey, 2008)The signals are processed in a direct manner and become part
of the dynamic control structure for motor performance. They are separatéhi information

of signs, which can modify the actions to a higher order of abstraction (Duffy, 2009).

2.2.5. ERRORS AND LIMITATIONS

Within the domain of knowledge-based actions, the causal and functional properties of
the environment may be represented in a variety of ways (Matthews et a)., 20@friety of
problems camccur at the level of the human data processor when it is interacting with a
complexphysical environment. The constraint of humatntion span limits the elements of
the problenthatcan be processed simultaneouslynly a few. Therefore, when tleexistsa
complex net of causal relations, the environment must be understood as a type of wteatabf
operations. Thisituationgives rise to phenomena such as the point of no return and law of least
resistance. These are strategfed depend on sequences of relatively simple operations and
may be preferred intuitively. People often exhiitite tendency to pause within a certain line of
reasoning in order to develop parallel paths or alternative explanations (Duffy, 2009

An effective methd of overcoming the limitations ajur attention span may be to
modify the data processing occurring in the mind (Matthews et al.).200@ mental model can
be altered so that the causal structure better fits the specific task and opditngreser b

previous successful results. This metoll minimize the requirement for new information.

20



The human cognitive process operates efficiently only when there is an extessiof the
model transformations, combined with simultaneous updatitigeahetal models. This is true
for all categories of inpteed information. Tketype of updating thatccurs is generalligelow

the threshold of conscious control or attention (Reiman and Manske, 2009).

With regard to analyzing verbal protocadeyeralstratgjies can be used for model
transformation, which facilitates cognitive data processing (Reiman angkigla2009). One of
these is aggregation, which involves taking elements of the representation amglgilaci
aggregating them into chunks or units. Areststrategy is abstractiowhich involves
representing the properties for the environment or a sysyeransferring them tso that they
become a category ofragherlevel model. The use of readyade solutions and technologies
can also be an effegt strategy. Thiapproachnvolves transferring the representation to a
category within a model that has already eviderdolution or rules that may be available to
generag the solution (Matthews et al., 2000

An abstraction hierarchy has been forn@dralyzethe verbal protocols of process plant
control and computer maintenance (Foyle and Hooey, 2008). In this hiersystems
functional propertiearerepresented through concefitatbelong to different levels of
abstraction. The lowest of these levels represents the physical formsggtam, or its material
configuration. The next higher level of abstraction is represented throufymttiens or
physical processes of the compats in the system. THevelis presented in language
associated with particular mechanical, chemical, or electrical prope@i@ginuing to move
upwards, the next level of abstraction includes the functional propréieare represented by
gereral conceptsAt this level, here is no reference to the physical equipment or processes

involved with the functions being implemented (Duffy, 2009).
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At the lower levels of abstraction, the component configuration for the physica
implementation will m&ch the elemental descriptionddtthews et al., 2000 At the next level
of abstraction, the changes in the properties of the system are representddrémogng
details regarding the material or physical properties. The informatiadaddhe higher
abstraction levels governs the functioning of the elemenie &wer levels(Foyle and Hooey,
2008) When a system is manmade, the principles of the higher levels can be derivem@ccord
to the purpose of the systerfor a change in the level of abstractimnoccur there must be a
shift in the structure and conceptsloé representatioralong witha change regarding the
informationdeemedsuitable for characterizing the operation or function at the various levels.
The observer will ask various questions regarding the environment according to teeohatsr
or her internal representation (Reiman and Manske, 2009).

Important functions within humamachine systems are related to the correction of
circumstancethathave resulted due to faults or errors (Duffy, 2009). The events are described
as faults or errorsnly in reference to the normal function or intended state of the system. This
means that the functional meaning of the system must be predetermined. The model’
functioning at the various levels of abstraction can play a role in coping widnssthatare
plaguedby errors O’Connor and Cohn, 2010). The reasons attached to the proper functions are
taken from a top-down approach, beginning with the functional purposelatfvely clear
differenceexists between the propagation of faults and causes and the reasons for functions
within the hierarchy. The role that the abstraction hierarchy plays is evidestical
protocols, which are involved in the diagnostic searches ofrdtiorprocessing systems. In

these cases, the diagnosticians must consider the functitressyfstem at a variety of levels.
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The person will identify the information flow as well as the functional statgpyoaching the

subjectfrom a topdownperspectivgFoyle and Hooey, 2008).

2.2.6.TRANSLATION FOR THE OPERATOR IN THE INDUSTRIAL SETTING

An organization of the different types of information processing involved in industrial
tasks was developed by Jens Rasmussen of Denmark. This pattern provides a nrssfolrka
for identifying the types of errors likely to occur in different operatigitaations, or within
differentfacetsof the same task that may plac#eatient informationprocessing demands on the
individual. The classification system is known asgkid-based, rule-based, and knowledge-
based approach. Thieree classificationsefer to the degree of conscious control exercised by
the individual over his or her activities (Reason, 1990).

In the knowledge-based mode, thsk is carried out by tHeumanin analmost totally
conscious fashion. This would océlia beginner (g., an operator in training$ performing a
task, or ifan experienced individuahcounters a completely novel situation. In either of these
circumstancessubstantiainentalexertionwould have to be assertedaealuatehe condition,
and his or her responses would likely be slow. In addition, after each action, the person would
need tcevaluatdts effectprior to taking additional action, which would probably further slow
his or her responses to the situation. Knowldolgged performance resultsamominal error
rate of 1:2 (Reason, 1990).

In the skill-based modefficientperformancef well-practiced mainly physical actions
of which practicallyno conscious reasoning occurs. Skdked actionarenormally
commencedby anexplicit occurrencesuch aghe requirement to operate a valtrgtmay arise

from an alarm, a procedure, or an indication from another individual wélgracticed taslof
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opening the valve will then be executed largely without conscious thought. Theeslad-
perfamance mode results in a nominal error rate of 1:1,000 (Reason, 1990).

The last category involves the use of rules, whnely have been learned as a result of
interacting with the plant, through formal training, or by working with eepeed process
workers. The level of conscious contromgdway between that of the knowledge- and skill-
based modes. The rule-based performance mode results in a nominal error £1@ of 1:
(Reason, 1990).

Next, it is important to describe and distinguish between slips and mistakesar8lips
defined as errors in which the intention is correct but a failure occurtbd actuatarrying out
of the activities required. For example, a worker may know that a receptaclembedsléed
but insteadnayfill a similar reeptacle nearby. Th&ip may occur if the receptacles are poorly
labeled, or if the worker is confused with regard to the location of the correptaelee
Mistakes, by contrast, arise from an incorrect intention, which leads to arertcaction
segquencehatmay be quite consistent with the wrong intentiéior example, avorkermight
wrongly assume that a reaction was endothermic and might lagaiythereby causing
overheating. Incorrect intentions may arise from lack of knowledge or an apeaigpe
diagnosis (Norman, 1981).

Slips can be described as due to misapplied competence because they are examples of
errors inhighly skilled, wellpracticed activities that are characteristic of the ¢daed mode.
Mistakes, on the other hand, are largely confined to the rule- and knovladgeé-performance
modes.

In the skill-based mode, the individuanfunction very efectively by using pre

programmed sequences of behavior that do not require much conscious control. It is only
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occasionally needeid check on progress sppecificpoints when operative in this modan
undesirable consequenaecompanyinghis efficiency is that strong habits can take over when
attention to checks is diverted by distractionsiyben unfamiliar activities are embedded in a
familiar context (Reason, 1990).
With regard to mistakes, two separate mechanisms opénatiee rule-based modan
error of intention can occur if an improper diagnostic rule is utilizEdr example, a worker
who has considerable experience in stagnant, shutdtatuspower plant chemistry may have
learned diagnostic rulékatare inappropriate for operationdlynamic, and volatile power plant
chemistry. If he or she attempts to apply these rules to evaluate the causmbhuous
process disturbance, a misdiagnosis could result, leading in turn to an inapprefinate la
other situations, diagnostiales that have been successful in the past be overused. Such
sound rules are usually applied first even if they are not necessarily apfg¢peason, 1990).
People often hava tendency to force a nesituation into the mold of previous events.
For examplejn one incident, some modifications were made to a pump used to transfer a liquid.
When movement of the liquid was complete, the worker pressed the stop button on the control
panel and saw that tHpump running” light went out. He also closademotely operated valve
in the pump delivery line. Several hours latke hightemperature alarm on the pump sounded.
Because the worker had stopped the pumphaddseerthe “pump running” light go out, he
assumedhatthe alarm was faulty and igremd it. Shortly thereaftethe pump explodedThe
explanation for this unwanted sequence of events is that when the pump was modified, an error
was introduced into the circuit. As a result, pressing the stop button did not stop the pump but
merely swithed off the running light. The pump continued runrangoverheated, and the

material in it decomposed explosively. In this example, a major contributor tocidergtavas
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the worker’s assumption that whte “pump running’light went out,the pumpmust have
stopped. That assumption prevaian tliough the sounding @ hightemperature alarm
which would usually be associated with an operating pump. Thé&friddemp light is
extinguishedthenpump is stoppedias so strong that it overcame tbvidence from the
temperature alarm that the pump was still running (Reason, 1990).

In the case of knowledge-based mistakes, other factors are important. Mose of thes
factors result from the considerable demands on informatiocessing capabilitighat become
necessary when a situatiorustbe evaluateth unfamiliarconditions. Given these demanis,
is not surprising that humans do not perform very well in Biglss, unfamiliar situations where
they are required to “think on their feet” in the absence of rules, routines, and pescedjive
them suitable directionFor example, operators may only utilthe finite informatiorthatis
immediatelyavailableto evaluatehe situationrather than seeking more comprehendaor
assistancerém others that are more knowledgeabléey may also become overconfident in
the correctness of their knowledg@netypical behavior that occurs during knowledugesed
problem solving ign insistencéhat one course of action is correct, leadangndividual or the
operating teanto become tangled in one aspect of the problem and exclude all other aspects that
should be considered. This behavior characterizetiltheee Mile Island nuclear accideant
Pennsylvania. The opposite form of behag@nalsobe observed, in which the overloaded
worker gives hi®r herattention superficially to one problem after another, without solving any
of them (Janis, 1972).

In the skill-based mode, recovery is usually prompt and effective, because the individua
will have familiarity with the expected outcome of his or her actions and will trergét timely

feedback with respect to any slips that may have prevented this outcomesfngmndached.
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This highlights the role of feedback as a significant aspect of error rgcawvethe case of
mistakes, the mistaken intention tends to be very resistanhtoaryevidence. People tend to
ignore feedback information that does not support their expectations of the sitRaasonq,

1990).

2.3.ESCALATION

To fully understand how technological advancements interact with human performance at
nuclear plants, we should considiee principle of escalatiofikarwowski, 2006), othe idea that
problems tend to increase. What begins as a small problem or error laadadease in the
coordinating and cognitive demands requiikedccomplisha task. This frequently results in
larger errors and an increase in problems. In general, there is a pofatiomstip between the
scope of gproblem and the amount of infoation processing necessary to cope withVhen
there are more problems in the underlying system, the additional informati@sgracneeded
to resolve the situation increases. A more complex system requires gfsatdo deal with
unexpected problems or errors. As technology progresses, the complexity ctémessy

involvedgrowsas well (Salvendy, 2012).

2.4. ACTIVE ERRORS

By definition,active errors have effects thae noticed immediatelyTheycan occur
across the spectrum of human behavior modes but are usually associated with isdividual
frontline operations of a system. Examples include officers of ships, & tratrollers, pilots,
or control room operators in a nuclear facili®y¥hen examining active errors, it is important to
take into account the complexity associated with human nature (Cacciabue sz, 83 1),

whichincludes all the emotional, mental, social, biologiead physical characteristitizat
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define people’simitations, abilities, and tendencies (Stoop and Dekker, 2012). An important
aspect of human nature relevant to this study is the innate tendency towadsiopre
Whereagnachines tend to be precise, people are usually impresigecially when under
stresses such as time pressure. Human fallibility can cause pegetertto situationshatare
beyond their abilities. Logically, complex systems intensify a persastegptibility to make
mistakes (Stern and Stern, 2012).

Because active errors azemmon and often very consequential, their most prevalent
causes should be understood to aid in reducing tlemexamplemost individualgendto
overestimate their abilitias orderto maintain control at their work station (Cacciabue and
Cassani, 2011). In this instance, the maintenance of control means that the tasksatmurs a
supposed to with the person performing in the appropriate fashion.o®ergstimatiorcan
occurfor at least two reasasn First, @nsequential error is rarand many times an error occurs
with no adverse result. Thus, people conclude that errors wilenchught unless they are
inconsequential. Second, people do not know or acknowledge theirapabildies. For
example, most people can function on insufficient sleep or work during times of dstract
They can also perform work duties during poor environmental conditions such aseesdtdm
heat, vibration, or noise. People can become accustomed to these conditions. However, if the
limits of aperson’s capabilities are exceeded, the chance making errors increases. Thefimpact o
physical or environmental limitatiortsn be especially problematic when workaiking place
within a complex sstem (Stoop and Dekker, 2012).

Stress is a prominent contributor to active errors (Chang et al., 2014). Stress is not
always a problemsometimes it is healthy and normal. Stremss focus attention and caid an

individual's performance. However, elevated stress can overpower an individual and thus
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becomedetrimental to performance. Stress can be understood as the body’s physical ahd ment
response to perceived threats within the environment. The important word in this case is
perceived, because the individual's perception is central to adaptation in order to cope with a
threat. Stress tends to increaseonjunction withlack of familiarity with the situation.

Extreme stress can lead to pamuhichinhibit a persors ability to actor tosense, recalbr

perceive essential elements of a situation. Fear and anxiety often follow winelivadual
believeghathe or sheannot respond appropriately to a situatidhis fear and anxietyand
frequently accompanied laylapse of memorgndan inability to perform certain actions to

think critically (Ramanujam and Goodman, 2011).

Anotherimportant fictorin mental errors is people’s tendenoyavoid mental strain
(Cacciabue and Cassani, 2011). Most peeptgagenly reluctantly in long periods of
concentrated thinking. They also tend to avoid situations in which they must displaghetht
levels of attention for an extended period of time. Thought can be a slow and laborioas proce
that requires significant effort. Therefore, people often seek famili@rpaiand tend to apply
solutions with which they are alreathmiliar. This shortcuttings a type of mental bias
designedo reduce the cognitive effort required in making decisions (Ramanujam and Goodman,
2011).

One of thesenental biases is assumptions (Goodman et al., 2011). People frequently
accept as true certanonditions that have nbkeenverified. Another bias is habit, or an
unconscious behavior patteanquirecthrough frequent repetition. Confirmation bias can also
be problematic and is exemplifiby a reluctancéo abandorestablishedolutions. Individuals
tend not to change their way of thinking or behaving, even when there is conflictimgatifor

or when better solutiorere availabl¢Stern and Stern012). Thus, popleoften defend their
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establishegbosition and ignore blatant evidence to the contrlgxt, frequency bias refers to a
tendency tgamble that a familiar solution will worlor to viewing information as more
important when it has occurred more frequently. Finally, people often suffer vaitalality

bias the tendency to use solutiathstimmediately come to mindr to placegreater importance
on facts thaare readily available (Stoop and Dekker, 2012).

Limited working memorycan be a factor in active errors (Rebhan, 2009& rely on
short-term memory to make decisions and solve problems. Thistsimartnemory can be
understood as a storerodhatdemands attention and is temporary in natdtrés used to recall
new information and is actively involved with recall, storage, and learning. Whemitsedf

this memory are exceeded, errors can result (Chang et al., 2014).

2.5. LATENT ERRORS

Like active errors, latent errorsay alschave adverse consequendasttheymay lay
dormant within a complex system for a significant period of time before theyfest (Rebhan,
2009). They often become evident only when combined with @htarsto result ina breach
of asysten's defenses. Latent errors are frequently cotteaiiby individuals whose activities
are removed in space and time from the direct human system interface. For etteypiay
be committed by maintenance personnel, managers, construction worketsyhklgtecision
makers, or system designers welldve their manifestation (Rebhan, 2009).

An analysis of significant nuclear accidents suclasrnobyl or ThreMile Island
found that latent errors frequently pose the most important threat when peopld inidra
complex system (Stern and Stern, 2012). Traditionally, accident investigatiorediabidity

analyses have concentrated on direct equipment failures and operator errasyj@anand
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Goodman, 2011). Although operators do make mistakes, such as those presented above as
examplesn the section on active errors, many ofseamistakes have an underlying cause
connected to a latent err@uchas when an operator of a complex system inherits the mistakes
made by the designers or installers (Stern and Stern, 2012).

For these reasonthe study of latent failures may be more beneficial than a focus on
operator mistakes (Stern and Stern, 2012). Unfortunately,resesarclon human factors has
concentrated on improving the huma@chine interfacean emphasis that entails a focus on
adive errors, even thoudhatent errors inherent within the systean be associated wigh
broader range of possible problems. In other words, active errorsaonaly the outcome of
latentproblems that have long been embedded within the system (Chang et al., 2014).

Latent human error comes into play when individuptopensity for error is enhanced
by the environment in which they work and the systems with which they interact. dAgrty
James Reasdi2000) two adverse effects can result from lateonditions their abilityto
provoke errors, and their impact on the Idagn health and welfare of the system tratted
them These conditions do noecessarily contribute immediatétythe possibility for error;
rather, they can rest hidden witha system until the requisiedements align and cause the latent
error tobecomeactivatel (Reason, 2000).

Rapid technological advances across all industries ¢paverated aadditional focus on
latent error (Rebhan, 2009). Many of todagtsnplex systems have operators who are remote
and removed from thgrocesses thahey control. As the systems have become more complex,
they can intervene between people and the physical tasks involved. nidieartechnology
was initially introduced, operators s@hgaged iirect manipulation and sensing of the systems

thatthey were operatingln other words, they could still touch and seesysem thathey
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controlled. As technologgascontinued to advance, the remote manipulation of devices and
sensinghasfurther remoed humangérom the processamder their charge (Cacciabue and
Cassani, 2011).

The most significant changes in how humans interact with complex syistemseslted
from the decreasecbstof powerful computing (Stoop and Dekker, 2012). Many system
operators are now separated fromrtipeocess by more than one component of a control system.
At a lower level, the task interactive system controls the detailed parts ofrati@perl hereis
an intervention between the specialized system and the operators due to the nbadhtor a
system interface. Hrontrol system presenpieces of information to the operator, the
interface allownly a prescribed degree of interaction betwéenperson and the remote
process. This createssituation of supervisory control. The person adjusts, monitors, and
initiatesprocesses and systethatare also automatically controlled (Chang et al., 2014).
Neverthelesghe stimuli contained within theperationaknvironment are impacting these
remote operators at all times and can still contribute to ertdoseover, their remoteness can
increase the possible impact of latent errors introduced by people who desigrsdlied the
system. In fact, thoseunlear manufacturs, installation teams, and facility personnel who are
considered the best in their field may be prone to making the worst mistakesr{R2200).
Although the focus in accident investigatimay be placed upon the operators, another key
source of errors aris@ghen the systems themselves are not scrutinized for their own propensity
to cause errors (Reason, 2000).

The increasing complexity and automatiorsgdtems at nucledacilities areboth
makinglatent errorsnore difficult to detect and giving them greatapabilityto lead to a

serious incident (Rebhan, 2Q09f a latent error occuiis the development of a monitoring
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system, a remote operatoay not become aware of any problems until it is too late to reverse
the processOr a latent error could be embedded in the designseh&automated control
proces. In this case, the operatarghtdetecta problem with a plant parametand might

initiate the necessary actions to correct the problem. However, if a latenisgiresentthe
control processamaynot respond appropriately to the opera@ttions As a result,

alternative means costing more time and money may be required,sewvtréy of the problem
could escalat¢Goodman et al., 2011).

The problems described in the previous parageaphelatedo the design of a
monitoring anda control systemrespectively Rebhan, 2009). Unlike an active human error,
suchdesign problems could span numerous pieces of equipment angotandallygo
undetected for years, even decaddst until a problem in plant operation arises would such a
latent error becomeetectable. For this reason, it is cruétalsafety monitors and researchers
to shift awayfrom the traditional approach of concentrating on operator errors. Altlamiiyle

errors are important, latent errors can be even more catastrophic (Stoop andg ZEKKe

2.6. ORESEEABLE ERRORS

Human beings anmeotoriously error-prone (Chang et al., 2D1%We now know a great
dealabout the specific types of errdratpeople are likely to make. These mistakes are
frequentlydescribed as foreseeable errors. Sincg dhe expected, they can be accountedrfor i
a system.Complex modern systenesin be designet accommodatéhis category ohuman
errorsand ensure that they remain benidmis approach is calledesigning for errorRebhan,
2009. As technology advances and complexity expands, the numfeeséeable errotends

to rise requiring additional protective steps.
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A number of factors must be considered when designing a complex system to
accommodate foreseeable human e@acgiabue and Cassani, 2011). One way to accomplish
this is to do d@uman reliability assessment (HRAyhich encompasséschniques for
statistically determining the probability that a complex system will fail givenioerta
circumstances. The techniques take into account the chanearibats components of the
system|ncluding the operatoras well as mechanical componemtl fail in specific ways
(Stoop and Dekker, 2012). In this way, the human operator is considered a pasyste¢he
thatis fallible like any otherRamanujam and Goodman, 2011

Human performiace variesacross individuals and situations (Goodman et al., 2011).
Tasks require different levels of manual skills, training, and attention. As ruded,dne types
of work in which people engage can be broken down into three geatrgboesknowledge
basel, rule-based, or skill-basedlsing these categories as constraints asgiihe analysis of
human behavior and error (Rasmussen, 1983).

Theprobability of human error is proportional to thecessarievel of knowledge
needed to perform the task (Goodman et al., 2011). Tlaalkequire a complicated series of
actions must frequently be done in a specific order. For this to happen, an individual must have
the knowledge ahead of timemustbe provided with it at a key momennformaion that
must be maintained in the operator’'s memsrgometimes known as knowledge in the head
(KIH). Processes that involve high levels of Kdldotend to result ira significant amount of
errors (Stoop and Dekker, 2012).

Along with KIH, there is knowledge in the world, KW (Ramanujam and Goodman,
2011) which refers tcknowledge held within the components of the taska KiW situation

the elements included in the task contain information necessary for the pecipemance of the
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task. For examplén the case of an assembly tiratolves several washers and nutere may
be only onesequence thatsults in the proper disassembly of these components. However, the
disassembly sequence is contained within the elements of kheTtlasse types of situations
result in fewer errors than those requiring Klilggumablybecause they do not depend on the
reliability of human memoryGoodman et al., 2011).

Anotherapproach talesigning asystem that can accommodate foreseeable heman
is the Ciritical Incident Techniqu€fang et al., 2094 This methodassumeshat problems do
not occur spontaneously. Each failure is associated with critical incitiabétlow the failure
to occur. A critical incident is a situation in which the errors nearly cawskigefor a failure is
already occurring, but whesemething prevents a disaster from ensuinge Critical Incident
Technique is an anonymous reporting tool (Mengolini and Debarberis, 2012). It usliedyn
a survey to elicit information from operators. This approach works most effycveimén it is
part of a continuing program and not just a single solicitation. The people supplyimgatiéor
for a critical incident program are generally encouraged to provide satfidentification
information so that they can be contacted by the investigators if neceskamgver, this
request for personal disclosure can discouragponse. In all case®er proper implementation
of this specific technique, the individuals providing information must have their identity
removed from any reports so tiaher individuals at their place of employment cannot identify
them(Ramanujam and Goodman, 2011).

Onre effectivewayto design a system that accounts for foreseeable human errors is a fault
tree analysis (Stern and Stern, 2012). This approach is diagrarancatagjuires that the

system be logically broken down into its functional components. The relationships desag t
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components are then identified inliagramthat depictgshe elements and tinegelationships to
each other@acciabue and Cassani, 2011

Most fault trees havievo possible outconsea specific type of failure or a successful
operation. Thse possibilities anepresented at the top of the tree (Goodman et al., 2011). The
elements that result eachoutcomeare listed below. The branches of the tree illustrate the
logical relatiorships between the functional elements. Some fault tree analyses will include a
probabilisticrisk assessment (PRAhatcalculateghe statistical probabilities associated with
each branch of the tree. This approach to accoufdirfgreseeable human errors has the
advantage of being a tajown analysishatbegins with the postulate of an outcomier—
example, in the case of a nuclear power plant, a reactor core bRzachr{ujam and Goodman,

2011).

2.7. WNEXPECTED EVENTS

Unexpected events are a type of abnormal behavior of systems (Daug2@1 B)l. They
are oftencaused by human errors and result in the loss of productivity. Many of the more
popular practices and methodologies applied in systems engineering dduuet tfee chance of
unexpected events. However, engineers can reduce these operational risksket ety
account the limitations of human operators when interacting in a systenvéleliKunkel, and
Lawrence, 2012)As with foreseeable errors, Echnology advances and complexity grows, the
possibility of unexpected events wiite and willrequire added analysis aremediation

Many mishapsthough considered unavoidalkéee attribuableto some type of user error
(Karakosta, Pappas, Marinakis, and Psarras, 2013). Human limitations provide numerous

chances for unexpected events to occur. Usability engineering can frequemtlgsak of the
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problems, but this approach requires significant knowledge of system behavior iroorder t
integrate safeguards (Mengolini and Debarberis, 2012). The method® nsédate risks of
human erromust be integrated within the systémough engineering practices. This involves
theaddtion of guidelines and methodis traditional system engineeritgprotectthe system
from unexpected events. These guidelines are based on a study of the known faduvesyst
with system engineers, and backgrouveskarch (Saest al., 2010).

To understand unexpected eventss helpfulto classify them (Mohan, 2011). One
methodof classification consists difiree general categoriegperator confusion, intraystem
inconsistency, and intexystem mismatches. Operator confusion occurs when there is a
mismatch between the efator’s perception of the state of the system and its actual state; intra
system inconsistencies inclugeblemsthatoccur between units withinsystem andinter-
system mismatchesmeproblems resulting from faulty communication between different systems
(Wehrderet al, 2013.

During standard operations, the system unitsaaithply with common scenarios
(Mohan, 2011). This is often referred to as a normal system ¥tdien operatig, the gstem
units are receiving event informatioAn event is considereabrmal if a unit is designed to
respond properly tthe specific eventlf the unit is not designed to respond to the specific event,
then the event is describad a slip. Many slips are caused by hardware faults or an unexpected
actionby the user (Mengolini and Debarberis, 2012he occurrence of a slip changes the
systemto an exceptional state. A resilient syst@ith contain protocols taeturnthe systenmo
its normalstate. However, when protocols do not exist to combat the exceptional state, the next
event may result in some type of mishap or unexpected outcome. This can then beddescribe

an unexpected event (Law et al., 2013).
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Most systems are designit operation according to certain scenarios (Lelieveld,
Kunkel, and Lawrence, 2012). The responses to an evamybgfa system’sunits are designed
according to a specific operating scen@natincludes various assumptions. During normal
operations, dydem assumes a certain scenattiis isreferred toas the system context. When a
system unit receives inpirtdicatingan exceptional event, the operatgugnario may be
different (Lelieveld, Kunkel, and Lawrence, 201For example, anit failuremay result in an
operating scenarithat changes to call famit replacement. If the systé&wnits all operate
according to the chandscenario, then the system is describet@ng context-compliantf
this does not occur and some of the system’s units are not complying with the new doernext, t
the system enters a state of being cont@ansistent (Saey et al., 2010).

Events can be understood as expected if they are in compliance with the operating
scenarigwhich defines the context of operation. For all the system units to work properly, they
need to behave in compliance with grecedures thdtave been defined in the context. This
includes the operator. Unexpected events result from gw@foiechuman control in exceptional
situationssuch asan almormal event, alert, or emergency. During designpthmearyscenarios
are anticipatedbut itis impossible to predict all scenarioBo handleexceptional situations
properly and safelythe systemelieson a human agrator. In such instanceshe operator will
have unusual control over the system. It is expected that huraeastapwill use proper
judgment when appigg their exceptional controMohan, 2011).

Exceptional events have a wide range of sources (Webktdd, 2012), including
designghatdo not fit operational needs, interruptions in the normal operating procedure,
unintentional actionthatare not compliant with their contexailure to comply with a changing

context or false perceptions (Karakosta, Pappas, Marinakis, and Psarras, 2013).
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2.8. TAXONOMIES

A taxonomy classification methadn be used to classify and code errors. Such
classification is essential to analyzing data and spotting error patterns avitsstem's design.
However, when taxonomiese appliedn a nuclear setting, no single taxonomy can cover all
possible scenarios (Wallace and Ross, 200@&kxonomies arendustry-specific, and the
classifications that work for one industry may not work for another. Even withmuttiear
industry, taxonomies may change due to new data. Systems must be designed tygib tfis
rapid evolution in mind.

A traditional systendesign is based on the assumption that certain recgpestdfications
will be met (Dauer et al., 2011These specifications are basedurn on a requirement analysis
performedn accordance witdefined scenarios. In practideweverspecifcation documents
are often not well associated with conceivable scenarios (Lelieveld, Kunkelaamdrice,
2012). Furthermore, most documentspoocedure specificatiord not describe the
relationships that exist within the systeratates. They maysd not describe the appropriate
desired responses to all possible events. As a consequence, the system designode tivisd
input does not includihe necessary means for matchingdstem’sactivity with the operating
scenarios (Law et al., 2013).

It is common forasystens behavior to be properly understood oafter anincident
occurs(Christoudias and Lelieveld, 2013). This means that during the desigvethiethat
resulted in a mishawpas not anticipatedFrequently, this is due to nobnsidering alpossible
statesf the systenduring system designit is crucialto solve this problem by thoroughly
researchinghe maximum number of possildeenariogo ensure that a complex system will

operate safelyProper protection against wpected eventsequires formalizing them within
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operational scenarios. There must also be a cidsgonshipbetween the state of the system

and the scenario (Lelieveld, Kunkel, and Lawrence, 2012).

2.9. THE INTERNATIONAL ATOMIC ENERGY AGENCY

Thelnternational Atomic Energy Agency (IAEA8 a crucial stakeholder in the global
nuclear industry. Rkvas establisheth 1957and still operates as autonomous organization
promotingthe useof nuclear power for peaceful purposes (Thomson, 2011).|AE& also
seeks to reduce the use of atomic energy for weapons or other military puipfsestions
independently from the United Nations but reports to the U.N. General Ass@vidrigolini
and Debarberis, 2012).

The IAEA has three basic concersafeguards and verification, science and technology,
andsafety and security (Perko, Turcaamd Carlé, 2012). Thesimee conceptanderlie all
missions carried out by the IAEA. In its interaction with the U.N., the IAEA gdéigenterfaces
with theSecurity Council. The IAEA is composed of three general botlieSecretariat, the
General Conference, and the Board of Governors (Budnitz, 2010).

ThelAEA hasthree primary functions (Mengolini and Debarberis, 2012). It acts as a
hub for the myriad fields of science, and it considers how nuclear technology can liellyeace
applied. It also ensures the security and safety of atomic facilitiegthstandards araly
providing information on the nuclear industrjo fulfill its mission, the IAEAinspects the
world’s nuclearfacilities to ensure that they are being run properly and used in a peaceful
manner.As an illustration of theliversity of nuclear sciencectivities in 2004 the IAEA
introduced the Program of Action for Cancer Therapy (PA®@I@ response& developing

countries needfor moderntreatment programs ugjmadiotherapy (Hogberg, 2013).
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2.9.1. THE INTERNATIONAL NUCLEAR EVENT SCALE

In 1990, the IAEA introduced the International Nuclear and Radiological Everg Scal
(INES) (Loomis, 2011) to provide simple and readily understandable informationralubehr
incidens. The scale is logarithmic and similarconcepto the scaléhat measresthe
magnitude of earthquakesach new level on the scal€lid times as severe as the previous one.
For earthquakes, intensity can be evaluated in a quantitative fashion. Howewegentgigf the
severity of a nuclear incident ameore subjective and require extensive investigatfor. this
reasonanINES levelis generallynot assignedo an incident untia significant period of time
following the event. Unfortunately, this means that the scale is sometimeshutfaisrapid
deployment of disaster aid (Marques, 2011).

The INES has sevdavels from theleast severe to theost problematic: anomaly,
incident, serious incident, accident with local consequences, accident with wideyu=omnsss,
serious accident, and major accid@éraw et al., 2013) The first three levels are sometimes
grouped togetharnder the category @tomic incidents; thaighest four categoriese referred
to asnuclear accidest An eighth level, referred to asdeviation ofevel O, indicates an even
with no safety significance For example, a reactor might need to be shut dmeause
cooling circuit leakegdbut the event is not an atomic incident or accident if it doesesaott in
therelease of radioactive substances (Marques, 2011).

The first level of the International Nucleand RadiologicaEvent Scalean anomalyis
achieved when member of the public is exposed to radiagseeedinghe yearly statutory
limits (Loomis, 2011). This could be a minor problem involving safety components. However,

there are significant defenses against harm. The second level is knowin@demt and results
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Figure 1. The International Nuclear and Radiological Event 8ale(NRC website, n.d.).

in a worker being exposed to radiation beyond the yearly statutory limits t(iCioliess and
Lelieveld, 2013). It may also invoheemember of theublic being exposed radiationlevel
in excess oflOmillisieverts (mMSY. Typical problems at this leveiclude improperly packaging
radioactive sealed sources, theatingof anorphan source of radioactivitiiat is still sealedyr
the discoveryf a significant problem with safety provisions. The immgddevel 2 problers on
radiological barriers and contratan result in substantial contamination at the facility.
Radiation levels in the operating area will exceed 50 mSv (Hogberg, 2013).

Level 3is considered a serious incident (Dauer et al., ROAlthoughthere maye
severe contamination within the problem area, it is not likely that the public vakesed to
significantradiation. Workers in the area may be exposed to radiation Exadethg 10 times

the yearly limit People may experience nlathal healh problems such as radiation burns. An
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example of a Level Bicident isthe deliveryof asealedhighly radioactive source withotite
observance addequate proceduresd standards (Thomson, 2011).

Thefourth levelof theINES s an accidentvith local consequences (Dauer et al., 2011).
Substantial amounts of radioactive matenay bereleasedand public exposure is highly
probable. he fuelmay be damagedesuling in more thar0.1% of the core inventory being
released. The resslwill likely includeat least one deafnom radiation (Hogberg, 2013).

The fifth levelis an accidentvith wider consequences (Loomis, 2011). The probable
result here is theelease of significant quantities of radioactive matewéh a substantial
probability of public exposure. eSere damag the reactor corenay also occur, along with
multiple deaths frommadiation andalimited release ofadioactivematerialinto the environment
that mayrequire countermeasures (Law et al.,201

The sixth levebf theINES is a serious nuclear accident (Dauer et al., 2011). This
includes a release of radioactive material into the environthahtequires the use ofll-
plannedcountermeasurg8udnitz, 2010).

The highest levedf the INES level seven,d a major nuclear accident (Mengolini and
Debarberis, 2012) that has a significant impact on both the environment and people. iRadioact
materials are releas@dlarge quantities, and both extended and well-planned countermeasures
must be used. @y been two events history have reached this level (Christoudias and
Lelieveld, 2013).

Table 1 summarizes the INES levels.
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Table 1. International Nuclear Events Scaléinternational Atomic Energy Agency, 2002)

NATURE OF THE EVENTS

CRITERIA OR SAFETY ATTRIBUTES

OFF-SITE IMPACT

ON-SITE IMPACT

DEFENSE-IN-DEPTH
DEGRADATION

7 MAJOR ACCIDENT

External release of a large fraction of the radioactive material in a large
facility (e.g., the core of a power reactor). This would typically involve a
mixture of short and long-lived radioactive fission products (in quantities
radiologically equivalent to more than tens of thousands of terabecquerels
of iodine-131). Such a release would result in the possibility of acute health
effects; delayed health effects over a wide area, possibly involving more
than one country; long-term environmental consequences.

MAJOR RELEASE:
WIDESPREAD
HEALTH AND
ENVIRONMENTAL
EFFECTS

6 SERIOUS ACCIDENT

External release of radioactive material (in quantities radiologically
equivalent to the order of thousands to tens of thousands of terabecquerels
of iodine-131). Such a release would be likely to result in full
implementation of countermeasures covered by local emergency plans to
limit serious health effects.

SIGNIFICANT
RELEASE: LIKELY TO
REQUIRE FULL
IMPLEMENTATION
OF PLANNED
COUNTERMEASURES

5 ACCIDENT WITH
WIDER

External release of radioactive material (in quantities radiologically
equivalent to the order of hundreds to thousands of terabecquerels of iodine
131). Such a release would be likely to resultin partial implementation of
countermeasures covered by emergency plans to lessen the likelihood of
health effects.- Severe damage to the installation. This may involve severe

LIMITED RELEASE:
LIKELY TO REQUIRE
PARTIAL
IMPLEMENTATION

SEVERE DAMAGE
TO REACTOR CORE
/ RADIOLOGICAL

CONSEQUENCES damage to a large fraction of the core of a power reactor, a major criticality |OF PLANNED BARRIERS
accident or a major fire or explosion releasing large quantities of COUNTERMEASURES
radioactivity within the installation.
External release of radioactivity resulting in a dose to the critical group of SIGNIFICANT
the order of a few millisieverts. With such a release the need for off-site
protective actions would be generally unlikely except possibly for local food [MINOR RELEASE: DAMAGE TO
4 ACCIDENT WITH REACTOR

LOCAL
CONSEQUENCES

control.- Significant damage to the installation. Such an accident might
include damage leading to major on-site recovery problems such as partial
core meltin a power reactor and comparable events at non-reactor

PUBLIC EXPOSURE
OF THE ORDER OF
PRESCRIBED LIMITS

CORE/RADIOLOGIC
AL BARRIERS/FATAL

. . - L EXPOSURE OF A
installations.- Irradiation of one or more workers resultingin an
. - WORKER
overexposure where a high probability of early death occurs.
External release of radioactivity resulting in a dose to the critical group of
the order of tenths of a millisievert. With such a release, off-site protective
measures may not be needed. On-site events resulting in doses to workers
- L SEVERE SPREAD OF
sufficient to cause acute health effects and/or an event resulting in a severe |VERY SMALL RELEASE:
CONTAMINATION/ [NEAR ACCIDENT NO

spread of contamination; for example a few thousand terabecquerels of

PUBLIC EXPOSURE AT

3 SERIOUS INCIDENT activity released in a secondary containment where the material can be A FRACTION OF ACUTE HEALTH SAFETY LAYERS
returned to a satisfactory storage area.: Incidents in which a further failure |PRESCRIBED LIMITS EFFECTS TO A REMAINING
of safety systems could lead to accident conditions, or a situation in which WORKER
safety systems would be unable to prevent an accident if certain initiators
were to occur.
Incidents with significant failure in safety provisions but with sufficient
defense-in-depth remaining to cope with additional failures. These include
events where the actual failures would be rated at level 1 but which reveal SIGNIFICANT INCIDENTS WITH
significant additional organizational inadequacies or safety culture SPREAD OF SIGNIFICANT
2 INCIDENT deficiencies. An event resulting in a dose to a worker exceeding a statutory CONTAMINATION/ FAILURES IN SAFETY
annual dose limit and/or an event which leads to the presence of significant OVER EXPOSURE PROVISIONS
quantities of radioactivity in theinstallation in areas not expected by OF AWORKER
design and which require corrective action.
Anomaly beyond the authorized regime but with significant defense-in-depth
remaining. This may be due to equipment failure, human error or procedural
inadequacies and may occur in any area covered by the scale, e.g. plant ANOMALY BEYOND
operation, transport of radioactive material, fuel handling, waste storage. THE AUTHORIZED
1 ANOMALY Examples include: breaches of technical specifications or transport OPERATING
regulations, incidents without direct safety consequences that reveal REGIME
inadequacies in the organizational system or safety culture, minor defects
in pipework beyond the expectations of the surveillance programme.
Deviations where operational limits and conditions are not exceeded and
which are properly managed in accordance with adequate procedures.
Examples include: a single random failure in a redundant system discovered
0 DEVIATION during periodic inspections or tests, a planned reactor trip proceeding NO SAFETY SIGNIFICANCE

normally, spurious initiation of protection systems without significant
consequences, leakages within the operational limits, minor spreads of
contamination within controlled areas without wider implications for safety
culture.
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2.9.2.SAFETY ANALYSIS OF NUCLEAR POWER PLANTS

The IAEA is responsible for regular safety analysesuaiear facilitiegPrasacet al
2011) These analyses evaludite phystal environment at the nuclealants. They are
intended to demonstrate that the progagiety requirements have been met for all types of
initiating events These requirements includesatingpolicies for ensuring the integrity of the
barriersprevening the release of radioactive materials

The IAEA conductgwo basic types of analyses of nuclear plamtsbabilisticand
deterministic safety analysis (Sugiyama et al., 20D8terministic safety analysis involves
predicting the responses to possible initiating evEsugiyama et al., 2012)There is a precise
set of rules and criteria for acceptandgsually, the criteria and rules focus on structural,
thermemechanical, radiologicalhermehydraulic,and neutronic aspects of the plant. A variety
of computational tools are used to do these analyses. The computations are done for
predetermined modes of operation and specific states of the systems. The elslgsenere
accidents with core degradation beyond the design basis, posadaigentsandaccidents that
are anticipated and transient. The resulting computations yield physiedllea andime
relatedas wellas spatial dependencies. These dependencies can include concentrations of
radionuclides, chemical compten, tangible impactand stresses to structural materialgg in
the case of nuclear power plants, problems with coolant flow teteperature, pressure,
thermal power, and neutron flux (Hashemian, 2010). When an assessment of prospective
radiological consequencesésnductedihe dependendg the potentialdose received by the
public or plantworkers

When a deterministic safety analysis is prep&oednhe purposes of pladesign it is

characterized by bounding analysis and conservative assumptions (Hashemian, B&1€gn T
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be done using aiterativeprocess within the design phase of the project. The limiting case for
the minimum margin of the acceptance criteria is determinesbfdr of the severpbstulated
sequences or initiating event§o understand the specific limiting case for a given transient or
set of transients, there must be consideration of the conseqé@iirals thathave resulted from
the external or internahitiating event(Perkins, Bensi, Philip, and Sancakatar, 2011).

A sufficient set of best estimates for conservative assumgbotise boundary or initial
conditions must be used (Hashemian, 2010). Furthermore, independent failures should be
addresse@vhich areboth coincident and limited in number.p€ator erromust also be
included. The frequency atccidentoccurrencewill decrease as each of the coincident
independent failures is considered (sce some failures occtogether, the overathance of a
failure is less than the sum of the independent failures). Only the combinationsrah#ents
with a frequency within the design basis should be of concern (Petkahs2011).

The timeframe used for a scenario should encompassything thabccurs up to the
moment when a plamichieves a stable and safe stiteperation (Sugiyama et al., 2012). The
states must be defined. time case of nuclear reactpitsis assumedhat a stable and sadéate is
present when the reactcore is properly covered and lotgrm heat removal has been achieved.
Additionally, the core must be swbtical (i.e. no fission occurring and reasonably shutdown)
and include a given margin. The safety analysis should include provisions for rgrtiwvinel
in a secure manner and storing it in another locatitar it has cooledqrasad et al., 2011).

To ensurea properdefense in deptfall the barriers and credible mechanisms of failure
must be considered (Hashemian, 2010). Limiting faults such as rod ejections and gecondar

breaksin nuclear power plants should be included in the deterministic safety analys leaks
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prior to thebreakcriterion from best estimate analysis can be used in the definition of
requirementgor structures, components, and systems (Hashemian, 2010).

Thesecond type of analysigrobabilistic safety analysiss used to ascertain the
probability of damagéeeing caused by a failure of each bar(léashemian, 2010). This type of
analysis is especially useful for evaluating the risk fromfieguency sequences that can lead
to the damaging of a barrier. In contralgterministic analysis is better suitied events that
occur frequently and are anticipated by the acceptance criRgobabilistic safety analysis is
used for evaluating whether thredepthdefenses are adequate. This might include events such
as a severe loss of coolantuclearpower plants (Sugiyama et al., 2012).

Both deterministic and probabilistic safety analyses provide important daecatent
scenariogPerkinset al, 2011) Whereadeterministic safety analysis is ugeddentify
challenges to the pgBical barrieror integrity ofsystems, probabilistic safety analysis uses data
and codes for estimation. These data and codes must be consistent with the objabgves
analysis. The results of the probabilistic analysis can be understood as sgppertiesultef
the moreconservative deterministic analyg¢idashemian, 2010).

When a probabilistic safety analysipisrformeda fault tree is often usdéiashemian,
2010)to confirmwhether the assumptions madehe deterministicalculationaboutthe
availability of the systems are corre€tor example this approach might be applied in
determining the potenti&r common cause failures or the establishment of minimum system
requirements. The pbabilistic safety analysis fautiee can also be uséa determine whether
the technical specifications are adequate and to identifypdiséimportant individual potential

failures(Prasad et al., 2011).
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2.9.3. THE UNITED STATES

Althoughnearly all countriesvith a nucleaindustry areegulated by théAEA, the
United States is an excepti@rasad et al., 2011), monitoriitg nuclear facilities through an
independent governmeagency the Nuclear Regulatory Commission (NRC). This agency was
formed following the Energy Reorganization Act of 198gthe successor agency to the U.S.
Atomic Energy CommissiofAEC). The NRC licenses and regulates tiagioris civilian use of
radioactive materials to protect public health and safety, promote the commosedafel
securiy, and protect the environment. TIRRC's regulatory mission covers three main areas:

e Reactorscommercial reactors for generating electric pqwed research and test

reactors used for research, testing, and training.

e Materials uses of nucleamaterials in medical, industrial, and academic settings and

facilities that produce nuclear fuel

e Waste transportation, storage, and disposal of nuclear materials and waste, and

decommissioning of nuclear facilities from serviblRC website n.d).

For the purposes of NRC administration, the United States is divided into four regions
(Perkins et al., 2011). Region anmeludes thenortheastern United Stataggion two consists of
the southern states, region three is the Midwest, and region four covers theestnathaad
western stateas well as Alaska and Hawaii. Nationally, the NRC oversees mord @ian
nuclear reactorthat produce powerlang withseveral fuel cycle and waste facilities. There are
also 3 nuclear reactorehich are permanently shut down argeverahew reactors under
construction (Sugiyama et al., 2012).

There are multiple levels oégulatory oversight of U.Swclear facilities. The first of

these consists of resident inspectors who are charged with monitoringritie gddy

48



operations.Resident inspectors are generally found at nuclear power plants, wheregsliiel ¢
facilities are assigned project inspectors that are responsible foatitebut not permanently
stationed orsite. NRC inspection teams inspeahl aspects of plant operation and administration
throughout an inspection cycle. Special inspection teams can also be charteredig@iaves
events, violations, and possigistleblower report§Sugiyama et al., 2012).

The United States currently hesoperation agreements with the IAEA (Perlenal,
2011). Prior to the early 1970s, the United States had no agreement with thecbkASig
concers that the United States would have an industrial and commercial advantage aver othe
countries whensing nuclear energy for peaceful purposksresponse to this concern, the
United States entered into an agreement with the IAFEAuclear plant inspectiorlhe
agreement excludes any facilities that producing or using nuclear power for natioealsity.
In 1993,the United Stateagreed to place any nuclear material in excess of its defense needs in

storage according to IAEA standards (Prasad et al., 2011).

2.10. FLUCTUATIONS IN THE NUCLEAR INDUSTRY

TheMarch 2011 disaster at the Fukushipmaver plantad a significant impact on public
opinion concerning atomic policies (Law et al., 2013). For example, the Chinesargewuér
stopped all its nuclear projects. Public support for any type of atomic power inghbliR®f
KoreadisappearedGermany and Belgium enacted legislation to eliminate nuclear power by the
second decade of the 21st century. Switzerland and the Netherlands also stoppedasygroje
build additional atomic power plants. Other world governmaists revisitedheir plans for

nuclear power (Sharma and Arora, 2011).
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The global reaction to the Fukushimaclear power plant accident was different from
that inproceeding accidents (Christoudias and Lelieveld, 2013). In 2011, 19 atomic reactors
were completely shut down, 18 of them as a consequence of the problems at Fuk@stiyma.
seven of these reactors have resumed opersitice Germany, lie first country to begin
operating a new reactor following the Chernobyl incidelitsed eight reactors afteukushima.
Fouteen months after #tnuclear accident, Japan had only one reatiibin operaion (Perko,
Turcany and Carlé, 2012).

In 1992, the World Nuclear Industry Status Report was established (Saey et al., 2010).
This report was first designed to assess the glafyactof the Chernobyl incident on the
nuclear industry. The report predictibatfewer atomic plantsvould be constructedDuring
the first decade of the 21st century, this prediction has been confirmed widipithg@rowth of
competitors to nclear power such as solar and wind power (Lelieveld, Kunkel, and Lawrence,
2012). Public concerns regarding safete not the only disadvantages facing atomic power
plants as their onstruction frequently involves cost overruns, construction delays, and long lead
times. Nuclear power is increasingly viewed as a type of risky investhantany countries
are choosingo avoid (Thomson, 2011).

In 2012, 31 countrielBad nuclear fission reactors for gerposes of producing energy
(Perko, Turcanu, and Carlé, 2012). The ardwreactorto come onlindetweern2010and2012
was the Bushehr reactor in the Islamic Republic of Iran. In 28afe thar?,500 klowatt hours
of electricitywereproduced at nuclear power plarapproximatelyequivalent to the amount
producedn 2001and5% below 2006, which was the highest production year for nuclear power.
In 1993, the proportion of adllectricity produced by atomic power reached its highest level at

17% by 2011, tle percentage had falléo 11% (Christoudias and Lelieveld, 2013).
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In July 2012, there were 429 nuclear reactors operating in 31 countries (Sharma and
Arora, 2011). Thisvas a decline from thé44 plants operating in 2002. By July 2012, Japan
had shut down 49 of its 50 nuclear power plants. Conversely, in 2012, 13 countries were
building newnuclearpower plants, down slightly from the 15 countries reported in 2011. In
2012, theotal number of nuclear reactors under construction increased to 59. Howevegsghis
far below the peak of 234 nuclear construction projects in 1979 (Shat2013).

Even though reactors continue to be built, their dwindling numbers dtadtre
uncertainty of the use of nuclear power for energy (Perko, Turcanu, and Carlé, R12).
2012,nine reactor®iadbeen under construction for over 20 years. The longest construction
period belongs to Tennes&®atts Bar Nuclear Generating && Unit 2 which began
construction in 1973 but, due to several complicatiaas,na completeduntil 2015
(Christoudias and Lelieveld, 2013). Currently,M&learpower plants under construction have
been associated with significant construction delays. More than 70% of the plamts unde
construction are located in Russia, China, and India. These three countries have nat provide
reliable information about the stst of their atomic power plant construction. Nevertheless, it
generally accepted that more than lwdifthe Russian nuclear power plants under construction
are experiencing delays of at leasveral year§Gangyang, Song and Zhang, 2011).

Ordinarily, long lead times for atomic power planésult fromlong-term planning,
extended construction times, dedgthylicensing procedures (Sharma and Arora, 2011).s&he
projects also requirexeensive site preparation and complex financing. All these dbsthave
reduced the number akwnuclear power plant construction projects or grid connections. The

averageoperating age of the atomic power plants has been steadily increasing andats now
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about27 years Some d the facilities havdoeen operatingetween 40 and 60 years (Dauer et
al., 2011).

Whereaghe United States licenses nuclear power plants to operate for 40 years, many
countries do noplacea time limit on their licenses (Law et al., 201&)n the other hand,
France which firstbegan opeating an atomic reactor with pressurized watek9i7, has a
policy of conductingan indepth inspection of nuclear power plants oeaeh decadand has
permitted only two plants to operate beyond 30 ye@hese two are schedulddr permanent
closurein 2016,before they reactheir 40-yearanniversary of operation (Mengolini and

Debarberis, 2012).

2.11.THE NUCLEAR DEBATE

Numerous costlyncidens have occurreat nuclear facilities in the United States
(Sehgal, 2012)Similar event$ave occurred worldwide and are not uniquartg one particular
country. In nearly every incident, the cause has been isolated and steps haveeeen tak
alleviate problems and prevent future incidents. However, thousandgratiego various
piecesof equipmentake placeoverthe lifetimeof a nuclear facility. The vast majority of these
changes do not result in difficulties. Although there is no way to know with centelivaiy
problems have been averted through technological improvementsni segsonable to assume
that these upgrades have reduced the number of incidents; in other words, fewergiratddem
beencreated by the new technology than would have resulted without the changes (Woods et al.,
2010. However, it is also possible thaktintroduction of new technology increases the risk of
human error. Since changing the technology associated with nucleargmasliéin ongoing and

necessary process, the question of whether technology in the complex systemsaof nucle
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facilities decrease human performance and increatbeschance of incidesits an important

guestion tanvestigate.

2.12.CHAPTER CONCLUSION

This literature review hasovered a wide range of topicdated tahe intersection
betweerhuman performancand the operation @he complex systempresent at nuclear
facilities. The review began by explainisgill-based, rule-based, and knowledgesed
behaviorsthe concept of escalation atigen discussed active, latent, and foreseeable errors,
followed by the concept of unexpected events. The chapter then considered issuktorelate
nuclearpower ingeneral. Nuclear facilities were depictecbas of humanity' greatest
technological achievements, yet extremely dangerous fathildy’s operatingimits are
exceeded Nuclear facilities in the United States and globally were described, alongheith
regulatory functions of thenternationalAtomic EnergyAgencyand the U.S. Nuclear
Regulatory Commissiotthe International NiclearEvent aleusedto assess the severity of
nuclear incidents, methods of conductsadety analyss of nuclearfacilities, and the ongoing

debate over the benefits and risks of nuclear plants.
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CHAPTER 3: RESEARCH METHODS

3.1.CHAPTER INTRODUCTION

This chapter describémw the present observatiomakearclstudywasconducted. It
begins by discussing the research dedigiiowed by the methods usett.thenexplains how
theinformation for the studwasobtained, covering thmaterialsandinstrumentsalong with the
data collection, processing, aadalysistools used. The chapter concludes with a discussion of

the study’smethodological assumptions, limitations, and ethical assurances.

3.2.RESEARCH DESIGN

The research desigrsed in thisnvestigationis that of an observational study (Creswell,
2013). An observational study draws infererfces the effectof certain variables on a
situation. To draw those inferences, the situations must be dividesvintategories,
representing a treatmegtoup and a control group. This is different from a traditional
experimentin which subjects are randomly assigned to a control grouptioe toeatment
condition. The observational approaslisedwhen the investigator does not have sufficient
control over the situation to assign subjects to various groups. In the caseddbnt
research, the nucletacilities are grouped into thogkathave had accidengs a result of
technological changeshich affed the way the operator interacts with the systemd thoséhat
havehad accidents, but determined not to be caused by the introduction of technologicas chang
which affect the way the operator interacts with the sygioCoy, Alamaniotisand
Jevremovic, 2013). Theacilitiesthat had accidentss a result of technological changes which
affect the way the operator interacts with the systeawonsidered the treatment group,emias

the nuclear facilitiethat have had accidents, but detemimot to be caused by the introduction
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of technological changes which affect the way the operator interacts witrsteensyre the
control group. The variablfecting these plan{s.e., the treatmentis advances in technology
that affects the way the operator interacts with the syfitaohell andJolley, 2013).

It is not feasible for any researcher to conduct an experimenwthgd involve requiring
nuclear facilitiedo use certain technologies. Therefore, the effect of these changing
technologies on thiacility must be observed after the fact. The observational study is an
excellent method of collecting reaforld information. i this case, it is the most suitablay to
assess evidence of theksrelated to the introduction of new technologieawatlearfacilities.
The observational study can be used to formulate hypotheses that can be tebtad in ot
experiments. lItis also a good waygenerate data thaan be used to formulate effective
policies and safeguards for the nuclear industry (Creswell, 2013).

When a randomized experiment cannot be comdii@ny alternativenethod, including
the observational approach, will suffer fréne fact that the treatment has been applied in a
nonrandom fashio(Mitchell andJolley, 2013)resulting in potential experimental hids the
caseof this study, the application of the treatmehhewtechnology was not randgmeaning
that bias may have beeantroduced into the results (Creswell, 2013). For example, it duuld
that thefacilities that underwent technology changese olderon average, with the result that if
these facilities had a higher prevalence of incidents, facility age could beragite
explanation rather than the introduction of the new technology. In such situdt®bgsthing
thata researcher can do is to examine the data caredullicipating potential problems and

attempting to gauge their impgditchell andJolley, 2013).
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3.3.METHODS

The INESwasused to determine whethan event at a nuclear facility readree
sufficient level of severity to be considered in this study. As discussed inicBapie IAEA
adopted the INES as a methodqjaickly and efficiently communicating the safety significance
of incidentsoccurring at nuclearfacilities. Ratings on the INES are subjectiviBecausenuclear
facilities are manmade, unigue, and vastly different in design, incidents agcatrthese plants
aresubject to certain interpretations whame attempts to estineathe magnitude of the problem
(McCoy, AlamaniotisandJevremovic, 2013). In the present study, only incidents ratesvat
3 or higher wereconsidered sufficiently severe to be included (Sugiyama et al., 2012). In the
United States, the NR@vhich carries responsibility for atomic safety in this country but
cooperates with the IAEAJses a nuclear event scalmilar to the INES anttansferdts ratings
to thelNES for reporting purposes (McCoy, Alamaniotis & Jevremovic, 2013). For the purposes
of this study, ratings from the INES were used after the numbers wereteohve

The information used for this stughiasavailableon regulatory agenayatabaseand in
books detailing the investigation results of the incideAtgilableinformation on incidentat
Level 3or higherandplantdata from theéime period befor¢heincident occurred eregathered

to determine the levelf technological advanagentimpacting human operators at the facility.

3.4.MATERIALS AND INSTRUMENTS

The IAEA and NRC both report @vents thathey have investigatg@Prasad edl.,
2011). However, possibly due to the diverse nature of thitures, policies, angtlevantiaws,
the IAEA data ar@ot as complete or detailed th®se provided by the NRC. As explained in
chapter 2, NRC information is converted to INES levels. This sigdgthe event notification

reports of the NRC anits predecessor |$. regulatory agenci¢bcCoy, Alamaniotisand
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Jevremovic, 2013). Thispproachprovided an opportunity to use a standardized systam
assessethe severity of eachuclear event while taking advantage of the more detailed reports
released byhe NRC.

Only events reaching INES Level 3 or highemwereused. Since this study began in
2013 and the cause of the only 2 incidents that occurred between 2011 and 2012 had not been
determined at the time of the stytlye time period examinegasfrom 1%5 through 2010.
There were two reasons for using only those events reatlevg) 3and above Firstand most
importanty, anyincident belowLevel 3is relatively minor and unlikely to cause death, injury, or
a problematic release of radioaetimnaterial. Second, | wanted to work with a reasonable
number of incidents. As the incident ledelcreases, the occurrences increase exponendiatly
using incidents belowevel 3would involve processingnoverwhelmingamount of data due to
the excellentaily reporting criteriaapplied bythe NRC In fact, most days contain multiple

reportsof eventsbelowthe Level 3threshold.

3.5.DATA COLLECTION, PROCESSING, AND ANALYSIS

Data collection for thistudy began with an examination of the event notification reports
provided by the NRC (Hashemian, 2010)dentified all events a severity level o8 or higher
from 1999 to 2012. Information on serious events prior to 1999 was obtained from books
addressing thtopic, on the basis of which | determined whether the incident would have been
classified as Level 8r higher on the INES.

After identifying allU.S.incidents neeting this criterion for the 5fear time frame, |
sought information online regarding technologidahngest the plant shortly before the event.

Examples of technological changes include system and/or component upgradesegnigee int
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alterations, and control system changéle eventsverethencategorizeds to whether they
followed the implementation déchnologicathangeshat may have affected how personnel
interacted with the facility’s system§&hanges that did not affect interaction between people
working at the facility and its systems were discounteat. example, chang@s the speed with
which informationis passed between computeveuld not normally be likely to affect the
performance ohuman operatorstHHowever, ifsuch achange modifid the way in which the
operators interacteadgithin the system, thethis would beconsidered a relevant technological
change.

The statistical analysid the data will make use oftaest Rutherford, 2011). This type
of analysis is sensitive to the type of data being used. If the INESNeweluseds a measure
of the problem created by an accident, the accurastatsticalanalysis would be impaired due
to the logarithmic nature of ttezale Therefore, an alternative numeric measure is used to
maintain the integrity of thetest (Creswell, 2013).

Data can be roughly divided into nominal, ordinal, interval, and ratio types (Mitaiel|
Jolley, 2013). The nominal type of data is also knawgualitative.One example of this type
would be ethnicity. An ordinal scale follows a rank order but does not account foratinesrel
difference between the categories. An interval scale accounts for the degfesrerfick
between items, but ndté ratio(e.g.,temperature The ratio scale means that the data indicates
the magnitude of a given continuous quantity present. An example of this would be am electr
charge or mass (Steinberg, 2011).

The measure to be used for determining the deleterious effects of a nucleanrtirscite
cost of the incidenh U.S. dbllars. The reports on U.S. incidents contain cost estimates;

accounting for inflation is necessary for comparison purposes, so all amourdpiatedsfor
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inflation to 2005 dollars. A dollar amount hegerovalueand is thugonsidered a ratio scale.

This is an appropriate type of data for conductitgest Rutherford, 2011).

3.6.METHODOLOGICAL ASSUMPTIONS

One significanmethodological assumption of this stuagsthat the reporting of events
by theregulatory agencidgs accurate A report could be inaccuratiethe staff of theregulatory
agency under-report or do not correctly portray inciddrgscome to their attention.

An additional methodological assumptiaasthat! would be able taleterminereliably
whetherthe incidentgollowedtechnological changed.attemptedo reduce bias in thiggard
by recruiting coleagues to asseasailable information on the incidents and assess whether, in
their judgment, any relevatgchnological changes had occutrégrovided my colleagues with
all the data that | had located and invited them to do further research if ngtesstrer
corroborate or refutemy assessmentThere were no inconsistencies between my colleagues’
determinations and my own, confirming that | was not inadvertently influencirgutbemeof

the study by placing incidents in the wrong group.

3.7.LIMITATIONS

This research libseveralimitations. One limitatiorwasthe possible inaccuracyf the
information provided by theegulatory agencies on eaicitident As noted in the previous
section it is conceivable that the agency reports contained some errors. There istodoeay
abolutely certain that the da@recorrect.

Another problem wagelated tahe assignment of each incident to the treatment or
control group. Even with colleagues corroborating my work, it cannot be known with certainty

that this classification method was reliable.
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A more basic problemwith theanalytical methodologwasthat it is not a traditional
experimen{Mitchell andJolley, 2013) Of course, given the subject of the study, a traditional
experiment is not feasible. Nevertheless, an observational study is inhexssifhpWerful than
a traditional experiment in which thhesearcher can manipulate threatmenthrough random
assignmento multiple groups.It is possible thatonfounding factorsvere present that affected
the analysis. For exampléjs possibleghatthefacilities with fewer technological changes were
also thosevith older equipment. iBce nuclear plants havenited operationalives, their
owners and managing entities may spend less mamégchnological upgrades as a plant
increases in age-urthermore, the older plants would probably be more proerperiencing
eventshatmust be reported to tliegulatory agencieslf so,then the effect of technological
changes would be artificially reduced due todiyag facilities having more problesbut fewer
technological changes. The potential presencemfiocinding variables one primary reason
why traditional experiments are more poweth#nother approaches such as observational
studes. This is not to say that an observatiostaldycamot provide useful informatiormf
course, but this methodologidahitation is inherent in any observatidretudy(Creswell,

2013).

3.8.ETHICAL ASSURANCES

A wide range of ethicabsues mudbe considereth research involving human affairs
(Mitchell & Jolley, 2013) Thesdssuescan be divided into six gener@tegories
communicating the results, potential for harm, confidentiality and anonyimfidymed consent,

voluntary participationand other specific issues (Steinberg, 2011).
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This study involveslatapreviouslycollected by nuclear regulatory agencies. Since the
information is publicly available, there is no issue of voluntary participation. Smoalividual
subjects involved with the research, informed consent is not an issue. The anonymity and
confidentiality of individuals who may be involvadthe reportdhiavealready been protected
because the report® not mentioranyindividualsspecifically. Thigprotection alsaninimizes
the potential for harm to specific subjects. Témaining categories ethicalissueso address
are the communicatioof the results andny otherethical issuespecific to this project

Appropriate communication of results is an important consideratitims study Every
attempthas been made account for all information availabtelevantto the study{Mitchell
andJolley, 2013) This means that alhformation foundvasreportedeven if itdid not support
the hypothesis. Furthermore, the datereported accurately without exaggeration

Plagiarism has been avoided by not copying any text directly. Insteamation
pertinent to the research has been paraphrased and appropriately referemveeithéoogiginal
authors or researchereedit for their work (Steinberg, 2011). Thidrige forbothspecific facts
and general ideas or theorg®sented

One specific ethical issymtentially relevant to this study is conflict of interest
(Steinberg, 2011), whicbccurs when the researcher has an interest in the outcome of the
experimenfor some extraneous reason. For example, a physician reporting the outcome of a
drug trial would have a conflict of interest if he or she owsigdificant shares in a company
that hadthe rights to the drug patent. In this instance, however, |i@ates to regulatory

agencies oto any of the nucledacilities examinedMitchell andJolley, 2013)
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3.9.CHAPTER CONCLUSION

This chapter covered thmethods used to conduct the research. After a brief
introduction, the research design was explained. This studyntalthe category of
observational researchincethe treatmentould not be manipulated by the researcher. This
treatment, or independent ialrle, is thgoresencef technological change anuclear planthat
affected how the operators of the plant interfawgh complex systems. Thigsariablemust be
assessed by reviewing past performance historysamat within the researcher’s control.
Therefore, there is no randomized assignment in this st8ace the treatmemtasapplied in a
nonrandom fashion, bias cowdcur.

Information from the IAEA and NR@asused to identify nuclear incidents. Only
incidens at severityLevel 3or higher on théNES were includedn the study.Thislimitations
kept the amount of data to be analyzed at a reasonable levelaciiies weregrouped
according to whether théhyad undergone technological upgrattes affectednow the plant

operdors interactedvith the system prior to thacident
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CHAPTER 4: FINDINGS

4.1.CHAPTER INTRODUCTION

This chapter describes teudy’sfindings. Table2 describes the incidestated at_evel
3 or higher on the INEshatoccurred at U.Sauclearfacilities from 1%5to 2010, includinghe
date of the incident, the cost, and whetherr&lentwas due to human error after new
technologies were installed.e&Appendix A for a description of each incident hod it was
classified as eithetue or not due to human operator error when working with new technologies.

The final section in the chapter presents the findingkedtatistical analysis

Table 2. Incidents at United States Nuclear Reactors from B% until 2010

Cost (n Due tgﬁl—égrplz‘r:v Error
Date Location Incident Description m(;l(l)lltlngrss )of Technologies Were
Installed

February 1, | Vernon, Vermont | Underground pipes at the Vermont Yankee Nuclear

2010 Power Plant deteriorated and leaked radioactive 695 No
tritium into thegroundwater supply.

September | Crystal River, Duringanattempt to replace the steam generatof

10, 2009 Florida the structure was crackadtimately resuingin a 1,000 Yes
permanent closure of the facility.

March 6, Erwin, Tennessee | The nuclear fuel services plant spilledlérs of

2006 highly enriched uranium. This caused a shutdown 95 Specifics not available
of the facility for more than seven months.

August 4, Buchanan, New The Entergy Indian Point Nuclear Plant leaked

2005 York strontium and tritium into an underground lake o8 No
from 1974 until 2005.The incident was the
discovery of the longunning problem.

June 16, Braidwood, Illinois | The Braidwood nuclear station leaked nuclear

2005 contaminants and tritium into the losghter 40 No
supply.

January 15, Bridgman, A fault in the primary transformer for the Donald

2003 Michigan C. Cook Nuclear Generating Station resulted in & 95 No
fire thatdamaged the backup turbines and main '
generator.

February Oak Harbor, Ohio | Severe boric acid corrosion of a reactor headedre 600 Yes

16, 2002 the DavisBesse reactor to be closed for two years.

February Buchanan, New An NRC alert was issued after a steam tube 2 Yes

15, 2000 York ruptured at Indian Point Unit two.

September | Lower Alloways A majorfreon leak at the Hope Creek Nuclear

29,1999 Creek Township, Generating Station caused a ventilation chiller tg 18 Yes

New Jersey trip. This resulted in a release of toxic gas that

damaged the cooling system.

May 25, Waterford, A steam leak in the feedlater heater caused a

1999 Connecticut manual shutdown and damage to the control board

. : 6 No

annunciator located at the Millstone Nuclear Power
Plant.
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Table 2. Continued

Cost (in millions

Due to Human Error
after New

Date Location Incident Description of dollars) Technologies Were
Installed
September | Bridgman, Cook units one and two were shut down due to g 10 No
9, 1997 Michigan failure in their ice condenser containment systens.
September | Seneca, lllinois The surface water systems failed and resulted in
20, 1996 closure ofunits one and two dhelLaSalleCounty 69 No
Nuclear Generating Statidar more than 24
months.
September | Clinton, lllinois A reactor recirculation pump failed, leaditigthe 36 Yes
5, 1996 shutdown of the Clinton boiling water reactor.
September | Crystal River, Malfunctioning equipment led to extensive repai 378 No
2, 1996 Florida and a shutdown of Crystal Rivenit three.
May 15, Morris, lllinois Rapidly reduced water levels at thigclear fuel : :
199y6 rea?:to?/core led to a shutdown of the Dresden Inform:?mon not Informf_:\tlon not
; . available available
Generating Station.
February Waterford, A leaking valve forced the shutdown of the
20, 1996 Connecticut Millstone Nuclear Power Plastunits oneandtwo,
. . ] 249 No
and there were associated multiple equipment
failures.
May 16, Lower Alloways There was a ventilation systems failure at Salem 32 No
1995 Creek, New Jersey| units one and two.
January 14,| Wiscasset, Maine | A crack in the steam generator tubes at the Mair]
1995 Yankee nuclear reactor resulted in a shutdown of 60 No
the facility for 12 months.
December | Newport, Michigan | Improper maintenance led to a main turbine faily
25,1993 65 Yes
March 2, SoddyDaisy, Broken pipes led to shutdown of the reactor unit| 3 No
1993 Tennessee
February Buchanan, New A system failure resulted in the shutdown of the 5 No
27,1993 York energy center.
February 3, | Bay City, Texas Two reactors shut down rapidly due to failure in 3 No
1993 the feedwater pumps.
April 21, Southport, North A diesel generator failure resulted in shutdown o 2 N
. ] o
1992 Carolina the reactor units.
November | Scriba, New York | Safety issues resulted in the reactor being shut 6 No
17,1991 down for 13 months.
March 17, Lusby, Maryland Cracks in the pressurized heat sleeves resulted 125 Yes
1989 the shutdown of two reactor units
March 5, Tonopah, Arizona | Failure of the atmospheric dump valves led to a
1989 primary transformer fire and the shutdown of the 15 No
reactor.
September | Surry, Virginia Failure of the seal on the refueling cavity caused
10, 1988 failure in the internal pipe system, resulting in a 12 10 No
month shutdown.
March 29, Burlington, Kansas| A worker was electrocuted after fallingo a
1 No
1988 manhole
December | Scriba, New York | System malfunctions caused the reactor to be s|
160 Yes
19, 1987 down.
July 15, Burlington, Kansas| A safety inspector died from electrocution due to| 1 No
1987 wire being improperly labeled.
March 31, Delta, A cooling malfunction resulted in two reactors 410 Yes
1987 Pennsylvania being shut down.
April 11, Plymouth, Equipment malfunctions resulted in a reactor 1,025 Yes
1986 Massachusetts shutdown. '
June 9, Oak Harbor, Ohio | Operator error resulted the reactor pumps being
1985 shut down and the auxiliary pumps being turned 1 No
on.
March 9, Athens, Alabama | A malfunction in the instrumentation resulted in
) . 1,850 Yes
1985 nuclear operations being shut down.
September | Athens, Alabama | Thereactor was shut down for six years due to 115 Yes
15, 1984 design problems and safety violations.
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Table 2. Continued

Due to Human Error
] n - Cost (in millions after New
Date Location Incident Description of dollars) Technologies Were
Installed
February Fort Pierce, Florida| A core barrel support and a thermal shield were 57 Yes
26, 1983 damaged, resulting in facility shutdown.
February Forked River, New | The facility failed a safety inspection and was sh 34 Yes
12,1983 Jersey down until repairs could be made.
June 18, Seneca, South The thermal cooling system of the reactor was
1982 Carolina damaged when a feedwater heat extraction line was 11 Yes
breached.
March 25, | Buchanan, New The reactor was shut down due to the steam 58 Yes
1982 York generator tubes beiamaged.
March 20, Scriba, New York | The reactor was shut down for two years due to 46 Yes
1982 failure of the recirculation system.
February San Clemente, Seismic readings resulted in a temporary reacto 1 No
26, 1982 California shutdown due to thisk of an earthquake.
January 25, Ontario, New York | Radioactivity was released into the environment 1 No
1982 due to the rupturing of a steam tube.
November | San Clemente, A worker was electrocuted after making contact
22,1980 California with an energized line of the pressurized water 1 No
reactor.
March 28, | Middletown, A partial core meltdown occurred due to a loss 0| 2483 Y
' , es
1979 Pennsylvania coolant.
February 4, | Surry, Virginia A reactor was shut down due to the steam 12 No
1979 generators havingvo faulty bundles.
June 10, Waterford, The boiling water reactor was shut down after th
1977 Connecticut buildings were damaged in a hydrogen gas 16 No
explosion
November | Brownville, The boiling water reactor was damaged &dter 13 No
5, 1975 Nebraska explosion of hydrogen gas.
March 22, | Athens, Alabama | The core cooling systems were disabled after m 2a4 Yes
1975 than 1,500 control cables were damaged by fire.
August 11, | Covert Township, | The pressurized water reactor veasit down due 11 No
1973 Michigan to leaks in the steam generator.
July 16, Cordova, lllinois The reactor on the Mississippi Riweasshut 1 No
1971 down after an electriciawaselectrocuted.
October 5, | Monroe, Michigan | A partial core meltdown occreddue to a
S ; . 20 Yes
1966 malfunction in the sodium cooling system.
July 24, Charlestown, An accidental criticality occurred due to worker 1 No
1964 Rhode Island, error.
January 3, | Idaho Falls, Idaho | An explosion occurred at the reactor tesstagion. 23 v
1961 es
July 26, Simi Valley, A partial core meltdown occurred at the reactor 33 Yes
1959 California during anexperiment.
November | Idaho Falls, [daho | There was a partial core meltdown and power 5 No
29, 1955 excursion at the breeder reactor.

Note: All monetary values were adjusted to 2005 dollar values.
Sources: Sovacool, Benjamin K. 2009The Accidental Century Prominent Energyccidents in the
Last 100 Year$.Exploration & Production Oil & Gas Review. 7 (2): 132 and Sovacool, Benjamin K
2010. “ACritical Evaluation of Nuclear Power @firenewable Electricity in AsiaJournal of
Contemporary Asia. 40 (3: 393-400.

Because the INES is a logarithmic scale, each level is rodghignes as severe as the

previous one. This means that an accident with lmmagequence$NES Level4) will be about

a thousandimes as problematic as an anom@lgvell).
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4.2.DATA ANALYSIS
4.2.1.INCIDENT COST

Thet-test was used to determiwbether a significant difference between the two groups
(incidents determined to lmaused by human error as a result of technological advandes
thosedeterminechot to becaused by human error as a resulieahnological advanceskisted
An independent samplédest determineshethertwo independent groups are different from
each other, and the two groups are not related, so an independent sdegites beusedin
this case Before conducting thietest, sincet is a parametric tesind requires normally
distributed data, the outcome variable (costs of incidents) was checked folitycanth
homoscedasticity of variance by examining the distribution of the data usiagrhisis and @
plots.

Forthe 53 incidents reported in Tlal2, the average cost of the incidents was
$190,518,900 (SD = $461,511,400). Among the 53 incidents, 22 were determined to be due to
human erroas a result of technological advaneesl 31 were notOf this latter group of 3that
did not include human error, the cost of the incidents ranged from $1,000,000 to $695,000,000,
with an average d#54,274,200 (SD = $142,559,800). For the 22 incidents due to human error
as a result of technological advandd® cost ranged from $2,000,000 to $2,483,000,000 with an
average 0%$382,500,000 (SD = $657,543,61®ee Table.

For the first assumption of thedst normality of data, the Kolmogordsmirnov test
was used to compare the scores in the sample to alpdistributed seof scores.If this test
result is significant, then the distribution of scores of this sample is signijichiierent from a
normal distribution of scores. The Kolmogor8wmirnov test was significanp € .001). Thus,

the first assumption of thtetestwas violated
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A Q-Q plot of the scores also indicatidwht the data weneot normally distributed (see
Figure2). A histogram (see Figur® reveals that the dateerepositively skewed.Therefore
the dataverelog-transformed.Log-transforming data can make skewed data more normally
distributed (see Figures 4 and 5

A Q-Q plot is a form of scatterplot created by plotting two sets of quantiles agast
another to assess normality of the ddfauantiles are not the same s aictual observations and
different ranges of values can be presengdmtive tohistograms. When the data contain
extreme values, as this study these may not beenderedn the graph as seen the histogram
(asdisplayed in Figures 4 and 5). Thuss not expectedhatthe exact ranges of valusisould
be consistent between histograms and Q-Q platethey plot differenfactors:quantiles for Q-

Q plots and actual values faistograms

5

7=

Expected Normal

-2=

I I I
W] 1,000 2,000 3,000
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Figure 2. Q-Q Plot of Cost
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Figure 4. Q-Q Plot of Log-Transformed Cost
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Figure 5. Histogram of Cost (LogTransformed)

Using the logtransformed data, an independent samiptestwasconducted.Once
again, normality ofhe data was checked using the KolmogeBonirnov test.This time, the
resultwas nonsignificant ¢ = .200), indicating that the distribution of the log-transformed cost
scores wasot significantly differenfrom a normal distribution.To test the secondgsumption
of at-test fpomoscedasticitgf variance), Levene’s test wased to see if the variances of the
groupswere equal or unequalThe resultvasnonsignificant p = .953),soit can beassumd
thatthe variances are equal and the assumpitasnot violated. On average, the leg
transformed costs of incidents determined not to be a result of human etext tela
technological advancesgere lower 1 = .92,SD = .81) than the log-transformed costs of
incidentsdetermined to be caused by humamerelated to technological advandds = 1.99,

SD =.78), and this difference was significa(il) =—4.81,p <.001, ondailed. The difference
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between the logransformed means of cost between the two groups repedselatrgesized
effect,d = 1.34. Thereforg incidents caused by human emelated to technological advances
weremore costly than incidents naheeting this criterion, thus rejecting thell hypothesis.

In addition, norparametric tests were conducted. Widcoxon-MannWhitney test is
the nonparametric equivalent to the parametric independent samrjg@st. The Wilcoxon-
MannWhitney test doesntailthe assumptionthatthe dataarenormally distributedthe
dependent variable is ordinal or continuous, and the independent variable consists of two
caegorical, independent group¥hepresentlata meet these assumptions.

The resultdrom the WilcoxonMannWhitneytest suggesta statistically significant
difference between the underlying distributiofshe cost of incidents caused by human error
related to technological advana@sdthe cost of incidents determined to not be the result of
human error related to technological advanzes4.187p < .001. The average cost of
incidentsdetermined to be caused by human error related to technological adwascg®ater
than the average cost of incidedeterminecdhot to be the result ofiuman error related to
technological advances

Another possiblevayto deal with nomormally distributed data is to remove outliers.
As seen in Figure? and 3severabutlierswere presentRemovingthe four outliers with low
costs($2,483,000, $1,850,000, $1,025,000, $1,000,000) produced a somewhat more normal
distribution (see Figure)6 However, the Kolmogoro®%mirnov test was significanp € .001).
Thus, the first assumption of théestwasviolated and the dataith the outliers removed were
not normally distributed. An indepeewt samples-test is not suggested when the data is not
normally distributed.Excluded outliers are values that are approximately steewlard

deviations from the mean.
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Sincesimply removing the outliers did not make the data normally distributechetkie
alternative was to conduct a log-transformation of the data after removing tleesolitbg-
transforming the data redutéhe positive skewness of the data, as seen in Figukétér. the
log-transfornation, the data appearedore normdy distributed (see Figure)8Normality of the
transformed data with no outliers was checked using the Kolmogorov-SmirnoV hestest
was nonsignificant © = .200), indicating that the distribution of the lwgnsfamed cost scores
wasnot significantly differenfrom a normal distributionLevene’s test was used to check for
homogeneity of variance; the result wamsignificant = .137), sat canbeassumd thatthe
variances are equal atithtthe assumptiomasnot violated. On average, the lbgnsbrmed
costs of incidents determined to not be dulewiman error related to technological advances
were lower W1 = .91, SD = .81) than the log-transformed costs of incidentsed by human
error related to technological advan¢el- 1.72, SD = .59), and this difference was significant,
t(47) =-3.69,p = .001. The results of the nparametric testagain indicate thahcidents
determined to beaused by human error related to technological advances were more costly than
incidentsdetermined tanot meet this criterion, thus further reinforcing the rejection ohthie

hypothesis.

Table 3. Average Costs for Each Incident Category

Category of Incident Mean SD Median

No human error as a result
of technological alvances (n =31) $54,274,200 $142,559,800 $9,500,00

Human error as a result of
technologicaladvances (r= 22) $382,500,000 $657,543,610 $61,500,000

Note: All monetary values were adjusted to 2005 dollar values.

OJ
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4.2.2.INCIDENT FREQUENCY

As a means durther analyss regarding the frequency of incidents, the two groups of
incidentswere examinedhdividually. A post-hod-test analysis was conducted the 22
incidents in which human error due to technolagyances was determined to be the cause.

The mediarog transformed cost (median = 4.12) was used to create two subgroups, low-
cost and high-cost, within this group of incidents. An indepensimipleg-test was condued
between the lovcost and high-cost subgroupBhe analysis revealed a significant difference,

t(20) =—.293,p < .008. More interestingasthe shape of the frequency distributions for high-
and low-cost incidents. For lower-cost incidents, theueegy of occurrence appearted
approximate a normal distribution (Figure 9he mean cost of a loweost technology-induced

incident was $30.7 million§D = $18.06million). However, the high-cost groujdot
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approximate a normal distribution (mea$734 million; SD=$797million). The frequency of
incidents with costs over $500 million was much smaller. The relationship appearsaio-be
linear (see Figur&O0).

To analyze the cost of inciderdstermined to be not the result of human emetated to
technology advanceasimilar median split was performed on the log-transformed cost. An
independensampleg-test was conducted comparing the high- anddot-errorsn this group
(n=31). The analysis revealed a significant differet(@9) =—2.21,p < .035. For lowercost
incidents determined not to be due to human error related to technological advanté$, the
frequency of occurrencesddnot approximate a normal distribution (Figurg.1The average
cost for thdower-costincidents determined not to be due to human error related to technological
advancesvas $2.70 million. However, the cost per incident dramatically decreasedtadter
$4 million. It's not that there are necessarily less incidents with a cost of $gdnnoitlless.

Rather, the cost per incident vary marel there is a greater gap in cost (i.e. some were way less
than $4 million) in low cost incidents. Amotige highercostincidents determined not to be due

to human error related to technological advarines 15), again, the distribution did not
approximate a normal distributiohe hghercost incidentaverageds109 million but there

were only threéncidentsat $200 nillion or more(see Figurd 2).

Finally, an independent sampletest was conducted on loweost incidentscomparing
incidents determined to be due to human error related to technological advdahaesidents
determined not to be due to human eredated to technological advances. The analysis
revealed a significant differenag25) = 6.14p < .0001. Human error determined todaeised
by technologyadvancesadsignificantly greatecost impac{mean = $30.73 million) than

incidents determinedot to be due to human error related to technological advémeas =
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$2.81million) among‘low-cost” incidents. Additionally, an independent samplest revealed

a significant difference betweancidents resulting from human error relatedecchndogy
advancegmean = $734 million) and incidents determined not to be due to human error related to
technological advancémean = $109 million)t(24) = 2.94p < .007.

This additional analysis justifies the conclustibat incidentsletermined to beaused by
human error as a result of technological advaacesnore costly than other incidents at nuclear
facilities. A median split of the incidents determined to be due to human error related to
technological advancdeund that lower-cost incident&ith ameancost of about $30 million)
weremore evenly distributed around the mean than higbstincidents determined to be due to
human error related to technological advar{oesancost of about $734 million). This finding
confirms theSection4.2.1analysiswhich indicatedhat incidentsletermined to beaused by
human errorelated tatechnological advances are fewer in frequency, but more costly. Again,

this results in a rejection of the null hypothesis.

Mean = 30.73
Stel. Dev. = 15.062
M=11

Frequency

20 30 40
US dollars (in Millions)

Figure 9. Histogram of FrequencyDistribution of Cost perlncidentfor Lower-
Cost Technology-InducedHuman Errors
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Figure 10. Histogram of Frequency Distribution of Cost perlncident for Higher-Cost
Technology-InducedHuman Errors
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Figure 11 Histogram of Frequency Distribution of Cost perlncident for Lower-CostNon-
Technology-RelatedHuman Errors
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Figure 12 Histogram of Frequency Distribution of Cost perlncident for Higher-CostNon-
Technology RelatedHuman Errors

4.3. CHAPTER CONCLUSION

This chapter presented the findings of the study. It bbgaummarizing U.Suclear
incidents from 1955 to 2010, their probable causes, the cost associated with the incidents, and
whether the incident was caused by human error due to advances in technologyaait the pl
Statistical analysief the dataejected the null hypothesis of the study and indictitad
incidents caused by human error related to technological advances were mygrinanstl
incidents not meeting this criterioAn explanation of treefindings, dong withan analysi®f
whether organizationsenefit overall byncorporating advanceéchnology at their facilitiess

undertaken in the following chapter.
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CHAPTER 5: THE RELATIONSHIP BETWEEN TECHNOLOGICAL

IMPROVEMENTS AND ECONOMIC AND SAFETY FACTORS

5.1. HAPTER INTRODUCTION

As discussed in chapter 4, the data analysis performed in this study resultegatianr
of the null hypothesisTherefore, there is evidence ti@athnological advances at a nuclear
facility thataffecthow operators interact within the systeanincrease the cosff incidents
caused by human erroGiven this findingare organizations better dffanks to incorporating

advanced technology atdin facilities?

5.2.THE ECONOMICS AND SAFETY OF TECHNOLOGICAL IMPROVEMENTS

To determine the economic and safety factors involved with technological improtseme
information onl2 nuclear facilities for thgears2008 through 2013 was collectedrepresent a
reasonable number of recent events. With regard to safety, the number of reportatsinade
used as an independent varialf(gan, Gliner, and Harmon, 200@he capacity factor
(explained in the next paragraphs used as the indepdent variabléor economic analysis
The cost of the upgrades was used as the dependent vaAaldmalysis of variance (ANOVA)
and a regression analysis were performed on the data. The ANOVA was usechkte ithe
significance of the resultthe regression equation indicated the extent to which the upgrades
affected theplants capacityfactorandthenumber of reported incidents (Hair, 2010). The data
used for the 12 facilities can be found iable4; the results of the analysappear in Tables 5 to

7.
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Table 4. Economic and Safety Factorfelated to Technological mprovementsat 12 Nuclear Facilities, 2008—-2013

™ g 0| N g ol - 8 u| o g ol o 8 0| ® g %)
S| Tl gl Tl. 5/ 8| Tl g5 3gl.5/ 8| 5.5/ 8| Tl 5%
Facility N o8 |l#3| N |85 N |68 #F| N a8 #F| N #8853 N |68 #J
LL =) S| LW (=) S| Ww (=) ol W =) ol W D o| W = o
Q o Q Q Q o
o S gl 0O S gl O = £l O S gl O 5 £l O S =
Cooper Nuclear 97 35 9 87 20 22 86 21 39 10( 30 45 7 15 26 do 0 2
Station
Duane Arnold 89 22 42 83 17 23 99 31 95 89 16 25 93 2 3B 103 6 52
Energy Center
Grand Gulf
Nuclear Station 86 22 56 70 14 20 94 32 93 88 19 20 10p 3p 3n d6 5 23
Unit 1
Hope Creek
Generating 80 17 26 93 29 42 103 34 95 93 25 34 9 25 38 108 8 d5
Station,Unit 1
Palisades Nuclear| ss 20 43 74 16 22 9% 30 92 9 25, 49 9 24 e 90 30 7
Plant
Pilgrim Nuclear 74 12 22 | 98| 29 a 85 20 38 99 28 42 9 2 3p 97 30 58
Power Station
River Bend 84 21 20 91 22 30 90 20 35 98 30 92 118 39 102 g2 5 J0
Station, Unit 1
Seabrook Station,| 100 37 48 75 17 21 77 10 23 10 31 5( 8 1y p.r) 89 1 4o
Unit 1
South Texas 91 25 50 93 30 92 94 29 55 101 32 34 9 2p 31 95 29 39
Project, Unit 1
Three Mile Island
NuclearStation 78 10 24 100 33 92 92 25 52 94 28 44 86 19 27 107 1 ds
Unit 1
Vermont Yankee
Nuclear Power 98 30 90 92 30 91 90 22 42 88 26 40 99 31 an g0 17 26
Plant, Unit 1
Watts Bar Nuclean oo 18 22 87 17 25 84 22 43 99 33 48 94 3 a4p 82 14 »
Plant, Unit 1

Notes: Upgradecoss are in millions of dollarfom previous yearCF = capacity factor.
Sources: U.S. Nuclear Regulatory Commission Information Digests (NUREG 1350) 2015-16, 2014-15, ardd82012-
NRC.gov, and NR@&gencywide Documents Access and Management System
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Table 5. Regression Statistics

Regression

Satistics

Multiple R 0.926410175
R Square 0.858235811

Adjusted R Squarq¢ 0.854126705
StandardError 2.717930638
Observations 72

Table 6. Analysis of VarianceData

ANOVA
df SS MS F Sgnificance F
Regression| 2 | 3085.7869 | 1542.89343 | 208.861884 | 5.35853E-30
Residual | 69| 509.71314 | 7.38714695
Total 71 3595.5

Table 7. RegressionStatistical Data

Sandard Lower Upper | Lower | Upper
Coefficients Error t Sat P-value 95% 95% | 95.0% | 95.0%

Intercept| -32.835 4137640 -7.9357 2.6E-11  -41.089 -24.581.089| 24.581

Capacity 0.6935| 0.4897| 0.6935

Factor 0.59165 | 0.051067| 11.586| 7.6E-18 | 0.489769 2 7 22
0.1105| 0.0399| 0.1105

Incidents| 0.07526 | 0.017708| 4.250 | 6.6E-05 | 0.03994 9 4 93

The capacity factor for a power plant is calculated as the ratio betheebserved
output over a given period of tineedthe potential output if the facility were consistently
running at itsstatedcapacity. The calculation of the capacity factor invohaigiding the
amount of energy produced by a plant during a certain time by the amount of tea¢vgyuld
have been duced if the facility were always running at full capacithefacility’s capacity

factordepends on the type of fuel used, the facility’s design, and its age, among otirer fact
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There were 12 facilities in the sample and the information was collecgzdix years
yielding 72 data points for the ANOVA, which impli&4 degrees of freedoMorgan, Gliner,
and Harmon, 2006). THetest yielded aifr statistic of 208.86, which wasgnificant at the <
0.01 level. The regression analysis indicated the regression coefficient for capacity factor
was 0.592. The coefficient for incidents was 0.075. Both of these coefficients iribataie
increasec@mount of upgrades woutdsult in a higher capacity factor for the facility (Mitchell
and Jolley, 2013). However, the number of incidents also inar@atiegreater investment in

upgrades. The relationship of these factors is showigurds13 and 14.

120
&
100 Tﬁf/
§ 80 .1082x + 63.858 —
s
Z 60
9
(5]
Q
S 40
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0
0 5 10 15 20 25 30 35 40 45
Upgrades
& Capacity Factor = ——Linear (Capacity Factor)

Figure 13. Scatterplot Showing the Relationship betweelpgradesand Capacity Factor
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Figure 14. Scatterplot Showing the Relationship betweetbpgradesand Incidents

The ANOVA procedure (Hair, 2010) was chosen rather than using muitgdés to
avoid increasing the probability of a type | error. The ANOVA does not dudfier this
limitation. In anANOVA, the observed variance of a variable is partitio(tégir, 2010) The
partitioning creates componenkgtare attributable to the sources of the variation. In so doing,
the means of multiple groups can be tested for equahtgssence, this creates the same result
as that of the-test without increasing the type | error rate beyond the 0.05 level. In thefcas
this study, thd- statistic was found to be significaaitp < 0.001. This meartbatthere is less
than one chare ina thousand that the results observed in this study would be found by chance.
The study discussed here is of the random effects type (Hair,, 2&1@jd not have
control over the amount of upgrades conducted at any of the facilitieselfattlties were
chosen randomly from the population of operating nuckeglities in the United States

represent a reasonable number of recent evditts use of the ANOVA model requiresveral
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assumptions regarding the data (Mitchell and Jolley, 2013): homogeneityarfogrnormality,

and independence. Since this study wseahdom effects modehe homogeneity of variance

was assumed only for the residuthistare a consequence of the unit treatment activity. This
meanghatthe assumption of homogeneity relies upon the randomization involved in choosing
the 12 facilitiegHair, 2010). The residuals and standard residuals for the predicted upgrades are

displayedn Table8.

5.3.INTERPRETATION OF THE OUTCOMES

An examination of Fjures13 and 14 and consideration of the regression coefficients
reveal that increasing ttemountof upgrades is associated with a higher capacity factor (a
positive outcome) and more incidents being reported (a negative outcome).

The US.Energy Information Adminisation calculated the capacity factors for various
types of power plants in the United States in 2008.plants hadhe lowest capacity factor at
7.8%. Other types of powgenerating facilities fthhighercapacity factorswith hydroelectric
at 39.8%, other renewables at 33.9%, natural gas at 42.5%, and coal at 63.8%. In contrast, the
capacity factor for U.S. nuclear facilities during 2009 #@8%. As shownin Table 4 the
capacity factors for the 12 facilities examinedhis study from 2008 until 2013 ranged from
70% to 1186. Capacity factors in access of 100% can be achieved by system upgrades that
result in capacity’s exceeding the initial plant design capa€iympared to other forms of fuel,
nuclearpowerhas a distinct advantageth regard to itcapacity facto(U.S. Energy
Information Administration, 2011).

The number of incidents was recorded as a way of measuriteythef safety

associated with the upgradéddrgan, Gliner, and Harmon, 2006As the amount of money
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Table 8. Residual Output

Observation

Predicted

Residuals

Standard

Upgrades Residuals
1 31.78 3.22 1.20
2 22.98 -0.98 -0.37
3 22.26 -0.26 -0.10
4 16.45 0.55 0.20
5 20.69 -0.69 -0.26
6 12.60 -0.60 -0.22
7 18.37 2.63 0.98
8 29.94 7.06 2.63
9 24.77 0.23 0.09
10 15.12 -5.12 -1.91
11 31.92 -1.92 -0.72
12 22.07 -4.07 -1.52
13 20.29 -0.29 -0.11
14 18.00 -1.00 -0.37
15 10.09 3.91 1.46
16 25.35 3.65 1.36
17 12.60 3.40 1.27
18 28.23 0.77 0.29
19 23.26 -1.26 -0.47
20 13.12 3.88 1.45
21 29.11 0.89 0.33
22 33.25 -0.25 -0.09
23 28.45 1.55 0.58
24 20.52 -3.52 -1.31
25 20.98 0.02 0.01
26 32.89 -1.89 -0.70
27 29.78 2.22 0.83
28 35.25 -1.25 -0.47
29 30.89 -0.89 -0.33
30 20.32 -0.32 -0.12
31 23.05 -3.05 -1.14
32 14.45 -4.45 -1.66
33 26.92 2.08 0.78
34 25.51 -0.51 -0.19
35 23.57 -1.57 -0.59
36 20.10 1.90 0.71
37 29.72 0.28 0.11
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Observation

Predicted

Residuals

Standard

Upgrades Residuals
38 21.70 -5.70 -2.13
39 20.74 -1.74 -0.65
40 25.05 -0.05 -0.02
41 25.28 -0.28 -0.11
42 28.90 -0.90 -0.34
43 32.07 -2.07 -0.77
44 30.09 0.91 0.34
45 29.48 2.52 0.94
46 26.09 191 0.71
47 22.24 3.76 1.40
48 29.35 3.65 1.36
49 11.72 3.28 1.22
50 24.08 -4.08 -1.52
51 28.89 3.11 1.16
52 26.23 -1.23 -0.46
53 22.97 1.03 0.38
54 23.27 2.73 1.02
55 41.70 -2.70 -1.01
56 16.74 0.26 0.10
57 22.75 -0.75 -0.28
58 20.08 -1.08 -0.40
59 29.05 1.95 0.73
60 26.24 3.76 1.40
61 22.07 -2.07 -0.77
62 32.02 3.98 1.49
63 19.78 -4.78 -1.78
64 38.21 -0.21 -0.08
65 30.40 -0.40 -0.15
66 28.92 1.08 0.40
67 17.19 -2.19 -0.82
68 22.08 -1.08 -0.40
69 26.31 2.69 1.01
70 37.85 -6.85 -2.56
71 16.45 0.55 0.20
72 17.34 -3.34 -1.25




spent on upgrades increastt complexity of the system rose as well as the number of
incidents. However, these were only incidents which were at a severity leltedrd. None of
the 12 facilities randomly chosen this specific analysis had a majdentduring the six years
of the data being collected.

The data indicates that spending more money on upgcade@sxrease the capacity of
the facility as well as thpotential number of incidents (Mitchell and Jolley, 2013hwever,
the incidentghat occurred at these 12 facilities over the six years stugiesglrelatively minor.
Given that nuclear facilitiesrpduce vast amounts of power ghdtthe upgrades significantly
increasd the capacity factor, there appears to be a financial advantage in conductimgsipgra
however, this should be weighed against the increased rate of level 1 and 2 incidenesiobse
Also, as we have observed previoushany incidents dtevel 3or higher (see Table &Appear
to have beemassociated with human error while working with new technological advances.
Since it does not seem likely that nuclear power facilities can beftdijmautomatecht any
point in the near future, engineers must continue to increase facility cafaatons with

upgrades while minimizing human errors.

5.4.CHAPTER CONCLUSION

This chapter hagresented the results of an additional analysis beyond the primary
statistical analysis in this observatiosaldy. The additional analysis sought to determine
whether organizations gain overall benefit from incorporating advanced technahbgiteeir
facilities. An examination of these resultssyaesented In the next chaptethe impact of

human factors on plant operation and on the systems engineering process will lsediscus
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CHAPTER 6: DISCUSSION OF RESULTS

6.1.CHAPTER INTRODUCTION

Based on the information and analysis presentetiapter 4, there is evidence that
technological advances at a nuclear facility #ffgcthow operators interact within the system
canincrease the cosif incidents caused by human error. Additionally, as shown in chapter 5,
the economic impact of incorporating advanced technologies into fadgisafficiently great to
outweigh the minor safety risks involvedhis chapter will discugbie impacts of human
factors, including human error tendencies, on plant operation and on the systemsiaggineer

process.

6.2. THE IMPACT OF HUMAN FACTORS ON PLANT OPERATION

To recognize design considerations necessary to combat human error during system
design and integration, it is important fitstunderstandhe impact ohuman factors on plant
operation. The reasos whyincidens related to human erraccur at nucledacilities are
complex and thedegree otomplexity increases as technology advances (Karwowski)2006
Both the human mind and the systems with which it inteetdhese facilities repsent high
levels of sophisticatiothatcan be difficult to fully understand; moreover, the complexities can
tend tobecome masked as advanced technology becomes increasaugforated into system
design However, progress has been made toward determining the root causes of thesesprobl
Detailedinvestigation of human errors indicates that there are both migoomic and macfo
ergonomic reasorfer them(Smith, 2012). The incidemtare nearly always the resuit some

form, of the ways in which the systems operate and humans interact with them.

86



Of coursethe systemghemselvesre designed by humans, and errors can also occur in
the design phase. Designers attempt to create systems invgagtatoperatos can work
effectivelywith themand avoid errors. However, an error adesign levetan ultimately
resultin an operator error. Moreoveramy errors are attributable to other aspetthe
complicated operational processes involved, such as unresporasiagenentsystems,
ineffective training, organizational desighstare not adaptabl@oorly designed response

systemsand environmental disturbances of a chronic ngRrmectorand Zandt, 2008).

6.2.1.HUMAN BEHAVIOR MODELS

To understand human errave mustfirst understand human behavior. Hollnagel (1998)
usedCognitive Reliabiliy and Error Analysi$SCREAM) taxonomies to map out the possil#
for human error. CREAM was among the first Human Reliability Analysis (HRAdgrams to
be used. Hollnagel believed that human behavior coutttberibed as a process that progresses
from thinking to doing (Hollnagel, 1998). CREAM is one of the more recognizable human
behavior modks within the safety communityHollnagel believd that the modern industrial
complex allows more thinking in its workforce with little doinghis presents a unique

challenge wheone is attempting to develop safety regulations.

6.2.2. ERGONOMICS
Human factorgngineeringsometimegermedergonomics (Smith, 2012% concerned
with improving the safety, health, productivity, arminfort of workers It is also concerned
with enabling smooth interaction between the people using the technology and the environment
within which they are workingoften called the humamachine environmehpt When this

contextis considere@tthe micreergonomic level, the focus is on the level of the human and
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machine(ProctorandZandt, 2008)—fer examplethe design of the individual control panels,
workstations, the visual displays, and the ergonomically fitted seats on &rhjglbyees such as
nuclear facility operators spgmost of their work hours sitting. Problethatarise at this level
may be due to improperly designed displays and workstatlemisexample, many problems
identifiedin the analysis of nucleancidentsresulted fronthe installation ohew technology
that had not been designed well in ergonomic terms. In one indidemperator reported that
the display was too bright and tteter three houren the job, the operator could no longer view
the display clearly.This difficulty causedhe operator not to notice that the power plant was
operating outside its normal paramet&&ods et al., 2010

Also within the realm of human factors and ergonomics are consideratiatsd tathe
operatorsbody size, or anthropometrid3drrow, 1998 Other concerns include human
decisionmaking, cognitive capacity, information processing, aretal’human skills.One real
life impact of anthropometrics involved an incident that occurred whepamator was away
from his station. Normally, operators remained at their station with only a few sbakisbr
during aneighthour shift. However, new seating hatenly been installed It was supposed
to improve comfort, as the company that provided the seating had a long history varic|tee
industry and good reviews by nuclear plant operators (Krivit, 2011). Indeed, most gperator
rated the seating as excellent with regard to comféowever, one particular operator,
unusually tall at 6’7", experienced difficulty with the new seats, which wesigiked for shorter
people. As a result, the operator began taking more freqailethionger breaks to stretch and
avoid muscle cramps. While the operator was away fromstéii®n arelease valve
malfunctioned and the system continued to operate longer than should have been ppvertted

the state of the valv@roctorandZandt, 2008).
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The building blocks for technologikcaystems such as nuclear facilitiaslude the
people as well as the engineered components (Smith, 2012). However, the organizatgn and it
structurecan also be important. &ke aspects of the workplage eeferred to as macro
ergonomics. In both of the cagast describecthe operators hacekported the problem to their
supervisor. The operator with the bright display panel had reported the problem once €¥Woods
al., 2010); the one with the uncomfortable seat had complaineel verbally and once in
writing prior to the incident. If either of these supervidmdfollowed up on theecomplaints,
anadversancident may have been avoided. Therefore, it is crucial to$ystems in placthat
encourage operators working with new equipmeiadert their supervisor if difficultiearise
With regard to human factors, usually only the operators of the facility caye ghe success of
the new system. Often, problems related to human factors engineering anelewmt @vtil a
complaintor concerns raisedor anincidentoccurs (Smith, 2012).

Performance leveland the inherent potential for mishapsomplicated technological
systemaareusually a function of the human and engineered subsystems (Perrow, 1999). The
engineeringnayincludesuch items as workstation design and the appearance of control;boards
human engineering encompasseganizational and personnel systeaasvell as opational
matters. Many system failures (typically about 70% at nuclear facilitiestaitaited to
operatorerror, but this is often an oversimplification (Smith, 2012), as it does not fully take into
accountvarious factors beyond the control of theegior, such as ineffectivesponse systems,
organizational designs that are not adaptable, unresponsive mmamagystemsineffective
training and overly complicatedperational processes. @3e threats can lespecially

problematic when new equipment has been installed (Smith, 2012).
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6.3. THE IMPACT OF HUMAN ERROR ON PLANT OPERATION

Reducing the negative impact of technological advances on humaeeails
improving human performance (Perrow, 1999). This type of performance improvement is a
systematic procesbat seek$o analyze and discover performance gaps, monitor performance,
determine the desired level of performance, and develop effective interver@inos.the
interventions have been developed, they must be implemented and dhnéwalaated with
regard to their results. The ultimate goal for human performancenakethe nuclear facility
as close to evetitee as possible. This can be achieved througprthective management of
human performance. It is also necessaryrangthen the facility defensatong with operator
performance.Optimization of botlthe organization andperating processes can redecers to
a minimum level (Proctor and@andt, 2008

Even the bestrained and most motivatexperators of nuclear ddities will still make
mistakes (Krivit, 2011). No amount of training or coaching can prevent all easotise
interaction between the organization, the workplace, work tasks, operating systdms
operators creates the potential for a wide ranggrofs The first step in preventing further
problems is to understand why and how probleowur(Sehgal, 2012).

Errors at a nuclear facility can be reduced through usingketfks and specific tools
(ProctorandZandt, 2008 Random errors can never hdly eliminated, but they can be
reduced. For example, a maintenance professional at the facilityemraguired tdighten a
valve. No matter howvell trainedthe individual isthere is always a chanoéa mistake when
thistask is performed. The valve may be too tight or not tight enough (Perrow, 1999). The
guestion to ask is why the individual has made the mistake and what can be done to prevent

future occurrencesln the case of such mistake, multipléarriersshouldbe present tprevent
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system failureso ago minimizethe possibility of severeonsequences. There must also be an
organizational infrastructure in platteatboth identifies errors and protects the operators from
injury or death This creates a s#tion in which more significant problems can be avoided
(Woods et al., 2010).

Although errors are inevitable, steps can be taken to manage, predict, and prevent them
(Krivit, 2011). One beneficial approach is to recognize error traps and comreuh@ato
othersso ago proactively manage problem situations and minimize e(kasvowski, 2006).
The work situation can be changed to reduce, prevent, or remove condliéiiead to errors.
Individual factors and tasks can be altered within the work environment to minimize futur
errors. For example, in the case of the seats that made an extrenoggraibr uncomfortable,
the difficulty could have been preventédhe manufacturenadrequestd aphysical description
of the operator§Sehgal, 2012)

Organizational values and processes significantly influence the behaviomafivadual
working at a nuclear facilitfWwoods et al., 2010). The values and processas afganization
can be developed inmanner thaencouragesdividuals to takections thaincrease the
chancs of achieving the organizatisrgoals. In the case of a nuclear plant, the organiZation
valuesmay focus on precision, accountability, and excellence for all individuals wakihe
facility (Krivit, 2011). This would encourage safe behaviors that decrease the number and
severity of errorsFacility managersanguide workers’ behavior toward produciresults that
are more desirable and contain fewer errémgproving staff performance requiregcellence
with regard to management systems, culture, and organizational prodesgksting the social
interactions involved imvork at a nucleafacility in positive waysan significantly decrease the

likelihood of errors(Sehgal, 2012).
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Improvementsn human performance can be achieved through taking corrective actions
after analyzing problem reports and evgRsrrow, 1999). Thesmrrective actions aneart of
the learning that should ensue after a problem occurs. Though reactive ratheodb@repr
they are important for improving the systems and technology involved. Combininge eant
proactive methods of learnirigcilitatesanticipation of problematic events and the prevention of
errors. This is often more cost-effective than usinyg tdre reactive approach (Proctor and
Zandt, 2008

The collective behaviors of people at all levels fa@lity determine the performance
outcome achieve(Perrow, 1999). The individualwork is a product of his or hemental
processeswhich have been influencéy a variety of factors and demands which are present in
the work environment. The work is also a function of the capabilities of each of the people
involved. When the facility achieves high performance, the individuals will neargysbe
taking responsibility for their own behaviors (Krivit, 2011). They will also be cdtacio
personal improvemensavell asto improving the work environment atigeir completion of
tasks. Individuals working in a higherformance facility wilbe active inconfirming the
integrity of the facility defenses, anticipatiaguations thaare likely to precipitate errors, and
communicating with others to create a shared understanding of the facilityeanark to be

done (Woods et al., 2010).

6.4.THE IMPACT OF HUMAN ERROR ON THE SYSTEMS ENGINEERING
PROCESS

To understand the ways in which human errorlmamanifesteth system design, it is
important tograspthe keyaspects of the systems engineering process and the complexity and

potential for human error thateinherently imbedded.
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Systems are becoming increasing complex and challenghegxisting, simpler
systems, especially those related to information, are old, incapable of meetarg demand,
and rapidly becoming obsolgt€arayanis and Coleman, 2005). To facilitate system upkeep,
safety, and reliabilityand to ensure that innovation is consistent and ongoimgéiclients’
needs, the systems engineering prooasst berelatively complex.

The systems engineering processaspaed of several progressive stages and
encompasses a breadth of evaluations and considerations that are perfornuedtaseof the
process. To comprehend how human performance impacts this processaratsaa brief
discussiorof the process is necessary.

Although there is common agreement regarding the doctrines and intentions of systems
engineering, execution diffefrom one system or design team to the next. The steps involved
andthegeneral methodology will depend on the background and prior experiences of the
individuals on the design team. The most common and widely accepted systems @ggineeri

process and lifecycle progression digplayed in kgure 15 (Blanchard and Fabrycky, 2011).
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Figure 15. TheSystemsEngineering Process

The process begins with the identification of a neéal-nstance, the need to replace an
obsolete system withserviceable ondo improve a system in order to increase plant efficiency
or capacity, or to upgrade a system due to regulatory requirementOnce the need has been
identified then the conceptual design stage commences with the creation of a project
management planDuring this stage, the problem is formally defingakcific system needs are
identified, requirements are analyzed, maintenance and support are conceptigalizelogy is
evaluated, and the technical approach is sele@edceptual design focuses on the system as a
whole. At the conclusion of conceptual design, the system engineering manageanent pl
(SEMP) and the test and evaluation master plan (TEMP) are written, the cahcdgsign
review (system requirements review) is conducted, and the functional baysliee

specification is define(Blanchard and Fabrycky, 2011).
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Nextcomesthe preliminary design stage. During this stage a functional analysis is
conducted, requirements allocation is perforntietieoff studies are executed, early
prototyping may be achieved, and acquisition, contracting, and supplier acti\aties ar
acconplished. This stage focuses on the subsystem level. At the conclusion of this stage, the
system design review is conducted and the allocated baseline, development, prodests
material specificationaredefined(Blanchard and Fabrycky, 2011).

After preliminary desigrtomesdetail design and development. This stage consists of
subsystem/component desiglditional tradeoff studies and evaluation of alternatives,
development of engineering and prototype models, and development test and evaluation. This
stage focuses on the component level. At the conclusion of this stage, thede#iga review
takes place and the product baseline, process/praddaotaterial specificationaredefined
(Blanchard and Fabrycky, 2011).

Nextcomesthe production/construction stage. This stage consisite pfoduction
and/or construction of system components, acceptance testing, system distriiibperation,
development and operation test and evaluation, and system assessment. Thisustgetoc
modifications for improvement of the designed system. At the conclusion of thisatage,
updated product baseline is produced (Blanchard and Fabrycky, 2011).

The last stage in the systems engineering process is the operational uséeamd sys
support stage. This stage consists of system operation in the user environment, sustaining
maintenance and logistic support, operational testing, system modificatiomgpforement,
contractor support, and additional system assessment (field data collaectianadysis). This
stage again focuses on modifications for improvemaAnits conclusion, there exisén

operating system that adequately fulfills its original intended purpose, nceefgtance criteria
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for all tests and milestones, and operatds iis eventual retirement and dispofalanchard
and Fabrycky, 2011).

Feedback is integral to the systems engineering prottassmportant that the right
information be reported and fed back to the responsible engineering and manageroenebers
prompty and efficienty manner. Thse responsibleeed to knowin timely fashionexactly how
the system is performing against specifications in the, fsgidhat design modifications can be
initiated. The primary objective is to provide a good assessofigust how well the system is
performing in the user’s operational environment; a secondary objective is ibyidagt
problems and initiate the required steps leading to corrective actions and the etcampuir

necessary design changes aygteammodifications(Blanchard and Fabrycky, 2011).

6.5. CHAPTER CONCLUSION

This chapter hadiscussed the compleids associated withwvhy incidens associated
with human errooccur at nucleafacilities and the need to reduce the negative impact of
technological advances on human error by improving human performimesalso covered
the stages of the systems engineering process and the complexity ifvaagstem design
through deploymentBaseal on this information discussed in this chapter, a way forward

leveraging the systems engineering process will be presented and disoubsatkixt chapter.
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CHAPTER 7: HUMAN ERROR REDUCTION UTILIZING THE SYSTEMS

ENGINEERING PROCESS

7.1. CHAPTER INTRODUCTION

The previous chapter discusgbd impact ohuman factorsincluding humarerror, on
plant operation and on the stages of the systems engineering process. As teclondiloggscto
advancethese impactwill only become more complex and tigk of human error will grow.
This chapter will discuss the impaaftevolving technology on theontemporaryperator and

waysto overcome these challenges utilizing the systems engineering process.

7.2. ISSUES RELATED TO ADVANCED TECHNOLOGY AND THE 21ST-CENTURY

OPERATOR

Today’s sensory and processing technologies are perceptive and préagecan
discern the environment, solve complicated problems, make assessments, and learn from
experience. Although they do not thiakhumans do, they can replicate many human
intellectual aptitudes. Throughout the last century, for varying reasons, companee
implemented advanced technology and removed the human from many aspects of operation.
Human reliance on technology may be demanding a high geaairown
understanding declining as we become more dependent on advancing technoitgscahabf
influence broader®s Computers have ventured into many different kinds of knowledge work:
pilots rely on computers to fly planes, doctors consult them in diagnosing illnesses, and

architects use them to design buildings. Automation is impacting virtually ekrstig.
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Computersare nottaking away all the jobgerformedby talented people, but they are changing
how the work getaccomplished

As technology continues to develop, the people using it become less likely to refine the
own capabilities. Technology that offers many prompts and tips could be resptorsibie
trend simpler, les$ielpful programs push operators to think harder, perform, and learn.
Humars' skills becomesharper only through practice when we use those skills regularly to
overcome different and difficult challenges.

There should also be a balance between advancing technologies integrated into plants and
the interactiorbetweerhumansandthese new technologies. New technologies should be
designed and incorporated into existing systems to keep the human operator instba deci
cycle, which consists of an ongoing process of action, feedback, and judgment. MTénsuvi:
thatoperators remain attentive and engaged and promotes the kind of chalbestgitgthat
strengthens skills. Technology should play an essential but secondary rbleuldtlsroadcast
warnings when parameters are exceedexjige vital information that enhances the operator’'s
outlook, andorotect againsthe biases that often alter human thinking. The technology will then
become the operator’s partner, not the operator’s replacement. This approach toggchnolo
applicationwill not stifle technological progress. It requi@dy aslight shift indesign
priorities and a rekindled emphasis on human strengths and weaknesses.

Incorporating advances in technology is, in many regards, a necessapyisatéut
should be properly balanced within the confines of the systemeadsisto forgethat humans
are a vital part of this system. Technology is strongly suited to perform nmactiofus, but it
lacks the ability to rationalize. Decisions concerrtmgincorpaation of new technology into a

plant must consider the humtactor. Even the smartest software lacks the common sense,
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ingenuity, and vitality of the skilled operator. In the control room, human experdsrem

indispensable. Human insight, imaginatiand perception, enhanced through hard work and

experience, cannot be replicated by the most cuéttdge technologie®day and into the near

future If we let our own skills fade by relying too much on the technology crutchyilve

render ourselves ds capable, less resilient and more submissive to our machines.
Cognizance of these realities is imperative during system design. The hoohashing

the human’s propensity for error, should be considered a vital element of the system tha

considered in design and accounted for through a rigorous systems engineerisg} proce

Engaged human participation is compulsimrysuccessful system operation, but like all systems,

it has its failure modes. The human’s natural susceptibility for error in systeatiopehould

be addresseflom multiple fronts.

7.3. THE IMPROVEMENT OR UPGRADE OF EXISTING SYSTEMS

Many organizations find a need for the improvement of existing systegystem
upgradenecessary for thrgaurposes: replacing obsolete technology or equipment, regulatory
reasons, and economic motiveBhereforethe outcomes of the improvement or upgrade of
existing systemsan be observed as typoonged, encompassisgfetyrelated aneéconomic
factors Sohow can organizations improve or upgrade systems and account for human error in

system design?

7.3.1. AWAY FORWARD LEVERAGING THE SYSTEMS ENGINEERING PROCESS
Human erroreductionand system design and deployment are often treated as two
separate subjects with their own distinct processes that commonly intersettexpamclusion

of designjmmediatelyprior to operation. This traditional approach to system design may have
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been acceptabler the antiquated, obsolete technologies of the pasit isytroblematic for
designing today’snore complicated system#s the complexity of advancing technologies
crescendos, humasystem interaction warrants a more prominent role iresyskesign and
therefore compels early consideration, deliberation, and integration in the bggtages of the
systems engineering process. Incorporation of methods of human error preveatiba int
systems engineering procasslds the fruit ofthe sound development of systems with an
improved probability of successful operat@md reduced error frequency

At this junctureit is importantto discuss the difference between human performance and
human factors as they relate to system design. &wtbepts have been discussed throughout
this dissertation, buhere are subtldifferences between thenHuman factors in the context of
the study of design, refets the practice of designing products, systems, or processes to take
proper account of the interaction between them and the people who usdrttseribstanceit is
the study of designing equipment and devices that fit the human body and its caimities
(Hollnagel and Woods, 2005). ltArnatively, human factois the context of the study of
humanscan be described #se study of how human beings function within various work
environments as they interact with equipment in the performance of vesleasand tasks (at
the humamachine interfacelU.S. Department of Energy, 2009). Common human factors
considerations include anthropometric, sensory, physiological, and psychologices.fa
Human factors, like reliability and maintainability, areiaherent consideration within and
throughout the systems engineering process (Blanchard and Fabrycky, 2011).

On the other hand, human performarsca field of study related to process improvement
methodologieshat carreduce human errardt focuses on improving performance at the

societal, organizational, process, and individual levels (Rothwell, Hohne, and King, 2913).
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other words, it is aeries of behaviors executed to accomplish specific rgsufsDepartment
of Energy, 2009). Humaperformance improvement methodologies are traditionally initiated
after systems or plants are desigaadinstalled andblant operations are underwdlyeyare not
conventionally employed, at least explicitly, during system design.

In essence, human facsonfluence human performance, but human performance does
not necessarily influence human factors in the design of a system. Hun@ampexe, not
human factors, is therimaryconcept in view in this chapter.igbére 16 depicts theraditional

associabn between human performarmedthe systems engineering process.

System Design System
and Development Operation
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Figure 16. The Traditional Relationship of Human Performanceand Human Factors
within the Systems Engineering Process

As shown in chapter 4, human errors resulting in incidents at nuclear facilities can be
very expensive and potentially harmful to the employees, the public, and the envirohment.
chapter 5, it wasound that incorporating advanced technologies into nucleattieifloes
increase capacity, but also results in an increfisgdency of incidentsThese incidents affect

the public’s perception of the company involved and the nuclear indyesterally along with
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stock values, insurance rates, regulatory oversightpatashtial civilpenalties Following
incidents at nuclear plants, operating experience and human performancehassdnsen
documented, disseminated to the industry, and incorporated into plant operations tthahsure
similar situatios would not occuin the future. The incorporation of industry operating
experienceand human performance methodologies into plant operation is a routine and expected
aspect of nuclegslant operational life that promotes continuous improvement and tanbns
striving for safe operationslf human performance considerations have a positive impact after
deployment, then it would be logical to consider that they could have a positive intp&enif
into account before deployment. The focus of this chapter is the systematic iatorpof
human performance into all stages of the systems engineering piigess.17depicts a
proposed integration of human performance improvement throughout the systems emgineeri

process.
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Figure 17. Human Performance Improvement Throughout the Systems Engineering
Process
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The cultivation ohuman performane@&nhanced system design and operatarstem
from (1) operator involvement in the systems engineering pro@dsuman performance
association with system operational requirements and systengiestluation, andalidation
(3) iterativeprocedurs and operator training development througlabgtages othe sysems
engineering procesand (9 selection and cultivation of aptly inclined operators chosen and
groamed specifically for the systermhgingdesigred Hgure B illustratesthe proposed human
performance interface with the systems engineering proédesshown, feedback exists
throughout the process, not only between the steps of the traditional systems ienggineer
process, but between the systems engineering process and the human perfoemamts. el
The human performance feedback is representadsabd line to articulate a more focused role
in this context, whereas feedback in the traditional process is representedleeddidasas it is
more general in nature. Feedback goes both directions in all cases, as treifgateely

progresses.

7.3.2.0PERATOR INVOLVEMENT IN THE SYSTEMS ENGINEERING PROCESS

Whether a system is being newly created or an existing system is undeagoinor
modification, plant operations personnel should be involved in the systems enginearess pro
from theonset. Operators are a significant system stakeholder. Not only do they briggex uni
yet vital perspective to the design team, but they will eventually inherit the systagm be
designed. Operators bring an essential perspective from the field, undiexgthie environment
in which the system will operate, how the operator will interface with the systentha

robustness and redundancy that the system will need to possess to operateeas requir
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Achieving balance of innovation and practicalgyften difficult, as designs are
conceptualized, iterated, and deployed. piloEess may necessitate revertinghedesign

stages for necessary alterations. In most casese duplication of effort can be avoided by
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appointing members of the operations staff to the system design team angitheverair

experiencdrom initial identificationof needs through system design and development.

7.3.2.1. LIFE-CYCLE ENGINEERING

Designing for the system liégcle is a foundational concept of systems engineering. The
system lifeycle begins with the needs identification process and continues through design and
acquisition to utilization Lifecycle engineering transcends 8i®ed, isolated view of system
by embracing all aspects of the system including maintenance, sugg@setion, and eventually
phase-out and disposdBecause system utilization encompasses a large portion of the 'system
life, the participation obperatioms personnel in system design is vital not dafysystem
operational successd support, but aldor human error radtction in the operation of new

technologies.

7.3.22. FAILURE MODES AND EFFECTS ANALYSIS

Failure mode and effects analysis (FMEA) is a desigthodthat can beisedto identify
andexaminepotential system weaknesses. It includes the necessary steps for exaththimg
meandy which a system failure can occur, the poteraisequenced failure for system
performance and safety, and the significanicéhese effect§Carlson, 2012) FMEA canbe
used during all stages of the systems engineering process. Operatsomnelecan play a role
in FMEA during all stages of system design. Having opemteidar systemshaving been
exposed to a breadth of systems failures, and having withessed and responded to tige resulti
impactof these failure on the fant, operatos have valuablensights that should be incorporated

throughout design and development.

105



7.3.2.3.SYSTEM DESIGN EVALUATION

Thefulcrum of the systems engineeripgocess lies in system design evaluation.
Evaluation is an obligation intrinsic to the systems engineering process anblencosiducted
frequently as the design activities progress. Likewise, the establisbfreenlear set of system
design criteria mst precede evaluation. Design criteria can and should come from a number of
diverse sources, but those that originate from the plant operations staff showen®eayiated
attention because the operators will in effect be the prisyatem ownerthroughout the
systems usefullife.

Evaluation in the context of systems design requires finesse and fidelitemSyssign
should harmonize unioexaminationand evaluatiorand these technicattivitiesshouldbe
integrated anémployedteratively andpersistentlyover the systm lifecycle. The active
engagement of operations persoriaaentral to all these steps

System evaluation in the context of human error reduction will be further developed in

thenext section.

7.3.3. THEASSOCIATION OF HUMAN PERFORMANCE WITH SYSTEM
OPERATIONAL REQUIREMENTS AND SYSTEM TESTING, EVALUATION, AND

VALIDATION

The conceptual design stage is the first and most important stage of systemm#sign a
developmentbecause ifays thegroundworkfor what follows. As discussed in chapter 6, the
identificationand definitionof a needorovide an effective and proper starting point for this
stage. Inherentto thisfoundationaktage ar¢he generation of operational requirements and the

establishment ancommencemendf system testg, evaluation, and validation.
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7.3.3.1. HUMAN PERFORMANCE AND SYSTEM OPERATIONAL REQUIREMENTS

Upon designation of the need and technical approach for the system, the operational
requirements arthen defined. Because system operational requirements should be identified
and specified early, wisely, and as completelg@ssible, the identification of human
performance requirements should occur at this point in the process.

System operational requirements aadrthe following elements: mission definition,
performance and physical parameters, operational deployment, oparéterycle, utilization
requirements, effectiveness factors, environmental factors, and econaimis {8tanchard and
Fabrycky, 2011). Embedded in these elements should be specific, exclusive humarapegorm
system requirements thedn be easily assessed and disbérnn system designOncehuman
performance system requirements have lestablished, specific human performatexhnical

performance measures (TBMan be detailed.

7.3.3.2. HUMAN PERFORMANCE AND SYSTEM TESTING, EVALUATION, AND
VALIDATION

Systemtesing, evaluation, and validaticareusuallyplannedduring the conceptual
design stage antdke placgparallel tothe definition of the overall system design requirements.
The testingand evaluation endeavor consistsha testing otliscrete components, of various
system elementsand then of theompletesystem as an integratedit. Theideais toembracea
gradual and ongoingpproach that wilenablecontinuous application arehhancemerds
system design and development progréessing and evaluation activitiedre associated
primarily with the design activities and extend through production and constructidhen to
thesystem utilization and support stages. Validation, on the other hand, refers to the process

needed to ensure that the system configuration as designed meets all spasfidatomplete
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integratedmethod should be establishied the validation of the system and its elements as an
integratedunit. System validations complete when the systdonctionseffectively and
efficiently within itsaccompanying highdevel systenof-systemscomposition hence meeting
operational requiraents(Blanchard and Fabrycky, 2011).

Centralto evaluation is the establishment of comprehensive technical performance
measures (TPH), which are predicted and/or estimated valoiesgttributes or characteristics
inherent in the designTPMs areassessed routinely through the stages of the systems
engineering process (Blanchard and Fabrycky, 20IRMs may comprise such quantitative
factors as mean time between failures, utilization rate, availalititpan factors, size, and
weight TPMsariseprimarily from the establishmenft system operational requirements and the
maintenance and support mod&hey may come from various sources, withdesign criteria,
andthey cover a breadth of issues, but sufficient attention should be devotedttogtruman
performancd PMs that evaluate the integration of human emductiontools with the
technology necessary to achieve filmectionality related to the system’s purpo3dnesehuman
performance TPMs should be created by and will most likely be assesseshbgparations
personnel.

Human performance TPMs are derived fremor precursorsalsoreferred to as
performanceshaping factors. Error precursors are unfavorable conditiahgenerate
divergences between a task and the individ&ator precursors hindeuccessful performance
andincrease the likelihood for error. By definition, theyist beforean error occurgJ.S.
Department of Energy2009). Error precursors are unique to the situation, the planthend

personnel involvedand thereforéheyrequire systematic evaluation, logical selecton
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generationand potential modification befotkeir adaptation into human performance TPMs. A
comprehensive listing of error precursors can be found in Appendix B.

By way of illustration,Table9 presentdypothetical results from a human performance
TPM identification and prioritization effort involving a team of individuals reprasg the
designers, operations personnel, and key management persbin@glantiativerequirement
of human error significance lewiefers toa defined severity level grouping for potential issues
and is discussed greaterdetail in Section 7.3.8.

In this examplethe performance factors Bamiliarity with Task/First Time, Operator
Knowledge of System, and Operator Proficiency axgeienceare the most critical, so
emphasis in the design process must be directed to these items with respeetnto hum
performance. The method and instrumerdétermine the quantitative metric are discussed

below in section 7.3.8.

7.3.4. PROCEDURE AND TRAINING DEVELOPMENT IN THE SYSTEMS

ENGINEERING PROCESS

The stereotypical perception of human error is thaticates a flaw present in the
human andnitiating an undesirable consequence. This misconception places the obligation to
prevent such consequences solely on the human. Industry leaders guided by this erroneous
understandingontinually try to remediate humans incorrect actions within the systém.
leaves organizatiorendtheir employees struggling to achieve perfect task performance and
always needingp be “more careful.” Furthermore, formal corrective actions in responie to t
error take the form of increased training, reinforcing managgésnexpectations, and

occasionally punishment. If these methods are applied to a qualified and exjpeeiepieyee,

109



Table 9. Sample Prioritization of Technical Performance Measures

Technical o : Relative
Performance Quantitative Requwement Importance (user
(Metric) :
Measures desires) (%)
0 Significance Level 1 human errors
Absence of Less than 1% Significae Level 2 human
Confusing Displays error rate per year 7
and Controls Less than 5% Significae Level 3 human
error rate per year
0 Significance Level 1 human errors
Absenceof Hidden Less than 1% Significae Level 2 human
error rate per year 8
System Response Less than 5% Significae Level 3 human
error rate per year
0 Significance Level 1 human errors
Alternative Less than 2% Significae Level 2 human
S error rate per year 11
Indications Less than 8% Significae Level 3 human
error rate per year
0 Significance Level 1 human errors
Operator Proficiency Less than 1% Significae Level 2 human
. error rate per year 14
andExperience Less than 5% Significae Level 3 human
error rate per year
0 Significance Level 1 human errors
Operator Knowledge Less than 1% Significae Level 2 human
error rate per year 17
of System Less than 5%ignificancelLevel 3 human
error rate per year
Absence of Work 0 Significance Level 1 human errors
arounds / Decrease Less than 3% Significae Level 2 human
Propensn.y. for.Out- error rate per year 5
of-Specification " essthan 109significarce Level 3 human
Instruments error rate per year
0 Significance Level 1 human errors
Familiarity with Less than 1% Significae Level 2 human
. . error rate per year 19
Task / First Time Less than 5% Significae Level 3 human
error rate per year
Absence of 0 Significance Level 1 human errors
Repetitive Actions / Less than 2% Significae Level 2 human 9
error rate per year
MonOtor.lous Less than 7% Significae Level 3 human
Operation error rate per year
0 Significance Level 1 human errors
Scarcity of Less than 1% Significae Level 2 human
error rate per year 10
Irrecoverable Acts Less than 3% Significae Level 3 human
error rate per year
100
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they produceeripheral performance enhancements at best, narrowly focused and ragely lo
lasting.

As discussed in detail @hapter 2human error and error rates are a reftectof mental
response to a task. In chapteR2smussea (1983)threemodesof taskaccomplishmenbased
on the mental processing behaviors exercised at eactwlexehotedskill-based, ruldased,
and knowledge-based. SKiksed tasks are made up of very familiar actions performed in a
well-known environment. The human bgiisvirtually on autopilot. Error rates are
approximatelyl:1,000. Rulebased tasks akemown to the operatorUpon accurate recognition
of a situation or condition, the performer can apply a known rule to navigate toward a known end
objective. Tasks in thisgpformance mode are inclined to follow-then” logic, and gor rates
are approximatel{:100. Finally, kowledgebased tasks are new, unfamiliar, or unique to the
performer. Successful performanceadénowledge-based task depends heavily upon the
pefformer’s fundamental knowledge, diagnosis, and analysis skills. Uhkkease ofule-
based tasks, the operator is not able to navigate toward a previously known end objectge. The
tasks are best defined as trial and error. Error rates are gede2alReason, 1990).

The performer’s comprehension of the tasét just the task itselfletermines how and at
what rate errors are madAn activity could be ule-basedor one operator but knowleddpased
for another. Therefore, cosidering the hmnanmachine interface solvesly half of the
equation thehumantask interface must also be taken into consideration. Substantial gains in
human performance improvement (and ultimately the bottom linepevidichievednly when
we match machine to operator in an atmosphere in which the operator can thrive. To fully

understand this, it is important to distinguish between errors and events.
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Does an organization that seeks improvements in safety initiate a prograwr of err
reduction or event preventidrPreventindhuman error necessitates strict control over external
and internal human factors. This control is outside the reach of organizations and can be
attemptednly through research and precisely controlled examination. The organiration t
adhees to a safetgonscious work environment concept should make every effort to understand
the factorsaffecting human error ratemndassociated liabilities, antishouldstrive to minimize
to the greatest extent possible, human error.

Events, on the odr hand are immediately apparent from an organizational perspective.
Consequences of these events will steer organizational priorities and provissangce
resources. From this outlook, error can be perceived as a symptom of an event mabkogossi
procedures, processes, and training that are not suitable to protect against hunfaatiomper
Processes, procedures, and training can be easily analyzed and disgesrteakthe human
mind tends to be perplexing from an error prevention standpoint. Moreover, eventsitend to
repeated given similar circumstances and known cawbeseas identical errors rarely yield
similar results.

So the question now becomes, how do you minimize errors? Rasmussen (1982)
examined human error and recognized tataspectsnust be taken into considerationthis
regard:humanmachine andhumantask. The classical view of human error would contend that
any faults in the machine or task are also present due to human error. This is cmajoigsti
true In business, however, that perspective is only valid textentthat the business has
influence over the task and machine. The business organizathiose the same method in
event prevention with respect to these components irrespective of its influentajrimgpthe

benefit of undertakingvent prevention tactics.
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After a newsystemhas beerlesigned and installed, whetluere toeconomic
considerations or necessity, the plant at that paatessentiallynherited the flaws intrinsic to
thatsystem Although conceivable latent human error embedded in the design or construction of
the component can and should be addressed where appropriate, there are limabelctiost-
avenues to proactively predict, evaluate, and address such deficmmmethey have been
installed and prior to emergence. Transitioning feystemdesign and developmentggstem
operation launches the use of operations procedures and reliance on operator trardyg, th
shifting thefocus from the physical systemttoe operation of that systerthis stage of the
systems engineering process is the lontpestl andis the primaryrecognized motivation for the
processdfter all,the system is designed to be operated). For this reason, operations procedures
and traning should not be an afterthought to system design, but an integral compahent of
Examination of the humatask relationshipn system desigshould begin at the conceptual

design stage in the systems engineering process and agdlve procegzogresses.

7.3.4.1.CAREFUL PROCEDURE WRITING

Beginning with the task, the plant needs to devote considerable attention and due
diligence to the generation of processes, programs, and procedures atsattiagstem
operation. Specifically,the preparation of operation proceduesyritten sequence of steps that
establish, maintain, or restore the plant within acceptable operating bhmitsidbegin at the
conceptual design stage in the systems engineering pracesthe procedures sholldfurther
developedand refinedas the procesadvances This will ensure that procedures are properly
developed and that when system produdotomplete, management is in a position to

promptlycommenceperations. Proper application of human error prevention tools and
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techniques neeadto be soundly intertwined into the framework of these documents and
programs. Once generated, these programs, procedures, and procesbesystsimatically
verified and validated to ensure not only adeqegsten operation, but alsthatoperation
remainsfree of human error trips and traps through appropriate consideration of the task portion

of the human-task relationship.

7.3.4.2 KNOWLEDGE -BASED OPERATOR TRAINING AND DRILL PROGRAM

There is a limit to the amount of detail and information that can be built into procedures.
If procedures were written for a person to operate a complex piece of equipmehictohe or
shehad no prior training or background, they would be much too long, detailed, and convoluted
for areader to follow them sufficiently.

For procedures, processes, and programs to be effective, the operator musapossess
minimum level of prior knowledge This necessityeads to an examinatiaf the “humari
portion of the human-task relationship. Applya systems engineering approach to the
development of a suitable mechanism enabling humans to adequately and safééyrayer
technologies is a very complicated and confounding task. When the focus is on the operator, t
foundation of safe operation now becomes effective and thorough operator training.

Operator training can kdividedinto two general categories: skilhsed and knowledge-
based. Skilbased learning concentraten developing and alying specific skills and
behaviors. Learners spend moktheir training time learning, developing, and practicing skills
througha variety of handsen, reallife scenarios. SkiHbased training will fall short if
insufficient timeis dedicated to application of the skills and behaviors during the training. The

ultimate objective of skills training is to enable the leanarjust to acquire proficiency in the
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skill, butto have the confidence to applycitmpetentlyon the job. On the other hand,
knowledgebased learning is designed to enable the learmapt@ facts, information, process
understanding, and other knowledge from skemti to longterm memory. Much knowledge-
based training falls short of this goal due to poor engagement. If the leafoewsed more on
just finishing the training than aactively trying to assimilate it for further use, the learning
impact will be minimal.

When learning tananipulaé technologically advanced, complex systems, operators
shouldbe trained utilizig the knowledge-based approach to ensure adherence to design
boundaries, efficiency in operation, and an adegsefetymargin. This traininghould not only
communicate the particulars of a system¢@sponents, operation, procedur@sg processes,
but it shouldalso teachleeper, underlying fundamentals and theory. This ensures a thorough,
deepy rooted understanding of not only the specific task and components manipulated, but the
impact of that task and manipulation on the system as a whoheed with this deeper
understanding, the operatananticipate expected plant response quidkly detectand react
to abnormal situations that could turn into plant events. Aga@objectiveof the operator
training program should be taide performance into the skill-based mod&s with the
generation of operations procedures, generation of operator tramiggamsshould begin at
conceptual design and be further developed as the systems engineering guloaases.

A vigorous plant casualty control drill program should also be includesell-
developed and consistently administered drill program can effectively proaided¢y and
evaluation of facility operating personnel in controlling abnormal and emergen&tioger
situationsinvolving the newly designed system. To enghed the drills are fulfillingheir

intended purpose, theshould beevaluation criteria foassessing operatoishowledge and
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skills. Training and evaluation of staff skills and knowledge such as compansystem
interrelationship, reasoning and judgment, team interactions, and communications can be
accomplishedhroughdrills.

Proper response to abnormal conditions is Wtansurgersonnel safety and protect
facility equipment and the environmerRersonnel must be able to take the immediate actions
necessary to safely mitigate the consequences of an unexpected or abnormal aatlypotenti
dangerous condition involving the newly designed system. Drills focus on the actessary
to respond tohteseabnormal conditions.

The primary objective of a drill program is to train and qualify personnel. To
successfully achieve this goal, drill participation should be integrated intd amtd continuing
training. An effective drill program is one dfe best means available tcsarethat the
operating staftan safely deal with unplanned and potentially hazardous situa#Aensith the
development of procedures and training, the drill program involving the system in desidph S
be developed during the conceptual design stageearskd iterativelyas the systems
engineering process progresses. In addition to trainiagabpns staffin casualty control with
respect to the new system, drill scenario development provides another aveatefardesign
review and evaluation by having additional set of eyew the process from an alternative
perspective. This early dieération of system casualties and necessary operator response not
only guides the development of the drill program, but also provides necessary feedback to
system designers on desirable improvements and cultivates the continued devetdpment
operator training and procedure&gain, the earlier thiactivity is initiated in the systems

engineering process, the bettee results will be for system design and operator training
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The rigor and detail of a drill program wdiffer with facility intricacyandhazard
potential. For example, a drill conducted at a reactor facility may involvead@esmple and
require a high level of detail, whereas a drill at a site support facilitycorapriseonly a few
people andhecessitatéess detail. Drills on safetielated systems or components at Figlzard
facilities may require a large drill team using a detailed drill scendwiits conducted on safety
systems at a lovkazard facility may require a drill team of only a few persons.

To ensure proper implementation of a drill program, the duties, roles, and resp@ssibilit
of personnel involved and the mechanics for conducting the drill should be delineated. This
ensures consistency of development, conduct, evaluations, critiques, and feedback into the
training and drill programs. Alternative methods of conducting drills should be included as an
integral part of the drill program to ensdhat it is fulfilling its intended mission of training
facility operating personnel. Facility management should detertmen@ppropriate level of
effort and resources to implement each element of the drill program, consisietiitenisk and
complexity of the facility.

Regardless of the size, complexity, andsiska facility, an effective drill program
should includehe following essential elements: developed drill scenarasied drill team
personnel, protocol for drill conduct, criteria for drill evaluation, drill critiquesorporated

feedback from drills, and alternative methods of conducting drills.

7.3.5.0PERATOR ATTRIBUTE DETERMINATION
The determination and development of necessary operator skills and training
requirementshould begin at the conceptual design stage in the systems engineering process and

be refined as the process advances. These operator attributes can even marsfest as sy
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requirementsletermined duringequirements analysisAt the conclusion of each stage, in
addition to adjusting operations procedures and training, employee criticallskolgledge, and
education requiremenstould be examined and, if necessamproved. Workforce panning
shouldbe built intoall stages othe systems engineering process to enthatpersonnel with
the necessary attributes are available when needed. Hiewalopment should be considered
as important asystemdesign. Workforce design is too often considered late in the systems
engineering process and the initial plant startup and early operationsdsigfer inadequate
workforce planning or excessive costs associated with accelerated operatuy tracth
gualification.

Embedded in the determination and development of the required workforce are
population studies to canvass the local population for demographics such as industiseexper
education levels, and education abilit/ith this baseline assessment of ghopulation, training
programs can be efficiently developed in view ofgkeeral strengths and weaknesses of the
available workforce, and specific needed skill sets can be assesgetkd, and fostered
necessary. Nonetheless, as discussed above, this needs to happen darbtiaatyso that
issues can be addressed and corrected during design.

Another important subtletin workforce development is the development of leaders. As
the systems engineering processcpets and, more generalgthe speed of business increases
and the complexity of technical advances rigds,easy to focus only on immediate needs and
pay less attention to the systemic issues that ultimately driveidomgsuccess. As the process
progresses, management needs to be constantly assessing the connectiondsaterséipl
practices, employee work passion, customer devotion, and the bottorfitiew is a clear

connection between the quality of an organization’s leadership praetscpstceived by
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employees, andmployeesintentions to stay with an organization, perform at a high level, and

apply discretionary effort.

7.3.6.SYSTEMS ENGINEERING INFRASTRUCTURE

The design and development ofianovative system necessitate an adaptive and equally
unique and innovative systems engineering infrastructure. One shodddl mib the trap of
developing a 24t-century product in the framework oftB@century systems and processes. ltis
important to remain apprised andconsistent withndustry standardsnd best practices with
respect to organizational design, management processes, software devetomment
functionality, and administrative methods—meicessarilyvith the techniquethateveryone has
used in the past and is comfortable with. Business is always evolving and strivéagh new
heights;the infrastructurshould stay in lock step with this evolution to ensure the development
of the best product or system using the best availasiources.

As the systems engineering process for product or system developmantisldthe
proper infrastructure should be established to suppeifigtently. The infrastructure design
should be a formal, guided process of integrating the people, information, and technology of an
organization. It is used to match the form of the organization as closely aseussita
purposethatthe organization seeks to achieve. Through this design process, organizations act to

improve the probability that the collective effortstloéir members will be successful.

7.3.7. THEFINAL PRODUCT

Operator involvement in the systems engineepiragesshuman performance

integrationwith system operational requirements and systenmggstvaluation, andalidation
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the implementation of a strong knowledggsed operateraining program, including a drill
program;the generation of wellritten and validated procedureand the selection and
cultivation of personnel aptly prepared for system operat@hthese actions are connected
with a common theme: the development @fedl-qualified capable, and equipped human
operatorfor the given systemAs a clear illustration, we can recall theift, logical, reasoning
used by an officer ithe Soviet Air Defense Systaimsave the United States from nuclear war.

On September 26, 1983idutenanColonel Stanislav Petrov of ti&oviet Air Defense
Forces was on dutgtthe command center of the Soviet early warning satellites. Petrov's duties
included monitoringhe satellite early warningystemand informing his chain of command
any nuclear attack. If the early warning system indicated arkattecSoviet Union's response
would bean immediate counterattackilose tomidnight, theearly warning systenmdicated
five inboundintercontinental ballistic missigdrom the United StatesPetrovdeemedhe
detectionto be an errqgrsince dirst-strike nuclear attack by the United Statg@sould one be
mountedwas expectetb involve hundreds afoncurrenmissile launches wittheintentionto
incapacitateany counterattack. Additionally, tlearly warning systerhad beemewly designed
and installed. In hisstimation, the system wastryetentirelyreliable. Petrov also observed
that theground radar had failed tmrroboratehe indications of the early warning system
Petrovultimately rejectedhe warningand classified ias a fétse alarm. It wataterdetermined
that the false alarmad beermproducedy an atypicalorientationof sunlight on highaltitude
clouds and thearly warning systensatellites' orbitgHoffman, 1999).

Imagine if the Soviet Air Defense System had been designed with little to no human
interaction andhad automaticallynitiated a counterattack based on the indicatemeived by

the system received and the Soviet Union’s established resptosteg)y This dramatic
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example emphasizes the importance of the humeary withn asystem who is well trained and

knowledgeable of the systeimathe or she operates.

7.3.8. WAYS TOMINIMIZE THE IMPACT OF HUMAN ERROR THROUGHOUT THE

SYSTEMS ENGINEERING PROCESS

As this study has emphasized repeatdulynan error cannot be entirely prevented,ibut
proper tools and techniquaseimplemented early in the systems engineering prodessn be
reasonably minimized. With thgoalin mind, it is also important testablish a system to
minimizetheimpact or potential impacif errors Along with the steps discussed previously in
this chapter, a humagrerformancemprovement (HPIprocesshouldbe establishedot only to
remain cognizant of human performance during system desigalsotd provide a means to
evaluate human performaniceoperatinghe system at itgarious stagesThis pr@ess
incorporates HPlbgic intosystem design and subsequent system operation and provides a
mechanisnio assess and mitiggpotentialimpacts ofhuman erroduring system designrhis
processshould be established early in the systems engineering process to identifyrhaw
erroraffectsplant systems and equipmetitis information in turwill provide necessary
feedbackinto system design process. This process@aledby means o& use case model in
Figure19. The nucleus of this model is converging the efforts of all project entities etinge

the established design requirements comprised of safety, security, andecusiguirements.
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Figure 19.Use Case Model of the Human Performance Improvement Process

To institute this proceda a manageabl&shion, organizations should determine human

error severity criteria and establish a tracking system to capturepibteseial human error—

induced issuefr consideration in developirgngineered and administirsg component

features, human error prevention training and reinforcement, and lessons |&dresel.

potential issues and incideran be discovered at any stage of the systems engineering process,

during the development of procedures for system operation, during training desetpgaring

FMEA, and during the design reviews conducted at the conclusieacbf stage Additionally,

this information can be used to determine trend datbtherebyredict negative behaviors

beforepotential errors or agvrse events can occur. Thelsgta can also provide a multitude of
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information to be used for other purposes across the company, industry, and sygteesiag
discipline For example, they can be used to track and docunegik in potentialnumanerrors
during system design and actual human errors during system utilization, to preddade into
the operator training progra(for either continuing training or the qualification process), to
generate reports f@roject and organizationatanagemet, to determine organizational goals,
or to compare plant performance to thabtfer plants in a similar industry.

First, organizations should create a formal process to examine incidents aidegerc
vulnerabilities that occur throughosystemdevelopment during the systems engineering process
and later, during plant operation. A methodical approach should be established to syatigma
examinethe potentialincident or vulnerability through a series of questismsgo determine
regulatoryimpactandsafety significance, determine which organization will perform the
corrective action or causal analysis, and ultimately correct the defici€ngpyre20 displays an
example of @rocess chart exhibiting the progression from problem reporting to problem
correction.

As displayed at the top of Figure 20, a determinatiothesignificance level should be
made. An example of the classificationseferity criterigailored for a nuclear facilitis
presentedn Tablel0below where level 1 events are the most severe and level 3 are the least
severe.

With the human error severity criteria determined, a tracking databaseststdplnd a
formal process taoollect and analyzthe information, organizations now need to determine
acceptable quanits of error within the established levyeds that this information can be fed

into TPM quantitative measurement determination and assessirtengoal of this system
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Table 10. Severity Criteria Matrix

Incident

D
r

=

Level 1 Level 2 Level
Category eve eve evel 3
Repeat occurrences of Failures that could affechultiple Minor program weaknesses in
organizational or programmatic safety systems or components design, analysis, operation,
breakdowns that affect nuclear Misvalving operation or maintenance, testing, procedures,
safety. Levell, 2, or 3) maintenance error on wrong training identified by independent o
Significantevent requiring use of equipment causing tripping or management assessors
Plant safety features transient on operating equipment An auxiliary plant transient
Transients Multiple equipment malfunctions| NRC reportable event requiring ) o
or human errors occurred that written response M&TE that fails calibrationbut does
significantly increased the Significant program weakness in not cause operational impact to
severity of the transient. design, analysigperation, safetyrelated equipment
Sjgnificant operating/des_ign maint'er'lance, testing, procedurep, Safeguardsécurity issues that do
violations of safetynalysis or training. not meet the regulatory criteria.
Incident
Level 1 Level 2 Level
Category eve eve evel 3
Death not due to natural causes Injury or nearmiss with fatality Personnel contamination events
Major disability injury potential occurring from procedural violation
Work-related injury requiring or poor radation worker practice.
P | inpatient hospitalization Personnel contaminations due to
grsfortme Individual exceeds regulatory human error and which result in
arety dose limits dose assignment
Multiple or other substantial Defeated or missing LOTO with no
personnel contamination potential for exposure to hazardous
instances energy
Incident
Level 1 Level 2 Level
Category eve eve evel 3

Environment

Releases resulting in significant
threat to human health or
environment

EPAVviolation or OSHA citation
that results in enforcement actio

Immediately reportable spills with
potential to harm environment

Release in excess of radiological
limits with no potential for ofkite

Permit criteria threatened by a
discharge

Failure to maintain secondary
containment for chemical/oil spills

n

production
Repeatedailures to implement or]
maintain commitments to
regulatory agencies

al Impact . Impact Isolated nonreportable failures suc
Release in excess of radiological Repeated failures such as spills of as spills of chemicals or oil,
limits with actual or potential for chemicals or oil, improper storage, improper storage, failed secondary|
off-site impact failed secondary containments. containments, etc.
[ 2l Level 1 Level 2 Level 3
Category
Missing business commitment Extensive equipment damage Fire protection equipment
(e.g., required replacement or unavailablevhen it was needed
substantial repairs) Conditions detected by independe
Conditions resulting in substantial or management assessors that do
. outage delays or extensions represent aubstantial
Economic/ organizational or programmatic
Operational Lengthy unplanned (_)utage or barrier breakd
Impact operationat substantially reduceg arrier breaxdown

Adverse trends in equipment,
programmaticor human
performance that dioot directly
challenge safety, regulatory
compliance, or reliability

hot

should be to keepotentialerrors at the lowest significance level. So how is this done? The

answer is straightforward, but requimsistent attentionDue diligence, constant emphasis,

and management support must be devoted to the identification and repopatgrafalhuman
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errors and the corrective action processing of the problems as they ated¢perFigure 20).
This processing will determine the significance level of the emdrtherefore the required
amount of staff attentionDeployment ofufficient corredtze actionswill not only fix the
immediateproblem butwill also prevent similapotential errors from occurririgter in the
systems engineering proced3epending on the significance level, a generic implications review
could be conducted wetermine the extent ¢he condition, the extent to which the actual
condition or similar conditionexistin other plant processes, equipment, or human performance,
and the extent to which the root cause and contributing causes of an identified problem could
impact the same or similar plant processes, equipment, or human performancedsodctive
of severity level) Based on this review, the organization could put additional preventative
actions in place to inhibit emrdikely situations. This pocess, if effectively performed, will
constantly reinforcgood human performance practiceducehuman error in system design and
potential human errors during operation, proportionally decrease the volyroeeofial
problemsat all levels, and contimlly drive errors to thé&east significant level. Thisoncept is
displayed visually in Figure 21.

In conjunction withasoundhuman performandenprovemengprogram, a management
team should be established to ensure that the program is effectively arsdectly
implemented witha particular emphasis on evaluating significant issues, adverse trends
identified, and ineffective corrective actions that were applied to conditimesse to safety and

security. This team could also incorporate all issues, not just human erroits, engagement.
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Figure 21.Human PerformanceSignificance Level Triangle

Specifically, managemewntersight is required to ensue following
e Proper disposition of issues
e Application of theProper significance level
e Proper trend identification
¢ Greater management interventiorcertainissues
e Identification of issues that should be disseminatddss®ns learned
e Properapplication ofcorrective actions
e Periodic review of performance indicators
¢ Differentiation between corrective actions and process improvements
e Reviewof corrective action plans to ensuhatthey address previous ineffective

corredive actions
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e Review of root cause investigation results
The reporting of human errors should aim to producalture focused on safety and

operational excellence. Employees should be not only encousagegpected to make error
incident reports. This should be a living part of the organizational DNA and “bussaesaa”
for plant employees. Most importantly, employees must know that they wikpetience
retaliationfor making reports. The generation of a positive nuclear safety culture afetya s
conscious work environment is a delicate and complex task, buttdrasebeerestablishedit
will improve morale, breed content employees, strengthen plant safety, and lyltroass

productivity.

7.4. DESIGN OF NEW SYSTEMS

While the focus of the previous section discusses human error reduction while improving
or upgrading existing systentgchnologically advanced systems and facilities of the future
nuclear fleet need to keepsteady press to keep human error as low ashjpes As the
evolution of systems progress, the role of the humans within the system inevitabbntinue
to evolve as well. This evolution necessitates the continued drum beat of human pedormanc
improvement while keeping sights set on system efficiency and safety. Withoontext, as
new future systems are designed and the role of the human is transformed, mansoalid
be architected for substantial reduction as compared to predecessor systeamnsimdrease in
system stability and gety. This necessitates a different focus appropriate for a new set of
nuclear facility technology with new automation types and the roles of humanfeahodi
accordingly to accommodate. This focus should compel the optimization of hnatdrine

roles to reduce human error and increase inherent stability of the system.
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As new systems are designed, systems engineers must view the systemopéh an
mind and must give consideration to various technology options, affordability, accégdtthe
that human irdraction is inevitable, account for human limitations, and, ultimately, establish
appropriate requirements for the system and for the human. The incorporation oletmesgse
will appropriately balance the negeneration system and lead to an optimizechanmachine

system.

7.4.1. HUMAN -MACHINE SYSTEM OPTIMIZATION

Humarmachine interaction is the boundary where interactions between humans and
machines transpire. The objective of this interaction is to facilitate safeffactive operation
and efficient control of the machine from the human end as the machine simultaneedsly f
back information that aids the operators' decisiaking processesGenerally, the intent of
humanmachine interface design is to produce a user interfacentilagst straightforward,
efficient, and manageable to operate a mactunas to attain desired outcome. This generally
means that the operator needs to provide a specific input to achieve a desired outpad, and al
that the machine minimizes undesired outputs to the humaacHieve safe and reliable
operation, this interface requires a practical balance between the human and the.miod
purpose of this section is to propose a methodology that optimizes the balance between the

human and machine sides of the humaachine interface of a systemaahuclear facility.

7.4.1.1.BACKGROUND
The very detailedhteractionbetweermachines and humans in nuclear facilities is a
changing technical matrix thegt addressed by means of a humaachineinterface Studies of

the interactionbetweemmachines and humans have been conducted for more than half a
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century. Efective models of humamachine interaction and matrices for numerous products
can be found in the nuclear industry (Johannsen,)2009

The interactions between humans and machines at nuclear facilities have beamadcogn
as significant due to tivesafety implicationsas a result, these interactions are handled with a
high level ofcare The entire system of the humarechanical interfagehe machine and the
human user are described as the human mechanical system (HMS) and may inahotl @skst
categories, such asanagers, maintenance personnel, and operators, all of whom have distinct
needs regarding information and control (Johannsen,)2009

The termmechanical in HMS refers to any category of changing technical systgmch
caninclude the software and automation components as well as the mechanical cosaponent
The technical system’s automation componentslaseribedas the admistrative and control
systems. These systems interad girect manner with thethnical machine interface. The
power generation process at a nuclear power facility is an appropriateleXaomannsen,
2009.

In a nuclear facility, the decisiongoort systems are stabé-the-art, and the component
machines are programmed with substantial knowledge and can provide advice to.tHdaser
application domains of the human mechanical system include humantlhisbrtsnanmachine
interface, and the echanical components (Johannsen, 2009

The context of ailomation in the administration of changing technical matricebbeas
significantly enhanced over the last several years. staisment is trufor all the technical
systemsassociated witimuclear facilities and products. Elevated levels of efficiency have been
attained by means of the enhanced application of automatic administration.qinennent for

communication between machines and humans increased with the augmented context of
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automatiam. Usually, enhanced automatioredaot replace the humarnteraction with the

machinery; ratheit transforms the location of the interface between the two (Rogers, 2011).

7.4.1.2. THEHUMAN -MACHINE INTERFACE

The bread and butter of nuclear facility operation is safety and efficiéndie
fulfillment of these essential elements, thera recurrent concern for efficient human
interaction with the machind®ingoperatd. Enhancement of this humamachindink is a
necessary enterprise within the process management ndootilg organizational overview,
but alsafor the schematic placement of roles and specific defining variables for mangttiei
interaction. The effort to reacla level of optimizatn where this humamachine synergy takes
into account the humamachine interactioas parof routine operations during production,
maintenance evolutions, and ofbrmal operations requiring emergency mitigatsuch as the
impactof natural phenomexor unexpected failures within the system. To operate effectively,
each humamachine link must be wetlefined and specifically engineered utilizing the
requirements established to fulfill the system purpose, which necessptepréate design
decisiors that meet this purpose and design that accounts for specific roles and processes
remaining integrated and strong. This implies not only considering all théotescis
manipulations, and potential errors that can be nratlee system under design, bigalessons
learned from other similar systems.

To achieve safety and efficiency in operations, the humaahine interaction should be
a focal point during system design. This interaction has many facets and tactonsider. An
integrated approach to seeking further process dynamics remainsldsfimeeraction and does

not leae processesn their own to facilitate operations independently. Within the human-
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machine link, the machine is designed and installed to fulfill a specific purpdsaaloing so,
must provide a mechanism to exhibituggd system parametersthatthe human can intervene
to ensuréhatthe machine is operating at the necessary capacity for efficient functicaradity
take necessary actions if an unsafe condition arises. Furthermore, conditiolets for both
emergncy and nominal routinesmed at meetingafety and operating standards see a network
of knowledge centered upon creating processes that diminish uncertaintghantbsdefine

every contingency. Systems should be designed with machine monitorimggdithat allows

the human activity to be fixed and defined by routhegeliminates much uncertainty in

operation.

7.4.1.3.HUMAN ERROR AND THE HUMAN -MACHINE INTERFACE

This dissertation has repeatedly emphasized the considerable potentimhéor éror,
andthis is especially true within the context of the humaarchine interface. Specifically, there
is a greater potential for errors in the case of information intergmetditat requires both humans
and machingtocollaborae. The error emerges when erroneous information defines the process.
Without the correct, most relevant system information, errorawiaaboth fromtheaction of
internal machine control mechanisms or human analysif@amdhe resulting actions based on
wrong information. It is important to design the system for a stronger horaahine
interaction withless censoring of human behavior and more mining of information for evaluation
of processes; this allows the human to incorporate change in waitsetimaachine cannoOne
must be wary, however, of too much ingenuity and flexible decisions as a means afgleviat
from the original purpose of operation. To redefine safety for the wrong needs alssisihgge
the wrong values are applieghich can result in human errpthe resulting consequences, in the

context of nuclear facility operation, can be detrimental.
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Some erors happen because humans interact at a cognitive, rational level but also have
emotion and conflict to consider when makingicles. In some contexts, errors take place out
of complacency or boredoregardingone’s role in the system. For evaluation and redesign to
take place, not only is it important for each member of the team to beti@oextin some
defined functionsinformationneeds to be shar@hdnew knowledge circulated to inspire new
ideas for solving core capabilities of safety and efficiency. Roles areadhgth integration
because knowledge is opemd this leads to systems that have flexibility and aolezof the
human factor of emotion. Design of the system should not be dependent upon freedom or
correct roles but ohow theprocess is defined to carry out the purpoReles fit into the

process and so do human personalities for specific roles.

7.4.1.4 DECISIONS AND THE HUMAN -MACHINE INTERFACE

Decisions can be challenging for the human even if machines monitoringfems
reliability show little change in data or information about the system. [Dasisen be made for
the wrong reasons basedlonited information. The data may not match the taskhe
outcomes may hauanited validity. Data should reflect what the operator understands about the
activity, behaviorsand resources that define the process. Unfortunately, at times incorrect
observationsmissing information, or misinterpretations of informateam result in poor
decisions. Additionally, operatomayevaluate the data from the interface diffelefiom each
other, creatinga lack of collaboratiom optimizing the links inlie system. The machinsay
offer valid knowledge, but its translation into human knowledge is uncertain, ptiyentia
reducing the information’s value for making decisions.e%en ifthere may be adequate

monitoring systems, backup data systems, cameras, institutionalized pratociataf
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management, argliitablestorage and handling, tiformation can be interpreted incorrectly
leadingto poor decision making andflectingweakness in design.

Taking into account the human element will permit efsgecisionmaking systems to
consider operationalcenarios. Deterministic functions are not flexible and allow for the same
variable to be inputted only to return the same outcomes. detmministic functions allow for
some flexibility in the sensedhthey carnreturn different outcomes even with the same input.
This allows for further dimensionality in modeling the various operational scenatios thie
process to aid in redefining the humaachine interfacebased on additional dataatsupport
the desired, optimal process outcome. Within the framework of safety, serious kaimside
must be given to situations whetecisions arenade quickly, under pressure, and with
uncertainty. These operat@rscenarios exist for all industries, but from the perspective of
nuclear operatiarwhere the consequences of errors can be extresaedre, these scenarios
should be identifieth detail andhe human-machine link® be analyzedhould be defined.

Understanding how system capabilities can deisies to the systennelated tcsafety
and performancevolves a recognition that operators can and must learn from mistakes made
andthatdesigners must perceive opportunities from errors. Continued reassessinamt a
approach to redesigrg humanmachine links can create system resilience. Eoan bdess
costlyin this context of specific redesign architectukearning from past erroxan enhance
anticipation and expectatistwith regard to future events in terms of technology control strategy,
unleashing its full power usefully to addréastors that create conflict or uncertainty. This is an
avenue for innovation because it drives the forces of uncertainty away ansl fatadechnology

application for human benefit.
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7.4.2.CONSIDERATION SIN OPTIMIZATION
7.4.2.1.HUMAN INTERACTION IS INEVITABLE

Althoughit might seem that the best way to engineer fenléirant systems is to eliminate
any potential for human error, this assumption could lead to the conclusion that@iyahican
be automated should be automatedh itrinsic flaw in that argument is that no matter how
complex the system, humans still need to interact with it. As discussed prewadushyhuman
interaction witha system is reduced, degradatiomofmanskills can result As a clear example,
consider the decline in children’s handwriting skills. In the past, all elamyestudents learned
cursive writing. Today, the emphasis has shifted toward computers, keyboardsbake
become more valued, and children are spending les®tirhandwriting, with a corresponding
decrease in skill level. From a systems perspective, we can look at the d&rasax model.
When pilots started flying jets with increasidggrees of automation, researchers found that the
overall flying proficiency wasncreasing buthat they werdosing their manual flight abilities
(Orellana and Madni, 2012). As a result, pilot advisory boards started suggedtpitptha
shouldfly more manual hours in order not to lose those skills.

The mainfocus of this dissertation has been on human error as a result of technological
advancement associated with the upgrade of existing systems in exisieay fiacilities
Technological upgraes are unavoidable, so consistent efforts must be devoted tosegnalgy
human error as low as possible amidst those changes. As the evolution of systeassgrogr
the role of humans within the systewil inevitably continue to evolve as well. This evolution
necessitatea continued emphasis on human performance improveasgyart of maximizing
system efficiency and safety. Within this context, as new systems araeatkaigd the role of

the human is transformed, human error shoulthlietedor substantial reductionelativeto
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predecessor systemgith a correspondingncrease in system stability and safety. For this
purpose, the roles of humans and machines must be optimized in the design and implementation
of new types of automation, but it must be understood that human interaction with systems is

compulsory and of major importance.

7.4.2.2. THEROLE OF COMPLEX SYSTEMS AND HUMAN ACTORS

From a systems engineering perspective, it is important to undetiseapcecisaole of
complex systems ithe interactios between human actors. In the past, computing and
cybernetics systems were focused on extending the physical attributesaridanddoing
things that humans could not safely do, such as interacting directly with higldgctde
materals. However, as computing power has increased as a natural result of Nlaarerow
systems are advancing into the realm of enhancing cognitive and mental capantiieng and
Madni, 2012).Reducinghuman errothrough system architecture iv@ry important goaks
was revealethy tragic failuresn the use of Patriot missiles in 2003 during the Iraq war. The
Patriot radar systems were engineered in such a way as to record falsd fatseaalarms
without displayinganyuncertainty regarding the target (Mad2@09). The human tendency
when working with automated systems is to trustat@iracy of thenformationprovided.
Unfortunately, because the systems were poorly engineered, the humansnigtevidlctsuch
systems took the blame for shooting down a British Tornado and a U.S. Navy F18/A, which
were incorrectly identified as targets by thutomated systems (Madni, 2D09

As this example illustrates, one cruciakipof engineering human error out of systems
designs igo makecertainthat the systems do not introduce their own errors. If humans
interacting with engineered solutions are to be expected to operate cdalysigtersystems must

provide sufficient information to the humans involved so that they can use their unique
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charateristics in analyzing the situation and making the proper decisions. A crucial
responsibility of the system engineer in designitgimanmachine interfaceystem, therefore,
is toproperly articulatevho makes the final call in crucial decisions. In some situatibas,
automated systems should never be overridden by the human operator—for instancesi doing
would expose the humans involved to unacceptable amounts of radiation exposure or automatic
shutdowns due to lowr high system pressure. Conversatyother situations, such as normal
or controlled operations, an automated system should not be able to override the human’s
judgment. A good humamachine interface achieves an appropriate balance between the skills
of the operators involveith the particular situation and the inherent strengths of the systems
involved.

Some areas where human errors can occur in integration with automatiorssystect
a lack of knowledge in the area of human cognition and cognitive processes. Huwgans ha
amazingout still limitedcognitive abilities and gstems designerausttakethose limitations
into consideration. For example, it is known that excessive use of multi-windowenhsyer
monitoring can result in degraded human performaneeause these systems ovettex
operator’s #entional capacity (Madni, 2009). Important alerts could be missetbdxeeeding
the humais cognitive processing abilities. Wtreasan initial alarm carseize an operator’s
attention, repeatealarms ¢r so-called nuisance alarms) inevitably cause the operator to become
habituated to them (like the classic fable about crying wolf too often). Thus, whey a tr
important alarm is sounded, the operator may tune it out and not attend to it. Excessive
flexibility also presents a problem for human operators. A classic example is the smartphone:
most usersake advantage of onysmall fraction of its functiongecause most of them are too

complex or take too much time to figure out. Therefore, for systems erggtneéminate
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human error factorshey musfully understand the cognitive limitations of the users of such
systems and compensate for them by designing systems that augment humétiesapfbi
flexible thinking, while at the same time not preseningh an overwhelming variety of options
that crucial indicators or tools are ignoteetausehey overwhelm the humans whahey are

designed to assist.

7.4.2.3 ACCOUNT FOR HUMAN LIMITATIONS

As technology advances, it becomes increasiagparent that from systems
engineering perspective, systems have a (nearly) unlimited capacity whameasshdo not.
Therefore, to creatgystems that reduce human error as much as possible, a respect for the
limitations of the human brain and its pessing capacitis necessary. As was mentioned
earlier, the human brain has a limited processing capacity, because itsipgoaetbgity occurs
in the area referred to commonly as sttertn memory Richardson et al., 1996). The short-
term memory circil consists of sensory memory, which can contain a few seconds of data at
most, and the shoterm memory store. The complexity of designing with respect for this
system lies in the fact thte attention capacities shortterm memonaredivided betwen
data just taken in, data retrieved from long-term memory for processinggqudicedures, and
search strategieR{chardson et al., 1996 Thereforewhen designing complex systems with
many things thatust be attended teystems engineers mustdia way to narrovthe
informationpresentedo themostessential elements, so that the crucial information that must
have the humaaperator'sattention is front and center at all times.

An analogous system in which visual displays plagssentiatafdy role is visual
control systems for automobiles. Indeed, thealted instrument cluster is a crucial part of the

safe operatin of a motor vehicle because it relays safethated signals to the driver (Bellotti et
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al., 2004). As automobile safetystgms become increasingly advanced, with rsoreponerd
designed to assist the driver in safe automobile operation (including collisextidet parking
assistance, night vision assistance, adaptive cruise control, and th@isg)ace availabfer
displaying this informatiorbecomes &ey limitation that must be overcome (Bellotti et al.,

2004). To deal with the space limitations of automobiles, designers have turned to the novel
solution of creating configurable dashboards. One of the salient pasitgyfrom this research

is that all this additional information must be provided to the driver of the automothleutvit
simultaneously distractinigim or her from therimary goal, which is to safely operate the
automobile. This is why humanachinenterfaces in cars must be designed in a way such as to
prevent human error (Bellotti et al., 2004)edRarch on automobile interfadess foundhat
customizablelashboardnterfaces increased passive safety, as the ability to tailor the interfaces
was correlateavith significant improvements insers’attention and reaction capabilities (Lim,
Benbasat, and Todd, 1996). One reason posited for this improvement in attetitain i
customized interfaces are closer to the-vealld systems that they are supposed to support.
Because the end user is directly involved in the customization, Lim et al. (198@&dpos

reduction of the psychological distance between the usehargystemmaking it easier for the
userto execute the needed tasks.

Thisinsight can be directly applied to the arrangement and composition of nuclear
facility control interfaces. Vital operational information should be maindaate¢he forefront
(reactor power, core temperature and pressure, etc.), but other information can bednaawtiag
displayed at the operatsidiscretion or according to plant proceduré&#is arrangement

combines the availability of vital informatiamith operator knowledge, based on training and
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experienceas to what displays are necessary at different times without overwhelming the

operators cognitive capacity.

7.4.2.4 APPLICATION OF THE DASHBOARD CONCEPT IN NUCLEAR
OPERATION S

Considerable datsuggest that the use of a dashboard concept holds promise in the area
of humanmachine interfacdesign. One of the most valuable aspects of dashboards is that they
can improve decision making (or prevent errors) by amplifying cognitievedsas making the
most of humans’ limitegherceptual capacity (Yigitbasioglu and Velcu, 20123.Lim et al.
(1996) suggested, flexibility in selection of dashboard formats aids in upensesas well as in
accurate use of the information. Additionally, dashboards can be an effectiver tmshe
problem of memory overload, a keyiting factor thatcancontribute to human error in using
humanmachine interfaces

Several elements of dashboard design must be taken into account whedesignisig
dashboard humamachine interface. The $irfactor is visualizationThe information
visualized within a dashboard desiguustactually amplif cognition. The visualization of data
can be considered correct if the end users consistently decode the informaisoreare
properly. Again, respecting the limited cognitive capacity of steont- or processing memory,
an effective dashboard designlvstrike an appropriate balance between visual complexity and
the information utility required for the particular situation.

Other functions can be built into dashboamseduce errors. For example, automated
alerts (in limited fashion, because of #ferementioned problem of habituation) can be included
in the dashboard design, along with theory-guided format selethiatsan help tdead an

operator to the correct selections dogivenscenario. Limiting the dashboard to a single page
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anda simpe color schemgalong withlinks and grid lines for 2D/3D data graphs, is another
researcksupported way to improve the viswddrity of dashboard designs (Yigitbasioglu and
Velcu, 2012).

Another important aspect of humarachine interfacdesign is thaffordance of
information in a way that is consistent with the desired results. Affordance,goritext of
humanmachine interfaceesignrefers tothe features provided to the user (Hartson, 2003). One
way in whichaffordance can reduce human eiigin the proper presentation of choices or
options. For example, shading a button or menu item in gray and making that choice
inaccessiblédecause it is a contextuallyappropriate choicean guidehe user toward making
correct choicem the situatio. There is, howevernaaccompanyinganger that affordances can
also misinform or misdirect a user into an incorrect choice or option. For exarhplézantal
line on a scrolling page could lead the user into thinking that the page has endedttubby
there is more contefibelow the fold.” Improper or misunderstood instructions can introduce or

increase the opportunity for human error in humeachine interface use

7.5.CONFIDENCE IN PROPOSEDAPPROACHES

To assess expertsonfidencen the proposed methods descriliedhis chapteraLikert-
stylesurvey was designed aadministered t@ group of systems engineers to gain their
impressios of the methods proposed, whether the methods would be successful in reducing
human error, whether the experts would be likely to use these methods, and isstieg tfétec
implementation of these methods withie systems engineering process in the industry setting.

The survey sample consisted of 40 system design engineers (age 25 to 65) of various
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backgrounds, locationand disciplines (nuclear engineers, electrical engineers, mechanical
engineers, etc.) who were knowledgeable regarding the systgneering and design process.
The statements contained in the survey were extracted directly fraediens of this
chapter. The respondents were provided with the chapter content and the questions and
statements along with the fapmint Likert scale. Depending on the question, the potential
responses were labeled in one of two ways: (1) “netecg¢asionally,” “regularly,”
“frequently,” and “always,” or (2) “strongly disagree,” “disagree,” “heitagree or disagree,”
“agree,” and “strongly agree.”
Theexaminatiorof the Likertstyle quantitative rating questions indicatie following

totalsshown inFigure22.

1800
1600 1539
1400
1200
1000
800
600
400

200 83
0 0

"never" or  "occasionally" '"regularly" or "frequently" or "always" or
"strongly or "disagree" "neither agree "agree" "strongly agree"
disagree" or disagree"

Figure 22. Human PerformanceSignificance Level Triangle
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As shown above, the totals are weighted to “always” or “strongly agree” with no
responses indicating “never”, “strongly disagre@ccasionally”, or “disagree”, therefore, the
responses are largely favorable for the methods proposed in this chapter.

Additional analysis is shown ifiable11 below.

Table 11. Results of Survey Analysis

Analysis Results
Percent Agree 96.6%
Top Box 63.1%
Net Top Box 63.1%
Z-Score to % 86%
Coefficient of Variation 12%

The percerdgeagreéng represents those who indicatexrongly agree” or “agree” (or
“frequently” or “always,” depending on how the question was worded) on ploenbLikert
scale in response to each itefithe top box represents only those responses of “strongly agree”
or “always.” The net top box is found by counting the number of respondéiatselectedhe
top choice and subtracting the numiao selecedthe bottom choice. Thescore to percentile
rank convertshe raw score into a normal score due to thetfatthe rating scale means often
follow a normal or close to normal distribution. The coefficient of variation isasore of
variability, unlike the first four which are measures of the central tend&aayd, 2011).

The quantitative results show that the respondents were strongly favorabiieng tjae
value, usability, and likely industry acceptaméehe concepts presented in this chapter.

In addition, the respondents were given the opportunibyfés operended commeaston
each section of the surveyll remarks expressed an appreciation of the concepts, an
acknowledgment of the benefits of implemegtsuch concepts, amkpectations thdtture

implementatiorwould receive a positividustry receptionSee AppendixX for a
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comprehensive explanation of the survey and additional details associated watsutteeand

analysis.

7.6.CHAPTER CONCLUSION

This chaptehas examinethe impact of technology on present-day plant operators and
discussedway forward for industryo involve operations personnel involvement in the systems
engineering procesnd maximize performance excellence. It entails the integrationnoén
performanceconsiderationgto system operational requirements and systenmggstvaluation,
and validation; proper generation of procedures, processes, and pragemglementation of
a sound, knowledge-based operator training progttaencreation of aobust plant casualty
control drill program; the development of human error significance critbeastablishment of
a tracking databaséhe creation of a formal process to sort the information; and a method to
keep errors minimized and at low safety significantle finalchapter will discuss the

conclusions drawn from this dissertation and recommendations for further hesearc
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CHAPTER 8: CONCLUSIONS AND RECOMMENDATIONS

8.1.CHAPTER INTRODUCTION

The systems associatedth nuclear facilities are some of the most complex ever
developed.As a result, it is important to considehether the complexity and changing
technologiesised ahuclearfacilities may exacerbatbe cost of incidents caused by human
error. This dssertation has investigatdte relationship between human performance,
technological advances, and the complex systems involved with nuclear facilitie

The primary research questidriving this study was whether technological advances in
the complex systems of nuclear facilities increase the severtigrms of cosif incidents
caused by human errofhis is an important question because most nuclear facilities continually
update their technology for varying reasons. This continuous technological imprieeme
frequently requir@peratordo change their routineandtheir method of interacting with the
complex system and the new technology.

To answer this question, hypotheses were established and a study was conducted to
determine whethdechnological advancedfectthe interaction between operators and the
systemghatthey operate, resulting in an increasedtof incidentsrelated tohuman error.The
hypothresiswas stateés follows:

Hi: Technological advances at a nuclear facility that affect how operators intettaiot wi
the systendo increase the cost of incidents caused by human. error
The null hypothesisias stateds follows:

Ho: Technological advances at a nuclear facility that affect dypevators interact within

the systendo notincrease the costf incidents caused by human error.
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8.2.CONCLUSIONS

Thet-testwas used to determinvehetherthere was a statistical difference in the costs of
nuclear incidergrelatedto operator error when interacting witlsystemwhere recent
technological advances have been instalieldtive to other incidentsThet-test indicated a
statistically significant dference between the two groyiserefore the null hypothesigias
rejected The evidenceéndicated thatindeed technologicabdvances at a nucleacility that
affecthow operators interact within the system do increase theo€astidents caused by
human error.

As a follow-up study, the question of whether organizatimreefit overall by
incorporating advanced technology at their facilities analyzed. The dat@m thisanalysis
indicatal that spending more money on upgrades will incradaeility’s capacityfactor .e.,
the ratiobetweernobserved output amabtential output if the facility were consistentlyhning at
its full capacity)as well as the number of incidents reported. However, the incidents in the
randomly selected facilities for this study were relatively minor. Giverthileanuclear facilities
produce vast amounts of power and the upgrades significantly increase theydaptsi there
appears to be a financial advantage in conducting upgtaakhkis benefitshould be weighed
against the increased rate of letelnd 2 incidents observed.

Based on the information and analysis discussed abmee is evidence that
technological advances at a nuclear facdity worth the risk, even though they may increase the
costof resulting incidents due to human error. Due to these findings, additionairvstady
conducted on the impact of human factors (including human error) on plant operattoe

phases of theystems engineering procesbkhis was followed by a discussiontbé impacof
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evolving technology otoday’s facility operators andaysto overcome these challendes

utilizing the systems engineering process.

8.3. CONTRIBUTIONS OF THIS DISSERTATION
The primary catributions of this research aas follows

e Discovered gantitativeevidence that technological advances at a nuclear facility
thataffecthow operators interact within the systean increase the cost
incidents caused by human error.

e Discovered gquantitative evidence tlsgending more money on the incorporation
of advanced technology into existing nuclear facilitenincrease the capacity of
the facility as well as thpotentialnumber of incidents.

e Performed amextensive examinatioof theimpact ofhuman performance on
plant operatiomndthe systems engineering process.

e Establiskedamodel tocultivate human performancerhanced system design and
operationvia:

0 operator involvement iall stages of theystems engineering process,

0 iterative procedures and operator training development throughout all
stages of the systems engineering process, and

o earlyselection and cultivation &uitableoperators chosen and groomed
specifically for the systemseingdesigred

e Explored a methodology optimizethe balance between the human and machine

sides of the humamachine interfacen a system.
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e Developed anovel method of incorporating human performacicaracteristics
into the system design and development stages of the systems engineering
process. Specificallghe study proposeabkeincorporation of human performance
attributesinto system operational requiremeni®Ms, and system teisig,

evaluation, and validation.

8.4.RECOMMENDATIONS
This studyresultedn a rejection othe null hypothesis. Therefore, there is evidence that
changing the technology with which operators interact increases thaef costientsresulting

from human error. As a result of this conclusidmee recommendations artEered.

8.4.1. RECOMMENDATION 1: ADDITIONAL RESEARCH ON THIS TOPIC

Additional research on this topig recommended. Specifically, a study could be
conducted on the rate sfallscaleincidents (i.e., those &vel 1 or 2 of the INES) Many of
theseincidens are not as intricately studiedthsse thateach a higher levelf severity Instead
of an in-depth analysis of each incident, a simple count cmutdadeof the minor incidentthat
follow changes in technology. A similar procedure to the one used in this study could be used
for data analysis. Instead of using the cost of the incaietite quantitative measure, the
number of minor incidents could be used. This approach would eliminate the need to search for
cost information on each incident tietdetailf the incident report other than the INES rating.

(See Appendix D for a minor event study as descritmzé)
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8.4.2. RECOMMENDATION 2: INTEGRATION OF OPERATOR PERSPECTIVES IN

EARLY STAGES OF SYSTEM DESIGN

As broached in Chapter 7, the operator has a unique perspective relevant to tisfusucces
operation of the system or component, therefore, their cgutesult in appreciably less
complication after a system or component is installed and operational. Itnsmecaled that
systems engineering process programmatic enhancements be consideredsaeapulte
more effectively and efficiently. Additionally, it is recommended thataresebe done to
guantifiably determine the impact from harnessing operator perspectivesdarth stages of

the systems engineering process.

8.4.3. RECOMMENDATION 3: | MPROVE TRAINING , PROCEDURES,AND HUMAN
PERFORMANCE AT FACILITIES IN CONJUNCTION WITH THE DEVELOPMENT

AND INSTALLATION OF NEW TECHNOLOGY

Lastly,as examined in Chapter 7, it is recommended that the systematic and continuous
improvement of training, procedures, and human performance be further reseafued and

evaluated to quantitatively demonstrate a decrease in human error and incpéasesafety.
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APPENDIX A: SPECIFIC INCIDENTS

Each of the nuclear incidesthatoccurred in the United States from 1955 until 2{312
briefly discussedbelow, withanattempt to determinehethernew technology had been
introduced shortly before the incidethe NRC was foundedh 1974 andthe IAEA scales
came into existenda 1990. Most of the information on the older incidesdmesfrom books
on the topic.From this information, an estimate was made as to whether the incident warranted
rating of 3 of greater on the IAEA scaléll monetary values listed in the tableahapter 4

were adjustedo 2005 dollar values.

November 29, 1955: Idaho Falls, Idaho

The experimental breeder reactor at Idaho Falls, Idaho is now decommig§ienedv
2011)andis now a mationalhistoriclandmark. A wide range of experiments wasducted at
this facility by theU.S.government as well as state governments and natiomablabies.
Several universitiegalso conductedesearch at the facility. The area has been home to more than
50 reactors (Rogers, 2013).

In November 1955areactor entered into a partial meltdown during a test of the coolant
flow (Sovacool, 2011). fie use of a nuclear reactor to produce electricitystihselatively
novel at this time.The construction of the breeder reactor baginin 1949, and it wa
installedand began to produce power in 199hereforeassuming normal staff turnovehe
individuals working with the reactor had up to four years of experience with the esntipror
to the meltdown. For this reason, the incident is not categorized as not occurring duerto huma

errorrelated tonovel technological advances (Krivit, 2011).
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July 26, 1959:Simi Valley, California
The reactor in Simi ValleyCalifornia experienced a partial core meltdawri 959
(Sovacool, 2011)The entire facilitywasan experiment in using a sodium reactor to produce
electricity through nuclear power. The reactor was in use from 1957 until 196g! and
considered the first nuclear reactor to provide electricity withenUnited States (Rogers, 2013).
The 1959meltdowninvolved 13 of 43 fuel elements meltingith the releas of
radioactive gas (Sovacool, 201The experimentdacility’s purposewnas toconstruct dacility
that would produce electricity from nuclear ener@iowing workers to gain experience with
running this type of power plant. Therefore, throughout the facility’s operation, neunests
andtechnologeswere being introduced. One reason Far partial meltdown is that the
individuals workingat the facility were using new equipment and gauges with which they were
not familiar(Perrow 2011). Therefore, this incident is judgesiattributabléo human error

when working with new technology.

January 3, 1961:ldaho Falls, Idaho

The experimental reactor at Idaho Falls was the site of fatalities due to amntncid
associated with the reactoore (Harrison and Hester, 20L1The primary nuclear control rod
had been removed from the reactés a resultthe reactor becanspecritical and hd a
power excursion. Three people in the reactor room died due to exposure to radiation. In fact
500 R per houwere stillbeing emitted from the bodies when the rescue workers arrived. A rod
ejectioncaused one body to be lodged in the ceiling of the reactor room, heltytieescontrol
rodthatwas launched during the reacsmpereriticality. The individuals in the control room

were so irradiated that they had to be buried in coffins made of lead (Perrow, 2011).
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Theinvestigation of this incident revealed that new equipment had been installed in the
control room(Sovacool, 2011)includingthe gaugeshatindicatedwhetherthe control rods were
in their proper location and orientation (Rogers, 2013). Therefore, this incidismsed to

have been due to human error when working with new technology.

July 24, 1964:Charlestown, Rhode Island

The facility in Charlestown, Rhode Island reprocessed highly enriched uranthm
form of scrap materials produced from fuel eleméRtsers, 2013).A worker was stirring up a
tank that contained uranium within a sodium carbonate solution. This person was supposed to
add trichloroethan® enableghe removal of organic compoundsistead, the worker added a
uranium solution.Thisresulted in a criticality excursion as well as a bright flash of light.
Roughly 20percentof the contents of the tansy 10 liters, splashed out of the containérhe
worker was exposed to an excessive amount of radiation and died two days later, (E&rigw

The worker who made the error had done this procedure on several occasions (Sovacool,
2011). The labeling of the bottles had not been charmgedthe individual was familiar with all
the technology involved (Harrison and Hester, 20 Therefore, this incident is not judged to

have been due to human error when working with new technologies.

October 5, 1966: Monroe, Michigan

The Enrico Fermi nuclear power plant in Monroe, Michigan is operated by DTgyEner
(Sovacool, 2011)lts first unit was constructesh 1963 asecond unit was buiib 1988(Rogers,
2013).

The reactor unit, whictvas of the fast breeder tymuffered gartial fuel meltdown in

October 1966 (Sovacool, 2011)h& primary causef the increase in temperature was
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determined to be blockage of a spigeededor the liquid sodium coolant to enter the reactor.
The blockage prevented sufficient coolant fremering the reactpcausingts temperature of
rise slowlyover several hours (Perro@011).

The incident athe Fermi reactor could have been avoided if the operators had noticed
that the reactor temperatures were risidgr(ison and Hester, 20L1However, they did not
become aware of the problem until alarms sounded regarding the elevatednpenatereBy
this time, a partial fuel meltdowmad already occurredA number of the subassemblies for the
rods reached temperatures over 7Q0@dusing the fuel to melit was later discovered that new
gauges for reading the core temperature had been resestdifad and unfamiliarity with the
instruments is likely to have led to the temperature change being overlooked (R0d8is
Therefore, this incident is deemed to have been due to human error when working with new

equipment.

July 16, 1971: Cordova, lllinois

An electrician died after coming into contact with a live cable at the reactordiovaor
lllinois (Perrow 2011). The electricianwould not have beemnfamiliar with the wiring or
equipment. In fact, the electrician was doing routre@ntenancefeequipment on which he had
worked previously (Sovacool, 2011). Therefore, this incident is not jualgdde to human

error associated with new technology.

March 22, 1975: Athens, Alabama
Both nuclear reactor units at the Brown’s Fdagility in Alabama experienced a nuclear
emergencyn 1975 (Harrison and Hester, 2011). The problem began when two electneians

repairingceiling air leaks within the room for cable spreadiigectrical cables controlling the
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reactors are routed different tunnels of the two reactor buildings in this afBae electricians
wereusing a sponggype of foam rubbeto seal any leaksThey wereusing candles to
determine whethehe leaks had been pluggéidthere was a remaining leak, the carftiene
would flicker. One of the electricians placacdcandle to@lose tothe foam rubber and it ignited
(Sovacool, 2011).

Theresultingfire caused a number of tifecility’s safety systems to lsabled
(Sovacool, 2011), includindhe emergency coolgnsystem for unit one. This incident resulted
from themisuse ofcandles, amutdated technolog§Perrow 2011). Therefore, it is not judged

to be due to human error when working with new technology.

November 5, 1975Brownville, Nebraska

The Cooper Nuclear Statias locatechear Brownville Nebraska (Rogers, 2013Jhis
facility is a boiling water reacta@ndthe largest generator of electricity within Nebraskas
owned and operated by theebraska Public Power Distrj@ division of thestategovernment,
with supportfrom Entergy Nuclear (Sovacool, 2011).

The Cooper Nuclear Station became operationdily 1974(Perrow 2011). The
station is still in operation and provides roughly 800 MW of electrical povee. fadlity is
outfittedwith aMark One containment systenin 1998, itbecamehe firstsitewithin the
United States to use nuclear fuel consisting of uranium taken from decommissioleed nuc
weapons from the Soviet Union. The uranium from these nuclear weapons wall€ogadto
a uranium enrichmenmevel foruse as fue{Sovacool, 2011).

In November 1975, a hydrogen gas explosion damaged an auxiliary building and the
reactor Harrison and Hester, 20L1The evidence for the cause of the hydrogen gas explosion is

inconclusive. However, there is no indication that human error was invigheecbw 2011).
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June 10, 1977Waterford, Connecticut

The Millstone Nuclear Power Statiom Waterford, Connecticus thestate’sonly
nuclear power plant (Krivit, 2011). The first unit, which this incidef¢rs is no longer in
operation, having ceased operations in 1998. The second and third units are still in operation,
licensed until 2035 and 2045, respectively, with a combined power output of 2020 MW. This
makes the facility the largest generator of electricity in New Englandoilfe2011). The plant
has a relatively gooslafetyrecord in 2004t earned the top awaftbm theU.S. Occupational
Safety and HealtAdministration (OSHA) for a high level of workplasafety(Sehgal, 2012).

The 1977 incident involved an explosion of hydrogen gas (Rogers, 3tdt3jamaged
three buildings on the premises and led to the shutdowreafdnit lreactor(Smith, 2012).

Investigation into this incident led to the conclusion that it was not due to human error.

February 4, 1979: Surry, Virginia

An incident occurreth February 1979 at the nuclear power station in Surry County,
Virginia (Perrow, 1999). This facility consists of two pressurized watsstors thabecame
operational during 1972 and 197Bach reactocan produc&00 MW of electricity. The
condenser cycle uses the James Ragest heat sinkThis eliminates the necessity of cooling
towers. Both reactor@mainin operation (Krivit, 2011).

The1979 incident involved a shutdown of the second reactor (Rogers, 2013),wdsich
necessarpecausawo tubebundles fakdwithin the steam gerator oupled to tis reactor
The causeavas determined to be due to faulty manufacturing of the materials in&wath,

2012). Therefore, the incident was not due to human error at the nuclear. facility

163



March 28, 1979:Middletown, Pennsylvania

In March1979,the most expensive nuclear accident i Uhstory occurredat the Three
Mile Island nuclear plamear Middletown, Pennsylvania (Krivit, 2011). The incideratiso
distinguisheecause it attained a ratingbn the INES (Perrow, 1999

The problem begawith a pilot-operated relief valve that becasteck open within the
primary systemallowing a significant amount of coolambin the reactor to escap&he initial
problem was a mechanical failure, but it was exacerbatéaeglant peratorsfailure to
recognize that the coolant was leakirn@ontrol room indicators had recently been added to
newuser interface for which the operators did not have adequate training. In fadtflome o
operators was unaware of the placement of an indicator light and overrode thatenatity
operated emergency cooling systente operator believed that an excess of coolant water
within the reactowas causing the releasestéam pessure RPerrow, 1999

The incident at Three Mile Island led to an increadd.B. government regulation of the
nuclear industry (Krivit, 2011). Re partial meltdowthatresulted from the incident released
radioactive iodine and gases of unknown quantities into the environ@ewtrakepidemiologic
studies have been conductedarding the rates of cancer and other illnesses related to radiation
in the area near the faciljtpo statistically significant increase in problems has been ndibd.
cleanup of the ardaegan in 1979 and lasted for 14 years (Rogers, 2013).

The Three Mile Island disasterespecially important for this study as&d such a high
cost and multiple kdepth investigations of the accident took place (Harrison and Hester, 2011),
along with studies from the perspectives of human factorsiserdinterface engineering.
Essentially, theelief valve was stuck in the open position (Smith, 20I)efacility operators

believed that a light on their contqphnelswas indicatinga closedvalve. This was a
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misreadingas the light was indicatingnly the solenoid status and had nothing to do with the
valveposition. This relatively new control panel configuration had not been explained properly
to the operatorsTherefore, sewal hours passed before the operators could properly identify the
problem (Marques, 2011 Accordingly, this incident is judged to be due to human error when

working with new technology.

November 22, 1980San Clemente, California

The San Onofre Nucle&enerating Statiom San Diego County, California (Rogers,
2013)became operational January 1968It has been permanently shut down and will be
decommissione{lSmith, 2012).

Theincidentthatoccurred at this facility in 1980 resulted in a worker’s death by
electrocution(Krivit, 2011). The worker was cleaning the breaker cubicl€kis is a routine
maintenance procedure thiae worker had performed previously, and tesfamiliar with the
equipment.He came into contact ih anenergized electrical line (Marques, 201 Rithough

this wasahuman error, it was not due to working with a new type of technology.

January 25, 1982: Ontario, New York

The Ginna Nuclear Generating Statisriocated in Ontario, New York. Asrasult of
the rupture of a steagenerator tubeadioactive steawas releaseahto the atmosphere
(Harrison and Hester, 20L1The leak continued for more than 90 minutes, and more than 480
curies of radioactivgas wergeleased as well as one millicurie of iodib@l. Additionally,
nearly 1700 gallons of contaminated wateerelost from the reactorThisincident was due to
a flaw in the design of the steam generatorno employee error was involved. In fact, the

steam generataube design was based on an older design (Rogers, 2013).
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February 26, 1982: San Clemente, California
In February 1982San Onofrés reactor one was shutdown due to the possibility of an
earthquake (Marques, 201I)his was a planneshutdown and not due to any type of human

error.

March 20, 1982:Scriba, New York

The Nine Mile Point Nuclear Generating Station in Scriba, New York, has tws) anit
which unit onébecame operational in December 126@ unit two in July 1987. This is one of
the oldest reactors still operating within the United States. Unit one has aycapabghtly
over 620 MW unit two can produce 1140 MW. The units are licensed until 2029 and 2046,
respectively(Krivit, 2011).

In March1982,the system piping failed in the recirculation systd#mnit one. As a
result, the unitvasclosed for two years. The failure of the recirculation piping was due to
human error when engineering the facilifijhe technology used in the plant wastigely new
and the engineers were unfamiliar with all of the systeAklitionally, they needed to use new
types of equipmenht facility design(Harrison and Hester, 201L1Therefore, this is judged to be

an instance afiuman error when working with new technologies.

March 25, 1982:Buchanan, New York

Indian Point Energy Center is a nuclear power plant with three units in Buchanan, New
York, approximately 38 miles from New York Citiérrison and Hester, 2011 The plant has
an operational capacityf more than 2,000 MW. It supplies roughly dhed of the electricity
needed for New York Citgndis operated by Entergy Nuclear Northeassubsidiary of the

Entergy Corporation. The plant has two pressurized water reactors builtdtypgtieuse.Unit
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one of the two at the facility has been permanently shut down.twmiwas commissioneith
1974 andJnit three was commissioned in 1976 (Krivit, 2011).

Unit three was shut down in 1982 becausdarhage sustained by the main and steam
generatos (Marques, 2011)The steam generator tubes were damaged when the facility
operators failed to notice warnings that it was not safe to use the sectiomezHdtoe thatelied
on these tubesThe interfacdhat they were usingadbeen installed only &ew weeks before
the incident occurred and the reactor personnel were ntoayetdin their operatiorfRogers,
2013). Therefore, this incident is judged to have been due to human error when working with

new technology.

June 18, 1982: Seneca, South Carolina

The Oconee Nuclear Station is located on Lake Keowee near Seneca, South Carolina
(Harrison and Hester, 201 1The plant has a capacity o6P0 MW and is only the second
nuclear facility within the United States to have haajitsrating license extended for an extra 20
yearsby the NRC This facility has three pressurized water reaai@signed byBabcock and
Wilcox andis run by Duke Energy. According to tbperatingcompany, the facility has
produced more than hafillion megawathours of electricity since lhegan operatiom July
1973 (Marques, 2011).

In June 1982the Oconee pressurized water reactor hizdwre in aheat extraction line
causing damage to the thermal cooling systieogers, 2013)This failure was due to
manufacturing problems with the materials used. No human error associ&t¢denise of new

technologies was suspected to have caused this incident.
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February 12, 1983:Forked River, New Jersey

The Oyster Creek Nuclear Generating Station is located in Ocean Countyeidew. J
Detection of dailure during asafetyinspection resulteth the reactobeing shut down for
significant repairs (Salvendy, 2012)he OysterCreek facility consists adne boiling water
reactor capable of producing more than 630 MW of electriditye facility has 800 acres
dedicated to its operationQyster Creekone of the oldest operating nuclear power plants in the
United Statesbegan operatiom 1969 and has lecensethrough the end of December 2059
which point the plant is slated for permanent deactivaiibe.water to cool the plant is taken
from a brackish estuary nearbdghown as Barnegat Bay (Marques, 2011).

Although the shutdown due to the failed safety insped#rried an economicost in
excess of $30 million, it did not result in any damage to the facility or danger ®liviag near
the plant (Smith, 2012)lt was due to human error related to insufficimatintenance

procedures, but not due to working with new technologies (Salvendy, 2012).

February 26, 1983:Fort Pierce, Florida

The St. Lucie Nuclear Plant has tweessurized water reactors of the combustion
engineering typeThe plantoperated by Florida PowandLight, began operationia 1976. Its
first reactor unit'soperatingicensehas been extended to March 208®& second reactor umg
licenseduntil April 2043 (Salvendy, 2012).

The St. Lucie unit one reactor was shut down for 13 months due to damtageore
barrel support and thermal shield (Krivit, 201This damage was judged to be secondary to a
design flaw (Smith, 2012)There was no human error at the facility leweld the design
engineers were not using new technologies (Marques, 2011). Therefore, the \wasiaot

due to human error when working with new technology.
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September 15, 1984: Athens, Alabama

The Browns Ferrynit two in Athens, Alabama was shut down in 198¢da variety of
safety violations, design problems, and operator errors (Smith, 2012) and remained out of
operation for about six years, at a cost of more than $100 million. Alttapeghator erre were
involvedin the events leading to the shutdown oit two, these errors were not due to the use of

new technology (Salvendy, 2012).

March 9, 1985: Athens, Alabama

A problemoccurredduringthe 1985 startup o reactomat the Browns Ferry plant in
Alabama,due to a malfunction in the instrumentation system (Marques, 2Qltimately, the
problem led to the suspension of operation of all three units. The instrument malfunction was
due to an error in the manufacturing of the instruments and did not ireoype of mistake
due to new technology (Salvendy, 2012). There were also problem&eiitty management

but these two were unrelatedrtew technologies.

June 9, 1985: Oak Harbor, Ohio

The DavisBessdacility in Oak Harbor, Ohio (Krivit, 2011)as one pressurized water
reactor thabecame operational 1978and has a license schedutedexpire in 2017.The
owners of the facility are Toledo Edison and Cleveland Electric. The plant isezpbya
FirstEnergy NucleaDperating Companysubsidiary of FirstEnergy Corporation (Harrison and
Hester, 2011).The reactor haacapacity of 889 MW andias designed bBabcock and Wilcox
(Marques, 2011).

An incident in summer 1985 involved a shutdown of the primary feedwater pumps,

which supply wéer for the reactor’'steam generators (Smith, 2012fter the feedwater pumps
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had shut down, an operator in the control room tried to start the emergency feedwater pumps, but
the emergency pumps enteaatoverspeed conditiobecause obperator error.The human
interface had been upgraded only one month prior to the incident (Salvendy, 2ZBé&fore,

this incident is judged to be due to human error when working with new technology.

April 11, 1986: Plymouth, Massachusetts

Boston Edson’s Pilgrim Nuclear Power Plaistlocated in Plymouth, Massachusetts on
Cape Cod Baylt has a boilig water reactor produced by Gendtldctric. The facility
generates almost 15% of the electricity used in Massachusatisre than 3.00 GW per hour
(Marques, 2011). This power plant has a capacity of 685aviths thesole nuclear power
facility operating within Massachusettk.commenced operations in December 1972 (Smith,
2012) and is licensed to operate until 2032 (Salvendy, 2012).

The plam experienced aeriesof equipment problems in 1986 that resulted in an
emergency shutdown costing more than $1 billion (Marques, 2@kivestigation
determined that the problem was not human error, but a design failure not assothated use
of new technologiegKrivit, 2011). Therefore, this problem was not due to a mistake when

interacting with new technology.

March 31, 1987:Delta, Pennsylvania

The Peach Bottom Nuclear Generating Stadocated in York County, Pennsylvania
on the Susquehanna Rivdts initial unit, one of the first active reactors in the United States,
was comnssionedn 1966anddecommissioneth 1974. Units two and three were

commissionedn 1974 and are still in operation (Salvendy, 2012).
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In 1987, he statbn experience@quipment difficulties and cooling malfunctiotinat
resulted inan NRGordered shutdown of both units two and three (Marques, 201 .reasos
for the shutdown included corporate malfeasance, operator misconduct, and a geegealdisr
for the safety and health of individuals living near the faciliihhe NRC found that the security
guards were so overworked that they were often asleep on the job, and that 36,000 gallons of
radioactive watehad been released into the Susquehanna River. None of the errors that
necessitatethe 1987 shutdown werelatedto human error when working with new

technologies. Poor management was the root of the problem (Smith, 2012).

July 15, 1987: Burlington, Kansas

The Wolf Creek Generating StationBurlington, Kansasvas commissioneth 1985 at
a cost of over $3 billion (Salvendy, 2012). Construction béagaf77. The facility consists of
a single Westinghouse pressurized water reactorstihated for 7170 MW. Installation ofa
new rotorin 2011 increased the electrical capacity to 1250 MWefacility’s license has been
extended to 2037 (Krivit, 2011).

Tragedy hit this facilityn July 198 Avhena safety inspectanade contact with a
mislabeled wirewasinadvertentlyelectrocutedand died (Smith, 2012)I'he electrical system
in this part of the facility had recently been upgraded the worker doing the labeling had not
been properly advised of the new wiring system (Marques, 2011). Therefore, thistiigcide

judgedasdue to human error when working with new technology.

December 19, 1987: Scriba, New York
In 1987,Nine Mile Points unit one was shut down duedgstemmalfunctions (Marques,

20117, Salvendy, 2012). An investigation revealed no human egfatedto new technologies.
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The system malfunctions were due to design errors and lack of appropriatenaraatéSmith,

2012).

March 29, 1988: Burlington, Kansas

In 1988,the Wolf Creek Generating Station experienced its second fatality in less than
year(Sehgal, 2012). A worker fell into an unmarked manhaolé was electrocuted while trying
to escape An investigation revealed that the manhole had recently been added asapart of
facility update and renovatiotisatwere necessary due to new technologies associated with the
power plant. During the renovations, the workers failed to label the manhole properly.
Additionally, they were not familiar enough with the new system to understand g=sapc
safety measurd® ensurghatsomeone entering the manhole would not be electrocuted
(Salvendy, 2012). Therefore, this incident is judged as due to human error when working with

new technologies.

September 10, 1988Surry, Virginia

Surry’sunit two was shut down for 12 months (Krivit, 20bEcause athe failure of a
seal on a refueling cavityvhich resulted in the destruction of an internal pipe systm.
investigation revealed that both the internal pipe system and the cavibhadeakn recently
upgraded, but that theaintenance and inspection personnel at the facility were not familiar with
the new systems (Salvendy, 201Zherefore, thisncident is judged to have been due to human

error when working with new technology.
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March 5, 1989: Tonopah, Arizona

The Palo Verde Nuclear Generating Stat®located nealfonopah, Arizona, about 50
miles west of PhoenigSehgal, 2012)This facility, commissionedh 1988, hashree
pressurized water reactors tisah generate a totaf 3,875 MW, making ithe largest power
generation source in the United Statéhis nuclear facility is the only one in the world not
located near a significant body of water. The plant uses a unique systenplmaéng the
water associated with treated sewage from towns and cities nekmtoig¢n and Hester, 2011

A 1989 incidentt Palo Verdeesulted from a failure of the atmospheric dump valves
(Sehgal, 2012)Many of the maintenance and inspection personnel were not yet familiar with
the unique cooling system associated with this facilllgis unfamiliarity appears to have
contributed to thealves’failure, anassociated transformer firand aremergency shtdown of
the facility (Krivit, 2011). Therefore, thisncident is judged as having been due to human error

associated with new technology.

March 17, 1989: Lusby, Maryland

The Calvert Cliffs Nuclear Power Plamtar Lusby, Maryland was commissioned in
1975 and remains operational. In 1989, the facility was shut down after inspectors falsd cra
in the pressurized heat sleevesunits one and two (Sehgal, 2012)he cracks werattributed
to design flaws andere not associateslith the introduction of new technologies (Sehgal,

2012).

November 17, 1991Scriba, New York
The FitzPatrick Nuclear Reactor was shut down for more than 12 months due to fire and

safety problem¢Krivit, 2011). This facility, commissionedh July 1975, consists of a single
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boiling water reactor supplied by General Ele¢tith a power generating capacity of 838 MW.
The shutdowroccurred after a discovery that several safety and fire procedures werengot bei
followed. An investigation revealed thae fire and safety systems had recently been upgraded
but that the associated staff at the facility had not been properly trained on thguraweant
(Harrison and Hester, 20 1Therefore, thisncidentis judged as having been due to human

error when working with new technology.

April 21, 1992: Southport, North Carolina

Both units one and two d¢iie Brunswick reactdn Southport, North Carolina were shut
down in 1992 aftea failure in the emergency diesel generators (Sehgal, 20h2) monitoring
equipment used to ensure that the diesel generators were operating prapedgently been
upgrade. The facility personnel working with this new equipment stated that they did not
understand how to properly interpret some of the readings (Sehgal, A0E2gfore, this

incidentcan be attributetb human error when working with new technology.

February 3, 1993: Bay City, Texas

The auxiliary feedwater pumps at the South Texas Pojaits one and twm Bay
City failed, causing both reactors to be shut down (Sehgal, 201®.problem was associated
with maintenance personnel rt@ving proper training related to the newly upgraded reactor
cooling systems (Sehgal, 2012). This incideas thus due to human error when working with

new technology.
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February 27, 1993: Buchanan, New York

The New York Power Authority (NYPA) voluntarily shut down Indian Pomit threeto
address problems wiits AMSAC, oranticipated transient withostram mitigation system
actuation circuity. On March 26theNYPA submitted its action plan for correcting conditions
atunit three to the NRC. Plant workers and NRC inspectors identified numerous soceeilla
testing deficiencies, fire protection pragn deficiencies, and design errors. On June 17, 1993,
the NRC issued a Confirmatory Action Letter, documenting the agreed-uporiciasdstart. It
tooktheNYPA nearly two years to complete those items and rastérthree on July 2, 1995.
Because the shutdown was controlled and voluntary, this incident is determined not to be due to

human error when interacting with new technology (Cahill, 1995).

March 2, 1993:Soddy-Daisy, Tennessee

The Sequoyah Nuclear Plafdcated near Soddyaisy, Tennesseél@rrison and Hester,
2011),is owned and operated by the Tennessee Valley Authority. The plant consists of two
Westinghouse pressurized water reactors. In 1888iple equipment failuresna broken pipes
led to the shutdown of unit one. The problem was found tabsed byyquipment failures
resulting from improper maintenance as well as operator error whengehdiinstruments.
Both the equipment and the instrument had recently been ingtétied, 2011). Therefore, this

incidentcan be classified atue to human error associated with new technology.

December 25, 1993Newport, Michigan

On Christmas day of 199Bermi unit twoat the nuclear facility in Newport, Michigan

was shut down due to a majailure in the main turbineHarrison and Hester, 20111t was
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later discovered that the turbine failure was caused by imprgpenfigrmed maintenanceT his

was a case dfuman error, but no new technology was involved (Sehgal, 2012).

January 14, 1995: Wiscasset, Maine

The Maine Yankee Nuclear Power Plant in Wiscasset, Maine (Sehgal, 2012) was in
operation from 1972 until 1996, when it was closed due to costly repairs. The plant was
decommissioned and then dismantled from 1®P005. Only storeductlear waste now
remains at the sigSovacool & Valentine, 2012).

The plant was shut down for 12 months in 1995 duectaek in the steam generator
tubes (Smith, 2012). This shutdown was followed by an NRC investigation, which iadkentifie
multiple problems too costly to repair. The problems at this plant were not due to éogtedol

advancesin fact, failure to update the facility led to its decommissioning (Krivit, 2011).

May 16, 1995:Lower Alloways Creek, New Jersey

The Salem Nuclear Power Plant is located in the Lower Alloways Creek areavof N
Jersey(Smith, 2012). The plant consists of two pressurized water reactors (Harrisoestad H
2011), licensed until 2036 and 2040, respectively. Itis owned by Exelon Generation, LLC and
PSEG Nuclearl,.LC.

In 1995, both reactors were shut down for 24 months due to unreliable controls and a
leaky generator (Krivit, 2011). Neither of these problems was due to problemsveple@br

interacting with the system.
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February 20, 1996:Waterford, Connecticut
In 1996, a leaking valve was foundWhaterford’sunits one and two (Krivit, 2011), along
with other equipment failures as wels a resultpoth unitsweretemporarily shut downNo

human error or technology enhancements were involved.

May 15, 1996:Morris, lllinois

The Dresden Generating Statidocated near Morris, lllinois (SovaccahdValentine,
2012),is the firstprivately financechuclear power plant in the United States. It is owned and
operated by Exelon Generation, LLC. There have been three boiling water redts within
the facility. Unitone became operational in 1960 and was decommissioned in 1978. Unit two
was made perational inl970 and is licensed to operate until 2029. Umgewas
commissioned in 1971 and has a license to operate until 2031. Both opeyatitogs have a
maximum capacity of 867 MW. The facility provides power for Chicago and roughly one-
quater of the state of lllinoislt generategnough electricity for approximatebne million
homes (Sovacool, 2011).

This facility has had a problematic operating histbtgirffison and Hester, 20L1From
1970to 1996,it accumulated fines of more than $1.5 million. In May 1996wtier levels
surrounding the reactor core dropped to an unacceptablgl@ly forcinga temporary
shutdown of the facility.Frequenthanges were made at the facility prior to 199@spmse to
the numerous NRC sanctionks.is likely that multiple changes in the technology prior to the
1996 incident contributed to the operatansbility to determine that the water levels were too
low, but due to the lack of information about the specific event, this event was not included in

the statistical categorization (Krivit, 2011)
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September 2, 1996Crystal River, Florida

The Crystal River Three Nuclear Power Plant in Crystal River, Floridahasd in
2009 (Sehgal, 2012)The plant was a pressurized water reactor owned and operated by Duke
Energy. It was the third nuclear power plant located in the Crystal RivegyeGemplex,
which also ha$our fossitfuel plants in this complex. The plant was commissioned in 1977 and
cost $400 millim. It was capablef producing 860 MW (Perrow, 1999

In 1996, equipment malfunctions at unit three led to the temporary shutdown of the
facility for repairs Harrison and Hester, 2011). There is no indication that this incident was the
result of operators working on new technolodlestadversely affected their interaction with the

system.

September 5, 1996Clinton, Illinois

The Clinton Nuclear Generating Station located near Clinton, Ill{8nsth, 2012)was
commissioned 1987 and has a license to operate until 2026. The cost of the facility was over
$2.6 billion. It is operated by the Exelon Corporation andahgeconejeneration boiling water
reactor produced by General Electric. The operational reactor has a capa@gB8d¥1v. The
original owner of the plant was lIllinois Power (Sovacool & Valentine, 2012).

In 1996, lllinois Power shut dowthe facility because a reactor recirculation pump failed
(Sovacool, 2011). Althougihwas not generally made public at the time, Illinois Power
suspected that many of the problems were due to operatdashiliarity with how to runthe
facility and their general inability to use and understand the readingsl@davy the recently
updated user interface. In fact, following the incident in 1996pI8 Power sold the facility to

Exelon Corporation at a substantial loss. The estimated loss for the temporary shntti®@6
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was $36 million the original construction cost of the facility exceeded $2.6 billion, and the
facility was sold to Exelon for only $40 million (Perrow, 199%herefore, this incident can be

classified as due to human error associated with new technology.

September 20, 1996Seneca, lllinois

The LaSalle County Nuclear Generating Stahear Ottawa, lllinoigSovacool, 2011)
provides power for Chicago and much of northern lllinois. The facility consistsocBameral
Electric boiling water reactors. The first unit has an operational capdcit138 MW the
second unit can produce up to 1,150 MW. Both units were commissioned in 1984, and they are
licensed until 2022 and 2023, respectively. Exelon Corporation handles the operations at this
plant. Overall, the facility has operated well. In fact, the two units setld veaord for
continuous boiling water reactors when they bmgkratedor more than 70@uccessivelays
(Sehgal, 2012)In 1996, howevera failure of the surfaceater systemsorced both units to be
shut down for more thamvo years KHarrison and Hester, 2011). There is no indication that

operator error related to technological changes was involved in the problem.

September 9, 1997: Bridgman, Michigan
The Donald CCook Nuclear Generating Station near Bridgman, Michigaivit, 2011)
is operated by Indiana Michigan Power, a subsidiary of American Eleawer(AEP), which
owns the plant. The site sits on 650 acres and has two nuclear reactors. Thesplant wa
corstructed for $3.3 billion and is licensed to continue operating unit one until 2034 and unit two

until 2037 (Perrow, 1999
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On September 9, 1997, as a result of a NRC inspection in the engineering area, both units
were shut dowror approximately 3 yeardue to legal problems with licensing and design.
Specifically, theNRC determinedhat it wasunclear whether emergency core cooling systems
could perform their intended functions in the event of a design basis accidentqiHarmis

Hester, 2011) No operator error was involved in this difficulty.

May 25, 1999 Waterford, Connecticut
In May 1999 a steam leak was detected in the feed water heaseilting ina manual
shutdown of the power plant (Sovacool & Valentine, 2012). The problem did nbtenvo

operators working with an updatederface

September 29, 1999 ower Alloways Creek Township, New Jersey

The Hope Creek Nuclear Generating Stat®olocated on the same sitethe Salem
Nuclear Power Planin Lower Alloways Creek Township of New Jersey (Perrow, 199%e
Hope Creekacility has a single boiling water reactaranufactured by General Electand
operated by PSEG Nuclear, LLC. It has a capacity of 1268avitifook 12 years to construct.
The plant was finished armbmmissionedn 1986 and is licensed to operate until 2086éhgal,
2012).

In 1999, a major Freon leak led to the tripping of taetWation trainchiller (Smith,
2012), which caused toxic gas to be released into the cooling systeimflicted substantial

damaggSovacool, 2011). There is no indication that this problem was a result of human error.
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February 15, 2000: Buchanan, New York

The Buchanan plant experienced a shutdown in 2000. It apiredithe operators at the
Indian Point Energy Center failed to read the system feedback propetlyada&reon leak was
allowed to continue for a significant amount of time before it causegktitdation trainchiller
to trip (Perrow, 1999). Furthermore, the plant had recently undergone changes to its computer
system in anticipation of the new millenniyprobably contributing to the operators’ failure to
fully understand the readingSovacwol, 2011). This can be considered an example of

technological advances negatively affecting operatotsracton with the system.

February 16, 2002: Oak Harbor, Ohio

In March 2002, the facility maintenance workers at the DBeisse nuclear plant
discoveredafootballsizedhole located near the reactor vessel H&myacoobndValentine,
2012). Noadverse incidentesulted from thiole, buthe NRCrequired the plant to close for
two years while=irstEnergy completenecessarynaintenance. The corrosion of the reactor
head wasttributable tdoric acid. Abundant readings should hasasedhe operators to
suspecthatsomething was wrong-However, the facility had recentiyjndergone numerous
technological enhancements bétuser interface in its main control center. When questioned,
the operators admitted that they did not feel fully confident with the new equigiKreit,
2011). Accordingly, human error related to technological changes was definitstyoa in this

incident.
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January 15, 2003: Bridgman, Michigan

Unit two of theDonald C. Cook Nuclear Generating Station shut down automatically in
January 2003 due ®failure of the D(power suppliesor thereactor control and
instrumentation system. This failure resulted in an automatic trip of the mairotraasivhich
resulted in the rupture of the transformer oil tank and resulting fire. The lossméathe
transformer precipitated an automatic trip of the main generator and an irtertedagne and
reactortrip. The main transformer fire was extinguished within 35 minutes with one minor
reflash(Krivit, 2011). Accordingly, human error related to technological changes was

determined not to b& factor in this incident.

June 16, 2005Braidwood, lllinois

The Braidwood Generating Statiopar Braidwood, lllinoigSovacooblndValentine,

2012) was constructed by Commonwealth Edison and later transferteddcent company, the
Exelon Corporation. This facility was under construction from 1976 until 1988 and cost over $5
billion. The plant uses two pressurized water reactors, both commissioned iantbig&nsed

until 2026 and 2027, respectivelifhe facility has an operational capacity (830 MW

(Sovacool, 2011).

During January 2003 faultin the primary transformeatthe station resulted infae
thatdamaged the main generator and backup turbines (Smith, 2012). There is no indication that
human error when dealing with new technologies was responsible for the proldemregult of
these problems, tritium and nuclear contaminants were released into thedterasupply

(Sehgal, 2012).
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August 4, 2005: Buchanan, New York

In 2005 at thelndian Point Energy Centeworkers digging at the facility discovered a
leak in one of the spent fuel pooM/ater contaimg strontium 90 and tritium had been leaking
through a crack inside the pool building. There was also a report of strontium and naglioact
nickel63 in groundwater samples from the site. The operators at theyglenaccused of
allowing this leakage to occur from 1974 to 2005 (Sovacool, 2011).

The pool buildings used for storage are not directly connected to the everydaypopkrat
systems for the nuclear sitelgrrison and Hester, 20L1Although staff can be blamed for not
reportingthe incident or chedkg the pools more frequently, there were no significant changes

to the technology prior to this incident.

March 6, 2006:Erwin, Tennessee

Nuclear Fuel Servicdasas been responsible for supplyfogl for the U.S.Navys
nuclearpowered vessel®r roughly 50 years (Smith, 201ZJhe companya subsidiary of the
Babcock andVilcox Corporation (Perrow, 19995k also involvedn the reprocessing of
weapons-grade uranium intdam thatcan be used as fuel for nuclear reactdisis process is
often referred to as down blending (Sovacool and Valentine, 202 company’s gated
complex of 65 acreis located in ErwinTennessee.

In March 2006 Nuclear Fuel Servicesas responsible faspill of approximately 35
liters of highly enriched uranium (Krivit, 2011yvhich required a sevemonth shutdown of the
facility. Thecost of this incidentvasreported at $95 million, but due to the sensitive nature of

the company’dusiness relationship with the U.S. governmkftie information @n be obtained
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on the specificef this problem (Perrow, 1999 Therefore, due to the lack of information about

the specific event, this event was not included in the statistical categorization

September 10, 2009: Crystal River, Florida

The Crystal River Nuclear Power Plantinit threehas been closed since September
2009 (Sovacool, 2011). The facility was initially brought offline so itlsatutdated steam
generators could be replacddrogress Energy determined that it could save $15 million if it
managed theroject on its owmather than having outside experts manage the replaceifieist
approachhad previously never been attempted by any utility company. A subsequent
investigation revealed that the compdoynd that it did not have the proper expertise or
experience to undexke the task. #of this timethe reactor remains shut down due to cost
overruns in the renovation. Althougns shutdown has exhibitezeriously deficient program
planning and management, the problems were not due to any technological changes or

interactions byoperatorswithin the systenfSehgal, 2012).

February 1, 2010: Vernon, Vermont

The Vermont Yankee Nuclear Power Plant wdmiling water reactor manufactured by
General Electric is located in Vernon, Vermont (Sovacool, 20Thg facility was
commissioned in 1972 amgased operations 2014. It hada capacity of 620 M\WAnd was
operated by Entergy (Sehgal, 2012). In 2008, the facility generated more thiirdoé-all
electricity use by the state.

In February 2010t was discovered that groundwater samples taken from the site of a

newly dug well contained an amount of tritium 37 times higher than the permitted|flraé
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(SovacoolndValentine, 2012) The source of this tritium was traced to a leak in the steam
pipes within the AdvancedfOGas pipe tunnel. The pipes were repairedtardeak was
contained (Harrison and Hester, 2D1No new technologies were involved in itteeckingof

groundwater samples.
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APPENDIX B: ERROR PRECURSORS

This listing oferror precursors is extracted frodOE-HDBK-1028-2009 DOE Standard
Human Performance Improvement Handbook, Volume 1:Concepts and Principles (U.S.
Department of Energy, 2009), pages 2-35 to 2-37.

Task Demands
e Time pressure (in Aurry)
e High workload (memory
requirements)
e Simultaneous, multiple tasks
e Repetitive actionsrhonotony
e Irreversible acts
e Interpretation of requirements
e Unclear goals, roles, or
responsibilities
e Lack of or unclear standards
e Confusing procedure lague
guidance
e Excessive communication
requirements
Delays; idle time

Long-term monitoring
Excessive time on task

Complexity /high information flow
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Individual Capabilities

Unfamiliarity with task / First time
Lack of knowledge (faulty mental
model)

Newtechnique not used before
Imprecise communication habits
Lack of proficiency inexperience
Indistinct problemsolving skills
“Unsafé attitudes for critical task
lliness /fatigue / injury (general
health)

Unawareness of critical parameters
Inappropriatevalues

Major life event: medical, financial,
and emotional

Poor manual dexterity

Low selfesteem; moody
Questionable ethics (bends the rules)
Sense of control Earned
helplessness

Personality type



Work Environment

Distractions interruptions
Changes departure from routine
Confusing displays / controls
Work-arounds / out of specification
instrumentation

Hidden system response
Unexpected equipment conditions
Lack of alternative indication
Personality conflicts

Back shift or recent shift change
Excessive group cohesiveness / peer
pressure

Production overemphasis

Adverse physical climate
(habitability)

No accounting of performance.
Conflicting conventions; stereotypes
Poor equipment layout; poor access
Fear of consequences of error
Mistrust among work groups
Meaningless rules

Nuisance alarms

Unavailable parts or tools
Acceptability of “cookbooking”
practices

“Rulebook” culture

Equipment sensitivity (inadvertent
adions)

Lack of clear strategic vision or
goals

Identical and adjacent displays or
controls

Outof-service warning systems
Lack of procedure plaekeeping
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Human Nature

Stress (limits attention)

Habit patterns

Assumptions (inaccurate mental
picture)

Complacency overconfidence
Mind-set

Inaccurate risk perception
Mental shortcuts (biases)
Limited shortterm memory
Pollyanna effect

Limited perspective (bounded
rationality)

Avoidance of mental strain

First day back from vacation / days
off

Sugar cycldafter a meal)
Fatigue (sleep deprivation and
biorhythms)

Tunnel vision (lack of big picture)
“Something is not right” (gut
feeling)

Patteramatching bias

Social deference (excessive
professional courtesy)

Easily bored

Closein-time causesffect
correlatian

Difficulty in seeing own errors
Frequency and similarity biases
Availability bias

Imprecise physical actions
Limited attention span

Spatial disorientation

Physical reflex

Anxiety (involving uncertainty)



APPENDIX C: SURVEY STRUCTURE, ANALYSIS, AND RESULTS

Survey Delivery Method

Interviews and questionnairegre usedn combinationas he survey delivery method.
This approacot only obtains quantitative data, lalgogives respondents the opportunity to
express theigualitativethoughts, reactions, and feedbackilo& subject mattewhich will help
in assessinthe confidenceéhatexperts in the engineering field haegarding the proposals in

chapter 7.

Question Type Employed

To develop the question set for thevay, chapter 7 was parceled into subsets by discrete
subject matterand questions were written in such a mamséo determine devel of confidence
that the concepts would be successful tiatimplementation would be feasible. Once the
guestiondhadbeengenerated, they were revised based on several relevant concepts fundamental
to survey design methodology. Both closedd operended questionsereusedto ensurehat
the entire breadth of responses could be collected and to provide evidence of exginhcenfi
regardingthe concepts proposed in chapter 7. For the closed-ended queslitkesi-typescale
from 1 to 5 was employed to quantify results on a portion of the survey. Open-ended questions
(including the opportunity toommenton answes to closedended questions) gave respondents
the ability to elaborate on their numerical responses, with the purpose of obtainemgceidat

the proposed concepts are soundlentifyingwhere improvement is needed.
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Design Biases Considered

As indicatedabove, the initial set of survey questions and iterations thereafter were
reviewedrelative toseveral common design biases: leading or loaded questions, overlapping
response options, unbalanced response options (inclildongand ceiling effects)and framing
effects. The survey contained no emotionally charged questions, and the use otypleert-
guestions with a neutral response option, along with permitting respondents to elabdhatie
answers, made it easier to avoid most of these bidseavoid framing effects, benchmarking
was utilized to comparie presentjuestions to those fromsimilar survey.

The respondents were advised that anonymity of all information provided on the survey
would be maintained.

A pilot study was conductedlith threeindividuals to gauge wheth#re questionsvere
understandable, consistent, and reliable and thatiheepts made sense, as wellcagbtain

opinions on specific wording and phrasing used.

Additional Considerations

Additional factors taken into consideratimnquestion development were the avoidance
of jargon, slang, and abbreviations in question content; enghahguestions were written in
such a way aw test hypotheses (not questions writibaut hypotheses)naintenance of
realistic expectations as tespondent capabilities; and avoidance of negatively phrased
guestions.

Lastly, question ordering was accomplished by taking into consideration organikzationa
concernsé.g., choice of opening and closiggesions, and smooth survey flow) and order
effects (content relationships, contextual effects, and rating dependerRaesling the chapter

content into manageable secti@mabledhe respondent to read the information on each specific
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topic and then answer a series of survey questions on that topic. This ehattredirespondent
would not have to presume what the question was referring tprameintedrustration by not

compelling the respondent to reread sections.

Survey Population and PersonneSelection

The survey sample consisted ofgytem design enginediage 250 65) of various
backgrounds and disciplines (nuclear engineers, electrical engineers, iwaatgineers, etc.)
who wereknowledgeableegardinghe systems engineeriagddesgn process.

To select the personnel for the study, eéhgineering staff roster of npjace of
employment was first filtered to exclude statio did not hold an engineering degree and those
who had not been involved in systems engineeoindesign forat leasfive years. From this
reducedisting, random selection occurred using a random number generator on Micrasaift E
Thirty individuals were selected using this methawld then additional individuals who had
expressethterestwere added to thfinal sample. Thsolicitation letter, disseminated by email,
included a brief explanation of the study, #stimated timeequiredto complete the survey

interview, and how the information would be handled and addressed within the dissertation.

Survey Administration

The statements containgdthe survey were extracted directly from sectiohshapter?.
The respondents were providedh the chapter content and the questions and statealents
with the fivepoint Likert scale.Depending on the question, the potential responsesasied

in one of two ways: (1)never,” “occasionally” “regularly,” “frequently,” and “always” or (2)

“strongly disagree,” “disagree,” “neither agree or disagree,” “agree,” and ¢$gragre€’ Using
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two differert scalesnot only allows for flexibility in questioning batisoofferssurveyrange and
depth instead of repetition.

Additionally, as discussed above, the respondents coakdopen-ended comments on
any ofthe closeeended questionsind those comments were recorded in the appropriate box on

the survey.

Human Subject Protections
The Colorado State University Institutional Review Board (IRB) coordirtEociared the

study exempt from the requirements of the human subject protections regulationsmiitions

as described in 45 CFR 46.101(b):
Category 2 Research involving the use of educational tests (cognitive, diagnostic,
aptitude, achievement), survey procedures, interview procedures or observation of public
behavior, unless: (i) information obtained is recorded in such manner that human subjects
can be identified, directly or through identifiers linked to the subjects; andyii) an
disclosure of the human subjects’ responses outside the research could reasonably place
the subjects at risk of eninal or civil liability or be damaging to the subjects’ financial
standing, employability, or reputation.
This determination is documented via IRB ID: 2084 with a review date of September

26, 2016. Thetudyauthorizatiorwas valid from three years from the review datalthe study

was completed within that time period.
All research participants signed a written consent form explaining theis g a

volunteer, the ability to withdraw their consent at any time during the studfgdhinat no

identifying information was collected or used in the analysis of the resuttseasonable

assurance that the researchers had taken reasonable safeguards to minimae@oy k

potential but unknown risks and that there were no known risks.
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Survey Questions

Table 12. Operator Involvement in the Systems Engineering Process

Using a scale of-b (1=Strongly Disagree, 2=Disagree, 3=Neither Agree or Disagree, 4=Agremrigip Agree), please
indicate your agreement with the following concepts:

Neither

elevated deliberation because they will become the
system owner through the utilization phase of the

systems life.

# Statement [S)E;Zrcj;?lzye Disagree ,I':-\)gree or Agree Sggpegely
Isagree

Operations personnel should be involved in the

1 . : 1 2 3 4 5
systems engineering process from the onset.
Because system utilization encompasses a large
portion of the systems life, operations personnel
participation in system design is necessary not onl

2 : [ 1 2 3 4 5
for system operational success and support, but also
for human error reduction in the operation of new
technologies.

3 FMEA can and should be used duringsatiges of the 1 2 3 4 5
systems engineering process.
Operations personnel should play a role in FMEA

4 ; . 1 2 3 4 5
during the design stages.
Design criteria can come and should come from a
number of diverse sources, but those that originate

5 from theplant operations staff should be given 1 2 3 4 5

Using a scale of-b (1=Never, 2=Occasionally, 3=Regularly, 4=Frequently, 5=Alwgjepse indi
implement or support the following concepts:

cate your likelihood to

personneklevated deliberation in system design.

# Statement Never Occasionally | Regularly Frequently Always
Involve operations personnel in the systems

6 . ; 1 2 3 4 5
engineering process from the onset.

7 Utilize FMEA techniques during all stages of the 1 2 3 4 5
systems engineering process.
Involve operations personnel in FMEA during the

8 . - . 1 2 3 4 5
design stages of the systems engineering process.

9 Give design criteria that originate from operations 1 2 3 4 5
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Table 13. Human Performance Association with System Operational Requirements and

System Test, Evaluation, and Validation

Statement

Strongly
Disagree

Disagree

Neither
Agree or
Disagree

Agree

Strongly
Agree

10

Embedded within the elements of system
operational requirements should be specific,
exclusive human performance system requireme|
that can be easily assessed and discernable in
system design.

nts 1

11

The creation of human performance TPMs that
evaluate the integration of the human error
reduction tools with the technology necessary to
achieve functionality required for system purpose
should be given sufficient attention.

12

Error precursa require systematic evaluation,
logical selection or generation, and potential
modification before adaptation into human

performance TPMs.

Using a scale of-b (1=Never, 2=0ccasionally, 3=Regularly, 4=Frequently, 5=Always), pledimtayour likelihood to
implement or support the following concepts:

#

Statement

Never

Occasionally

Regularly

Frequently

Always

13

Establish and incorporate human performance

system operational requirements into system des|

1

2

3

4

5

14

Establish andhcorporate human performance TPN

that evaluate the integration of the human error
reduction tools with the technology necessary to

achieve functionality required for system purpose,
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Table 14.Procedure and Training Development in theSystems Engineering Process

Using a scale of-b (1=Strongly Disagree, 2=Disagree, 3=Neither Agree or Disagree, 4=Agremrigi Agree), please
indicate your agreement with the following concepts:

#

Statement

Strongly
Disagree

Disagree

Neither
Agree a
Disagree

Agree

Strongly
Agree

15

The generation of operations procedures should be
at the conceptual design stage in the systems

engineering process and then further developed an
refined as the systems engineering process advang

o

16

Proper application of human error prevention tools
techniques should be soundly intertwined into the
framework of the operations procedures.

17

In the generation of operations procedures, every
effort should be made to drive human perfonoce
into the skiltbased mode.

18

When manipulating technologically advanced,

the knowledgebased training approach to ensure
adherence to design boundaries, efficiency in
operation, and an adequate margin to safety.

complex systems, operators should be trained utilizing

19

Opeator training generation should begin at
conceptual design and be further developed as the
systems engineering process advances.

20

Included in a robust knowleddrased training

program should be a vigorous plant casualty control 1

drill program.

21

The drill program involving the system in design
should be developed during the conceptual design

progresses.

stage and iterated as the systems engineering process

22

Drill scenario development can provide another

potentially, an additional set of eyes viewing it from
an alternant perspective.

avenue for system design review and evaluation by,

23

The development of the drill program during the
conceptual dagn stage and iteration through the

provide feedback to system designers for desirable
improvements and cultivates the continued
development of operator training and procedures.

remainder of the systems engineering process could

Using ascale of 15 (1=Never, 2=0ccasionally, 3=Regularly, 4=Frequently, 5=Always), pled&mat

impl

ement or support the following concepts:

| your likeli

hood to

#

Statement

Never

Occasionally

Regularly

Frequently

Always

24

Generate operations procedudesing the conceptual
design stage in the systems engineering process fu
develop and refine the procedures as the systems
engineering process advances.

ther 1

25

Intertwine human error prevention tools and technig
into the framework of operations procedures.

26

Train operators utilizing the knowledd¢pased training
approach to ensure adherence to design boundarie
efficiency in operation, and an adequate margin to

safety.

27

Generate operator training during the conceptual
design stage and furthéevelop the training as the
systems engineering process advances.
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Table 14. Continued

28

Include a vigorous plant casualty control drill progral

within a robust knowledgbased training program.

29

Generate a drill program during the conceptual desi
stage and further develop the training as the systerm

engineering process advances.

7]
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Table 15. Operator Attribute Determination

Statement

Strongly
Disagree

Disagree

Neither
Agree or
Disagree

Agree

Strongly
Agree

30

The determination and development of necessal
operator skills and training requiremestuld
begin at the conceptual design stage in the syst¢
engineering process and be refined as the syste|
engineering process advances.

ems 1
ms

31

Determined opmtor attributes can manifest as
system requirements determined during
requirements analysis.

32

Workforce planning should be built in all stages
the systems engineering process to ensure
personnel with the necessary attributes are
available when the system is deployed.

33

The development of the human should be as
important as the design of the system.

34

As the systems engineering process progresses
management needs to be constantly assessing

connection between leadership practices, emplagyee 1

work passion, customer devotion, and the botto
line.

35

There is alear connection between the quality o
an organization’s leadership practices, as perce
by employees, and subsequent intentions by
personnel to stay with an organization, perform
high level, and apply discretionary effort.

ved

at a

Using ascale of 15 (1=Never, 2=0ccasionally, 3=Regu
implement or support the following concepts:

larly, 4=Freq

uently, 5=Always), pledimia your likelihood to

#

Statement

Never

Occasionally

Regularly

Frequently

Always

36

Determine and develop necessary operator skill
and training requirement the conceptual design

1

stage in the systems engineering process and refine
them as the systems engineering process advarnces.

37

Build workforce planning into all stages of the
systems engineering process to ensure personn
with the necessary attributes are available when
system is deployed.

el

the 1

38

Develop the human operator with the same rigo
and attention as the dgs of the system.

39

Constantly assessing the connection between
leadership practices, employee work passion,
customer devotion, and the bottom line as the
systems engineering process progresses.
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Table 16. Systems Engineering Infrastructure

Neither
# Statement S};%g?leye Disagree ggree or Agree SXSP ege:y
Isagree
The design and development of a system necessit
40 | an adaptive and unique systems engineering 1 2 3 4 5
infrastructure.
With respect to systems engineering infrastructure
is important to remain apprised and parallel to the
industry standard and best practices regarding
41 o o X 1 2 3 4 5
utilization of organizational design, management
processes, software development and functionality
and administrative methods
As the systems engineering process for product o
42 system development is launched, the proper 1 2 3 4 5
infrastructure should be established to efficiently
support the system development.
The infrastructure design should be a forrgaided
43 | process for integrating the people, information, an 1 2 3 4 5

technology of an organization.

Using a scale of-b (1=Never, 2=0ccasionally, 3=Regularly, 4=Frequently, 5=Always), pledsmia your likelihood to

implement or support the following concepts:
# Statement Never Occasional Regularly Frequently Always
ly
Establish the proper infrastructure to efficiently
44 support the system development as the systems 1 2 3 4 5

engineering process for product or system

development is launched.
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Table 17.Means to Minimize Human Error Impact throughout the Systems Engineering
Process

Using a scale of-b (1=Strongly Disagree, 2=Disagree, 3=Neither Agree or Disagree, 4=Agremrigip Agree), please
indicate your agreement with tfa@lowing concepts:

Strongly NS Strongly
# Statement ) Disagree Agree or Agree
Disagree Disagree Agree

A human performance improvement (HPI) proce
should be established not only to remain cognizant
45 | of human performance during system design tdut 1 2 3 4 5
provide a means to evaluate human performance of
the system at the various stages.

The HPI process can and should be established
early in the systems engineering process to identify
46 | the impact and extent to which human error affegts 1 2 3 4 5
plantsystems and equipment, which will provide
necessary feedback into system design process.

To institute the HPI process in a manageable
fashion, organizations should determine human
error severity criteria and establish a tracking
47 | system to capre these human error induced 1 2 3 4 5
potential issues for engineered and administrative
component features, human error prevention
training and reinforcement, and lessons learned.

These potential issues and incidents can be
discovered during thenany steps of each stage of
the systems engineering process, during the
development of procedures for system operation|,
48 | during training development, during FMEA, and 1 2 3 4 5
during the design reviews conducted at the

conclusion of the conceptual, preliminary, and
detail design and development stages of the systems
engineering process.

As a part of the HPI process, organizations shoul
create a formal process to examine incidents and
perceived vulnerabilities that occur throughout the
development of th system during the systems
engineering process and, later, during plant
operation.

49

As a part of the HPI process, a methodical apprg
should be established to systematically direct the
potential incident or vulnerability through a serieg
of questions and facilitators to determine regulatory
impact, safety significance, determine which
organization will perform the corrective action or
causal analysis, and ultimately correct the
deficiency.

50

Due diligence, attention, constamhghasis, and
management support needs to be given to the
51 | identification and reporting of the potential human 1 2 3 4 5
errors and the corrective action processing of thg
problems as they are reported

This process, if effectively performed, will
constatly reinforce good human performance
practice, the reduction of human error in system
52 | design and potential human errors during operatjon, 1 2 3 4 5
proportionally decrease the volume of potential
problems at all levels, and continually drive error
to the least significant level.

12
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Table 17. Continued

A management team should be established to h
ensure that the HPI program is effectively and
consistently implemented with particular emphasis
53 | on evaluating significant issues, adverse trends 1 2 3 4 5
identified, and ineffective corrective actions that
were applked to conditions adverse to safety and
security.

Management should promote a culture focused
safety and operational excellence where employges
54 | should be not only encouraged to make error 1 2 3 4 5
incident reports, but expected to make threperts
in a retaliation free atmosphere.

Using a scale of-b (1=Never, 2=0ccasionally, 3=Regularly, 4=Frequently, 5=Always), pledsmia your likelihood to
implement or support the following concepts:

# Statement Never Occasionally Regularly Frequently Always

Establish a human performance improvement (H
process to not only to remain cognizant of human
55 | performance during system design, butto providea 1 2 3 4 5
means to evaluate human performance of the
system at the various stages.

Establish an HPI process early in the systems
engineering process to identify the impact and
56 | extent to which human error affects plant system
and equipment, which will provide necessary
feedback into system design process.

7
=
[N)
w
N
ol

Determne human error severity criteria and
establish a tracking system to capture these human
error induced potential issues for engineered and
administrative component features, human error
prevention training and reinforcement, and lessons
learned.

57

Create a formal process to examine incidents an
perceived vulnerabilities that occur throughout th
58 | development of the system during the systems 1 2 3 4 5
engineering process and, later, during plant
operation.

@

Establish a methodical approach to systematical
direct the potential incident or vulnerability through
a series of questions and facilitators to determine
59 | regulatory impact, safety significance, determine 1 2 3 4 5
which organization will perform the corrective
action or causal analysis, and ultimately correct the
deficiency.

—

Establish a management team to help ensure tha
the HPI program is effectively and consistently
implemented with particular emphasis on

60 | evaluating significant issues, adverse trends 1 2 3 4 5
identified, and ineffective corrective actions that
were applied to condéns adverse to safety and
security.

Promote a culture focused on safety and operatipnal
excellence where employees should be not only
61 | encouraged to make error incident reports, but 1 2 3 4 5
expected to make these reports in a retaliation free
atmophere.
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Table 18. Survey Data

Respondent

24| 25 (26| 27| 28(29|30|31|32(33]|34]|35[36]|37|38]| 39|40

23

18|19( 20| 21| 22

17

13(14[15( 16

12

1011

4
3

4

4

5

5

4

5
4
5
4
5
5
5
4
5
5
5
5
4
5
5
5
4
5
5
5
5

4

4

9

5
4
5
5

4

5
5

4

4
5

5

5

5

5

5
4
5
5
5
5
5
4
5
5
5
4
4
5
5
3
4
5
5
5
5

5

5

5

5

5
5

4

3

4

5

5

4

5

4]a]a

415]5
5[5]5

415]5

5[5]4

5[5]4
5[5]5
415]4
415]4
51415

415]5
5[4]5
5[3]5

415]4

5

5

5[5]5

5
415]5
5
5(4]4
5
5[5]5
5
415]4
5
5[4]3
5
5[(4]5
5
5[5]5
415]4
5[5]5
5
5[5]5
5

5[5]5

5[5]5

5

5[5]5

5[5]5

415]5

5

5[s5]s
AREB
s[s5[s

5

5
5

5
5

5

5
5
5

5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5

5
5
5
5

5
5
5

5
5
5

2(3|4|5]|6[7]|8

5|/5([5]5
5|14([5]4

4[5]|4[5|4]|5]4]4
4(4]|5(3|4]4]5]5

5|/5([5]5

5|/4([5]|5(4([5]4](5

5|/5([4]5

4(5]|4([5|4]|5]4]|4

5|5([5]4
5|/5([5]5

5|/5[4]5
5|14([5]4

5|5([5]5
5|5([4]4
5|5([5]5
5|/5[4]5

5|/5([5]5
5|14[5]5

5|/5([5]5

5|5([5]5
5|5([5]3
5|/5([4]5

5|/5([4]5
5|5([5]3
5|/5([5]4
5|/5([5]5
5|5([5]5
5|/4[5]5
5|5([5]5
5|5([5]5
5|/5([5]5

5|/5([5]5

5|5([5]5

5|5([5]5
5|/5([5]5
5|/5([5]5

5|14[4]5

5|/5([5]5

5|/3([5]5

Q\N| 1

3
4
5
6

8

10

11 |4[4]|5([4

12
13

14 |4[4]|5[4|4]|5]4]|4

15
16
17
18

19 |4[4]|3[5]4]|5]4]4

20
21
22

23 |4]|4([5]|4]4[4]|5([4

24 [s[afa|s]a

25

28 |5|5([5]|5]4

29 14)14([5]4
30|5|]5([5]5

34 15|5([5]5
3714]14([5]4]4[5]4([4
3814|4[4]|5]4[4]4](5
39

42 14)14([5]4

44 15|5([5]5

4 |5]|5([5]5
43

26
27
31
32
3314|5([4]5
35
36
41
45
46

47 |4]5(4]|5]4[4]4](5

48 |5|15([5]3

49

50[|5]|5([5]5

51

52 1414|544

53
54
55

56 [4]|14[5]|4]4[4]|4(4

57

58 [4]4]4ala]a

59

60 |5|5([4]5

61

A

v

uonsand

Overall Analysis of Survey Results

Quantitative Analysis

a

Ideally, responses can be compared to an industry benchmark, a compet

. In most cases, however, such dataedashbecausthey

ior survey

lar question from a pr

Simi
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aretoo expensive or too difficult to obtain. Because the questions in this suevegriginal to
this study, there are no historical or congtiazve data. Théollowing quantitativeanalyses were
performed:
1. PercentageAgreeing: The percentagef respondents whimdicated “agree” or “strongly
agree” (or “frequently” or “always”) oan item.

a. Analysis yielded a score of 96% for percentage agreeng

2. Top box and top wo box scoring: The top boxefers toresponsesf “strongly agree
or “always’ In this case of this data set and analybis,toptwo box score is the same as
thescore reported in result 1 above.
a. Analysis yielded a score of 96% for Top Two Box

b. Analysis yielded a score of 63.1% for Top-Box

3. Nettop box: Found by counting the number of respondents setgitte top choice and
subtracting the numbevho selectedhe bottom choice.

a. Analysis yielded a score of 63.1% for Net Top Box

4. Z-Score to Percentile Rank: This converts the raw score into a normal scbegause
rating scale means often follow a normal or close to normal distribuBi@hty percent
of the number of points in a scale is a reasonable benchoneokpare the mean to. For
this analysis, 4 is used ¥5.80 = 4). First, subtract the benchmark from the mean. Next,
divide the difference by the standard deviatidihis is called a-score (or normal score)

and showsy how many standard deviatioasscore falls above or below the benchmark.
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Lastly, convert the-score to a percentile rank by using the properties of the normal
curve.

a. Analysis yielded a score of 86% foZ-Score to Percentile Rank

5. Coefficient of Variation (CV): The standard deviation is the most univeveay to
communicatevariability, but itis hard totranslate The CV make#ferring easier by
dividing the standard deviation by the mean. Higher values indicate higher litgriabi
The CV is a measure of vability, unlike the first fouresultswhich are measures of the
central tendency, so it can be used in addition to the other approaches.

a. Analysis yielded a score of 12% for Coefficient of Variation

Based on the results of the general analysis abioigeapparenthat the respondenigere
favorable towardhe concepts presented in Chaptandicatinga high level of confidenca

industry acceptance and utilizati@®auro, 2011).

Qualitative Analysis

In addition to the quantitative analysis above, the respondents were given the opportunity
to comment on the survey questi@ssameans of giving additional context to the confidence
judgmentamade. Asshown in the comments presented below, all remarks made during survey
administration expressed an appreciation of the concepts, an acknowledgment oétite dife
implemening them, andelief in a strondikelihood of future implementation and industry

reception.
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Most respondents indicated that, prior to this surtlegy did not make a distinction
between human performance and human factors in systeomponent design. Most
found it rather novel to separate tia® concepts and providedesign focus on eaane
separately asomprisingseparate elements with different emphases.

All respondentgonsideredt prudent to involve operations personnel in systems design
early in the systems engineering process to reduce errors during the oparago
technologies.

All respondents expressedhigh level of interesand support for incorporating human
performance TPMs that evaluate the integration of human error reduction ttiothevi
technology necessary to achidiie intended functionality. Most had never thougfht
incorporaing human error reduction techniques into system design in such a way.
Most respondents commeuwiithat it would be practical and worthwhile to begin
procedural and training development early in the systems engineeringspimaesome
respondents expresseancernthatthe development dfaining modulesnay be difficult
due to thdimited amount ofdetailed informatioravailableearly in system desigms a
result, | provided the clarification that training and enabling objectivesl dmul
determined early in design attthtspecifics woull flow from these objectives once
furtherdetails becamavailable latern the design process. All respondents seemed to be
satisfiedwith this amplification.

Most respondentagreedhat operator attribute determination should be conducted early
in sysem desigrand thathese attributes are cultivated throughout system design to
ensurehatoperators are capable of safety and efficiently operating the system upon

deployment. Some respondemidicated that thisiad beera significant problem itheir
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past experience, and that needing to get operators up to speed following thedegsgem
completion and installation had a significant schedule and cost impact.

All respondents commented favorably on the idea of establishing a robust Human
Performance Immvement process to be utilized during system design and operations.
They supported this process not only for the system design periddr those that

would operatehe system butalsofor the staffas awhole and as an improvement of the
systemdesignand engineering process. Many respondents commented that assigning
severity levels to issues is an effective way to appropriately allocate resoArtms.
respondents remarked that within the nuclear industry, where raising isgpagesof the
culture, this process would fit well, biltat itmaybe less effectiven other industries

where raising issues is not necessarily expemt@shcouraged.
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APPENDIX D: MINOR EVENT STUDY

This appendixs a follow-up to the recommendation madeiapter §hat the rate of
smallincidens at nuclear power plansbould be investigated. These are incidents that warild
rated aslevel1 or 2 on the INES. November 2013 was choagithereporting date, sindhis
was the mostecentmonth withcompleteinformationat the time of thistudy The table below
illustrates the number of events that occurred on each day. They are divided intstunsated

with technological advances (TA) and those not associated with TA.

Table 19. Minor Events on Each Day during November 2013

Day of Month (November 2013) TA no TA Tgt\flelri:f
1 2 1 3
4 4 1 5
5 1 2 3
6 3 3 6
7 1 3 4
8 4 1 S
12 3 2 5
13 1 0 1
14 1 1 2
15 3 1 4
18 3 2 0
19 4 2 6
20 3 0 3
21 2 1 3
22 1 2 3
25 2 1 3
26 0 0 0
27 2 1 3
29 1 3 4

Sources: NRC.govand NRC Agencywide Documents Access and Management System
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The data wersubjected to a orgiledt-test (Steinberg, 2011yith the assumption that
thenumber of minor events associated with TA would be higher tfrmttassociated with
TA. Thetest was run witlboth assumptions of equal variance ahdnequal variance. The

resultswere as follows:

T-test equal variance 0.022634

T-test unequal variance 0.019539

The hypothesiss as follows:
Hi: Technological advances at a nuclesaility thataffecthow operators interaatithin
the systendo increase theaumber of incidents caused by human error.

The null hypothesis as follows:
Ho: Technological advances at a nucltsaility that affect how operators interaeithin

the systendo notincrease theaumber of incidents caused by human error.

Conclusionsof the Follow-Up Study

The results of thetest mean that the null hypothesis can be rejected pt<t05 level
(Steinberg, 2011). Thefore,technological advances at nuclear power plants are associated with
a higher likelihood of minor incidestat levell or 2 on the INES. It should be noted that the
results for this section weobtainedsimply by counting the number of incidents reporaedi
determinng if any significant techological advances were installed at these facilities in the three
monthspreceding théncident. The incidestwere not screendxy type andoy whether they
would be obviously due to operator error. For example, one of the incidents intreved

presence of aalcoholic beverage inside the plamar the operati@tenter Some would argue
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that this could have nothing to do with technologicalngdes others might assert that the
additional anxiety created by having to deal with technological changestleel aberrant
behavior. Since the hypothesis is that advances increase the likelihood of incideriagc
this is probably not an important consideration.

It appears that changes to the technology increase the number of minor inciterels at
1 or2onthe INES. However, they do not significantly increase the probability of moeese

incidents, i.e., those &evel 3or higher on théNES.

207



APPENDIX E: PAPERS

E.1.THE INTERSECTION OF ADVANCING TECHNOLOGY AND HUMAN

PERFORMANCE

International Nuclear Safety Jourriéview Article
This paper was accepted for publication in the peer-reviewed journal and is unglergoi
the finalediting process

E.2.IMPACT OF ADVANCING TECHNOLOGY ON NUCLEAR FACILITY

OPERATION

International Nuclear Safety Jourrisearch Article

This paper was accepted for publication in the peer-reviewed journal and is ungergoi
the final editing process.
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E.1 INTERNATIONAL NUCLEAR SAFETY JOURNAL REVIEW ARTICLE

THE INTERSECTION OF ADVANCING TECHNOLOGY AND HUMAN

PERFORMANCE

JonatharK. Corrado, Dr. Ronald MSega

Colorado State University

Note: This paper was accepted for publication and is undergoing the final editing process.
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ABSTRACT

Today’s sensory and processing technologies are perceptive and preciseam desgern
the environment, solve complicated problems, make assessments and learn froen@xperi
Although, they don’t think the way humans do, they can replicate many hatefiadtual
aptitudes. Throughout the last several decades, companies have implemented advanced
technology and increasingly removed the human from many aspects of nucleéinoperhere
are many advantages to this transition, but, like any systemioatidif, failures inevitably
manifest. In the instance of this article, human errors have resulted and haveeatfmunt
several accidents at nuclear facilities in the United States due to this tranSh®accidents at
these facilities due to humanror often result in plant shutdowns, unnecessary expenses, and
have the capacity to be problematic for people, the facilities, and environniéngsarticle
explores the context surrounding the complexity of changing technologies at ligwr haciliies
and the potential exacerbation of problems caused by human error when technology
advancements concerning operator interaction with control systems are imigleéme&o
understand the complexity surrounding the human interaction with advancing te gts\dlog
concepts of human performance and human factors will be examined and then the inmaeset of t
concepts within the framework of advancing technology will be applied to the opeoéti
nuclear facilities. This review will draw attention to thenariabilities due to human error at
nuclear facilities within the context of continually advancing technologysaed insight on the
role human performance and human factors has on system design and the resultingg outcom
Keywords: Human Error, latent error, active error, human performance, human factors,

technology advances

210



1.0 INTRODUCTION

Each time there are significant technological developments promisedsiopesgle, to
some degree, failed systems and prototypes inevitably result [1]. Wharchess examine the
effects that the changes in technology have made, there are often effects whichktargigiyp
different from those expected. Individuals using these technologies freqoakityperformance
errors because they must adapt to inénggyg complex technology. When this occurs instead of
assisting the user, these new technologies may add burdens, which ardlegpeiciamatic
during crucial phases of tasks [2].

The pattern of human performance degradation when novel technologies are introduced
has been found to occur in a wide range of endeavors [3]. For example, when thereme syst
developed for airplane cockpit automation, there can also be an associatedinl¢oénzlot
performance; their reaction times and numbers of errors increase. The saméasvirtually
all industries including that of nuclear operation. When one contemplates human errors
occurring at nuclear facilities, there are, by the nature of the power genenaams, a number
of unacceptable outcomgy.

Nuclear facilities represent some of the most complex systems which haveerer
designed [5]. Most of these plants also use state-of-the-art technology and dgnipaate
their systems. Unfortunately, like any complex system, the systemslefinfacilities are not
immune to failure. This is particularly true with regard to human error. Siase #ystems are
astoundingly complex, any changes made in the technology has the potential to lconfase
operators and result in a reduction in performance when they interact with madniseftware
[6].

Despite significant research being done on humachine interface, a wide range of

problems still exist [3]. There remaingligparitybetween th optimism of technology
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developers and of the realistic operational difficulties as these systeimsiag introduced. The
developers nearly always claim that the new technology will result in penfmen

improvements. However, due to the operational complexities introduced, the technojogy ma
actually decrease the performance of those interacting with the systemtublatfely, more

often than not, the complexities are difficult to predict for the design teams.

To understand the complexity surrounding the human interaction with advancing
technologies, the concepts of human performance and human factors will be examined and the
the impact of these concepts will be applied to the operation of nuclear facilitiés review
will draw attention to theulnerabilities due to human error at nuclear facilities within the
context of continually advancing technology and shed insight on the role human perfoaménce

human factors has on system design and the resulting outcome.

2.0 HUMAN PERFORMANCE

Humean performance is a field of study related to process improvement methodatogies
reduce human errors. It is focused on improving performance at the societaizatrgaal,
process, and individual performer levels [7]. In other words, it is a serehatiors executed
to accomplish specific results [8].

Human performance failures inevitably result in human error. Consequently, hupran e
is an unfortunate, but realistic aspect of any engineered system operataddnys. The number
of human errors can be minimized and affects caused by human error can be reduced,rbut huma
error can never be completely eliminated and must continue to be a design etinsided an
anticipation during system operation. Human error manifests in many forms, but the mos
prevalent and most easily classified categories are active error and latenfTertoderstand the

impact advancing technology has on human error, a review of human behavior models and the
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human error classifications of active and latent are necessary to frame tleenpaiold chart a

course to overcome these challenges.

2.1 HUMAN BEHAVIOR MODELS

In order to understand human performance, there must be a basic understanding of human
behavior. An organization of the different types of information processing involved in iatlustri
tasks was developed by Jens Rasmussen of Denmark. This pattern provides a nnsefoirkra
for identifying the types of errors likely to occur in different operatigitaations, or within
different aspects of the sanssk where different types of information processing demands on the
individual may occur. The classification system is known as the Skill, Rule, Knevedgd
approach. The terms skill, rule and knowledge based information processing re¢edegitee
of conscious control exercised by the individual over his or her activities [9].

In the knowledge-based mode, the task is carried out by the human in an almgst totall
conscious fashion. This would occur if a beginner (e.g., an operator in trainiegjasming a
task, or if an experienced individual encounters a completely novel situatiomheinaé these
circumstances, substantial mental exertion would have to be asserted to ¢kaloatelition,
and his or her responses would likely be slow. In addition, after each action, the person would
need to evaluate its effect prior to taking additional action, which would probatigifgiow his
or her responses to the situation. Knowletdgsed performance results in a nominal error rate of
1:2[9].

In the skillbbased mode, efficient performance of waihcticed, mainly physical actions
of which practically no conscious reasoning occurs. $kifled actions are normally commenced
by an explicit occurrence, such as the requirement to operate a valve, thatsa&arian

alarm, a procedure, or an indication from another individual. The well-practiéedft@gening
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the valve will then be executed largely without conscious thought. Théyakid performance
mode results in a nominal error rate of 1:1,(8]0

The last category involves the use of rules. These rules may have been learnesulis
of interacting with the plant, through formal training, or by working with expeed process
workers. The level of conscious controm&dwaybetween that of the knowledge and skill based
modes. The rule-based performance mode results in a nominal error rate 08]L:100 [

Next, it is important to describe and distinguish between slips and mistakesar8lips
defined as errors in which the intention is correct, but a failure occurred wingingaut the
activities required. For example, a worker may know that a receptacletodeifilled but
instead fills a similar receptacle nearby. This may occur if the receptaclesodselabeled, o
if the worker is confused with regard to the location of the correct receptacttakhs, by
contrast, arise from an incorrect intention, which leads to an incorreat aetiopence, although
this may be quite consistent with the wrong intention. Xamgle here would be if a worker
wrongly assumed that a reaction was endothermic and applied heat, theraty ceaheating.
Incorrect intentions may arise from lack of knowledge or an inappropriate diagh0Oki

Slips can be described as being tumisemployedaptitudebecause they are examples
of the highly skilled, wellpracticed activities that are characteristic of the-$idbed mode.
Mistakes, on the other hand, are largely confined to the rule and knowledge based peeformanc
modes.

In the skil-Fbased mode, the individual is able to function very effectively by using pre-
programmed sequences of behavior that do not require much conscious control. It is only
occasionally needed to check on progress at specific points when operative in thighede.
consequence for this efficiency is that strong habits can take over when ateichecks is

diverted by distractions, and when unfamiliar activities are embeddedimileaf context [9].

214



With regard to mistakes, two separate mechanisms operate. In thasakkmode, an
error of intention can occtuifranimproperdiagnostic rule is utilized For example, a worker who
has considerable experience in shutdown, stagnate power plant chemagtnave learned
diagnostic rules which are inappropriate for operational, dynamic, and volatile planwe
chemistry. If he or she attempts to apply these rules to evaluate the causmbhuous process
disturbance, a misdiagnosis could result, which could then lead to an inappropriatelaction.
other situations, there is a tendency to overuse diagnostic rules that have bessfiducdhe
past. Such sound rules are usually applied first, even if they are not necepgaoipriate [9].

In the instanc®f knowledge-based mistakes, other factors are important. Most of these
factors result from the substantdgmands on the information processatgities of the
individual that areneededvhen a situation has to besesseffom conditions he or she is
unaccustomed too. Given these demandsnotasurprie that humans do nekecute tasks
very well in high stress, unfamiliar situations where they are required b ‘oini their feet” in
the absence of rules, routines, and procedurestagehe situation. For example, operators
may only utilize information, which is readily available for evaluation of theason. Operators
may also become oweonfident in the correctness of their knowledge. A typical behdvabr t
occurs during knowledge-based problem solving is insisting that one course of actimeds
where the individual or the operating team become tangled in one aspect of the prablem a
exclude all other aspects that should be considered (the Three Mile Isladehata prominent
example). The opposite form of behavior is also observed, where the burdened waikéigi
attention hastilyo one problem after another, without solving any of them [11].

In the skill-based mode, recovery is usually prompt and effective, because the individua
will have familiarity with the expected outcome of his or her actions and willftrerget timely

feedback with respect to any slips that have occurred which may have preventedicibme
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from being reachedThis highlights the role of feedback as a significant aspect of error rgcover
In the case of mistakes, the mistaken intention tends to be very resistant to nomgndorsi
evidence. People tend to ignore feedback information that does not supp@xeetations of

the situation [9].

2.2 ACTIVE ERRORS

Simply by the nature of this error type, active errors have effects wiaakoticed
immediately and can occur across the spectrum of human behavior modes. Actsvarerror
usually associated witindividuals in frontline operations of a system. Examples include officers
of ships, air traffic controllers, pilots, or control room operators in a nuclesétyfathen
examining active errors, it is important to take into account the complexitgiagssbwith
human nature [12].

Human nature includes all the emotional, mental, social, biological and physical
characteristics which define the limitations, abilities, and tendencigsopie [13]. An
important aspect of human nature relevant to this study is the innate tendencly towar
imprecision. While machines tend to be precise, people are usually impreciseamhes
especially true in certain situations. For example, people tend to make miaeesishen they
are under time pressures or iressful situations. Due to the fallibility of people, they can get
into situations which are beyond their abilities. Logically, complex systaerssify a person’s

susceptibility to make mistakes [14].

2.2.1 CAUSES OF ACTIVE ERRORS
Because active ermare all too common in the realm of human error, the most prevalent

causes of active errors should be understood in order to reduce them. One tendency of most
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individuals is to overestimate their abilities to maintain control at their work station I[1#}is
instance, the maintenance of control means that the task occurs as it is suppas$ethéo wi
person performing in the appropriate fashion. There are at least two reasois that
overestimation occurs. Consequential error is rare and many times an eursrvaith no

adverse result. This means that people conclude that errors will be caughtheyemsre
inconsequential. The second factor is that people don’'t know or acknowledge their own
capabilities. For example, most people can function on insufficient sleep or worf tores of
distraction. They can also perform work duties during poor environmental conditibnassuc
extreme cold, heat, vibration, or noise. People can become accustomed to these conditions.
However, if the limitf the person’s capabilities are exceeded, the chance of them making errors
increases. There are a number of factors related to human nature, which can beyespeciall
problematic when work is being performed within a complex system [13].

One important factor for active errors is stress [15]. Stress is not awagblem.
Sometimes it is healthy and normal. Stress can focus attention and can aididnatisli
performance. However, elevated stress can overpower an individual. When thss sicearns
detrimental to performance. Stress can be understood as the body’s physicahtidasponse
to perceived threats within the environment. The important word in this case isvedrtdt is
the perception of the individual which leads to their adaptation to cope with a threat t&tis
to increase according to a lack of familiarity with the situation. Extreme stnadsad to panic.
This will inhibit the ability of the person to act, sense, recall, and peressantial elements of a
situation. Fear and anxiety often follow when an individual believes he or she is unable to
respond appropriately to a situation. Along with this fear and anxiety, theegjigefitly a lapse
of memory. This is frequently followed by an inability to perform certailmastand to think

critically [16].
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Another factor which is important to consider when looking at active errors is the
tendency for people to avoid mental strain [12]. Most people will only reluctargbge in long
periods of concentratatiinking. They also tend to avoid situations in which they must display
heightened levels of attention for an extended period of time. Thought can be a slow and
laborious process that requires significant effort. Therefore, people ofefeseiliar paterns
and tend to apply solutions with which they are already knowledgeable. Thipesat tyental
bias, which can be understood as a shortcut. The goal is to reduce the cognitivecgfi@d ito
decide [16].

One of these mental biases is assuongt[17]. People frequently accept as true certain
conditions which are not verified. Another bias is habit. This is an unconscious patterir for the
behavior which has been acquired often due to frequent repetition. Confirmation bias can be
problematic and is exemplified by a reluctance to abandon solutions which adsestdy
Individuals will be reluctant to change their way of thinking or behaving. Thigeseven when
there is conflicting information for better solutions [14]. This leads people to supprt
position and ignore blatant evidence to the contrary. Frequency bias refeiado/aual’s
gamble that a familiar solution will work. It can also lead to people viewing infmmas more
important when it has occurred more freqgtly. Finally, people often suffer from availability
bias. This refers to the tendency for people to use solutions which immediatelyocannel. It
is also associated with greater importance being placed on facts which areaeaithlyle [13].
Limited working memory can be a factor in active errors [18]. A person’s mind hast#esm
memory which is used to make decisions and solve problems. Thigesinorremory can be
understood as a storeroom which demands attention and is temporamysddlito recall new
information and is actively involved with recall, storage, and learning. When tite d¢ifthis

memory are exceeded, errors can result [15].
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2.3 LATENT ERRORS

With active errors fully expounded, the next tier human error categasiving latent
errors can be defined with the intent to understand the distinctions and influerydeav@en
active errors, the vulnerabilities that result from them, and a general @oamsron of them in
order to reduce their occurrence. Like active errors, latent errors madaaksadverse
consequences, but may lay dormant within a complex system for a significadt gferme
before they manifest [18]. They often become evident only when they are combinédalciats
which lead to a breach di¢ system defenses. Latent errors are frequently committed by
individuals whose activities are removed in space and time from the direct hurtgam sys
interface. For example, latent errors may be committed by maintenance pkrsw@magers,
construction workers, higlevel decisioamakers, or the system designers well before
manifestation [18].

An analysis of significant accidents such as Chernobyl or TMrkeelsland found that
latent errors frequently pose the most important threat when peopleintgiaa complex
system [14]. Traditionally, accident investigations and reliability aeslyrave concentrated on
the direct equipment failures and operator errors [16]. While the operators do miem
such as those discussed in the section on active errors, many of the mistakes haudyargunde
cause connected to a latent error. This error can be exemplified as when an oparator
complex system inherits the mistakes made by the designers or installers [14].

A 21% century understanding of human error in the context of operators interacting with
complex systems occurs when an awareness is made that the study of latestifzaly be more
beneficial than a focus on operator mistakes [14]. Unfortunately, most of the work \&hich h
been done on human factors has concentrated on the improvement to thenrachene

interface, which, if an error occurs, results in an active error. While thisimsportant aspect of
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the study of human error, the latent errors which are inherent within thendyeste a broader
range of possible problems. In other words, the active errors may only be theeatcom
problems which are embedded within the system [15].

Latent human error comes into play when an individual's propensity for error is eshhance
by the enironment they work in and the systems with which they interact. According sJam
Reason, there are two adverse effects which can result from latent conditierigst of which
is the ability for latent conditions to provoke errors. The second being the impaonthgons
have upon the long term health and welfare of the system which created thenings@]. T
conditions do not have to contribute to the possibility for error immediately. Rathecaheest
hidden within a system, until the cacteelements align and cause the latent error to activate and

cause an error to manifest [19].

2.3.1 TECHNOLOGICAL ADVANCES AND THE SUSCEPTIBILITY FOR LATENT
ERROR

The fairly rapid growth of technological advances across all indusaggédnerated
additional focus on latent error [18]. Many of thé'2&ntury complex systems have operators
who are remote and removed from the processes which they control. As thesgystem
become more complex, they can intervene between people and the physidal/tdg&d.
When this technology was initially introduced, operators still employed dirgupaiation and
sensing of the systems they were operating. They still had the ability toandsee the system
which they controlled. As this technology continued to advance, the remote manipulation of
devices and sensing emerged, further removing the human from the process undeartei

[12].
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The most significant changes in how humans interact with complex systemaloante
due to the decreased cost of powerful computing [13]. Many system operators are matecgepa
from the process by more than one component of a control system. At a lower leves, tinere
task interactive system which controls the detailed parts of an operatioa.i herintervetion
between the specialized system and the operators due to the necessity of aylstenan
interface. This involves the control system presenting pieces of information to tatope
However, the interface only allows a prescribed degree of intemdatitween the person and the
remote process. This creates the situation of supervisory control. The person adjugiss,m
and initiates processes and systems, which are also automaticallyledri5].

However, it is worth noting that the stimabntained within the environment are
impacting these remote operators at all times, and while they may not be in iixaciify to
the site, there is still the possibility for errors to occur. Nuclear facilitiesfame comprised of
individuals deemed the best in their field, and those who are the best, unfortunately, may be
prone to making the worst mistakes [19]. While the focus may be placed upon theswegperat
there is an error being made when the systems themselves are not scrutinizddon
propensity to cause errors [19].

The increased computerization of nuclear facilities has led to installationis areic
progressively complex [14]. This added complexity on an already complex preseks in
latent errors being more difficuid detect which can lead to increasingly problematic results [18].
For example, in the case of a seantomated control processes, if an operator would detect that
there was a problem they would then begin to take the necessary actions to copretiehe
However, if due to a latent error embedded in the system, the control processes sioomok re

appropriately to the operator's actions, an event could result [17].
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3.0 HUMAN FACTORS

With human behavior and the fundamental human error categories practically amdierst
systems designers endeavor to incorporate these human considerations into nhef tlesig
system and strive to reduce the likelihood of active and latent errors. In the foddigf
human factors engineering, designers are concerned with designing progiietassor
processes to take proper account of the interaction between them and the people dro.use t
In substance, it is the study of designing equipment and devices that fit the humamdasy
cognitive abilities [20]. In other words, it is the study of how human beings functibimwi
various work environments as they interact with equipment in the performance of vamsus rol
and tasks (at the human-machine interface) [8]. Common human factors comsidenatiude
anthropometric factors, human sensory factors, physiological factors, amlogycal factors.

As alluded to above, human factors is concerned with the smooth interaction between the
people using the technology and the environment within which they are working. When this is
considered from the micro-ergonomic level, the focus is on the level of the human dmagemac
[1]. Here the focus is the design of the individual control panels, workstations, the visual
displays, and the ergonomically fitted seats upon which the nuclear faciligptagzespent the
majority of the time. Problems which can arise at this level may be due to improgsidyed
displays and workstations and result from new technology being installed that hadmot bee
designed well in ergonomic terms. For example, in a minor incident, an opepatdedethat
the display was too bright and after three hours working at the station, they weleetordearly
see tle display. This resulted in the operator not noticing that the plant was operatidg @stsi
normal parameters [21].

The building blocks for technological systems of nuclear facilities indluel@eople as

well as the engineered components [22]. However, the organization, as weltrastitses can

222



also be important. This is referred to as macro-ergonomics. In the exanvbeigsediscussed,
the operator had reported the problem to their supervisor several times [213. sifgbrvisor

would have followed up on the complaint of the operator, an incident may have been avoided.
Therefore, it is crucial that systems be in place so that operators waikingew equipment can
alert their supervisor if there are difficulties. With regard to hufaators, it is usually only the
operators of the facility who can gauge the success of the new system. @ftprgldems

related to human factors engineering are not evident until a complaint or can@Esed or an
incident occurs [22].

It should be recognized that performance and the inherent potential for mishaps of
complicated technological systems is usually a function of the human andezadisabsystems
[23]. The engineering will include items such as workstation design and the appe#ran
control boards. The human engineering refers to organizational and personnesd system
many systems failures are traditionally attributed to errors of the operagas dften an
oversimplification [22]. It is estimated that over 70% of all eaclplant incidents can be
attributed to operators. However, this is likely to be an overestimation as it daakenito
account that the failure can be attributed to the effect of various factors beyondttiok af the
operator. For example, response systems that are ineffective, orgaakzdésigns that are not
adaptable, and unresponsive managerial systems result in many problems evhttiibarted to
operator error. There can also be ineffective training and operational potessareverly

complicated. This is especially problematic when new equipment has beemdna]l

4.0 HUMAN FACTORS IMPACT ON PLANT OPERATION
With an understanding of human performance and human factors, the complexity

surrounding the human interaction with advancing technologies can now be appropriately
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explored. In order to recognize design considerations necessary to combat honduriewg
system design and integration, it is important to first understand human factors ompant
operation. As e can imagine, the reason for accidents occurring at nuclear facilities due to
human error is complicated [2]. Both the human mind and the systems with which it is
interacting at these facilities represent high levels of sophisticatiaanwln be chadinging to
understand individually, much less apprehending their amalgamated compositenfuncti
However, progress has been made toward determining the root causes of the phaltlaras t
likely to arise. A close investigation into the human errors atdgthat there are both miero
ergonomic and macro-ergonomic reasons [22]. The accidents are nearly alwagsiithef the
way in which the systems operate and how humans interact with them. Many obtherr an
attribute as well as an effect diet complicated operational processes involved. They may also
include managerial systems which are not responsive, ineffective trairgagjzational designs
which are not adaptable, response systems which are poorly designed and ent@onme

disturbances of a chronic nature [1].

4.1 COMPLEXITY OF THE SYSTEM INTERFACE AND HUMAN FACTORS IMPACT

The complexity and adaptability of the system interface plays a conselevdbon the
impact to human factors concerns. The common application of sociotddysiteans illustrates
the necessity of thorough system design and full deliberation of human factodecatnsns
during design. These systems also illustrate the intricacy associated with-imactaine
interface of complex systems.

Sociotechnical systems must often reside in complex contexts to deal with sgtlasibn
are unexpected andrcéead to errors [24]. This means that the behaviors of these systems are

deeply interwoven with multiple parameters, which are determined as plagt @fternal
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environment. An important case of this contextual dependency is thenekaasing

significance of the humamachine interaction. Pervasive applications that are advanced and
include multimodal interfaces now have a need to maintain several compleRdsgmt
regarding the users and the situation in which the system is interacting to practical value.
These types of applications must provide behavior that is more flexible thartianeddi
computerized system. To explain, these systems need to be contextuallpfahvargituation
and knowledgeable of the people with which they ateracting. Specifically, the system must
understand the user’s plans, goals, capabilities, and identity [25].

When considering the situation of complex human and machine interactions from an
engineering perspective, the interaction of the machine and human must be understood as
systemic aspect that has considerable relevance [25]. Furthermore, sincetheasp
interweaving of concepts is becoming more intensive with regard to human errdingnaaewv
concepts and terms must be developed. Once the terms and concepts have been fulkgdevelop
and are understood, the compatibility of the complex interactions occurring ystems
involving both machines and people can be analyzed for performance and errors [26].

Sociotechnical systems will genegateduce the informatioprocessing load using vague
concepts [25]. In other words, human experts do not use precise mathematicale@press
Instead, they prefer vague expressions, which have been developed through natuggsangua
This results in aagueness that is an important part of the system robustness and safety. This is
because the vague specifications can provide the system with the ability te elsaogling to
the context and become more robust. Furthermore, the humans interactitigevgightem often
must deal with incomplete specifications. Many times the complete situation relevant

information cannot be accessed by the human. As a result of situational tinvegsetbe
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person must make decisions which are uncertain and may be based on incompletaonformat
[24].

An important aspect of sociotechnical systems is their level of structural dynak@m [
The internal structure of these systems must often rapidly change from @eeoplbaeration to
another to meet environmental demands. For the structural dynamism to be praueibede
ideas related to active architectures must be used. Transformation rulesrpoiaiefor dealing
with these system necessities [24].

The specification of the transformation rules defines the possible confogg #tiat may
be involved with the changing conditions within the context of operation [26]. Therefore, the
transformation rules serve to describe the adaptive behaviors of these campechnical
systems. They specify the waywiich the systems can react to environmental changes through
the use of structural mutations [26].

The sociotechnical systems have distinct qualities with regard to their adaqteveials
[25]. This means that their ability to maintain stability dgradverse environmental conditions
or events, which are unexpected, is larger than that of the behavior of more trbslystems,
which are component-based. This also means that a richer understanding ofitsroatiie
sociotechnical processesilsdly to contribute to a more robust and flexible system [24].

As can be gathered from the description of sociotechnical systems, commesiigsrat
all levels of design and operation and requires thorough, detailed design attentiobab com

human erro

5.0 HUMAN ERROR REDUCTION IN PLANT OPERATION
Reducing the negative impact of technological advances on human error consists of

improving human performance [23]. This type of performance improvement is a atjstem
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process. The process is used toywebnd discover performance gaps, monitor performance,
determine the desired level of performance, and develop effective interventimesth®
interventions have been developed, they must be implemented and continually evallrated wit
regard to their ragts. The ultimate goal for human performance is to have the nuclear fagility b
as close to event free as possible. This can be achieved by proactive management of huma
performance. Itis also necessary to strengthen the facility defenses as helpagdrmance of
the operators. Once the organization and processes are optimized, the erroredaceoeto a
minimal level [1].

It should be remembered that even the best operators of nuclear facilitiesewvallar
trained and motivated will stithake mistakes [27]. There is no amount of training or coaching
which can prevent all errors. It is important for the managers as well asatfadoop at the
facility to understand that the organization, workplace, and tasks interact with tagooper
provide a potential for errors. The first step in preventing further problems is tstamiewhy
and how they occur [28].

The systemic errors at a nuclear facility can be reduced through ushoheeks and
specific tools [1]. Human errors can nebereliminated, but they can be reduced. For example,
a maintenance professional at the facility may tighten a valve. No matter liawaimed the
individual is there is always a chance that a mistake will be made when this tas@rinee.

The vale may be too tight or not tight enough [23]. The question is why the individual has made
the mistake and what can be done to prevent future occurrences. After a mistake therade,
should be multiple barriers that prevent system failure. This servemimize ultimate
consequences of any state. There will always be the chance that human error cah isccur

essential that there be organizational infrastructure in place which botliédestrors and
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protects the operators from negative consegas. This creates a situation in which more
significant problems can be avoided [21].

While it is inevitable that people working at nuclear facilities will make errorsg trer
measures that can be taken to manage, predict, and prevent thed@ &crddsie beneficial
approach to human error reduction is to recognize the error traps and comntheicete others
in order to proactively manage problem situations and minimize errors [2]. The work
environment can be changed in order to lower, prevent, or remove conditions which lead to
errors. Individual factors and tasks can be altered within the work environmentrinoorde
minimize future errors [28].

It is important to understand that the organizational values and processesasitipific
influence the behavior of an individual working at a nuclear facility [21]. The values and
processes of the organization can be developed in a manner that fosters indadaugladtions
which increase the chance for achieving the organizational godlse dase of a nuclear facility,
the values of the organization may focus on precision, accountability, and exctileaite
employees of the facility [27]. This would encourage safe behaviors thabdedhe number
and severity of errors. The managerhof the facility can direct the behavior of workers and
produce results that are more desirable and contain fewer errors. Thesesimgarts are
achieved through increasing the performance of the staff. They also rexgetience with
regard to management systems, culture, and organizational processéise #acietal factors
involved with the work at a nuclear facility that can significantly deseehe chance of errors
[28].

The improvements in human performance can be achieved throughcdekiagtive
actions after analyzing problem reports and events [23]. These typeseatigeractions are a

reactive method for learning that occurs after a problem. Neverthelesar¢hayportant for
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improving the systems and technology involvedisTéthe reason that continual improvements
and changes in technology are inevitable. Combining the reactive and proachodsrodt
learning allows for the anticipation of problematic events and the preventiomis. eThis is
often more coseffecive than only using the reactive approach [1].

It is the collective behaviors of the people at all levels in the facility that detetingne
performance outcome achieved [23]. The individual work is a product of the mental psaxfesse
the person that has been influenced through a variety of factors and demands whieseatarp
the work environment. The work is also a function of the capabilities of each of the people
involved. When the facility achieves high performance, the individuals will nalavlys be
taking responsibility for their own behaviors [27]. They will also be committecatong
improvements to themselves as well as the work environment and tasks. Individkaig woa
high-performance facility will exhibit certain behavior§hese behaviors include improving their
personal capabilities, confirming the integrity of the facility defenses,ijatiicg situations that
are likely to precipitate errors, and communicating with others in orderdteaeshared

understanding of the facility and work to be done [21].

6.0 CONCLUSION

Since the nuclear industries founding, advancing technology has driven development and
innovation to make nuclear power safe, secure, and reliable. Today’s advancing teesnolog
have shaped the dynamics of the industry. These technologies can discern the enyismivee
complicated problems, make assessments, and learn from experience. Althoudb,nbey
think the way humans do, they can replicate many human intellectual aptitudes. Although
technological advances are beneficial in many respéeig should be a continuous striving for

a balance between advancing technologies integrated into plants and thdontéraoans have
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with these new technologies. New technologies should be designed and incorporated into
existing systems to keep therhan operator in the decision cycle, which consists of an ongoing
process of action, feedback, and judgment. This will ensure operators remaiveatedti
engaged and promotes the kind of challenging practice that strengthens scghsi0ldgy
should play an essential, but secondary role. It should assume functions that a huatan oper
has already surmounted, broadcast warnings when parameters are exceedkdyipabvi
information that enhances the operator’s outlook and opposes the biases that often alter human
thinking. The technology will then become the operator’s partner, not the operator’'s
replacement. This approach to technology application will not stifle techndlpgicaession.
It only requires a shift in priorities and a rekindled emphasis on human strengthsakne sges.

Incorporating advances in technology is a wonderful and necessary enterprisestout m
be properly balanced within the confines of the system. It is often forgotten thansane a
vital part of this system. Thoology is strongly suited to perform many functions, but it lacks in
the ability to rationalize. Decisions concerning incorporating new technaoltmg plant must
consider the human. Even the smartest software lacks the common sense, ingenutgflitgnd vi
of the skilled operator. In the control room, human experts remain indispensable. Human
insight, imagination and perception, enhanced through hard work and experience, cannot be
replicated by the most cuttirefige technologies. If we let our owkills fade by relying too
much on the technology crutch, we are going to render ourselves less capaiésilieat and
more submissive to our machines.

Being cognizant of these realities is imperative during system design. maahu
including the human’s propensity for error, should be considered a vital element oftém sy

that requires substantial design consideration. Engaged human participatiopussooyto
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successful system operation, but like all systems, has its failure modes. M@ natural
susceptibility for error in system operation needs to be combated from mulbipig. f

It has been expressed multiple times throughout this paper that human error cannot be
entirely prevented, but with proper tools and techniques, it can be reasonably edniMizh
this in mind, it is important to establish a system to minimize error impact or potential impact
regardless of the scale and complexity of operation. Based upon the work of Rehson a
Rasmussen, it can be seen that human models of behavior and their understandincpte criti
the study of human performance systems. While errors and incidents are unayeisiadtially
within the environment of a nuclear facility, there are ways to minimize thess.dfrrors are
going to be made, but the minimization of these errors is reliant upon a system whidtamnuise
human behavior, and accommodates it, rather than attempting to compensate fafterribrs

fact.
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ABSTRACT

Many unfortunate and unintended adverse industrial incidents occur across #dte Unit
States each year, and the nuclear industry is no exception. Depending on thg Heessit
incidents can be problematic for people, the facilities, and surrounding environmerdgs. The
incidents occur for aumber of varying reasons, but more often than not, human error is an
accomplice. This article explores whether the complexity and changing tegi@solvhich
affect the way operators interact within the systems of the nuclear éscditacerbate the
sewerity of incidents caused by human error. A review of nuclear incidents in the Urated St
from 1955 through 201feaching LeveB or higher on the INES scale was conducted. The cost
of each incident at facilities that had recently undergone technological cledfeggimg plant
operator’s jobs were compared to those facilities which had not undergone changest wat
applied and determined a statistically significant difference between thedwasgrThis
affirmed that technological advancesatlear facilities that affect how operators interact within
the plant system increase the severity of resulting incidents. Next, a-fwiletudy was
conducted to determine the impact from the incorporation of new technologies into nuclear
facilities. The data indicated that spending more money on upgrades increased the capacity of
the facility as well as the number of incidents reported, but the incidenitgevas minor.
Keywords: Human Error, Human Performance, Nuclear Operation, Technology Advances, |AEA,

INES NRC
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1.0INTRODUCTION

The operational life of nuclear reactors is measured in regetos [1]. One reactor year
is equivalent to a reactor operating for one complete year. There anéyrdd@Q nuclear power
plants that have been in operation for over 14,700 reactor-years. During this tre@atie
been 23 reactor core meltdowns. This is equivalent to one major nuclear accidentyfédéve
reactor years. However, according to the international design reqoitsefaenucleardcilities,

a reactor core meltdown should only occur about once every 20,000 reactor yearaeditss
that the incidence of reactor core meltdowns is been 32 times higher than theory waiatd pre
[2]. This significant departure from the theory indisaéelditional unaccounted factors are
violating the base assumption of the model.

Nuclear facilities represent some of the most complex systems which haveerer
designed [1]. These plants use state-of-the-art technology and continuallythpdatgstems to
remain safe, regulatory compliant, and economically sound. Unfortunately, lik@apjex
system, the nuclear facilities are not immune to failure. This is particulaglyvith regard to
human performance. As one can presume, many of these incidents have been thenteralt of
error in one form or another. Since these systems are astoundingly compleixaaggs made
in the technology has the potential to confuse human operators and result in a reduction in
performance when they interact with machinery or software [2]. The compéexdtghanging
technology of the intricate systems involved with the operation and management @&faa nucl
facility may be part of the problem resulting in increased severity of humans §l].

Of the 23 nalear reactor meltdowns mentioned above, 17 were caused by some type of
human error [3]. While it has been argued that this is difficult, if not impossible, ucasely
predict, human error will endure necessitating relentless attention and continuousarppos

This being the case, there has been a great deal of literature devoted to thecedeiyres used
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by nuclear facilities [2]. There has also been research performed expkhiaiaffect that new
technologies can have on human performargge@ally when complex systems are involved.
This leads to the question of whether the complexity and changing technologieshatlear
facilities may exacerbate the severity of incidents caused by human enrsiis @n important
guestion because msionuclear facilities continually update their system technology. This
continuous technological improvement can create a situation where the operatarsangs

their routine and method of interacting with the system.

2.0RESEARCH METHODS
2.1RESEARCH DESIGN

The research design used in this investigation is that of an observational stulthytfg
case of this research, the nuclear facilities are grouped into those whichabdaaectlents and
those which have not [5]. The facilities that had accidents are considered thentegatmp,
while the incidenfree nuclear facilities are the control group. The variable affecting these
plants, the treatment, is advances in technology. While the groups are cateigtoizieose that
have had incidents versus those which have not, the treatment variable is notazdtebpstead,

it can be considered as existing on an interval scale [6].

2.2 METHODS

The International Nuclear Event Scale (INES) was used to determine if daraegen
nuclear facility raches a significance level that is noteworthy for this study. The INESdt#s
levels ranging from zero to seven (see figure 1). The Internationali@d\EEnergy Agency
(IAEA) adopted the INES as a method for quickly and efficiently communigétie stety

significance of incidents occurring at nuclear facilities. Because nuelahtiés are maimade,
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unique, and vastly different in design, the incidents that result are subject to certai

interpretations when estimating the magnitude of the prof@g¢m

@ &

The International Nuclear Event Scale

For prompt communication of safety significance

s—
KAJCR ACCIDENT
a

SERIOUS ACCIDENT

ACCIDENT / ACCIDENT WITH OFF-SITE RISK \

ACCIDENT WITHOUT SIGHIFIC ANT
OFFSITEFRISK

SERIOUE INCIDENT

INCIDENT
IHCID ENT

AN OMALY

DEVIATION MO SAFETY SIGHIFICANC E

Figure 1—INES Scale[7]

2.3 MATERIALS AND INSTRUMENTS
The IAEA and the U.S. Nuclear Regulatory Commission (NRC) both record evewts whi
they have been reported and investigated [8]. However, possibly due to the divasehat

their cultures, their policies, and their laws, the IAEA data is not as campleetailed as that of
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the NRC. The NRC uses a nuclear event scale that is similar to that of the IINES an

transferred to the international scale for reporting purposes. While thad\B€§ponsible for

nuclear safety in the United States, it coapes with the IAEA and converts its events to the

INES [5]. This is also true of the predecessor nuclear regulatory agendiedit This study

used the event notification reports of the NRC and predecessor US regulatanigsigeior to

the formatim of the NRC [5]. This provided an opportunity to use a standardized level system to
judge the severity of the nuclear event while taking advantage of the motedietports of the

NRC. The information on incidents of INES severity level iigher vas collected and data

from the plant where the incident occurred was gathered to determine if techri@dyaaces
impacted the operators at the facility to cause the incident.

Incidents that reached the INES severity |&/ahd above criteria were ugéd in this
study for three reasons. The first and most important reason is that any ititadelates not
reach the leved criteria was unlikely to cause a person to be permanently injured. Itis
improbable that radioactive material released ati¢hisl of an incident would even temporarily
harm an individual, though this is possible. The second reason is related to the number of
incidents. As one decreases the incident level, the occurrences increase exlyonentia
Therefore, using incidents thare below leveB would yield an overwhelming amount of data.
This is due to the thorough daily reporting criteria of the NRC. In fact, most daygsncont
multiple reports, which are below the ledelhreshold. The third reason is that different
counties require the reporting of a lev@hnd level 1 incident in an inconsistent manner and it
that it has been determined that there are varying levels of reliability withténeretation and

reporting of level 2 incidents. Therefore, these minor instances were not used $budlyi[9].
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2.4 DATA COLLECTION, PROCESSING, AND ANALYSIS

The data collection for this study began with an examination of the event rmtifica
reports provided by the NRC and predecessor regulatory agencies. The resedechehich
events had an INES severity levelobr higher. This was done for the years 1999 to 2010. For
information on events that occurred prior to 1999, the information on the incidents was taken
from books addressing the topic. After the incidevith INES severity level o8 or higher were
identified, additional information was sought regarding technological changesdiidnave
occurred in the plant. The events were then sorted according to those that followed no
technological changes and those which followed technologheaiges. Only the technological
changes that affect how the personnel of the facility interact with thensystere considered.
For example, if there were changes in the speed with which information is passeenbetw
computers, but this is not likely to be something that a human operator would be aware of, this
would not be a consideration for this study. However, if the change in the speed with which
information is passed between the computers modifies the way in which the petatact
within the system, then this would be a consideration. An attempt to reduce bias in this aspect of
the study was made through recruiting colleagues of the researcher tha&éhnological
changes that have occurred at the plants with incidents. If there were ocesitrexiavere
different from group consistency, they were not used for the study. This skxtitba likelihood
that the researcher could inadvertently influence the outcome of the stadiebtively placing
incidents into the three groups ofti@ological change.

Because the INES is a logarithmic scale, each of the levels is roughly 1@asrsegere
as the previous one. This means that an accident with local consequences havitfg lewveN
of four will be about 1000 times as problematic as an anomaly having an INES level ofhene. T

statistical analysis on the data made use dgkatt This type of analysis is sensitive to the type of
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data used. If the INES level was used as a measure for the problem created Injean, doei
accuracy banalysis would be impaired due to the logarithmic nature of the number. Therefore
an alternative numeric measure, the cost of the incident, was used to deterrderd severity
and maintain the integrity of thet@st [4]. The cost of the incidemtterms of US dollars was
used since the reports from incidents in the US already indicated the costiestifihey only
needed to be normalized to a specific year for consistency in accountinfigton. This is an
appropriate type of data for aduncting a {test [10].

The specific statistical test chosen to determine if a significant differeheedrethe two
groups existed (incidents caused by human error as a result of technoldgirales vs.
incidents caused by human ernot due to technological advances) was an independent samples
t-test. An independent samples t-test determines if two independent groupfeaeatdifom
each other and if the two groups are not related. Before conducting the testhsittest is a
parametric tesand requires normally distributed data, the outcome variable, costs of incidents,
was checked for normality and homoscedasticity of variance by examinidgsthieution of the
data using histograms and@plots. After normality was established, thdependent samples

t-test was conducted.

3.0RESULTS AND DISCUSSION
3.1 DATA ANALYSIS

From 1955 to 201,63 incidents were determined to meet the INES L&wa#id above
criteria and had an average incident cost of $190,518,900 (SD = 461,511,400). 31 of the 53 were
determinechot to be due to human error as a result of technological advances whereas 22 of the
incidents were determined to be due to human egrarrasult of technological advances. Of the

31 that were determineubt to be due to human error as a result of technological advances, the
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cost of the incidents ranged from $1,000,000 to $695,000,000. The average cost of these
incidents was $54,274,200 (SD = 142,559,800). The other 22 incidents were determined to be
due to human error as a result of technological advances. The cost of thesesimamgd from
$2,000,000 to $2,483,000,000. The average cost of these incidents was $382,500,000 (SD =
657,543,610). See Table 1.

Table 1 —Category Incident and Average Cost

Category of Incident Mean SD Median

No Human error as a result $54,274,200 $142,559,800 $9,500,000
of Technological Advances (n =31’

Human Error as a result of $382,500,000 $657,543,610 $61,500,000
Technological Advances (n=22)

* All of the monetary values wer e adjusted to 2005 dollar values.

As discussed previously, to examine whether incidesttsaused by human error as a
result of technological advances cost more than incidents caused by humas arresult of
technological advances at nuclear facilities, the independent sargéésvis conducted to
examine the average cost differencesoidents between those two groups. To test the first
assumption of the t-test, normality of data, the Kolmogorov-Smirnov test wasousadpare
the scores in the sample to a normally distributed set of scores. The Kolm&goironov test
was signifiant @ < .001), the distribution of scores of this sample is significantly different from
a normal distribution of scores, and thus, the first assumption otékéwras violated.

A Q-Q plot of the scores also indicates that the data is not normally distributdaj(see
2). A histogram (see figure 3) reveals that the data is positively skewed. Thistaheas log-
transformed, making the skewed data more normally distributed (seesfigarel 5). A @
plot is a form of scatterplot created by plotting two sets of quantiles agamsinother to assess

normality of the data. Quantiles are not the same as the actual observatiorfifeeed danges
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of values can be presented compared with histograms. When the data contains ekiemsnasva
is the case in this study, these may not be rendered in the graph as seen in then{ssogra
displayed in figures 4 and 5). Thus, it is not expected to have the exact rangesobealeen
histograms and Q-Q plots since they plot different factors: quantiles fopQtfQand actual

values for histograms.
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Figure 4— Q-Q Plot of Log-Transformed Figure 5— Histogram of Cost (Log
Cost Transformed)
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Now, using the log-transformed data, an independent samiglsisvtas conducted.
Once again, normality of data was checked using the Kolmodamaknov test. The test was
non-ssignificant = .200), indicating that the distribution of the ltvgnsformed cost scores are
not significantly different than a normal distribution. To test the second assumptientéédt,
homogeneity of variance, thedst was conducted and Levene’s test was used to see if the
variances of the groups are equal or unequal. Levene’s test wagindicant p = .953) and so
it can be assumed that the variances are equal and the assumption was not violateatagen
the log-transformed costs of incidsmtue to technological advances were lowe=(.92,3D =
.81) than the log-transformed costs of incidents caused by human error (M= 1.99, SD = .78), and
this difference was significart(51) =-4.81,p <.001, ondailed. The difference between the
log-transformed means of cost between the two groups represent sitadeffectd = 1.34.
Thus, incidents caused by human error as a result of technological advancesoegkrittere
are fewer, are moreostly than incidents not caused by human error as a result of technological
advances. Based on this analysis, there is evidence that technological advamceseatr
facility which affect the way operators interact within the system doesaserthe severity of

incidents caused by human error.

3.2THE ECONOMIC AND SAFETY FACTORS INVOLVED WITH
TECHNOLOGICAL IMPROVEMENTS
If there is evidence that incorporation of advanced technologies in nuclediecili
increases the severity of incidents caused by human error, then why incogolvaateed
technologies into existing nuclear facilities? Many organizations écithblgical

advancements necessary for three applications: replacing obsolete teglum@qgipment,
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regulatory reasons, and economic motives. Therefore, the outcome of technological
advancement can be observed as two pronged: from a safety standpoint and from an economic
standpoint. The question now becomes, are organizations better off from incorpadaanged
technology at their facilities?

In order to determine the economic and safety factors involved with technological
improvements, the information for 12 nuclear facilities for the 2008 through 2013 years was
collected. For the aspect of safety, the number of reported incidents was useéudapandent
variable. For the economic aspect, the capacity factor, ratio of the observedaugpgitven
period of time versus the potential output if the facility were consistenthimg at its
nameplate capacity, was used as the independent variable. The cost of the wyapades as
the dependent variable. An analysis of variance (ANOVA) and a regressigsianvere
performed on the data. The ANOVA was used to indicate the significance ofuhis.rd$e
regression equation indicates how much, and in what way, the upgrades affectpadd¢itg and
number of reported incidents [11]. Results are displayed in tables 2-4 below.

Table 2 —Regression Statistics

Regression Statistics
Multiple R 0.926410175
R Square 0.858235811
Adjusted R Square 0.854126705
Standard Error 2.717930638
Observations 72

Table 3 — Analysis of Variance Data

ANOVA
df SS MS F Significance F
Regression 2 3085.7869 1542.89343 208.861884 5.35853E-30
Residual 69 | 509.71314 7.38714695
Total 71 3595.5
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Table 4 — Regression Statistical Data

Standard Lower Upper Lower Upper
Coefficients Error t Stat | P-value 95% 95% 95.0% 95.0%
Intercept -32.835 4.137640 | -7.9357 | 2.6E-11 | -41.089 | -24.581 | -41.089 -24.581
Capacity 0.48976
Factor 0.59165 0.051067 | 11.586 | 7.6E-18 9 0.69352 | 0.48977 | 0.693522
Incidents 0.07526 0.017708 | 4.250 | 6.6E-05 | 0.03994 | 0.11059 | 0.03994 | 0.110593

There were 12 facilities in the sample and the information was collected ogars y

This yielded 72 data points for the ANOVA. The F-test yielded an F staif<208.86. This is

significant at the p <0.01 level. The regression analysis indicated thragtiession coefficient

for capacity factor was 0.592. The coefficient for incidents was 0.075. Both of these

coefficients indicate that increased levels of upgrades will result in arlagpacity factor for

the facility [6]. However, the number ofailents will also increase. The relationship of these

factors is shown in the figures 6 and 7 below:

Capacity Factor

& Capacity Factor

Linear (Capacity Factor)
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Figure 6 — Upgrades versus Capacity Factor
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Figure 7— Upgrades versus Incidents

An examination of figures 6 and 7, as well as a consideration of the regression
coefficients reveals that increasing the level of upgrades is associated witlerachiggcity
factor and more incidents being reported. The capacity factor would gberaeen as a
positive outcome, while the increased number of incidents would be negative.

The number of incidents was recorded as a way of measuring the safety assottiated w
the upgrades. As the amount of money spent on upgrades increased, the number of incidents
rose as well. However, these were only incidents whiale @wea INES severity level dfor 2.

None of the 12 facilities randomly chosen this specific analysis had a magennhduring the 6
years of the data being collected.

The data indicates that spending more money on upgrades will increase the cépacit
the facility as well as the number of incidents reported. However, themtgitethe randomly

selected facilities for this study over thg@ar period of time were relatively minor. Given that
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the nuclear facilities produce vast amounts of poeusd, the upgrades significantly increase the
capacity factor, there appears to be a financial advantage in conductindegogoavever, this
should be weighed against the increased rate of INES severityllendl 2 incidents observed.

It should also beemembered that many of the major incidents at an INES severit\Blevel
higher, were probably associated with human error while working with new tegiradl
advances. Since it does not seem likely that nuclear facilities can be fullyadedicanytime in
the near future, engineers must continue to increase facility capacity fadtorgpgiades while

minimizing human errors.

4.0 CONCLUSION

As discussed previously, over the years there have been numerous costly imtidents
nuclear facilities in the United States [12h nearly every incident, the cause has been isolated
and steps have been taken to alleviate problems and prevent future inditteaexer, there are
thousands of upgrades to various pieces of equipment over the lifetime of a nuclear
facility. Since changing the technology associated with nuclear facilities is amgragual
necessary process, based on the information and analysis presented in thithartcie
evidence that technological advances at a nuclear facility which affect the wayopenatract
within the system does increase the severity of incidents caused by humardditionally,
the economic impact of incorporating advanced technologies into facilities istageaus to
offset the risk. This situation ceates the necessity to continually optimize operator performance
and investigate new methods or enhance existing methods to reduce human ermyg nesulti

decreased number of incidents or reduced incident severity.
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Unfortunately, human error reduction and system design and deployment are often
treated as two separate subjects with their own distinct processes thabrmdgrnmtersect upon
conclusion of design, prior to operation. This traditional approach to system design may hav
been successful for the antiquated, obsolete technologies of the past, but is proving to be
problematic for the design of the more complicated systems of the présetite complexity of
advancing technologies crescendos, husyatem interaction warrants a more prominentirole
system design and therefore compels early consideration, deliberation, aratiorieg the
beginning stages of the systems engineering prodeserporation of human error prevention
means into the system design process harvests the sound dearglopsystems with an
improved probability of successful, ern@duced operation.

Whether a system is being newly created or an existing system is ungeagoinor
modification, plant operations personnel should to be involved in the design process from the
onset. Operators are a significant system stakeholder and not only bring ayeiejted
perspective to the design team, but will eventually inherit the system beiggeteOperators
bring an essential perspective from the field, understgritie environment the system will
operate in, the operator interface the system will undergo, and the robustneskiaddmney the
system will need to possess to successfully operate as required.

Achieving balance of innovation and practicality often yields difficultydesigns are
conceptualized, iterated, and deployed. The resulting product often requires &oretntions
of the design stages for necessary alteratibmsnost cases, some of this duplication of effort
can be avoided by simply appointing members of the operations staff to the sysitgmtekm
and leveraging their experience into the needs identification through systigm aies

development for the system litscle.
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