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ABSTRACT 

In this study an attempt is made to explain the physical bases 

for seasonal and short-term radioactive fallout variations. Previous 

investigations have shown that large amounts of contaminated strato­

spheric air enter the troposphere in association with pronounced cyclo­

genesis at jet stream level. The validity of this mechanism is verified 

by a statistical analysis of fallout changes compared with 300 mb cir­

culation variations over a two-year period. These analyses also demon­

strated that it is not possible to explain the spring fallout peaks on the 

basis of increased stratospheric-tropospheric mass exchange at that 

time of the year. It is concluded that the seasonal variation results 

from characteristics of the stratospheric circulation. 

As a way of examining the above conclusion, various aspects of 

the stratospheric transport problem are investigated. Detailed eddy 

covariance values at 50
0

, 60
0

, and 70
0

N are computed from 10 January 

to 20 February 1958 with particular emphasis on the correlation between 

eddy meridional and vertical wind components. The results indicate that 

this eddy correlation becomes strongly negative after the polar night 

vortex breakdown, thus providing a powerful mechanism for northward 

and downward debris transport in late winter. 

In order to examine the effect of mean debris transport relative 

to the above eddy mechanism, a computation of the mean meridional cell 

in the polar night stratosphere is performed by employing a heat budget 

method. This computation reveals that the mean cell operates in the 

indirect sense over the chosen period. It is shown conclusively that 

eddy temperature flux provides the predominate mechanism for the 

large temperature increases during the breakdown of the polar night 

vortex. A computation of mean vertical velocities using a curvilinear 
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system oriented along a line of maximum circulation show s that the mean 

cell operates in the direct sense relative to this reference frame. 

As an approach to problems of vertical transport in the lower 

stratosphere, a comparison is made between the mean amplitude of the 

vertical motion field at 100 mb and circulation changes at 300 mb. It is 

shown that the more zonal the circulation at 300 mb, the greater the 

mean absolute value of the vertical motion field at 100 mb. 

In order to investigate the contributions of different motion 

scales to total stratospheric debris transport, trajectories are deter­

mined for the period during and after the polar night vortex breakdown. 

It is seen that a pronounced descending motion is associated with north­

ward displacements. Also, trajectory calculations demonstrate that 

directional wind shear with height may provide a dynamical mechanism 

for the apparent total ozone maximum at the base of troughs in the 

stratosphere. 

Finally, a linear model incorporating the combined dynamic 

effects of lateral and vertical shear is constructed to analyze the behav­

ior of the polar night vortex. The results show that a necessary condi­

tion for instability is that the meridional gradient of potential vorticity 

must vanish somewhere on an isentropic surface. This criterion is then 

applied to the polar vortex for each month from July 1957 to February 

1958 and it is shown that this circulation becomes quasi-unstable after 

October 1957. A comparison is made between the Arctic and Antarctic 

vortices and reveals that the Antarctic vortex is considerably more 

stable. It is concluded that this theory may help to explain the differ­

ences between the Arctic and Antarctic stratospheric circulations. 

J. D. Mahlman 
Department of Atmospheric Science 
Colorado State University 
August 1966 
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I. REVIEW OF RELEVANT MEASUREMENTS 

With the advent of nuclear weapons testing in the atmosphere, 

it was noted that the resultant distribution of nuclear debris from 

these tests displayed characteristics of a highly varied and unusual 

nature. At that time the observations could not be explained on the 

basis of known properties of the atmosphere's general circulation. 

Furthermore, due to the sporadic nature of the tests and the incom­

plete monitoring of the released radioactivity on a global scale, mean 

transport characteristics could not be established on either a seasonal 

or short-term basis. With the increased capabilities of the radio­

activity monitoring networks in recent years, it now appears feasible 

to deduce mean debris transport properties on a seasonal and plane­

tary scale. 

During the first thermonuclear weapons tests, large amounts 

of radioactive debris were injected into the stratosphere for the first 

time. At that time it was assumed that this debris would remain 

within the stratosphere for long periods of time before being depleted 

by small-scale diffusion process and natural radioactive decay. How­

ever J unexpectedly large concentrations of fallout continued to appear 

at the earth's surface for long periods of time after thermonuclear 

testing had terminated. By calculating ratios of strontium-a9 (half­

life 50.5 days) and strontium-90 (half-life 10,120 days) Stewart et ale 

(1957) argued that these fallout peaks contained debris which must 

have recently been in the stratosphere. This inference was based 

on the assumption that the mean debris residence time is of the 

order of 30-40 days in the troposphere (Stewart, Crooks~ and 

Fisher, 1955). 
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This necessitated that the mean residence time of debris in 

the stratosphere be somewhat shorter than originally believed. One 

of the first values was given by Libby (1956) who estimated that the 

mean stratospheric debris time was of the order of five to ten years. 

This figure was based on the assumption that the debris would be 

completely and uniformly mixed in the stratosphere soon after debris 

release. It was then stated that the debris enters the troposphere by 

"uniform mixing" and by consequence its deposition is highly corre­

lated with precipitation regions. It will be demonstrated that this 

hypothesis is untenable on many accounts. Through actual flight 

measurements Machta and List (1959) were able to show that debris 

concentrations are extremely variable in the stratosphere. On this 

basis they postulated a mean residence time of less than five years. 

They did acknowledge, however, that this model is too simple and 

that one must take differences in season, altitude. and latitude into 

account. On the basis of more complete information, Libby (1959) 

altered his earlier estimate to a figure of five years for the tropical 

stratosphere and one year for the polar regions. Without consider­

ing altitude of debris injection this estimate seems to be reasonable 

in terms of current evidence. 

Because radioactivity measurements were only taken at 

isolated places prior to the 1960 I s, the results determined from 

them may lack generality as far as the entire globe is concerned. 

This is particularly true if it is found that mass and debris are not 

uniformly mixed into the troposphere as postulated by Libby but 

enter discretely as a result of dynamic "processes (Staley. 1960). 

In spite of this. however. in 1955, 1956, 1957, well-pronounced 

spring maxima were measured at Milford Haven. Wales (Machta. 

1957). M"achta also showed that the mean debris deposition was 

very strongly-latitude dependent with a pronounced peak at 400 N 

with a peak of lesser intensity at 40 0 S. Martell (1959) deduced 
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that this sharp peak at 40
0

N was simply the result of preferential 

injection of debris at these latitudes and that a mid-latitude peak 

would not occur after a debris injection in the tropical stratosphere. 

On the other hand, more recent measurements indicate that a mid­

latitude maximum also exists for ozone mixing ratio at the earth's 

surface (Hering, 1964). Since most ozone is produced photochemically 

in low latitudes, it appears that Martell's hypothesis in untenable and 

that the mid-latitude maximum is a fundamental characteristic of 

planetary scale debris deposition. Also, Lockhart et al. (1960) show 

a pronounced peak in gross fission products at 35
0

N during 1959. The 

mid-latitude maximum was further substantiated by Tauber (1961) who 

demonstrated that a mid-latitude maximum of carbon-14 probably 

existed as a regular feature before the advent of nuclear testing. 

Studies of cesium-137 (half-life 11,150 days) measurements 

taken at Rijswijk, The Netherlands, documented spring increases for 

every year from 1957 to 1960 (Bleichrodt, Blok, and Dekker, 1961; 

Bleichrodt, Blok, and Van Abkoude, 1961). As a result of the wide 

variation in amplitude of the fallout measurements from year to 

year, the authors concluded that the spring peak is meteorologically 

produced but that the actual intensities are dependent upon yearly 

variations in the stratospheric burden. 

Libby and Palmer (1960) showed that a striking spring peak 

existed in 1959 as a result of the Soviet October tests during the 

previous year. They also noted a pronounced latitudinal maximum 

at 35
0

N. Utilizing chemical dating methods, Fry, Jew, and Kuroda 

(1960) concluded that the 1959 spring peak contained debris which 

was older than could be explained by the Soviet tests. At Argonne 

National Laboratory measurements of cesium-137 revealed a pro­

nounced increase from April to June 1960, although no nuclear tests 

had taken place the previous year (Gustafson, Brar, and Kerrigan, 

1961) (Fig. 1). Also, analysis of bomb-produced tritium revealed 
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FIG. 1. Concentration of 
tission products in surface 
air at Argonne National Lab­
oratory (Gustafson, Brar, 
and Kerrigan, 1961). 
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FIG. 2. Seasonal concentration 
of beryllium-7 and cesium-137 in 
picocuries per kilogram of air over 
Great Britain (Peirson, 1963). 
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FIG. 3. Seasonal concen­
tration of beryllium-7 and 
strontium-90 in rain water 
at Rijswijk, The Netherlands. 
Total beryllium-7 is repre­
sented by solid circles, natu­
ral beryllium-7 by open circles 
(Bleichrodt and Van Abkoude, 
1963). 
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spring peaks in 1958, 1959, and 1960, which are very similar to pro­

files from the strontium -90 measurements (Libby, 1961). Pierson 

(1963) showed distinct peaks in beryllium -7 and cesium -137 over 

Great Britain in March 1960 and May 1961 (Fig. 2). 

A study by Bleichrodt and Van Abkoude (1963) at Rijswijk, 

The Netherlands, was concerned with seasonal variations in intensity 

of beryllium-7. A well-pronounced seasonal dependence was noted 

for this naturally produced isotope, with an unmistakable spring 

maximum (Fig. 3). This is particularly significant because natural 

beryllium -7 is produced only in the upper atmosphere by cosmic ray 

bombardment. Thus, it may be concluded that the surface seasonal 

variation of this tracer element is directly dependent upon the atmos­

pheric mechanisms acting to transport mass within the stratosphere, 

through the vicinity of the tropopause and within the troposphere. 

Thus, it appears almost without doubt that the mid -latitude 

peak and the spring fallout maximum are distinct physical phenomena 

resulting from seasonal and short-term characteristics of the general 

circulation of the stratosphere. 
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II. PURPOSE 

In view of the above mentioned characteristics of fallout depo­

sition at the earth I s surface. it is evident that these geophysical phe­

nomena require an explanation in terms of the characteristics of the 

environment which produces them. As a consequence of this neces­

sity. the purpose of this research is to explain on a physically con­

sistent basis the above fallout deposition characteristics. This inves­

tigation will be in terms of a rather comprehensive investigation of 

general circulation properties in the upper troposphere and lower to 

middle stratosphere which are thought to be of particular relevance 

to this problem. The paper will be divided into two main sections. 

The first section will review previous results and deal with the prob­

lem of mass exchange between the stratosphere and troposphere. No 

attempt whatsoever will be made in this work to reconcile the micro­

and meso-scale characteristics of surface fallout deposition and their 

relation to precipitation processes. This is an area of sufficient 

complexity to deserve a separate complete treatment. 

The second section will be concerned with the problems of 

debris transport within the stratosphere itself. Special emphasis 

will be placed upon the transport properties and energetics of the 

polar stratosphere, the behavior of the lower stratosphere during 

times of maximum stratospheric-tropospheric mass exchange. mean 

meridional cells in the stratosphere, the breakdown of the polar night 

vortex, and ozone transport mechanisms. Also an attempt will be 

made to find a consistent physical and mathematical theory capable 

of satisfactorily explaining the breakdown of the polar night vortex. 

Finally, an attempt will be made to unify the results obtained 

into a consistent physical explanation of the observed fallout deposition 
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characteristics. It is hoped that this will contribute to an improve­

ment and more thorough understanding of mathematical fallout and 

ozone models similar to those originally attempted on semi-empirical 

bases by Friend et al. (1961, 1962). Friend and Feely (1962), 

Prabhakara (1963). Lettau and Lettau (1964). and Prawitz (1964). 



PART A 

MASS EXCHANGE BETWEEN STRATOSPHERE 
AND TROPOSPHERE 
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III. MECHANISMS OF STRATOSPHERIC-TROPOSPHERIC MASS 
EXCHANGE 

Since it was first realized that surface fallout peaks occurring 

long periods of time after cessation of thermonuclear testing must be 

of stratospheric origin (Stewart et al..1955. 1957). several diverse 

opinions as to the predominate physical mechanisms have been 

advanced. Libby (1956) assumed that stratospheric debris enters 

the troposphere at uniform rates and is then removed by precipita­

tion scavenging processes (Greenfield. 1957; Kruger and Hosler. 

1963; Engelmann. 1965; Reiter and Mahlman. 1965a). 

According to Stewart et al. (1957) the spring peak is due to 

a more rapid downward mixing through the tropopause at this time 

of year. Also. the mid-latitude peak is alleged to be due to a 

"selective zone of downward mixing at middle latitudes". Martell 

and Drevinsky (1960) contended that debris is removed from the 

stratosphere by subsidence or intensified mixing in the spring and 

that the large difference between subtropical and polar rains results 

from precipitation scavenging along the pOlar front. 

By correlating surface radioactivity increases with mid­

tropospheric weather types. Miyake et al. (1960. 1962. 1963) dis­

covered that a strong relationship existed between fallout increases 

and a cyclone aloft at 500 mb. AS!3- result of this. they hypothesized 

that descent of stratospheric air occurs to the rear of high level 

cyclones. 

It was first demonstrated by Reed and Sanders (1953) and by 

Reed (I955) that stratospheric air can enter the troposphere in 

association with intense frontal zones in the vicinity of jet streams. 

This was further substantiated by numerous other authors with 
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detailed analyses of air motions in the vicinity of the "jet stream 

front" (Endlich and McLean. 1957; Danielsen. 1959a. b. 1964a. b; 

Danielsen. Bergman. and Paulson, 1962; Reed and Danielsen. 1959; 

Staley. 1960. 1962; Reiter. 1963a. b. 1964; Reiter and Mahlman. 

1964. 1965b; Mahlman. 1964a. b). 

By consideration of their "waterspout" model of the upper 

tropospheric frontal zone. Reed and Danielsen (1959) concluded that 

a "folding" of the tropopause was the mechanism which produced 

intrusions of stratospheric air into the troposphere. Reiter (1963b) 

studied this type of exchange through the "jet stream front" and corrob­

orated the validity of this transport process through an actual trajec­

tory analysis. Some investigators (Staley. 1962; Danielsen. Bergman, 

and Paulson, 1962; Danielsen, 1964b) have shown through flight meaS­

urements that higher values of radioactivity are associated with this 

high level frontal zone. 

In a paper by Storebp (1959) it was suggested that the exchange 

might be due to cyclonic eddies in the subtropical jet stream. thus 

creating maximum transport in late winter. He later altered this 

stand to state that the spring fallout maximum is due to the winter 

breakdown of the polar night vortex in the upper stratosphere (Storeb,6. 

1960). This view is in accord with that presented by Libby and 

Palmer (1960). 

Staley (1960) traced trajectories of air parcels along isen­

tropic surfaces which were common to both stratosphere and tropo­

sphere. This study clearly documented that it is physically possible 

for air parcels to leave the stratosphere and descend to within a short 

distance from the surface of the earth. This mechanism is the same 

as proposed by other investigators (Reed and Sanders. 1953; Reed. 

1955; Reed and Danielsen. 1959; Danielsen, 1959a, b; Reiter. 1963a) 

but Staley further states that the descent is associated with high level 

cyclones. He also notes that the tropopause reforming at a higher 
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altitude will result in a net transport of stratospheric air into the 

troposphere. If these hypotheses are correct, it is conceivable 

that either or both of the above mechanisms could account for the 

observed seasonal radioactivity changes. 

As a way of testing Staley's (1960, 1962) hypothesis that the 

transport of mass into the troposphere is associated with high level 

cyclones, a pronounced surface increase of long-lived (age> 100 days) 

radioactivity was studied by the author (Mahlman, 1964a, b, 1965). 

To determine the origin of the air producing the increase, backward 

isentropic trajectories were traced from the region by an objective 

method similar to that first suggested by Danielsen (1961). 

The trajectory analysis revealed that the fallout producing air 

was stratospheric in origin. The air had descended from the cyclonic 

stratosphere into the troposphere in the vicinity of the "jet stream 

front" under quasi-conservation of potential vorticity. It waS noted 

that the sinking phenomenon occurs in association with pronounced 

cyclogenesis at tropopause level. This characteristic of the exchange 

process was also noted by Danielsen (1964a) at the same time that the 

above results were first published. 

The cyclogenetic mechanism was put on a still firmer basis 

with subsequent case studies (Reiter and Mahlman, 1964, 1965b, c). 

It was also noted that the amount of mass involved in the descent 

appears to be related to the intensity of cyclogenetic activity at this 

level. 
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IV. STATISTICAL CHARACTERISTICS OF THE EXCHANGE PROCESS 

As noted in Chapter III, surface increases of long-lived radio­

activity appear to be related to intense cyclogenesis at tropopause level. 

Because the intended goal of this research is to explain satisfactorily 

the seasonal as well as the shorter fallout variations, it appears worth­

while to investigate the statistical properties of the stratospheric­

tropospheric exchange process on a long-term basis. 

As a result of the apparent dependence of individual fallout 

maxima upon upper tropospheric cyclones, one might inquire whether 

the yearly fluctuations in mean fallout intensity are in part or com­

pletely due to seasonal changes in cyclonic activity. Also, since the 

correspondence of fallout with upper cyclones is based on only a few 

case studies, it is of interest to determine if shorter period peaks 

are statistically related to tropopause -level cyclonic activity through­

out the year. A way to examine these problems would be to develop 

an index parameter that describes the relative amount of tropopause­

level cyclonic activity in mid-latitudes, and then compare the seasonal 

and short-term variations of this index with those of the mean fallout 

intensity (Mahlman, 1964c, d). 

Development of the Cyclone Index 

Some of the initial attempts toward the development of a simple 

quantitative description of the state of atmospheric flow at a given 

level were made by Rossby (1939) and by Allen et al. (1940). These 

efforts to produce numerical indices which would reduce the com­

plexities of atmospheric notions resulted in the well-known zonal 

index. Utilization of this index for description of atmospheric motions 

on a global basis has proved to be highly valuable in many areas of 
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atmospheric research. However, for certain specialized problems, 

this index fails to provide a sufficiently reliable description of the 

state of atmospheric motions (Namias, 1950; Riehl, Yeh and LaSeur, 

1950). Also, if hand computation is necessary, the time required to 

calculate a series of zonal index values may be prohibitive. 

It has been mentioned earlier that possible correlations 

between the formation of extratropical cyclones and increases in 

the surface radioactive fallout might be established by using atmos­

pheric indices. The type of index parameter employed should pro­

vide an adequate description of the relative amount of cyclogenetic 

activity in the atmosphere. In estimating cyclonic activity a diffi­

culty arises in the use of the zonal index because the increasing 

kinetic energy of the current (produced by the release of available 

potential energy) tends to minimize any decrease in index resulting 

from the deformation of the pressure field in a growing cyclonic dis­

turbance. Furthermore, a strong seasonal dependence appears in the 

zonal index due to the decreasing meridional pressure gradient in the 

summer months. Because cyclonic disturbances strongly influence 

the direction of the upper wind field, it appears feasible that the 

derived index parameter be determined by the deviation of the mean 

wind vector from westerly flow. It also will be advantageous to 

restrict the index to a non-dimensional and normalized form. With 

such a restriction, a purely zonal westerly current will be arbitrarily 

defined to possess an index of 1.0 and a purely meridional current 

will be defined to be O. O. (These index values may then be used in the 

same sense as the "high" and "low index" concepts derived from the 

original definition of zonal index. ) 

In order to simplify the mathematical approach as much as 

possible, one may assume a time-independent sinusoidal velocity 

field at a given height which is everywhere tangent to the isobars 

and which is projected on a plane earth. The normal distance (y) 
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of a given wave from the x-axis in such a system is then given by 

. 21TX (I) y = a sm --
L 

where a is the amplitude of the wave, and L is the wave length. The 

slope of the current at any point in this system is thus 

dv 21T a 21T x 
;;;;.L.. = -- cos--
dx L L 

(2) 

The mean value of an arbitrary function X (~ ) over the inter­

val (a, b) is defined to be 

X = b~a J X (~ ) d~ ( 3) 

a 

By using Eq. (3) the mean slope of the sinusoidal current over one­

fourth of a wavelength is given by 

~ 
dx = L (nL + L/4 - nL) 

or upon reduction, 

Qy = 4a 
dx L 

nL+L/4 f cos 0';j dx (4a) 

nL 

(4b) 

where n = I, 2, 3 . .. . Due to the assumed symmetry of the current, 

by integrating over any nL/4 wavelengths the mean absolute value 

of the slope is thus 

Also, by definition, 

I~I= 4a 
L 

I~I= tan I~I 

(5) 

( 6) 
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Here, I'Y I is defined to be the absolute value of the mean deviation 

from a pure west wind ('Y = dd - 270
0

, where dd is the wind direction). 

By substituting Eq. (6) bto Eq. (S) and solving for "G'"1 ' one obtains 

-- 4 
I'Y I = arc tan ~ 

which is an expression for the absolute value of the mean deviation 

from westerly flow of a sinusoidal current of arbitrary amplitude 

and wavelength. 

(7) 

Now, if a cyclone index is defined in terms of the previously 

specified conditions for zonal (C = 1.0) and meridional (C = 0.0) 

flow one may write 

C = I - (8) 

If this derived index is to describe adequately the state of the 

flow of any given current, the value of I l' I calculated from the given 

sinusoidal current must be comparable to the theoretical value 

obtained from Eq. (7). The calculated values of M were obtained 

from plotted examples of this given sinusoidal current by measuring 

H at particular pOints along a discrete grid interval. This grid 

distance must necessarily be less than one-half wavelength so that a 

reliable sample can be obtained. The theoretical value of I l' I from 

the given sinusoidal current was then compared with the measured 

values of R obtained from the same ideal current. The comparison 

between the measured and the theoretical values was then analyzed 

statistically by employing a Student IS fl t " test. This analysis revealed 

that the value of I l' I measured from the given sinusoidal current was 

significantly lower {at the 9Sfo probability level} than its comparable 

theoretical value. This resulted from the bias introduced by measur­

ing the slope of the current at grid points along the latitude circle 

rather than along the wave itself. This difficulty was readily circum­

vented, however, because the sta.tistical analysis also showed that the 



-17 -

measured root-mean-square value of TYT 
excellent approximation to the theoretica\ value of TYT. Thus~ 

one may replace M in Eq. (8) by VI Z to obtain 

-_l 
lyZI 2 

C = 1 - 90 (9) 

Recalling that 'Y = dd - 270
0 ~ Eq. (9) may be defined in terms directly 

applicable to atmospheric measurement so that 
n 

L 
1 

Z Z 
(dd - 270

0
) 

C 1 -
1 i = 1 (10) = 

90 n 

where n is the number of measurements along the chosen latitude 

circle. The index C is now in a form in which its measured value 

(computed by measuring 'Y along a discrete grid interval) compares 

favorably with the theoretical value of the given ideal current. This 

is advantageous because a value of C can now be calculated from the 

data for any current~ regardless of its complexity~ with reasonable 

assurance that the calculated value agrees well with the possibly 

unobtainable theoretical value. 

Application of the Cyclone Index 

In the present study the possible correlations between the 

derived cyclone index C near tropopause level and fluctuations of 

radioactive fallout at the surface were examined. Because the 

peaks of radioactive debris that result from recent atmospheric 

tests tend to mask the fallout of older stratospheric debris~ one 

has to investigate such correlations over a period in which no 

nuclear testing has taken place. Also. this chosen period must 

be long enough after the cessation of nuclear testing so that the 

influence of tropospheric debris is minimized. 
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To satisfy these restrictions the period following the last 

atmospheric test in December 1962 was chosen for the analysis. 

This was an especially suitable period because the stratospheric 

debris intensity was relatively high as a result of heavy testing 

prior to the moratorium. 

Since, as noted previously, fallout maxima tend to appear in 

relation to tropopause-level cyclones, 300 mb was chosen as the most 

representative level for the calculation. Because the maximum 

cyclonic intensity generally occurs within the latitude band 40
0 

to 

60
0

N, 50
0

N was chosen to be an appropriate latitude for the calcu­

lation of a series of cyclone index values. Also, since the United 

States provides the only fallout network which gives values represen­

tative over a large area, the index was calculated between 70
0

W and 

180
0

W longitude, and not around the entire hemisphere. 

If Eq. (10) is applied to the atmosphere under the previously 

specified conditions, a difficulty arises because the flow direction 

is frequently non-symmetrical with respect to a given longitude line. 

In theory this could be avoided by deriving the cyclone index in terms 

of a more complicated atmospheric current which incorporates the 

tilting of troughs (Machta, 1949; Arakawa. 1953). Such considera­

tions would, however. make the derivation of C considerably more 

complex. These difficulties resulting from the asymmetry of the 

current were in part avoided by measuring a mean dd over the 10 

degree latitude interval 45
0 

to 55
0

N, instead of taking a point value 
o 

at 50 N. 

The cyclone index was calculated at 24-h0ur intervals for the 

period January 1963 to December 1964. Computational noise and the 

higher frequency components were filtered from the time series by 

using a weighted smoothing technique (Blackman and Tukey. 1958; 

Holloway, 1958) (Fig. 4). From independent successive calculations 

the cyclone index was seen to provide a statistically reliable indication 
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of the relative amount of cyclonic activity in the atmosphere. The 

index was also checked by calculating separate time series for the 

first four months of the sample using the 0000 GMT and 1200 GMT 

data, respectively. The major fluctuations in the two resultant 

smoothed time series were observed to be identical. The calculated 

filtered index time series for the indicated period showed a succes­

sion of index increases terminated by index drops of equal magnitude 

(Fig. 4). 

Relation of the Index Series to Fallout Fluctuations 

The time distribution of age-adjusted fallout in air over the 

United States was determined by computing area-weighted averages 

of gross beta activity in picocuries per cubic meter of air from the 

U. S. Public Health Radiation Surveillance Network Data. Two dis­

tinct scales of fallout intensity with respect to time were obtained 

by calculating five-day and monthly averages of the mean area­

weighted fallout intensity (Fig. 4). This-figure shows that an 

irregular fallout fluctuation of short duration is superimposed upon 

the seasonal oscillation as determined from the monthly averages. 

Because of the large number of observations that determine these 

five-day means and the relatively small variance between the indivi­

dual measurements, even small fluctuations of fallout intensity become 

statistically significant. Fig. 4 shows that a very pronounced increase 

in mean fallout characterized the spring of 1963, and that a spring peak 

also occurred in 1964. It is also evident from Fig. 4 that the effective­

ness of the moratorium was essentially terminated in late October 1964 

due to tropospheric debris from the first Chinese nuclear test at that 

time. The 1964 maximum is in agreement with the observed spring 

fallout peak in 1960--more than a year after the voluntary test mora­

torium of 1959 (Gustafson, Brar. and Kerrigan, 1961). 
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Since radioactive debris in the stratosphere will decrease 

with time as a result of natnral decay, one should express fallout 

values in terms of intensities adjusted to an arbitrary age. This 

has the advantage that similar mass transport processes at different 

times will produce a comparable "measured" radioactive debris 

intensity in the troposphere. Such an adjustment may also lead to 

a more accurate cietermination of the time rate of depletion of the 

stratospheric -debris inventory as a result of stratospheric­

tropospheric exchange mechanisms. 

The rate of decay of the 1963 debris was determined by 

analyzing the time change of the relative contribution of each 

specific nuclide and taking into account the resultant change in 

mean half-life of the debris as time progressed (see Table 1). 

The debris sample was assumed to consist of two portions- -an 

almost non-decaying part (Sr-90 and Cs-137) and a rapidly decaying 

part. The decay of this mixed sample was determined by assuming 

no decay of the long-lived portion and decay according to the mean 

half-life of the other part. This was done for each month so that 

the rate of decay of a given fallout sample could be obtained by com­

puting the mean half-life from the availaqle data (Fig. 5). An approxi­

mate formula stating these physical conditions (valid for slowly decay­

ing debris) is 

Final Intensity (1) = I [1 _ 30 (1-2) ] 
o hll + hlz 

(1 I) 

where 2 is the percentage of very long-lived debris; hll and hlz are 

the computed half-lives of the original and final samples; and I is 
o 

the original intensity. The measured fallout intensities were then 

adjusted to an age of 100 days by taking simple ratios from Fig. 5, 

. thus yielding the age -adjusted fallout intensities of Fig. 4. 



TABLE 1. Percentage contribution of particular nuclides in radioactive debris 
measured in total monthly rainfall at Westwood~ New Jersey. Half-life of each 
nuclide in days is given in parentheses. 

PERCENTAGE CONTRIBUTION OF NUCLIDE 

Sr - 90 Sr - 89 Ce - 144 Zr - 95 Cs - 137 Ce - 141 
(10. 120d) (50.5d) (285d) (65.0d) (lI,140d) (33. 1 d) 

January 1963 O. 9% 26.3% 21. 5% 44.8% 1.4% 5. 10/0 

February 1.2 23.8 34.2 34.2 1.6 5.0 

March 1.6 18.0 36.8 30.8 2. 3 10.5 

April 2.0 15.2 49.7 25.8 2.8 4.5 I 
N 

May 2. 2 11. 4 44.8 28.2 3. 2 10.2 N 
I 

June 2.8 10.3 51. 6 26.2 4. 1 5.0 

July 4.0 9.6 55.6 25.6 5.2 

August 3.0 5.5 65.2 20.0 6.3 

September 3.9 4.9 69.4 15.4 6.4 

October 3.9 3.9 72.6 13. 2 6.4 

November 3.5 2.1 75.3 12. 3 6. 8 

December 3.8 1.3 78.8 11.8 4. 3 

January 1964 3. 8 0.9 80.9 7. 1 7.3 
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A comparison of the index time series with that of the mean 

age-adjusted monthly fallout of Fig. 4 was then attempted. This 

analysis revealed that no significant relation appeared to exist between 

these two quantities. Although there were general index breakdowns 

preceding the April 1963 and May 1964 fallout peaks seen in Fig. 4, 

equally large breakdowns at other times did not produce similar 

trends in mean fallout distribution. It thus appears that a simple 

causal relationship cannot be established between the seasonal 

changes of the index and the spring fallout maximum. 

An attempt was then made to construct a comparison between 

the cyclone index and the mean age-adjusted five-day fallout (Fig. 4). 

In this case a certain relationship between the two time series was 

noted. Fig. 4 suggests that the shorter period fallout fluctuations-­

superimposed upon the mean monthly curve- -are possibly related to 

rapid decreases of the cyclone index. It is qualitatively evident from 

Fig. 4 that a high percentage of fallout increases occur within five 

days after the center point of the index decrease. Because a fallout 

increase did not occur within five days after all observed decreases 

in cyclone index, an attempt was made to differentiate between index 

decreases with and without subsequent fallout increases. It was 

determined empirically that the parameter 100 (C
1 

- C
2

)/.6.t pro­

vided a probable method for separating the index decreases asso­

ciated with fallout from the others (C
l 

and C
2 

are the initial and 

final values of cyclone index over the period of decrease and .6.t is 

the time in days over which the decrease occurred) (see Table 2). 

It was hypothesized from the data given in Table 2 that any value 

of 100 (C
1 

- C
2

)/.6.t greater than 2. 5 would most likely produce an 

increase of surface fallout larger than the mean seasonal value 

within five days after the center point of the index decrease. 

The hypothesis that short term fallout increases are statis­

tically related to discrete decreases in the cyclone index was examined 



-25-

TABLE 2a. Values of 100 {C
1 

- C
2

}/ ~t computed from index 
drops in Fig. 4. Calculated values are arranged in chronological 
sequence. The word "fallout If signifies that a fallout increase 
occurred within five days after the index decrease and a "none" 
denotes that no subsequent increase was observed. 

Dates of 
100 (C

1 
-C

2
) 

Dates of 
100 (C

1 
-e

2
) 

Index Index 
Drop ~t Drop Dot 

(1963) 
Nov. 27-30 3.9 Fallout Feb. 5-13 2.6 Fallout 
Dec. 7 -20 3. 5 Fallout Feb. 20-22 O. 6 None 

Feb. 28-Mar. 4 2.4 Fallout (1964) 
Mar. 18-22 6. 3 Fallout Jan. 5-12 5.4 Fallout 
Apr. 7-10 2.7 Fallout Jan. 19-24 7. 8 Fallout 
Apr. 13-15 1. 7 None Jan. 31-Feb. 3 1.3 None 
Apr. 18-21 2.0 None Feb. 6-9 2.7 Fallout 
May 1-5 3.0 Fallout Feb. 14-21 4.4 Fallout 
May 7 -10 1. 8 Fallout Mar. 3-7 4.0 Fallout 
May 16-21 3. 6 Fallout Mar. 11-19 4.5 Fallout 
May 27-June 1 3.2 Fallout Mar. 26-29 3. 7 Fallout 
June 5-8 1.1 None Mar. 31-Apr. 4 2.9 Fallout 
June 13-16 5. 7 Fallout Apr. 15-18 2.3 None 
June 20-22 4.0 Fallout Apr. 20-24 4.2 Fallout 
June 27 -July 4 3.6 Fallout Apr. 27 -May 2 3.0 Fallout 
July 7-9 1. 6 None May 4-7 2.0 Fallout 
July 13-16 5. 1 Fallout May 27 -June 1 2.7 Fallout 
July 19-22 2. 9 Fallout June 15 -18 2. 8 Fallout 
July 28-Aug. 1 3. 5 Fallout July 1-9 4.6 Fallout 
Aug. 4-11 2.8 None July 13-15 1.4 None 
Aug. 15-17 1.5 None July 26-Aug. 1 4. 6 Fallout 
Aug. 22-29 4.0 Fallout Aug. 8-13 2. 6 Fallout 
Sept. 2-8 2. 3 None Aug. 16-22 1. 3 Fallout 
Sept. 20 -24 3.5 Fallout Aug. 28-30 2.0 None 
Oct. 1-5 5. 1 Fallout Sept. 1-4 6.4 Fallout 
Oct. 25-Nov. 2 2. 5 Fallout Sept. 8-11 3. 7 Fallout 
Nov. 7-14 5.7 Fallout Sept. 19-23 1. 3 None 
Nov. 19-24 4.0 Fallout Sept. 28-0ct. 10 3.8 Fallout 
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TABLE 2b. Values of 100 (C
1 

- Cz)/.6.t computed from index 
drops in Fig. 4. Calculated values are arranged in ascending 
order of 100 (C

1 
- Cz)/ .6.t. The word "fallout" signifies that a 

fallout increase occurred within five days after the index decrease 
and a "none" denotes that no subsequent increase was observed. 

Value of Value of 
100 (C

1 
-C

2
) Fallout 100 (C

l 
-C

2
) Fallout 

.6.t 
Occurrence 

.6.t 
Occurrence 

O. 6 None 3.0 Fallout 
1.1 None 3.2 Fallout 
1.3 None 3. 5 Fallout 
1.3 None 3.5 Fallout 
1.3 Fallout 3. 5 Fallout 
1.4 None 3. 6 Fallout 
1.5 None 3. 6 Fallout 
1.6 None 3. 7 . Fallout 
1.7 None 3.7 Fallout 
1.8 None 3. 9 Fallout 
2.0 None 4.0 Fallout 
2.0 None 4.0 Fallout 
2.0 Fallout 4.0 Fallout 
2. 3 None 4.0 Fallout 
2.3 None 4.2 Fallout 
2.4 Fallout 4.4 Fallout 
2. 5 None 4.5 Fallout 
2.6 Fallout 4.6 Fallout 
2.6 Fallout 4. 6 Fallout 
2. 7 Fallout 5. 1 Fallout 
2. 7 Fallout 5.1 Fallout 
2. 7 Fallout 5.4 Fallout 
2. 8 Fallout 5. 7 Fallout 
2.8 Fallout 5.7 Fallout 
2.9 Fallout 6. 3 Fallout 
2.9 Fallout 6.4 Fallout 
3.0 Fallout 7.8 Fallout 
3.0 Fallout 
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by a test known as the "superposed epoch method" (Panofsky and 

Brier, 1958). To test the reality of this hypothesis. the sign (+ or -) 

of the change in fallout was tabulated as a function of lag distance in 

days from the center point of a critical (l00 (C
1 

- C
2
)/6.t > 2.5) 

decrease in the cyclone index. This was done for 32 occurrences 

of 100 (C
1 

- C
2
)/6.t > 2.5 and is given in Fig. 6 in terms of the 

sum of the deviation of fallout increases from an even distribution 

of plus and minus values. Fig. 6 shows a marked tendency for a 

peak of plus values (fallout increases) to occur four days after the 

center point (lag = 0 days) in the index decrease. This is compat­

ible with the physical hypothesis that fallout increases are con­

trolled by cyclogenetic processes at tropopause level. It is also 

evident from the figure that a pronounced period of fallout decrease 

occurs about 14 to 18 days after t = O. The decreases of fallout 

intensity in the figure are also consistent with this model because 

of the quasi-periodic nature of the index changes--evident from 

the cyclone index time series given in Fig. 4. 

The statistical reality of this observation was tested by 

computing linear correlation coefficients (r) between equal sam­

ples from the 32 values of 100 (C 1 - C
2
)/6.t > 2. 5 as a function 

of lag from 0 to 18 days. To do this the 32 values were divided 

into two samples of 16 each. The summation of positive values 

of fallout change from each sample of 16 was then noted for each 

day from t = 0 to 18 days. The cross correlation between these 

two samples of 16 was then computed by pairing the sum of the 

positive values of fallout change from the two samples for each 

day from 0 to 18 days. 

By choosing samples randomly from the 32 values of 

100 (C 1 - C2)/6.t > 2.5, values of r were obtained by the above 
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procedure. This was repeated five times to give the values 

r = + O. 695 

r = + 0.545 

r = + O. 551 

r = + O. 686 

r = + O. 583 

r = + O. 61 . 

In addition to this, correlations were calculated between the 

first and last 16 values to determine whether or not the relationship 

was in any way different as the half-life of the debris became pro­

gressively greater. The value of r from this type of pairing was 

calculated to be + O. 531. Furthermore, to detect possible seasonal 

effects, a value of r was computed by pairing critical occurrences 

of 100 (C
1 

- C
2
)/ Dot from 15 October-15 April against those between 

15 April and 15 October. In this case r was found to be + 0.626. 

Because of the obvious non-independent nature of the data 

(see Fig. 4) J comparison of these values of r with those given in 

critical correlation coefficie.,nt tables can seriously exaggerate the 

significance of the results. This difficulty was circumvented by 

generating values of 0 to 18 days, as before, from the same time 

series but from starting dates selected at random. A machine pro­

gram was then prepared which computed values of r between all 

"randomly" generated data sets. This procedure produced a sample 

of 1764 random values of r for comparison with the values obtained 

above from the "critical" index decreases. The program output showed 

that 138 or 7. 8% of all values of random r were greater than + O. 5 and 

60 or 3. 4.y'o were greater than + O. 60. Thus, even with the use of 

highly time-dependent data, the hypothesis is verified at a relatively 

high probability level. 
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The statistical evidence in favor of this hypothesis implies 

that a quite reliable surface forecasting model for stratospheric 

debris could be developed from our knowledge of the types of upper 

flow patterns which produce descents of mass (and radioactivity) 

from the stratosphere. Furthermore, the geographic location of 

these predicted maxima could be estimated from the knowledge 

of trajectory behavior in these regions of descending motions 

(Danielsen, 1959b, 1961, 1964a, b; Staley, 1960, 1962; Danielsen, 

Bergman, and Paulson, 1962; Mahlman, 1964a; Reiter, 1963a; 

Reiter and Mahlman, 1964, 1965b). 

Seasonal Mass Exchange from Index and Fallout Data 

In view of the discrete nature of the investigated stratospheric­

tropospheric transport mechanism, it is of interest to arrive at inde­

pendent measurements of seasonal mass transport and stratospheric 

residence half-times from the data presented in the previous sec­

tions. Estimates of this type are especially relevant in terms of 

the general circulation problem and in view of comparison with 

previous estimates. " 

Measurements of surface fallout from Fig. 4 show that the 

age-adjusted mean gross beta intensity in 1964 is slightly less than 

500/0 of the mean 1963 value. This suggests a stratospheric particle 

residence half-time of about one year for the period after the volun­

tary test moratorium of December 1962. 

The largest portion of the late 1962 stratospheric debris 

burden was due to mid- and high-latitude weapons testing. Conse­

quently, this estimate is limited by these specialized input condi­

tions and by the immensely complicated nature of the entire physical 

problem. Because of its inherent statistical nature, a more meaning­

ful determination of residence half-time should be expressed in terms 

of height, season, circulation type, and latitude of injection into the 

strato sphe re. 
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By employing the arguments presented in previous sections. 

from the index data it was possible to arrive at quantitative esti­

mates of seasonal transport of mass from the stratosphere into the 

troposphere--valid only for the injection conditions mentioned in the 

previous paragraph. This was crudely accomplished by noting the 

number of critical index decreases from Fig. 4 (100 (C
1 

- C
2

)/.6.t > 

2. 5) which occurred within the 1963 and 1964 time periods. There 

were found to be 22 and 23 such decreases, respectively. In view 

of previous estimates for individual cases of mass transport from 

the stratosphere (Danielsen. 1959a; Mahlman, 1964a, 1965; Reiter 

and Mahlman, 1964, 1965c), a value of O. 6 x 10
12 

metric tons of 

mass transported per critical index decrease. was assumed. Because 

the index described cyc10genetic activity over only one-third of the 

hemispheric circumference, the number of critical occurrences was 

multiplied by a factor of 3. Also, since the index described only 

cyclogenesis between 40 and 60
o

N, a factor of 2 was introduced to 

take into account the possibility of transport due to this process at 

other latitudes. This factor of 2 is roughly compatible with measure­

ments of mean latitudinal fallout distribution by other investigators 

(Libby and Palmer, 1960; Libby, 1959; Martell, 1959; Lockhart et al. 

1960). By employing these assumptions a seasonal mass transport 

value of 80 x 10
12 

metric tons of air per year is obtained. This is 

equivalent to about one-sixth of the total mass of the stratosphere 

for one hemisphere or approximately one-half of the polar strato­

sphere. The estimated yearly depletion rate of one-half the mass 

of the polar stratosphere agrees well with the value obtained above 

from the fallout data. Furthermore, the rough compatibility of these 

results suggests that the large majority of seasonal mass transport 

from the stratosphere is directly attributable to the cyc10genetic 

mechanism proposed here and elsewhere (Danielsen, 1964a, b; 

Mahlman, 1964a, b, 1965). 
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The investigation thus quantitatively documents the hypothesis 

that tropopause-level cyclogenesis provides the predominate mecha­

nism leading to stratospheric-tropospheric mass exchange. However, 

the results do not indicate that these cyclogenetic processes are 

directly responsible for the spring fallout peaks. 

On the other hand, this mechanism does give a satisfactory 

explanation of the mid-latitude peak in fallout intensity. Because 

the location of the highest frequencies of cyclogenetic activity occur 

at about 50
o

N, maximum stratospheric-tropospheric exchange will 

be expected here. In view of the mean southward trend in trajectory 

behavior following such intrusions, a mean fallout maximum is antici­

pated to be at approximately 35-45
0

N. Since this corresponds to the 

latitude belt of the observed fallout maximum, one must regard the 

cyclogenetic process as the predominate mechanism producing this 

peak. 

Because the spring peak cannot be explained by the cyclo­

genetic mechanism. this lends support to the contention by Newell 

(1961, 1963, 1964a), that annual fallout and ozone variations result 

from 'seasonal changes in eddy- and energy exchange processes in 

the stratosphere. Consequently, a thorough analysis of such strato­

spheric processes is necessary before a physically consistent fallout 

model can be devised. 



PART B 

TRANSPORT PROCESSES IN 
THE STRATOSPHERE 
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V. REVIEW OF STRATOSPHERIC CIRCULATIONS 

As deduced from the work performed in Part A, the existence 

of seasonal fallout variations must be due to differences in the behavior 

of the stratospheric circulation throughout the year. Since the most 

pronounced feature of the mean seasonal fallout distribution is the 

spring maximum, it appears reasonable to investigate the circula-

tion characteristics of the stratosphere prior to this peak. This 

is also in accordance with the suggestions by Storeb,6 (1960) and by 

Libby and Palmer (1960) that the spring fallout peak is attributable 

to the late winter breakdown of the polar night vortex. 

The polar night vortex breakdown (or "sudden warming") is 

a phenomenon which has attracted much attention in the past ten years. 

It was first documented by Scherhag (1952) who noted a very sharp 

temperature rise in a short period of time in the winter stratosphere 

over Berlin. Subsequently, many investigators have made rather 

thorough synoptic investigations of the behavior and characteristics 

of this phenomenon (Lee and Godson, 1957; Teweles, 1958; Teweles 

and Finger, 1958; Craig and Hering, 1959; Craig and Lateef, 1962; 

Palmer, 1959a; Hare, 1960; Conover, 1961; Boville, Wilson, and 

Hare. 1961; Belmont. 1962; Miers, 1963; Morris and Miers, 1964). 

In general the wintertime circulation of the polar stratosphere 

is characterized by strong westerlies increasing as the winter pro­

gresses. Usually a slight asymmetry may be seen in the structure 

of the vortex itself. As noted by the above authors, in many winters 

this vortex begins to deform into a two- or three-wave pattern leading 

to the "sudden warming" phenomenon. The warming acts to destroy 

the strong north-south temperature gradient along with a large decrease 

in the mean kinetic energy of the vortex. Since this process often 
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occurs in mid-winter, the westerlies often weakly re-establish 

themselves. Eventually, however, with the return of the sun the 

westerlies completely disappear and a weak summertime easterly 

regime sets in. 

Because of the abrupt nature of the vortex breakdown, it is 

natural to investigate properties of the polar night vortex in late 

winter which could conceivably produce the spring fallout maximum. 

In accordance with this, the period January-February 1958 will be 

studied in detail. This is advantageous in that one can study charac­

teristics of the polar night vortex for periods before, during, and 

after the breakdown and still remain within a relatively short time 

period. Since this selected period was during the International 

Geophysical Year (lGY), the basic data coverage is as good as can 

be hoped for at this time. Furthermore, for the IGY period the 

United States Weather Bureau (I 961) prepared an excellent and 

detailed series of 100, 50, and 30 mb maps of the Northern Hemi­

sphere. The data for this map series has been rather thoroughly 

checked so that measurement and analysis errors are greatly 

reduced. 

The selection of January-February 1958 for investigations 

is also advantageous in that many quite thorough dynamical and 

energetical studies have been performed for this time period 

(Dickenson, 1962; Miyakoda, 1963; Oort, 1963; Sekiguchi, 1963; 

Muench, 1964; Murakami, 1965). These studies have shown that 

a complicated sequence of energy transformations characterizes 

the behavior of the polar night stratosphere during the sudden 

warming period of early 1958. It is generally found that prior to 

the onset of the warming (25 January), the total kinetic energy (K) 

is increasing while the total available potential energy (A) in the 

stratosphere is decreasing thus suggesting a release of baroclinic 

energy (Miyakoda, 1963; Sekiguchi, 1963; Muench, 1964). This is 
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during the period when the polar vortex is in the deformation stage. 

After the onset of the warming itself. these authors found that the 

total kinetic energy decreases very rapidly with no significantly pro­

nounced increase in total available potential energy. According to 

Miyakoda. the excess energy is vertically propagated downward into 

the troposphere. He also showed a quite remarkable indication of a 

relationship between blocking action in the troposphere and the break­

down of the polar night vortex. 

Another justification for concentrating upon this shorter time 

period is that the Massachusetts Institute of Technology Planetary 

Circulations Project has been undertaking a massive project to 

document thoroughly the climatic properties of the stratosphere. 

This is an especially valuable and relevant study for the problem 

of determining seasonal quantitative values of mass and debris trans­

port in these regions. In contrast. the emphasis in this research will 

be more toward isolating the applicable physical mechanisms leading 

to the observed seasonal accumulations. 
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VI. MEAN TRANSPORT PROPERTIES OF THE POLAR NIGHT 
STRATOSPHERE 

As an introduction to the general problem of determining the 

physical characteristics of the polar night vortex and its relevance to 

the fallout problem, the transport properties of the polar night circu­

lation during the January-February 1958 period have been measured. 

This, of course, necessitated a detailed knowledge of the u, v, w, 

and T fields over the area of computation. In most previous studies 

of the stratosphere (Jensen, 1961; Murakami, 1962; Dickenson, 1962; 

Oort, 1962, 1963; Molla and Loisel, 1962; Miller J 1966) all compu­

tations were made from the original station data. The hemispheric 

mean values of all transport quantities were then obtained by taking 

the arithmetic average of all the stations in a given latitude belt. This 

is advantageous in that the computations can be immediately made on 

an electronic computer. A disadvantage that has always been recog­

nized by the above investigators is that this type of averaging pro­

cedure can produce inaccuracies due to the unequal weighting. This 

objection is particularly valid when Virtually the entire effect of a 

particular computation might depend upon the contribution from a 

limited longitudinal region. 

In order to circumvent the possibility of error due to the above 

averaging method, all values of u, v, w, and T were calculated at 100 

and 50 mb and at intervals of.IO
o 

longitude at the respective latitudes 

50
0

, 60
0

, and 70
0 

North. At 80
0

N the latitudinal circumference is small, 

and the data coverage does not seem to be adequate; at lower latitudes 

the effect of the breakdown does not appear to be significant (see Fig. 14). 

All values of vector wind and temperature are taken from the analyses 

given in the U. S. Weather Bureau Daily 100-Millibar and 50-Millibar and 
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Three Times Monthly 30-Millibar Synoptic Weather Maps (1961). 

Actual wind values were used whenever possible, but geostrophic 

winds were used when no other data were available. 

Since vertical velocity is a derived quantity, many diffi­

culties are often encountered in the attempt to obtain spatially con­

sistent w fields. Because the static stability is very high in the 

stratosphere and the radiative heat loss is generally thought to be 

low in these regions, the adiabatic method for computing vertical 

velocity was chosen to be the most desirable. The equation to be 

used in the computations is given by 

w = 
1 

aT _ r 
az 

[ :p - V., . \7T , dh _ll ~ ] 
dt at .. 

where h is heat per unit mass and r = - g/ c . The details of the 
p 

derivation are given in Chapter VII. 

(12) 

Strictly speaking, this equation is somewhat ambiguous 

because it computes the vertical motion relative to the pressure 

surface and not the true vertical velocity. It has been found, how­

ever, that the difference between these two values is considerably 

smaller than the usual uncertainties inherent in the computational 

procedure. Computing w instead of w (dp/ dt) is advantageous because 

the amount of adiabatic heating due to compression is then explicitly 

given in terms of the magnitude of w. In accordance with the findings 

of Ohring (1958), Davis (1963), and Kennedy (1964), the diabatic term 

was assumed to be a ~onstant value of 1
0 

C cooling per day. The local 

time derivative (aT/at) term was evaluated by taking the average of 

the 24-hour local temperature change on each side of the given obser­

vation time. Finally, the advection term ( V '\7T) was determined at 

each grid point in natural coordinates by evaluating V a T/ a s from 
s 

the analysis. Although this procedure is considerably more laborious 
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than the single station method, it is thought that the greater reli­

ability of the computations merits the extra effort required. 

In order to put the u, v, w, and T quantities in more mean­

ingful form in terms of transport quantities, they are broken up 

into the following definitions: 

u = u + u' 

v = v+ v' 

w = W + w' 

T = T + T' (13) 

The bar represents an average around a given latitude circle, and 

the prime denotes the point deviation from this value. From this 

one can write expressions for the latitudinal means of ail the cross 

correlations 

uv = uv + u'v' 

uw = uw + u'w ' 

uT = uT + u'T' 

vw = vw + v'w' 

vT = vT + v'T' 

wT = wT + w'T' (14) 

where all terms of the nature uv', u'w, vT', etc. vanish as a result of 

the averaging procedure. The barred products may then be thought of 

as terms arising from the mean circulation and prime products give 

the effect of the eddies. As noted by Newell (1964) a great deal of 

the observed ozone and fallout transport can be explained if,in the 

general circulation of the stratosphere, northward moving parcels 

are sinking and southward moving air is rising. This relationship 

necessitates a negative correlation for the quantity VW, particularly 

during the late winter when the build-up occurs. 

The other terms are often important in determination of the 

statistical and physical characteristics of general circulation processes. 
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uv is indicative of the meridional transport of zonal momentum and 

uw is the vertical transport of zonal momentum. The meridional 

transport of temperature is given by VT and the zonal transport of 

T is uT. The wT term indicates the conversion of potential to 

kinetic energy. Since each of these products has some physical 

significance. a machine program was prepared to compute all of 

them even though the term of most direct interest was the vw pro­

duct. This program was designed so that the eddy correlation 

coefficients. eddy covariance, means. and products of means of 

all combinations of u. v. w. and T were computed from 10 January 

to 20 February 1958 at 100 and 50 mb for latitudes 50, 60, and 

70
o

N. The numerical values of all these quantities are included 

in Appendix A. It is not to be expected that the mean values of 

the quantities v and w have any true significance. In both cases 

the actual mean values are considerably smaller than their mean 

absolute value. Thus, any determination of v or Vi is strongly 

subject to computational uncertainties in the analysis. In fact, 

the chief merit in calculating v and W fields directly is that they 

often give a definite indication of errors in the initial tabulations. 

As a result of this, it appears that the best procedure for deter­

mining v and w is by indirect techniques. This will be performed 

in Chapter VIII. 

In order to visualize properly the sequence of physical events 

during this period. the eddy correlation coefficients 

r = k, .£ 
k'.£ ' = 

covariance of k. J!. 

variance of k. J!. 
(I 5) 

are plotted as a function of time in Figs. 7 -13 (k and.£ are arbitrary 
I I 

dummy variables). Fig. 7 is a time series of-vv~zR at 50 mb, 

60
0

N for the extended period 1 January to 28 February. This figure 

show s that prior to the warming v'w' becomes strikingly negative 
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and remains so from 27 January to 24 February. This shows rather 

conclusively that the breakdown is capable of initiating dynamic pro­

cesses which produce a consistent northward and downward trans­

port of ozone and radioactive debris for a significant period of time. 

This is also demonstrated in Fig. 8 which shows v'w' correlation 

coefficients at 100 and 50 mb, 50
0

, 60 0
, and 70

0
N from 10 January 

to 20 February 1958. The negative v'w' correlations are present 

at 60
0 

and 70
0

N for both 100 and 50 mb. This result indicates that 

the eddy structure probably plays an extremely important role in 

determining the transport properties in the lower stratosphere. 

At this stage it is not possible to evaluate the relative importance 

of this eddy transport until the role of mean circulations in the 

stratosphere have also been determined. This will be done in the 

next chapter. 

Fig. 9 gives the v'T' eddy correlation coefficient at the same 

levels and latitudes as Fig. 8. At 50 mb the v'T' correlation coeffi­

cients are consistently positive prior to and during the warming. 

After the warming a pronounced decrease in the v'T' correlation 

is evident beginning on 9 February. Following that, the values 

become rather strongly positive again. From Fig. 14 in the next 

chapter it is evident that after the warming the eddy processes act 

to transport heat against the mean gradient. This phenomenon has 

been noted previously by other investigators (Priestly, 1949; White, 

1954; Piexoto, 1960; Murakami, 1962; Peng, 1963). At 100 mb, 50
0

N 

the v'T' correlation decreases rapidly at the onset of the warming and 
o 

stays predominately negative until 19 February. At 100 mb, 60 and 

70
0

N the v'T' correlations are ~ery similar to those at 50 mb with 

very high positive values before and during the sudden warming period. 

Fig. 10 gives the u'v' correlations for the same levels and 

latitudes as above. In this case the computations are much more 

variable but there is definite indication of positive values prior to 
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the warming and decreasing to negative values after the warming 

onset. This is in agreement with the decrease in mean wind after 

the warming period. 

The correlations for w' T' may be seen in Fig. 11. In this 

case the pattern seems to be quite irregular with large oscillations 

over short periods of time. Probably the only physically significant 

features are the markedly negative values on 29-31 January at 50 mb, 

70
o

N. Also the amplitude of the oscillations seem to be much higher 

at 70
0

N than at lower latitudes. 

The correlations for u'w' (vertical transport of zonal momen-
o 

tum) are plotted in Fig. 12. At 50 mb, 50 N the values are con-

sistently negative for the entire sequence. while at 100 mb. 50
0

N 

they become positive after the warming onset. Both 100 and 50 mb. 

60
0

N are highly irregular with rapid fluctuations between positive 

and negative values. The graphs for 100 and 50 mb, 70
0

N exhibit 

a pronounced decrease from positive to negative values prior to 

and during the warming period. On about 3 February they begin 

to increase rapidly back to positive values. This indicates that a 

downward transport of zonal mom"entum operates during the warm­

ing period in high latitudes. This lends support to the contention by 

Miyakoda (1963) that the excess energy during the warming period is 

lost to the troposphere. This result is plausible in that the excess 

momentum does not have to be transferred to the other hemisphere 

to explain its large decrease during the warming period. 

A particularly perplexing quantity is the u'T' correlation given 

in Fig. 13. At 50 mb. 50
0

N it is consistently negative throughout the 

entire time period while at 100 mb. 50
0

N it is initially negative and 

increases to very high positive values during and after the warming 

period. The correlations are consistently negative at 100 and 50 mb. 

60
0

N for the entire sequence. The values are extremely large- -as 

high as -0. 8 for many successive days. Finally. at 70
0

N both 50 



-62-

and 100 mb ulT' correlations are positive before the breakdown with 

a very sharp decrease to negative values with the warming onset. 

After the warming the corr.elations increase again to slightly positive 

values. The dynamical basis for this rather peculiar behavior is not 

presently evident. Perhaps with a more thorough investigation of the 

dynamical interrelation among all the above quantities, the signifi­

cance of the u'T' correlations will become more obvious. 
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VII. MEAN CIRCULATION CELLS AND THE CAUSE OF THE SUDDEN 
WARMING IN THE STRATOSPHERE 

In Chapter VI it was shown that eddy circulations in the lower 

stratosphere can playa very important role in transporting radio­

active debris northward and downward in agreement with the sense 

of the observed transports. It remained to be seen what the effect 

would be if a mean meridional cell exists in the stratosphere. There 

has been considerable controversy in the literature on the subject 

of the existence or non-existence of mean meridional circulations 

in this region. 

As early as 1949 (Brewer, 1949), it was hypothesized that a 

mean meridional cell could exist in the stratosphere. It was origi­

nally assumed that it would be a thermally driven cell of the direct 

Hadley type. However, in line with the discovery of an indirect 

meridional cell in th,e mid-latitude troposphere, it was realized 

that this cell possibly could be dynamically driven and thus operate 

in a thermodynamically indirect sense. 

Since in the earth's atmosphere a meridional cell generally 

operates as a small residual on an otherwise zonal type circulation, 

it has been difficult if not impossible to detect even the direction of 

such a circulation because of the lack of data at higher levels. How­

ever, during the International Geophysical Year a concentrated effort 

was made to provide an adequate station network for the study of strato­

spheric problems. With this data a large number of studies have been 

undertaken on the energetic properties of this region, most notably by 

members of the Planetary Circulations Project at the Massachusetts 

Institute of Technology. 
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Climatically. stratospheric radioactive debris and ozone are 

transported northward and downward as the winter season progresses. 

Therefore. it is of great practical and theoretical interest to deter-

mine the direction and relative magnitude of this cell if it exists at all. 

Members of the Massachusetts Institute of Technology Planetary Cir­

culations Project have attempted to solve this by two distinct approaches. 

Oort (1962) employed direct measurements taken from the basic wind 

data. His results indicate that a well-pronounced indirect cell appar­

ently exists in the polar night stratosphere. Other investigators 
/ / 

(Palmen. 1955; Kuo. 1956; Palmen. Riehl. and Vuorela. 1958; 

Haurwitz. 1961; Dickinson. 1962; Miyakoda. 1963; Gilman. 1963. 1964; 

Newell and Miller. 1964) have performed meridional cell computations 

based upon momentum budget calculations. This approach suggests that 

an indirect cell is operative in the polar night winter stratosphere. 

Still others have used an approach invoking thermal properties 

(Jensen. 1961; Murgatroyd and Singleton, 1961; Teweles, 1963). 

Jensen (1961) and Teweles (1963) computed adiabatic vertical velo­

cities and then averaged the resultant point measurements with respect 

to longitude. ' These studies also gave indications of an indirect cell at 

higher latitudes. Murgatroyd and Singleton (1961) employed a heat flux 

model similar to the one to be performed here, but the effect of the 

eddy transport terms were neglected. Their nesults indicated that 

a direct cell is present in the stratosphere. 

Earlier investigators on the problem of trace substance trans­

port concluded rather firmly that a strong direct meridional cell is 

necessary to make the circulation compatible with the observed sense 

of these transports (Brewer, 1949; Dobson. 1956; Goldie, 1958; 

Stewart et al., 1957; Palmer. 1959b; Libby and Palmer, 1960). The 

considerable controversy in the literature on this subject suggests 

that as a physical problem. the case is far from being closed. 
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Since any indirect computation of a mean meridional cell must 

necessarily be a relatively small residual of other larger terms, and 

in view of the opposite statements presented above, there is always 

legitimate reason to doubt computational results. As a further check 

on the conflicting statements given above, a meridional cell computa­

tion will be performed here through a careful inventory of the heat 

budget. This will be attempted for periods before, during, and after 

the polar night vortex breakdown of January 1958. By selecting these 

periods it is hoped that several questions will be answered: the sense 

of the meridional cell; the thermodynamic explanation for the warming 

process itself; and the dynamic effect of the vortex breakdown upon 

the meridional cell. For the above reasons a calculation of this type 

is essential for a thorough understanding of the breakdown process 

and its relation to the fallout transport problem. 

Derivation of the Mean Vertical Motion Equation 

An analytical expression for the mean vertical motion (result­

ing from a meridional cell) will now be derived in terms of measurable 

quantities. Consider the equation for adiabatic temperature change 

dT = dz 
dt 

= rw. 

In the following development subscripts are defined as: 

ad = an adiabatic process 

rad = a radiative process 

mea = measured directly from synoptic 
data assuming negligible measure­
ment error. 

Also, by definition, 

= 
dT 
dt 

mea 

dT 
dt d ra 

(I 6) 

(I7) 
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dT 1 db 
= 

dt d c dt ra p 
(18) 

where h is heat per unit mass. Furthermore. assume that the radia­

tive heat loss is independent of the motion in a region north of an 

arbitrary latitude circle so that dh/ dt = ah/ at . 

Combining Eqs. (16) I (17) I and (18) and performing an 
dT 

Eulerian expansion on the term dt gives 
mea 

rw aT 1 ah - aT = - at + v z • VT + w az • at c 
mea p 

[ c~ - Vz • VT] 
1 ah _ aT w = aT r at at - mea 

az 

where Vz is the two-dimensional wind vector. N ow by expanding 

(19) 

Vz • VT and averaging over the region north of the arbitrarily selected 

latitude (indicated by - ) one obtains 

w = 1 [~h_;r-' 
aT r c at at 
8z - p mea 

I ',.--...., 1 
- V . VT + TV . V

J 
' 

(20) 

where the third term is the divergence of the temperature flux and the 

fourth term represents the contribution due to horizontal mass diver­

gence. Now it is convenient to introduce the averaging procedure used 

in Chapter VI. e. g .• 

h = h + hI 

T = T + T' 

u = u + u'} - ::;: -_ or V = V + VI 
V = V + v' 

where a bar represents a longitudinal average and a prime represents 
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the point deviation from this average. However, since the third and 

fourth terms of Eq. (20) only depend on the properties at the boundary 

of the given region (in this case, the southernmost latitude circle). 

one can write 

r--..J r--.J 

- '\/ . VT + T'\/ . V - - '\/ . VT + T'\/ . V (21) 

Expanding Eq. (21) in terms of mean and eddy components gives 

- '\/ . VT + T'\/ . V = - '\/ . VT - '\/ . V'T' + T'\/ • V + T''\/ . V' 
(22a) 

By expressing the mean terms in scaler form and transforming the 

eddy terms to line integral form. one obtains for the right-hand side 

of Eq. (22a) 

L (uT) _ L (vT) + 1 ax ay A 

+ T 8v 
ay 

_
T' f 
A <\> 

VI • dx . 

V I T I • dx + Tau ax 

The subscript <\> indicates that the integration is along a latitude 

circle. However, 

L (liT) ax 
- au 

= T -ax :: 0 

because T and u are averaged with respect to the x coordinate and, 

thus, can have no variation in that direction. Also,. 

TI f - A Vi. dx = 0 . 

<\> 

since v'is integrated over its averaging interval. Consequently. one 
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can write the following identity for Eq. (22a) 

-
- \J • VT + T\J . V :: _ -; aT + _1_ J; 

ay A Jq, v'TI . dx . (22b) 

Now. substituting Eq. (22b) into Eq. (20) gives an expression for the 

mean vertical velocity 

w = 
_--.,;;.1 __ [~h 

aT _ r c at 
az p 

~ r---.J 
ah' _ aT' _ 

since at - at - 0 and 
1 
A 

r--...I 

aT 
at 

mea 
- aT 1 j ~ -v-+- v'T"dx 

ay A q, 

1<1> v;T' . dx = ~ £ v'T'· dx. 

Eq. (23) is in a form which can be evaluated from the basic 

meteorological data. 

computation of the Mean Meridional Cell 

(23) 

The first and third terms in Eq. (23) are somewhat difficult 

to evaluate. Calculation of the first term demands an adequate 

knowledge of the mean radiational cooling in the polar night strato­

sphere. Works by Ohring (I 958} .. Davis (1963). and Kennedy (1964) 

all suggest that a net radiational cooling of 10C per day is a reason­

able value for the lower polar stratosphere during the winter season. 

Thus. for convenience this value will be used to calculate the first 

term in Eq. (23). It must be cautioned. however. that this term has 

a probable uncertainty of ±. O. 5
0

C per day. 
r-:=::--J 

The second term (-8T/atmea ) was evaluated by plotting succes-

sive charts of mean temperature (T) with respect to latitude (see 

Figs. 14a. b. c) and by graphically determining the mean tempera­

ture change from these charts over the area of interest for five-day 

increments. 

It was assumed that the third term (- ~-8 T/ay) was negligibly 

small relative to the other terms. By using Teweles' (l963) largest 
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value for -; in this region (0.26 knot) and the highest value of aT/ay 

from Fig. 14. it is seen that -; 8T/aYmax ~ O. 1 deg day -1. This 

is considerably smaller than the other terms in Eq. (23) and is even 

well within the uncertainty limits of the radiational cooling term. 

Consequently. the omission of this term in the calculation is justified. 

The evaluation of the fourth term (eddy temperature flux) was 

accomplished by a careful tabulation of v and T every ten degrees of 

longitude at 100 and 50 mb. and at latitudes 50
0

N. 60
0

N. and 70
0

N. 

Thus. Eq. (23) gives the mean vertical motion at these two levels for 

the entire region north of 500N. 600N. and 70
0

N. respectively. In 

other words. the mean vertical motions north of a given latitude 

circle (;500 _90 0 • -;600 -900 • and ;700 -900 ) are obtained explicitly 

from Eq. (23). Furthermore. one can obtain values for the inter-
o 0 0 0 . mediate regions. 50 -60 Nand 60 -70 N. by evaluating the 

expressions 

* * 
A 500 -600 A 600-900 -
A* w50 0 -600 + w 600 -900 = w 500 -900 

50
0

-90
0 A* 

500 -900 
(24a) 

* * 
A 600_700 A 700-900 

* w 600 _700 + w700 -900 = w 600 -900 
A 600 -900 A* 600 -900 , 

(24b) 
""-

where A"I' represents the area enclosed between the latitude~ indicated 

by the respective subscripts. 

Fig. 15 gives the results of these computations obtained from 

Eqs. (23). (24,a). and (24b) for the periods before, during. and after 

the polar night vortex breakdown. This figure shows that a well­

pronounced indirect cell is operating in this region during all three 

calculation periods. Furthermore. the cell configuration is virtually 

identical in all three diagrams. However. the apparent intensity of 

this indirect cell is greater during the period of breakdown. 
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FIG. 15. Area averaged vertical motion (;;) in km day -1 com­
puted from Eqs. (23), (24a), and (24b) for indicated periods before, 
during, and after polar night vortex breakdown of J aIlUary-February 
1958. Hatching denotes area of rising motion. 
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This result agrees with the dynamic calculations of w by 

previous investigators, but disagrees with the values deduced from 

measured transports of trace substances in the stratosphere. It 

also disagrees with Murgatroyd and Singletonfs (1961) results which 

neglected the contribution due to eddy heat transport. One thus can 

infer that the eddies playa powerful role in the mechanism of debris 

transport in this region. In fact. since the meridional cell acts to 

carry debris and ozone upward and away from the pole, this and 

the eddy transports of Figs. 7 and 8 must ultimately be reconciled 

with the climatically observed distribution of downward and north­

ward transport of these quantities. 

Cause of the Sudden Warming 

There has been some controversy concerning the physical 

mechanism which acts to produce the temperature increase during 

the sudden warming period. With the data used in the computation 

of ;, it is possible to evaluate various contributing mechanisms. 

Because of the relatively small energies available, heating by sudden 

corpuscular emissions must be discarded, although a possibIlity 

remains that this phenomenon could playa role in initiating the 

breakdown. The most popular theory has been that the warming 

is produced by rapid adiabatic descent over the pole during the 

breakdown period. However, Fig. 15 show s that the meridional 

cell operates even stronger in the indirect sense during the warming 

period. Thus, according to this, the adiabatic descent mechanism 

- must be abandoned as a tenable explanation of the sudden warming 

phenomenon. On the other hand, this process is probably quite 

important in explaining very large temperature increases occurring 

in limited areas. 

Consequently, it must be hypothesized that the horizontal eddy 

flux of temperature (v'T I) is capable of producing this mean increase. 



-75-

Table 3 contains tabulated values of all terms acting in Eq. (23) at 

five-day intervals at 100 and 50 mb, for the regions north of 50
o

N, 

60
oN, and 70oN, respectively. It is readily seen from this table 

that the eddy flux term ( ~ Y.p v'T' dx) during the warming period 

20 January-4 February is transporting much more heat northward at 

higher latitudes than needed to account for the observed warming in 

these regions. It also may be seen from Figs. 16 and 17 that the 

warming process depends directly upon the magnitude of eddy tempera­

ture transport at this time. Fig. 17 also shows that in virtually all 
o 0 

cases at 60 and 70 N the computed eddy temperature transport 

( ~ f vITI dx) into the region is greater than the observed warm­

ing nortt of a given latitude. Consequently, it may be rather firmly 

concluded on the basis of these computations that a pronounced increase 

in the horizontal heat flux during this period is primarily responsible 

for the observed temperature increases associated with the polar 

night vortex breakdown. It should be noted that this only pinpoints 

the physical process producing the warming, but says nothing about 

the initial mechanism that produces the breakdown. 

To arrive at a better estimate of the significance of the above 

noted relationship between observed warming and eddy temperature 

transport, correlation coefficients were computed from the data 

given in Fig. 17. For 50 mb, 60
0 

and 70 0 N, over the time interval 

10 January to 20 February the correlation coefficient between these 
o 0 

two quantities was + 0.81. For 100 mb, 60 and 70 N, the correla-

tion was + O. 86. In view of the almost complete independence of 

successive comparisons between eddy temperature flux and observed 

warming, these correlation coefficients are extremely high. In fact, 

they leave little or no doubt that eddy temperature fluxes are primarily 

responsible for the temperature increases during the sudden warming 

period. 
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asymmetry of the vortex may not have been sufficient to produce such 

a pronounced difference between the two types of coordinates. After 

27 January the polar night jet stream ceases to exist as a continuous. 

circumpolar phenomenon and the intensity of the w fields are con­

siderably weakened. Consequently. after the warming it is extremely 

difficult. if not impossible, to construct a well-defined curvilinear 

coordinate system. The concept thus may become meaningless in 

this case. From the point of view of radioactivity and ozone trans­

port in the stratosphere. the above results suggest that the mean 

circulation can act to transport debris up and away from higher 

geographic latitudes while at the same time transporting debris 

downward toward higher circulation latitudes. It thus appears that 

the total transport during this time is an extremely complicated 

interaction between the above mean transport and all scales of eddy 

circulation. 
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VIII. VERTICAL MOTION AT 100 MB AND FLOW PROPERTIES AT 
TROPOPAUSE LEVEL 

In previous sections it was demonstrated that cyclogenetic pro­

cesses at tropopause level are responsible for large exchanges of air 

between the stratosphere and troposphere (Chapters III and IV). It was 

furthermore shown that both eddy and mean processes act to redistribute 

radioactive debris within the stratosphere with eddy processes pro­

bably predominating (Chapters VI and VII). The problem of how debris 

is eventually transported downward to tropopause level is still not 

explained adequately. As a supplement to previous chapters and as 

an introduction to this aspect of the problem. it is of interest to 

examine possible relationships between circulation types at tropopause 

level and the response by the vertical motion fields in the lower strato­

sphere. 

As a first approach to this problem. the cyclo~e index derived in 

Chapter VI was calculated at 50
o

N, 300 mb with grid points at every five 

degrees longitude from 55
0

W to 140
o

W. Vertical motion values were 

then calculated at 100 mb over the United States and southern Canada 

for 39 days from 10 January to 19 February 1958. The time series of 

the summation of w absolute values was then compared to the index 

time series. Fig. 20 gives the two time series and suggests that there 

is some direct relationship between them. That is. high cyclone index 

at 300 mb is correlated with high mean absolute value of vertical motion 

at 100 mb. Cross correlations were computed between the two time 

series in Fig. 20 for time lags of -4, -3. -2, -I, O. 1. 2. 3. and 4 

days. respectively. Table 4 gives the results of these computations 

and shows that there is quite a high positive correlation when the Iw I 

curve is one day later than the index curve. It may also be seen from 
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Table 4 that the positive cross correlation decreases rapidly when 

the time lag becomes greater. As a means of interpreting the 

results in Table 41 for the 38 degrees of freedom used here, the 

critical correlation coefficient at the 1 per cent significance level 

is 0.408. 

TABLE 4. Lag correlation coefficients (r) between cyclone 
index (C) at 300 mb (50o&.,. 550 -140 0 W) and mean absolute value 
of vertical motion field Iwl at 100 mb over United States and 
southern Canada. 

r (C., Iwl · 4 ) = + 0.074 
1 1-

r (C., Iwl · 3) = + O. 119 
1 1-

r (C., Iwl · 2 ) = + O. 224 
1 1-

r (C., Iwl·· 1 ) = + 0.361 
1 1-

r (C., Iwl . ) = + 0.507 
1 1 

r (C., IWI = + O. 537 
1 i+l -

r (C., Iwl i+2 ) = + 0.454 
1 

r (C., Iwl i+3 ) = + 0.067 
1 -

r (C., Iwl i+4) = + O. 126 
1 

This is a quite surprising result, particularly if computations 

made at other times yield similar positive correlations. The positive 

correlation suggests that the greatest mean vertical motion amplitude 

at 100 mb occurs when the 300 mb flow is most zonal and that lowest 

I w I I S occur when eddies at 300 mb are most pronounced. This result 

furthermore suggests in terms of the results from Chapters III and IV 

that transport processes in the lower stratosphere would not necessarily 

be enhanced during periods of maximum stratospheric-tropospheric 

mass exchange. Consequently, it appears that a great deal more effort 

needs to be expended in this particular aspect of the transport problem, 

especially from this point of view and that of smaller scale mechanisms. 
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IX. SOME ASPECTS OF TRAJECTORY BEHAVIOR DURING PERIODS 
OF MAXIMUM INDICATED TRANSPORT IN THE STRATOSPHERE 

In the previous chapters it has been shown that both mean and 

eddy circulations can have a significant dynamic effect on the transport 

and redistribution of ozone and radioactive debris in the stratosphere. 

Since the concept of eddy transport includes all scales of motion from 

micro-turbulence to planetary waves, it is still not clear as to which 

eddy scales are accomplishing the bulk of this transport. With the 

present meteorological network it appears to be difficult, if not 

impossible, to investigate the relative effect of small-scale motions 

and turbulence on the observed transports. 

It does appear possible, however, that considerable insight 

can be gained by a more thorough investigation of the role played 

by the cyclone- and planetary-scale eddies. As a first approach 

to this problem, it is of interes~ to determine trajectories in the 

lower stratosphere during the periods of maximum transports indi­

cated in Chapter VI. 

It was first attempted to calculate the trajectories at 50 mb 

by using the energy method of Danielsen (1961), re-derived for 

pressure coordinates. However, it was soon discovered that the 

results from this type of trajectory computation are completely 

obscured by uncertainties in the geo-potential height field at these 

levels. Consequently, it was found that a graphical streamline method 

yielded the best results. This is particularly reasonable in that the 

waves at these heights are quasi-stationary. 

In view of the large negative v'w' correlations given in Fig. 8, 

the period beginning on 5 February was chosen for the trajectory 
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computation. Because of the interest in northward transport of 

radioactivity and ozone. the trajectory was begun at Hong Kong 

(22. 5
0

N) on 5 February at 50 mb. An estimate of the vertical 

motion along the trajectory was obtained by interpolating w's from 

the analyses in Appendix B for each successive map time along the 

computed trajectory. The results of this trajectory are given in 

Fig. 21 and show a marked northward displacement. Furthermore. 

the trajectory demonstrates that a rather consistent descending 

motion occurs during this northward displacement. By 15 February 

this air has descended to approximately 70 mb. After crossing the 

polar cap. it appears to begin rising again. although one must note 

that the reliability of the computed trajectory begins to deteriorate 

rather seriously after about ten days. The relation between v and 

w is thus in the same sense as the' statistical transport computations. 

It thus can be concluded that this mechanism plus the combined effect 

of small-scale turbulent diffusion constitutes a quite powerful mecha­

nism for transporting stratospheric ozone and radioactive debris 

northward and downward in the late winter. Computations given by 

Molla and Loisel (1962) show that the v'w' covariances are also 

negative in the 100-50 mb layer for April 1958. It appears that t.lIis 

mechanism operates more or less continuously after the breakdown 

of the polar night vortex. Before the vortex breakdown the eddy 

circulations act to build up concentrations in northern regions but 

do not favor large amounts of downward transport. This is in agree­

ment with the observation that the total ozone builds up somewhat 

gradually during the entire winter with a sharper increase around the 

time of the vortex breakdown (Dutsch. 1961; London and Prabhakara, 

1962). Also. this mechanism does not appear to conflict with the 

observed occurrence of the spring fallout peak given a suitable lag 

time of several months. 
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FIG. 21. Trajectory calculation during period of large indicated 
debris transport (5-19 February) beginning at 50 mb. Note pronounced 
descending motion during northward displacement. 



-97 -

Trajectories and Ozone Variations 

Another type of study which is particularly valuable is to com­

pare the above type of trajectory calculation with measurements taken 

of the ozone distribution in the middle stratosphere. Unfortunately. 

even during the IGY the ozone network was inadequate for obtaining 

reasonable area distributions. However. the limited results from 

this network do suggest that there is a tenden,cy for highest values 

of total ozone to occur in association with pressure troughs (London. 

1962). Because daily ozone soundings were taken at Arosa, Switzer­

land, during the IGY, it is of interest to examine trajectories in this 

region when there is also a trough present. On 24 January 1958 a 

pressure trough existed over Arosa and at the same time a quite 

pronounced increase in total ozone over the station was noted 

(Fig. 22). To check the possible reason for the large increase, 

trajectories were calculated forward and backward from Arosa on 

24 January at lOa, 50, and 25 mb. The 25 mb data was taken from 

the maps prepared by the Institute for Meteorology and Geophysics, 

The Free University of Berlin (1960). 

The results of these computations are given in Fig. 23 and 

show that there exists a rather remarkable confluence of trajectories 

with height into this region and a diffluence again as they leave the 

trough area. The base of the trough is in a region of tremendous 

quasi-stationary cold-air advection. The intensity of this advection 

is reflected in the vertical motion fields at 100 and 50 mb given in 

Appendix B. Through thermal wind considerations this cross iso­

therm flow produces a turning of the wind with height, thus giving 

the results of Fig. 23. This result suggests a possible dynamic 

explanation for the apparent increase of ozone at the base of long­

wave troughs in the stratosphere. 
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FIG. 22. Upper diagram: vertical time section of ozone mixing 
ratio (10-6 gig) over Arosa, Switzerland, for January 1958. Lower 
diagram: total ozone (10-3 em STP) over Arosa for January 1958 
(London, 1962). 
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It is commonly observed that at low latitudes the ozone peak 

is very pronounced and located at about 20 mb (Hering, 1964). At 

higher latitudes the mean ozone peak is much more diffuse and is 

located at approximately 50 mb, with an even greater broadening 

and lowering of the peak at highest latitudes. As a result of this. 

it is quite possible that the mean total ozone maximum in trough 

regions directly results from a differential in the trajectory direc­

tions with increasing altitude. Since trajectories from the lower 

and middle latitudes tend to originate from areas which would 

superimpose relative ozone maxima, the final effect would be to 

produce a maximum in total ozone measured at the base of the 

trough even though the air parcels constituting the trough are con­

tinuallybeing replaced. 

If this hypothesis is correct, then it suggests that this may 

also serve as a mechanism for continual transport of ozone out of 

the maximum production region. If no smaller scale processes 

were acting then no net transport takes place. On the other hand. 

if the parcels transported out of low latitudes are subject to vertical 

turbulent diffusion processes, then a continuous northward trans­

port would take place due to the more northward movement in the 

layers below the original layer. 

Although this hypothesis appears plausible from a dynamic 

viewpoint, a proof of its validity awaits more detailed analyses 

over a period in which both ozone and meteorological data are 

more complete. 
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X. A DYNAMICAL THEORY FOR THE POLAR NIGHT VORTEX 
BREAKDOWN 

In previous sections it has been argued that physical processes 

acting in the stratosphere during the period of the polar night vortex 

breakdown are highly significant in terms of the problem of atmospheric 

transport of radioactive debris and ozone. Because of the dependence 

of transport properties upon the dynamical behavior of the polar night 

circulation. it presently appears that a satisfactory dynamic explana­

tion of the vortex breakdown must be achieved before a complete under­

standing of the fallout problem can be claimed. 

Since the circulation is altered from a nearly symmetric vortex 

to large-scale eddies when the breakdown occurs. it appears reasonable 

to assume that the phenomenon results from a release of flow instability 

at the time of breakdown. This inference is substantiated by the dis­

cussion of energetics given in Chapter V. Because the pre-breakdown 

flow of the polar night vortex is nearly zonal. the problem might 

profitably be investigated through a linearized system of equations 

which assume small perturbations on a basic zonal current. The 

linearizing approach has proved to be particularly fruitful in stability 

investigations because it is initially only necessary to seek fulfillment 

of the conditions for instability. After the instability has occurred. 

of course. the waves in the system begin to grow to the point where 

the linear approximations are no longer valid. Thus. in this analysis 

no attempt will be made to solve for the form of the stable or unstable 

waves; only the conditions for instability and exponential wave growth 

will be sought. 

Generally. it has been found that two distinct types of instability 

can occur in the atmosphere. The first of these is barotropic instability 
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which arise s from lateral velocity variations in a barotropic fluid. 

It was first shown by Rayleigh (1916) and later by Kuo (1949) and 

Fjs/rtoft (1951) that this type of flow can become unstable if there 

are zeros in the latitudinal gradient of the absolute vorticity field. 

An analysis by Murray (I960) suggested that barotropic instability 

is probably responsible for the pOlar night vortex breakdown. 

The second type is that of baroclinic instability which results 

from a super critical build -up of the available potential energy in the 

atmosphere. This has been thought to be particularly relevant to 

atmospheric flow and has been extensively investigated in the past 

(Charney, 1947; Berson, 1949; Eady, 1949; Fjs/rtoft, 1951; Kuo, 1952, 

1953; Thompson, 1953, 1956; Phillips, 1954; Fleagle, 1955, 1958; 

Green, 1960). Although the physical assumptions utilized in these 

models are highly varied, the general result is that for certain values 

of lateral temperature gradient (or vertical wind shear) the flow will 

be unstable. Synoptically, it usually is found that the flow is almost 

always baroclinically unstable in the mid-latitude troposphere accord­

ing to the above theories. However, it is not immediately evident as 

to how these results apply to the winter stratosphere. The wintertime 

stratospheric vortex is characterized by strong horizontal wind speeds 

and shears, generally called the polar night jet stream. Furthermore, 

the horizontal temperature gradients (and thus vertical wind shears) 

are notably strong in this region. It thus appears reasonable that any 

meaningful approach to the instability problem in this region must 

simultaneously incorporate considerations of barotropic and baroclinic 

instability. This general problem"has usually been avoided because 

the analysis yields a non-separable partial differential equation. In 

this case, however, only the conditions for unstable wave growth will 

be sought and no attempt will be made to solve the derived equation 

for all classes of waves. 

Because of the lower density the effects of compressibility are 

often thought to be of significant importance in these regions. The 
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model presented here will include the effects of compressibility 

through the theorem of conservation of potential vorticity. The 

derived condition for instability will then be calculated from the 

actual data for a period encompassing the polar night vortex break­

down as a check on the validity of the resulting criterion. 

Models such as the one proposed here can be made consider­

ably more tractable if some mechanism is introduced to decrease 

the complicating effects of vertical motion upon the system. Since, 

at this altitude and season diabatic effects are relatively small, 

a quite reasonable assumption is that the flow is dry adiabatic in 

character. If the relevant dynamical equations are formally trans­

formed to an isentropic surface, there will be no vertical motion 

relative to this surface and consequently it can be eliminated as a 

direct consideration altogether. If this approach is followed, a 

much Simpler system results. 

Some objections might be legitimately raised. however, that 

this procedure will lead to greater complexities in other portions of 

the system. For example, due to the slope of the potential tempera­

ture surface, the axes are no longer orthogonal in this system of 

coordinates. If the non-orthogonality is appreciable. other previously 

non-important terms may begin to be important. e. g .• the gravitation 

term will not have a component in this new non-horizontal plane. 

However, the slopes of the isentropic surfaces in this region are 

less than 10 -3 and can be safely neglected with sufficient accuracy. 

A more formidable difficulty is that created by the boundary 

conditions in this problem.- It becomes difficult. if not'impossible, 

to define a reasonable surface boundary condition because the earth IS 

surface is generally characterized by many different values of potential 

temperature. Charney and Stern (1962) circumvented this difficulty by 

considering the hypothetical case of zero lateral potential temperature 

gradient at the ground. i. e., for an internal system. In this model the 
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problem will be circumvented by assuming that the perturbation 

motion vanishes at rigid upper and lower boundaries. The lateral 

boundaries will be assumed to be rigid vertical walls so that the 

disturbance also vanishes at these points. The system is thus 

completely internal. a justifiable procedure as long as the bounda­

ries are sufficiently far from the disturbance. This is seen to be 

a reasonable approximation for the onset of the polar night vortex 

breakdown. Also. for reasons of mathematical simplicity the 

analysis will be performed in Cartesian coordinates even though 

the actual process takes place on a rotating sphere. This is valid 

because the curvature effects are small in the polar regions. 

Development of the Model 

In addition to the above restrictions the flow will be assumed 

to be inviscid and hydrostatic. In this simplified isentropic system 

a complete set of equations in the dependent variables u. v. M, T. P 

is given by 

~ + u ~ +v ~ + 
aM - fv 0 (25) = 

ate aXe aYe aXe 

av 
+ u 

av 
+v 

av 
+ 

aM 
+ fu 0 (26) = ate aXe aYe aYe 

d (~) 
~ + 

av 
+ 

dt ae 
0 (27) = aXe aYe ~ 

ae 

. aM 
c T 0 (28) - = a lne p 

aT RT ~ 0 (29) c = p ate p ate 

where M = c T + gz and the independent variables are x, y. t. lne. 
p 
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Eqs. (25) and (26) are the momentum equations and Eq. (27) is the 

continuity equation in isentropic coordinates. Eq. (28) is obtained 

by differentiating M with respect to a and substituting in the hydro­

static equation, the equation of state, and the definition of potential 

temperature. Eq. (29) is obtained by partial differentiation of 

e = T (10:0)< with respect to time on an isentropic surface. 

In the linearizing procedure to be employed here, the pertur­

bations are presumed to be superimposed upon a time-independent 

circulation. By applying a longitudinal averaging operator to 

Eqs. (25) - (29), one obtains the following set for the steady state 

1 
u = --

f 
(30) 

aM 
a Ina = c T " p . (31) 

ax since ax 
aM 

== au == ° by definition. By differentiation of Eq. (30) with 

respect to In e and substitution of Eq. (31) into the resulting expression, 

one obtains the ground state dependence of u upon the vertical coordinate 

In 8, 

au 
a In8 == (32) 

Since the ground state is geostrophic, the system is considerably simpli­

fied if the well-known quasi-geostrophic approximation is employed, e. g., 

the velocity components are expressed by their geostrophic values after 

the horizontal divergence has been eliminated from the equation set. 

This is accomplished by differentiating Eq. (26) with respect to x and 

Eq. (25) with respect to y and subtracting to get the vorticity equation 

for isentropic coordinates 

(
au av ) +s-+-=o. 

a aXe 8Ye 
( 33) 
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The horizontal divergence is then eliminated between Eq. (27) and 

Eq. (33) to obtain the well-known potential vorticity equation 

~; = o. With the quasi -geostrophic approximation the new 
e 

set of equations becomes 

dP ap ap aP 
0 = + Ug -a- +v -- = 

dte ate xe g aYe 

ev au 
+ f) ~ 

_ --L 
aYe 

P = 
aE 
a lne 

1 aM 1 aM u = v 
g f aYe g f aXe 

aM - c T = 0 
a In e p 

aT RT ~ o • c = p ate p ate 

(34) 

(35) 

( 36) 

(28) 

(29) 

where Eq. (34) is the theorem of conservation of potential vorticity and 

Eq. (35) is the definition of potential vorticity. 

Upon substitution of the geostrophic values of u and v from 

Eq. (36) into Eqs. (34) and (35) and linearizing. the perturbation 

equations become 

apr 
at 

- apr 
- u -- + 

ax 
1 
f 

(37) 

(~ and aM are identically zero due to the averaging procedure) 
ax ax 

P 
apr 
a lne 

aE 1 Caz M' a Z M') _ 
+ P' a In e + faxz + a yZ - 0 (38) 
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- c T' = 0 
P 

aT' a ' 
cp at - a ~ = 0 

by use of the definitions: M = M + M'~ P = P + P', p = p + p'. 

(39) 

(40) 

T = T + T', where M' «M, P' «P, p' «p, and T' «T. Because 

the analysis is for the polar cap. the term in Eq. (38) involving the 

variation of f with y in the quasi-geostrophic approximation has been 

neglected. 

This is now a complete set in terms of the dependent variables 

M'. P " p', T'. The a subscripts have been dropped, but all differen­

tiations are still understood to be measured on the isentropic surface. 

By differentiation of Eq. (39) with respect to t and substitution into 

Eq. (40) one obtains 

a (aM') _ a ~ = 0 
a In a at at (41) 

so that the complete equation set is now (37), (38), and (41). 

Since the above set is linear one may assume exponential solu-

tions of the form 

P' = A (y, InB) eifJ.(x-ct) 

M' == B (Y. InB) eifJ.(x-ct) 

p' == c (y, In e ) e i fJ. (x-ct) 

Substitution of these solutions into Eqs. (37), (38), and (41) gives 

A(u-c)t-l aP B = 0 
f ay 

ac ~ 1 (a Z 
B ) 0 

P a In B t A a In a + T ayZ - fJ. Z B = 

aB - a C = 0 a Ina 

(42) 

(43) 

(44) 

(45) 
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By algebraic reduction and differentiation this set reduces to 

ap 
a Ina 

ap 
B ay pfp a2B -pfP(l+pl ap ~aB 

a (lna)2 , a Ina) a In a u - c 

a2 B + ayZ - fJ.2 B = 0 . (46) 

This is a non-separable equation which thus reflects the coupling 

between the two mechanisms of barotropic and baroclinic energy exchange. 

To avoid this non-separability. only the conditions for initial onset of 

instability will be sought without directly solving Eq. (46). This will 

be done by assuming that B = 0 at all horizontal and vertical boundaries. 

In a linear system such as the one developed here. the wave 

speed must have a positive complex component (c. > 0) in order for 
1 

exponential growth to occur. However, the Bls may also become 

complex (B = B + i B.). 
r 1 

The form of Eq. (46) under the conditions c. f 0 and the given 
1 

boundary conditions will now be investigated by a technique similar to 

that given by Rayleigh (l880). Eq. (46) in its present form is awkward 

because the phase speed c = c + i c. appears in the denominator of the 
r 1 

B term. thus creating possible singularities at the pOint u = c when 
r 

c is real. Also, it is difficult to separate real and imaginary parts 

in this term with the u - c term in the denominator. To circumvent 

this difficulty consider the following form of (U' - c) -1 obtained by 

multiplying numerator and denominator by u - c + i c. : 
r 1 

1 = u - c 

u - c + i c. 
r 1 

(u - C )2 + c. 2 
r 1 

Now let (li - c )-1 = ~ 1 + i~ 2 where 

u - c 
r 

(u - C )2 + c. 2 
r 1 

and ~ 2 = 
c. 

1 

(u - C )2 + c. 2 • 
r 1 

(47) 

(48) 
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Now by substituting (~ - c)-I = S 1 + is Z and B = Br + iBi into 

Eq. (46) and dividing by p fP, upon separating real and imaginary 

parts, one obtains 

_ (1 + 1 ..=.a..l,;;,.p __ 
paIno 

1 
+ pfP 

a Z B. 
1 

- ( 1 + 1 a2" 
a (in e) Z p a In e 

a Z B. 
1 Z 1 -~B + pfP ayZ pfP i 

aB 
r 

a In e 

aBo 
1 

a lne 

ap 
a InO 

aP 
ay 

p fF 

ap ap 
a In e 8y 

p fP 

ap ap 
a Ine ay 

pfP 

SzBr 
:: 

S IBi 

0 

Now multiply Eq. (49) by B. and Eq. (50) by B and subtract to get 
1 r 

(49) 

(50) 

hB a
Z 

Br a
Z 
Bi] . "_I ap [i a (In () ) z - Br a (In (} ) z + (1 r _p a l~() ) B 1 -B r 

[
aB. ~B 

r a In e i a In (} 

[ 

aZ B aZ B] ap ap 
+ p_ f1 P B

1
. _-::--r __ B i + a In e a y 

ayZ r ay2 p f P SZ(B Z + B.z ) = O. 
r 1 

(51) 

By changing the form of the derivatives in the first and third terms 

in Eq. (51) and integrating with respect to y and In 0 one obtains 

II ! lne [Bi :~:e -Br :~~e] dydlne + ffi I + ~ !1ne 
rr :~~e -Bi :~:ej d~dlne 1fp: p :y [Bi :;r 

aB.1 ~ ap E 
-Br By 1 ] dydln e .JJ B In/n~Y ; 2 (Br' + Bi' ) dydln e ' 0 . 

(52) 
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Under the boundary conditions B = 0 at the lateral boundaries 

and B = 0 at the upper and lower boundaries, Eq. (52) can be simpli­

fied. The first integral vanishes identically under the second of the 

above boundary conditions. By noting that the function ( p f P ) -1 in 

the third integral: of Eq. (52) is only weakly y dependent in the lower 

stratosphere (total variation less than IOfo), it becomes negligibly 

small upon integrating with respect to the y coordinate. Thus, 

Eq. (52) reduces to 

if ~ 1+ ~ :te )(Br 

+ Biz 1 dydlne -= 0 

aBo aB aP
I 

II ap 
_....:;1,-- B r) + a no ay 
a In 8 - i a In 8 If f P 

; (B Z 
2 r 

(53) 

as the condition that c. F O. The above equation cannot be evaluated 
1 

from the data because little can be inferred about the B terms in their 

present form. Also in its present form Eq. (52) is difficult to inter­

pret physically. As a consequence of this, it is of interest to deter­

mine whether or not a slight simplification of the perturbation 

Eqs. (37) - (40) will yield a more tractable stability criterion. 

One approximation which could be invoked is that 

apr 
a In8 P' 

« r· (54) 
ap 
a In8 

This is a reasonable assumption because P is conserved with 

the flow in the perturbation motion while the pressure perturbations 

are very strongly damped due to the high static stability in the strato­

sphere. Also, it is synoptically observed that perturbations of the 

pressure field in the atmosphere are from 2 to 3 orders of magnitude 

smaller than the mean pressure. Again, since potential vorticity is 

conserved with the flow, one would expect its perturbations to be 
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much larger relative to P. Through use of Eq. (54) the perturba­

tion Eqs. (37) - (40) reduce to the complete set 

ap' 
at 

- ap' 1 ap aM' +u--+--- =0 
ax f ay ax 

P' ap ....!... (-a z 
M' 

a In () + faxz 
aZ M') + ay Z = 0 • 

(37) 

(55) 

Now assume solutions for P' and M' as in Eq. (42). substitute back 

into Eqs. (37) and (55). and eliminate A to obtain 

ap ap 
_ jJ. Z B _ a In e a Y B = o. 

u - c 
(56) 

It may be seen that use of the assumption (54) acts to eliminate an 

explicit dependence of B upon the vertical coordinate In (). As before 

let B = Br + i Bi and (u - c) -1 = ; 1 + i; 2 where gland g 2 are 

defined in (48). Then separate Eq. (56) into real and imaginary parts. 

multiply the real part by B .• the imaginary part by B • and subtract 
1 r 

one from the other to yield 

(57) 

By writing the bracketed term in different form and integrating with 

respect to y. Eq. (57) becomes 

-B---B f a [ BBr 
ay i By r 

The first integral vanishes identically under the lateral boundary condi­

tions. This leaves the stability condition that 

f
~ ap 
a In () aYe 
(u - c r ) Z + ci Z 

c. (B Z + B. Z ) dy = 0 
1 r 1 

(59) 
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where £ 2 has been replaced by its equivalent in Eq. (48). In Eq. (59) 

apia In e is always negative. (B 2 + B.2 ) is always positive. and 
r 1 

(u - C )2 + c. 2 is always positive. Thus. if ap/aYe has the same 
r 1 

sign everywhere on the isentropic surface. c. = 0 and the motion is 
1 

absolutely stable. This is a sufficient condition for stability. In 

order that c. be greater than zero (unstable waves), for the integral 
1 

in Eq. (59) to vanish it is necessary that 

ap = 0 (60) 
aYe 

somewhere on the chosen isentropic surface. However. this is only 

a necessary condition and does not guarantee that instability will 

actually occur. The condition given in Eq. (60) is conceptually simi­

lar to that derived by Kuo (1949) (:; a = 0) for quasi-geostrophic. 

two-dimensional. non-divergent flow in a barotropic atmosphere. 

It should be noted that Eq. (60) is the same necessary condition for 

instability as that obtained by Charney and Stern (1962). Their model 

also included lateral and vertical shear simultaneously. but the analysis 

was performed using non-dimensional equations and utilizing approxi­

mations for the transformation to isentropic coordinates. Also, 

Charney and Stern r s basic equation set· employed approximate forms 

of the divergence, vorticity. continuity. and thermodynamic equations. 

Because of the difference in the treatment of the physical equations. 

it is not apparent how to directly compare the results of the models. 

It is encouraging. however. that this independent analysis of the 

identical basic physical problem should yield the same instability 

condition. An analysis by Pedlosky (l964a. b) showed the same result. 

and furthermore. for a large class of flows. the product of the zonal 

mean wind and potential vorticity must vanish as a necessary condition 

for instability. 



-113-

Comparison of the Model with Observation 

An attractive way to check the above developed criterion 

(Eq. (60» would be to formally transform it back to an x, y, p 

system (for compatibility with available stratosphere data) and 

compute it with respect to latitude before, during, and after the 

polar night vortex breakdown. This is difficult, however, because 

the formal transformations become very complicated. The most 

straightforward method is to construct meridional cross sections 

and measure the derivatives appearing in Eq. (54) directly with 

respect to the sloping surfaces. 

An analysis by Murray (1960) suggested that the polar night 

vortex breaks down as a result of barotropic instability. As a means 

of comparing this contention with that of Eq. (60), the criterion 

(:! a = ~ derived by Kuo (1949) was evaluated at increments of 

10 0 longitude along 1200 W on the 15th of each month from July 1957 

to February 1958 at 100 mb. Fig. 24 show s these profiles and that 

the sufficient condition for stability is always fulfilled. This suggests 

that either th~ circulation does not break down as a result of instability 

or that the purely barotropic model does not fully describe the rele­

vant characteristics of the breakdown. 

Fig. 25 gives the distribution of p':C = e P = - 88e ; with 
p a 

latitude at e = 400K (::::: 100 mb) for the same months as in Fig. 24 and 

shows that the necessary condition for instability in this more general 
~::: 

model is fulfilled as early as October and November. (P is a more 

common form for potential vorticity; hereafter all references to 

"potential vorticity" will imply p*. ) 

This result is not unreasonable because as the winter intensi­

fies' there usually are many instances of minor "warmings" or per­

turbations upon the vortex. This may be seen from Figs. 26 and 27, 

which show the cyclone index for 50 mb, 60
0

N and the mean tempera-
o 

tures for each day at 70 N from 1 September 1957 to 28 February 1958. 
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It should be noted, however, that linear theory is incapable of explain­

ing the stabilizing processes which take place during these minor warm­

ings since they involve non-linear effects not taken into account in the 

perturbation equations. 

* It was evident from the calculation of P that the influence of 

variations in - ~: was much more Significant than the contribution 

of the shearing terms. 

In the polar night stratosphere of the Northern Hemisphere, it 

is always observed that cooling of the polar cap causes the temperature 

to decrease more with height in higher latitudes as the winter season 

progresses. This decrease is especially pronounced during the mid­

winter months and results in - :: becoming smaller with increas­

ing latitude. If this gradient of - ~~ is strong enough, it will 

offset the increase in f and the shearing effect and act to produce 
* zeros in the ~~ field. 

Thus, a!cording to this theory, a breakdown (or instability, 

at least) of the polar night stratospheric vortex can occur by pro­

gressively stronger cooling with increasing height and latitude in 

theSie regions. This suggests that the warming phenomenon is a 

manifestation of a complicated barotropic-baroclinic energy release 

due to this continued cooling of the polar night stratospheric vortex. 

If the hypotheSiS is correct, then the polar night vortex contains a 

mechanism for its own destruction. 

If the above hypothesis is to explain satisfactorily the basis 

for the behavior of the Arctic polar n~ght vortex, it is also necessary 

that it be consistent with the observed characteristics of the Antarctic 

stratospheric vortex. It has been generally observed (Palmer and 

Taylor, 1960) that the breakdown of this system does not occur until 

after the return of the sun in the spring. Consequently, one must 

look at the data in the Antarctic region to assess the differences 

between the two circulation regimes. By inspection of wintertime 
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cross sections prepared by Taylor (1961), one observes that the 

thermal structure of this vortex differs from that of the Arctic 

region. Fig. 28 is a comparison between latitudinal profiles of 

- ~: for the 100 -50 mb layer during the Arctic and Antarctic 

winters, respectively. using Taylor's Antarctic data. 

Fig. 28 shows that the thermal stability ( - ao ) character-ap 
istics of the Arctic and Antarctic winter circulations are significantly 

different. The latitudinal gradient of - ;~ is very pronounced in 

the Arctic but is almost zero in the Antarctic stratosphere. As noted 

above, the Arctic stratosphere values of - ~: decrease very rapidly 

with increasing latitude and tend to offset the tendency for increasing 

* P northward due to the CorioUs effect. This indicates fulfillment 

of the necessary condition for instabil1ty given in Eq. (54) and is 

demonstrated to do so in Fig. 28. Consequently. even though the 

Antarctic vortex is extremely cold, it is predicted from this 

theory to be more stable than the corresponding Arctic circulation. 

Thus, a significant difference exists between the Antarctic 

and Arctic vortices and may provide a framework for a satisfactory 

theory which explains the differences in stability of the two regimes. 

The above conclusion needs to be much more thoroughly tested before 

it can be claimed to explain the relevant features of the polar night 

vortex breakdowns. More adequate examination of the above theory 

awaits better and more plentiful data in the regions of the stratosphere 

and also a systematic preparation of the data as was done by the 

U. S. Weather Bureau (1961) for the lGY period. 
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XI. SUMMARY, SIGNIFICANT RESULTS. AND CONCLUSIONS 

The fundamental goal of this research was to investigate the 

possible physical mechanisms leading to seasonal, short term and 

latitudinal fallout variations. In Part A it was noted through refer­

ence to previous isentropic trajectory analyses that discrete intru­

sions of stratospheric air into the troposphere occur in association 

with pronounced cyclogenesis at jet stream level. This was statis­

tically verified by investigating the relation between circulation index 

changes at tropopause level and surface fallout changes. The work 

performed in Part A demonstrated that the tropopause-level cyclo­

genetic process cannot be responsible for the spring fallout peaks 

but serves to explain adequately the short term and latitudinal fallout 

variations. 

In an effort to isolate the physical processes leading to the 

spring fallout peaks, a rather comprehensive study was undertaken 

of the lower to middle stratosphere for the period before, during. 

and after the polar night vortex breakdown of January 1958. Detailed 

eddy transport computations were made at 50
0

, 60
0

, and 70
0

N latitude 

for this period. The most significant result was that the v'w' correla­

tion became highly negative after the vortex breakdown occurred, thus 

leading to large northward and downward transport of radioactive debris 

in late winter .. 

A computation of the direction and magnitude of the mean meri­

dional circulation was made by using a heat flux approach. The results 

showed that this cell operates in the indirect sense during the period, 

and consequently. cannot be invoked as a thermodynamic explanation 

of the sudden warming phenomenon. Examination of the various terms 
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in the mean cell computation revealed conclusively that quasi­

horizontal eddy temperature flux provides the necessary warming 

mechanism. 

As a supplement to the mean cell calculation, a computation 

was made of the mean abiabatic vertical motion with respect to a 

curvilinear coordinate system oriented along a line of maximum 

circulation intensity. This demonstrated that for the period before 

and during the vortex breakdown the circulation is direct when 

measured relative to such a system. 

A comparison was then made of the relation between cyclone 

index values at tropopause level and mean vertical motion amplitude 

at 100 mb. This comparison showed that a direct relationship exists 

between the magnitude of these two quantities and suggests that it is 

quite possible that vertical stratospheric transport is inhibited during 

periods of maximum stratospheric-tropospheric mass exchange. 

Detailed trajectory computations were performed and demon­

strated that a pronounced descent was associated with northward 

trajectories after the breakdown. It was also shown that vertical 

directional wind shear may help to provide a dynamical explanation 

for the apparent maximum of total ozone at the base of long-wave 

stratospheric cyclones. 

On the basis of the above results. it became apparent that a 

final solution of the stratospheric transport problem depends upon 

a satisfactory explanation of the behavior of the polar night vortex. 

In a preliminary attempt to isolate the relevant dynamical aspects 

of this vortex from an instability viewpoint. a linear model was 

constructed which simultaneously incorporated the effects of lateral 

and vertical wind shear. The model employed the well-known quasi­

geostrophic approximation and included the effects of compressibility. 

This model showed that the potential vorticity gradient must vanish as 

a necessary condition for instability. 
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To compare these results with that obtained by Kuo (1949), 

meridional profiles of absolute vorticity and potential vorticity were 

plotted as a function of latitude for each month from July 1957 to 

February 1958. The absolute vorticity criterion is never satisfied 

but the potential vorticity gradient changes sign beginning in late 

October. This is in agreement with the observation of "minor 

breakdowns" beginning in the late fall months. It also suggests that 

the effects of compressibility are dynamically very important in the 

stratosphere. 

The potential vorticity criterion was then used to compare 

the Antarctic and Arctic stratospheric vortex circulations. A 

striking difference between the two circulations was noted with the 

Antarctic vortex appearing to be much more stable than the Arctic 

vortex. It thus appears that this theory also contains the possibility 

of explaining the differences in stability between the two circulations. 

On th~ basis of the above results it may be concluded that the 

mechanisms of debris transport in the stratosphere are much more 

complicated than previously suspected and that any successfu! model 

of stratospheric debris transport must somehow incorporate these 

effects. At present these effects cannot possibly be incorporated 

explicitly. but with successive experimentation and further research 

it should be possible to arrive at a completely satisfactory explanation 

of observed transports. 
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