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ABSTRACT

SIMULTANEOUS WIRELESS INFORMATION AND POWER TRANSFER (SWIPT) IN

COOPERATIVE NETWORKS

In recent years, the capacity and charging speed of batteries have become the bottle-

neck of mobile communications systems. Energy harvesting (EH) is regarded as a promising

technology to significantly extend the lifetime of battery-powered devices. Among many

EH technologies, simultaneous wireless information and power transfer (SWIPT) proposes

to harvest part of the energy carried by the wireless communication signals. In particular,

SWIPT has been successfully applied to energy-constrained relays that are mainly or exclu-

sively powered by the energy harvested from the received signals. These relays are known

as EH relays, which attract significant attention in both the academia and the industry.

In this research, we investigate the performance of SWIPT-based EH cooperative net-

works and the optimization problems therein. Due to hardware limitations, the energy

harvesting circuit cannot decode the signal directly. Time-switching (TS) and power split-

ting (PS) are the most popular solutions to this problem. In this research, we focus on

PS-based SWIPT because of its superier performance.

First, different from existing work that employs TS-based SWIPT, we propose to employ

PS based SWIPT for a truly full-duplex (FD) EH relay network, where the information

reception and transmission take place simultaneously at the relay all the time. This more

thorough exploitation of the FD feature consequently leads to a significant capacity improve-

ment compared with existing alternatives in the literature.
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Secondly, when multiple relays are available in the network, we explore the relay selec-

tion (RS) and network beamforming techniques in EH relay networks. Assuming orthogonal

bandwidth allocation, both single relay selection (SRS) and general relay selection (GRS)

without the limit on the number of cooperating relays are investigated and the corresponding

RS methods are proposed. We will show that our proposed heuristic GRS methods outper-

form the SRS methods and achieve very similar performance compared with the optimal RS

method achieved by exhaustive search but with dramatically reduced complexity. Under the

shared bandwidth assumption, network beamforming among EH relays is investigated. We

propose a joint PS factor optimization method based on semidefinite relaxation. Simulations

show that network beamforming achieves the best performance among all other cooperative

techniques.

Finally, we study the problem of power allocation and PS factor optimization for SWIPT

over doubly-selective wireless channels. In contrast to existing work in the literature, we take

the channel variation in both time and frequency domains into consideration and jointly op-

timize the power allocation and the PS factors. The objective is to maximize the achievable

data rate with constraints on the delivered energy in a time window. Since the problem is dif-

ficult to solve directly due to its nonconvexity, we proposed a two-step approach, named joint

power allocation and splitting (JoPAS), to solve the problem along the time and frequency di-

mensions sequentially. Simulations show significantly improved performance compared with

the existing dynamic power splitting scheme. A suboptimal heuristic algorithm, named de-

coupled power allocation and splitting (DePAS), is also proposed with significantly reduced

computational complexity and simulations demonstrate its near-optimum performance.
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CHAPTER 1

INTRODUCTION

Traditionally, mobile devices in wireless communication systems are powered by batter-

ies. However, the development in the portable energy storage industry is stagnant compared

with the vibrant wireless communications industry. In addition, the limited capacity of

batteries significantly hinders the application of the rapidly developing wireless communica-

tion technologies [1]. On the other hand, for decades, the solutions to extend the lifetime

of battery-powered wireless devices are confined to battery replacement or wired charging,

which are inconvenient or sometimes even challenging for mobile devices. Energy harvesting

(EH) attracts people’s attention for its potential to provide a more convenient, safer, and

more environment friendly alternative. EH has the potential to significantly extend the life-

time of battery-powered devices and, in some cases, to eliminate the necessity of batteries.

Besides traditional energy harvesting from sources such as solar, wind, vibration, and heat, a

new solution is to exploit the energy carried by radio-frequency (RF) signals. Simultaneous

wireless information and power transfer (SWIPT) is one of the technologies that employs

EH from RF signals.

1.1 Simultaneous Wireless Information and Power Transfer

It is recognized that both energy and information are carried by the same wireless signals.

In conventional wireless communications, however, only the information is extracted at the

receiving end. Energy cooperation exploits such a fact by transmitting power and information
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over separate frequency bands [2]. However, the band allocated for power transfer cannot

be used for information transmission. Consequently, the information transmission rate is

significantly undermined by the reduced bandwidth. Therefore, SWIPT was proposed [3].

Different from energy cooperation, the transmitter in SWIPT transmits energy and infor-

mation over the same frequency band. In [4], the study of fundamental tradeoffs in SWIPT

was extended to frequency-selective channels. In the literature, SWIPT schemes can be clas-

sified into two categories. In one category, the receivers are assumed to be able to extract

information and to harvest energy from the received signal simultaneously [3, 4]. However,

practical circuits for energy harvesting from wireless signals are not yet able to directly pro-

cess the information carried by the signals [5]. This triggers the study of the other category,

in which the receivers adopt time switching (TS), shown in Fig. 1.1a, or power splitting (PS),

shown in Fig. 1.1b, to coordinate the information processing (IP) and the energy harvesting

(EH). Part of the time or power of the received signal is allocated to IP and the remaining

part is used for EH.

(a) Time switching (b) Power splitting

Figure 1.1: Practical SWIPT schemes
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1.2 Cooperative Communications and Relay Networks

Cooperative relaying has emerged as a coverage-extending technique in wireless commu-

nications networks. It is also a revolutionary technique that can greatly improve the energy

efficiency (EE) by shortening the distances between Tx and Rx devices of each link. En-

ergy efficient resource allocation/scheduling schemes in cooperative relaying networks have

been intensively studied in the literature to achieve the desired tradeoff between spectrum

efficiency (SE) and EE [6].

In a wireless network where multiple relays are available, relay selection (RS) is a practical

solution to exploit the cooperative diversity. It has been a topic that attracts considerable

attention in the academia [7–12]. Most existing work focused on the RS problem under

the assumption that relays transmit over orthogonal channels and have independent power

constraints. In this case, it is obvious that selecting only one relay is optimal in terms of

spectrum efficiency, since the relay with the highest end-to-end signal-to-interference-and-

noise ratio (SINR) can achieve the highest rate when acquiring the entire channel bandwidth

exclusively. The concept of relay selection was extended to multiple selected relays for relays

cooperating in a shared bandwidth in [8, 9]. In this case, single relay selection (SRS) is

no longer optimal, since selecting multiple relays could enhance the signal-to-noise ratio

(SNR) at the receiver without dividing the channel bandwidth as in the orthogonal channel

allocation case.
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1.3 Applications of SWIPT in Relay Networks

EH relaying is the combination of SWIPT and the relaying technique. In typical EH

relay networks, the relays are the only nodes with the SWIPT capability. We will explain

the concept of EH relaying with a simple example as follows. In a 3-node HD relay network

with a source, a relay, and a destination, the source transmits signals to the relay in the

first half of the transmission cycle. The relay separates the received signals, by time or

power, into two parts for information and energy respectively. In the second half of the

transmission cycle, the relay forwards the information obtained to the destination using the

harvested energy.

In contrast to conventional relays, which consume their own energy to facilitate com-

munications between other nodes, EH relays operate primarily or exclusively on the energy

harvested from the received signals. Consequently, their dependence on batteries is signif-

icantly alleviated or completely removed. We will introduce various types of EH relaying

techniques in Chapter 2.

1.4 Dissertation Organization

The organization of this dissertation is as follows. EH relaying is introduced in Chapter

2 in detail. The PS-SWIPT-based FD EH relay networks are studied in Chapter 3. The

RS, as a orthogonal-channel cooperative technique, in FD EH one-way and two-way relay

networks is investigated in Chapters 4 and 5, respectively. The network beamforming, as a

shared-bandwidth cooperative technique, in EH relay networks is presented in Chapter 6.

Finally, Chapter 7 presents the joint power allocation and splitting in point-to-point SWIPT

4



over doubly-selective channels. A summary and discussion of future works is presented in

Chapter 8.
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CHAPTER 2

ENERGY HARVESTING RELAY NETWORKS

Wireless relays can potentially extend the range of communications of the wireless transceivers

without raising the transmit power [13, 14]. However, the power consumption of the relays

limits their lifetime if constant power supply is not available. Among the technologies being

studied, energy harvesting has the potential to significantly extend the lifetime of battery-

powered devices and, in some cases, to eliminate the necessity of batteries.

SWIPT has been successfully applied at energy-constrained relay nodes that harvest the

energy of the received wireless signals. Relays of this type operate mainly or exclusively

based on the harvested energy. This topic has been well investigated in the academia [15].

TS based relaying and PS based relaying are two prevalent types of schemes. In HD EH relay

networks, as shown in Fig. 2.1, each transmission cycle through the relay node is divided

into two phases. In the first phase, the relay node receives signals from the source node with

SWIPT, in either TS or PS manner. In the second phase, the relay node forwards the signals

to the destination node with energy harvested in the first phase.

Figure 2.1: Half-duplex energy harvesting relay networks
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Figure 2.2: Full-duplex energy harvesting relay networks

Though existing work mostly focused on HD relaying, with the advancement in self-

interference cancellation techniques [16–18], full-duplex (FD) relay networks are gaining

increasing interest due to their significant performance advantages over HD ones [19]. Two

representative FD EH relaying schemes are depicted in Fig. 2.2. A TS-based FD relaying

scheme, termed as TS-FDR-I in this dissertation, was proposed in [20] and later extended

in [21]. In this scheme, each transmission cycle T is divided into two phases by a TS factor

α ∈ [0, 1]. The source-to-relay (S-R) link is used for EH in the first phase, i.e. t ∈ [0, αT ),

and for IP in the second phase, i.e. t ∈ [αT, T ). During the second phase, the relay not

only receives information from the source, but also forwards information to the destination

simultaneously. In [22], another FD EH relaying scheme, termed as TS-FDR-II, was proposed

with equally divided phases. This scheme uses the S-R link for IP in the first phase and

for EH in the second phase. Hence, the loopback self-interference becomes beneficial to the

relaying network. These FD schemes utilize the spectral resource in a more efficient manner

compared with the HD ones. Nevertheless, the relays in all these FD schemes can only

transmit and/or receive information during a fraction of each transmission cycle. Therefore,

we propose to further improve the relaying efficiency by fully exploiting the FD feature via

PS-SWIPT [23]. This work will be presented in Chapter 3
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CHAPTER 3

POWER-SPLITTING-BASED FULL-DUPLEX ENERGY-HARVESTING

RELAY NETWORKS

In this chapter, we propose a PS-based full-duplex relaying (PS-FDR) scheme, in which

the relay node simultaneously transmits and receives signals all the time, leading to a truly

full-duplex information transfer. This is achieved by coordinating EH and IP via PS. We

compare our proposed PS-FDR with TS-FDR alternatives in existing work under realistic

settings. And the simulations show the capacity improvement of our proposed PS-FDR with

most possible PS factor values. Our main contributions lie in the following three aspects.

• To the best of our knowledge, we are the first to apply PS-SWIPT to energy-harvesting

full-duplex relay networks. The resultant relay node operation is truly full-duplex

such that uninterrupted information flow is maintained on both S-R and R-D links

simultaneously all the time. This is to be contrasted with existing TS alternatives, in

which IP and EH share the time span of a transmission period.

• We investigate the optimum PS factor with various loopback interference levels. The

quasi-convexity of the optimization problem is proved. Additionally, the closed-form

optimal PS factor is derived when the residual self-interference channel gain is suffi-

ciently small.

• We derive the ergodic capacity of our proposed PS-FDR and investigate the influence

of the loopback interference by simulations.
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The rest of this chapter is organized as follows. Section 3.1 introduces the system model of

our proposed PS-FDR scheme. The optimization of the PS factor is discussed in Section 3.2.

Then, the ergodic capacity of the relay network is derived in Section 3.3. Simulations and cor-

responding discussions are presented in Section 3.4 to verify the correctness of the derivation

and the capacity enhancement of the proposed scheme over existing TS-based alternatives.

Finally, Section 3.5 concludes the chapter.

3.1 System Model

As shown in Fig. 3.1, in this correspondence, we investigate an energy-harvesting relay

network where the relay node operates in full-duplex amplify-and-forward (AF) mode. It

receives signals from the source node and forwards the amplified signals to the destination

node simultaneously. At the relay node, the received signals are split according to a power

ratio of ρ : (1 − ρ) for IP and EH respectively. The harvested energy is transfered to the

battery for temporary storage and then used to power the transmission circuit.

The differences between our proposed scheme and the existing full-duplex energy-harvesting

relaying schemes in the literature are depicted in Fig. 3.2. The major advantage of our pro-

posed PS-FDR scheme is that both EH and information transmission are active for the

entire transmission cycle, because power splitting is employed instead of time switching. In

TS-FDR-I and TS-FDR-II, as shown in Figs. 3.2a and 3.2b respectively, the information

transmission on both the S-R and the relay-to-destination (R-D) links is only performed in

one of the two phases in each transmission cycle. In our proposed PS-FDR scheme, however,

it is performed continuously all the time, as shown in Fig. 3.2c. Although a portion of the
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Figure 3.1: Proposed power-splitting based full-duplex energy-harvesting relaying scheme

received power at the relay node is split for EH, the overall capacity from the source node

to the relay node will still benefit from the change from TS to PS, as the linear capacity

gain from longer transmission time outweighs the logarithmic loss caused by power splitting

because the SNR at the relay node is typically large in practical scenarios.

Note that the investigated relay node relies entirely on the harvested energy to forward

signals to the destination node, and thus the transmit power at the relay node equals to that

harvested from the received signals.

The channel between the source node and the relay node is denoted by hSR and that

between the relay node and the destination node is denoted by hRD.

The received signal at the relay node is

yR[n] = hSRxS[n] + hLIxR[n] + wA[n] (3.1)
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R RS S D

(a) TS-FDR-I [20]

R RS S D

(b) TS-FDR-II [22]

RS D

(c) Proposed scheme PS-FDR

Figure 3.2: Comparisons between our proposed scheme and the existing ones in the literature.
R denotes the relay node. Solid arrows represent the information flow, and dashed arrows
the power flow.

where xR denotes the transmit signal at the relay node as

xR[n] = β [yIP [n− 1] + wP [n− 1]] (3.2)

and yIP is the portion of the received signal that is split for IP.

The noise introduced by the receive antenna at the relay node, termed as the antenna

noise, is represented by wA and the processing noise, which is caused by the radio-frequency

to baseband conversion, is represented by wP [15]. β is the scaling factor at the AF relay

node. In this paper, we study the AF relaying with fixed β [24]. The value of β is determined

according to

PR = E[|xR|2] = ξ E[|yEH |2] (3.3)

where yEH represents the signal for EH at the relay node, and ξ the energy havesting ef-
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ficiency. This means, on average, the transmitted energy equals to the harvested energy.

Therefore, the relay node could operate without extra power sources.1

The received signals for IP and EH are

yIP [n] =
√
ρ yR[n] (3.4)

yEH [n] =
√

1− ρ yR[n] (3.5)

so that they are split by a power ratio of ρ : (1− ρ), ρ ∈ [0, 1], which plays a similar role as

the TS factor α in TS-FDR-I. We can see from Fig. 3.1 that part of the power transmitted

by the full-duplex relay node is harvested back in the form of loopback self-interference.

The received signal at the destination node is

yD[n] = hRDxR[n] + wD[n] (3.6)

where wD is the noise at the destination node.

Now we derive the amplification factor β that satisfies the power constraint in (3.3). The

required transmit power at the relay node given the amplification factor β is

PR = E[|xR|2] = β2
[
ρ(|hSR|2PS + |hLI |2PR + σ2

A) + σ2
P

]
(3.7)

1The power consumption of the signal processing circuitry in the relay node is assumed to be negligible
in this paper. This is because the requirement of the self-interference mitigation in the investigated network
is considerably relaxed compared with conventional FD relay nodes. In Fig. 3.3, the performance satu-
rates when the residual self-interference channel gain is lower than −60 dB. Such a level of self-interference
suppression can be achieved by passive mechanisms alone, which do not consume extra power [25].
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and the power available for EH is

E[|yEH |2] = (1− ρ)
(
|hSR|2PS + |hLI |2PR + σ2

A

)
. (3.8)

By substituting (3.7) and (3.8) into (3.3), we obtain β as

β =

√

ξ(1− ρ) (|hSR|2PS + |hLI |2PR + σ2
A)

ρ(|hSR|2PS + |hLI |2PR + σ2
A) + σ2

P

≈
√

ξ(1− ρ)
ρ

(3.9)

where the approximation is based on the assumption that the processing noise power is

negligible compared with the power of the received signal at the relay node.

3.2 Power Splitting Factor Optimization

The PS factor plays an important role in the performance of the network. Therefore,

optimizing ρ could significantly improve the system performance. This optimization problem

is formulated as maximizing the SINR at the destination node, namely

ρ∗ = argmax
ρ

γSD. (3.10)

To derive the expression of γSD, we first analyze the power of the received signal at the
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destination node

E[|yD|2] = β2ρ|hSR|2PS|hRD|2
︸ ︷︷ ︸

Signal

+ β2ρ

(

σ2
A +

σ2
P

ρ

)

|hRD|2 +
|hLI |2β4ρ2

1− |hLI |2β2ρ

(

|hSR|2PS + σ2
A +

σ2
P

ρ

)

|hRD|2 + σ2
D

︸ ︷︷ ︸

Interference + Noise

.

(3.11)

With the β obtained in (3.9), the SINR at the destination node can be presented as

γSD =
PS|hSR|2|hRD|2

(

σ2
A +

σ2
P

ρ

)

|hRD|2 + (1−ρ)ξ|hLI |2|hRD|2
1−(1−ρ)ξ|hLI |2 ·

(

PS|hSR|2 + σ2
A +

σ2
P

ρ

)

+
σ2
D

(1−ρ)ξ

. (3.12)

Proposition 3.1 The source-to-destination SINR γSD is quasi-concave with respect to the

power splitting factor ρ.

Proof. Let γ̃SD denote the denominator of γSD in (3.12). We have

∂2γ̃SD
∂ρ2

=
σ2
P |hRD|2
ρ3

(1 + ξ|hLI |2) +
σ2
D

(1− ρ)3ξ . (3.13)

It is obvious that ∂2γ̃SD

∂ρ2
> 0 for ρ ∈ (0, 1). Therefore, γ̃SD is convex for ρ ∈ (0, 1). Further-

more, γSD = PS|hSR|2|hRD|2/γ̃SD and f(x) = PS |hSR|2|hRD|2
x

is a decreasing function for x > 0.

Since composition with a decreasing function preserves quasi-concavity, γSD is quasi-concave

with respect to ρ ∈ (0, 1).

Proposition 3.1 guarantees that the optimal ρ that achieves the maximum γSD can be

obtained efficiently by well-known one-dimensional search methods, such as the bisection

method, the gradient descent method, and the Newton’s method [26].
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Proposition 3.2 The optimal PS factor is |hRD|σP

|hRD|σP+σD/
√
ξ
when the residual self-interference

channel gain is sufficiently small.

Proof. Let γ̃SD denote the denominator of γSD. We have

γ̃SD
|hLI |2→0−−−−−→ |hRD|2σ2

A +
|hRD|2σ2

P

ρ
+

σ2
D

(1− ρ)ξ . (3.14)

Hence, to solve for the optimum ρ, we set

∂γ̃SD
∂ρ

|hLI |2→0−−−−−→ −|hRD|2σ2
P

ρ2
+

σ2
D

(1− ρ)2ξ = 0. (3.15)

The optimum ρ is obtained by solving the above equation as

ρ =
|hRD|2σ2

P ±
√

|hRD|2σ2
Pσ

2
D/ξ

|hRD|2σ2
P − σ2

D/ξ
(3.16)

=
|hRD|σP (|hRD|σP ± σD/

√
ξ)

(|hRD|σP + σD/
√
ξ)(|hRD|σP − σD/

√
ξ)

=
|hRD|σP

|hRD|σP ± σD/
√
ξ
. (3.17)

Since, in practice, σP and σD are similar in order of magnitude, and 0 < |hRD| ≪ 1

and 1/
√
ξ > 1, it is obvious that 0 < ρ1 = |hRD|σP

|hRD|σP+σD/
√
ξ
< 1 and ρ2 = |hRD|σP

|hRD|σP−σD/
√
ξ
< 0.

Therefore, the optimal power splitting factor is ρ∗ = ρ1 when the residual self-interference

channel gain tends to 0.

Proposition 3.2 provides a closed-form solution of the optimal PS factor when the self-

interference can be effectively mitigated to a certain extent. This theoretical observation is

also verified in Section 3.4.1 through simulations.
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3.3 Ergodic Capacity

We analyze the performance of the PS-FDR network by deriving the ergodic capacity

from the source node to the destination node. It is defined as

CE = E[log2(1 + γSD)]. (3.18)

We assume that the channel responses hSR, hLI , and hRD are independent Rayleigh. Let

fX denote the probability density function (PDF) of a random variable X. Assuming all the

channels are Rayleigh fading channels, |hSR|2 follows the exponential distribution and let

η̄SR denote its mean. The PDF of |hSR|2 is f|hSR|2(x) =
1

η̄SR
e
− x

η̄SR . And similar statements

can be made for |hLI |2 and |hRD|2 as well. The ergodic capacity of the proposed FD EH

relay network can be computed [27, 3.352.4] as (3.20),

CE =

∫∫∫

log2 (1 + γSD(x, y, z)) f|hSR|2(x)f|hLI |2(y)f|hRD|2(z)dxdydz (3.19)

=
1

ln 2 · η̄SRη̄LI

[∫∫

e
B

(A(x,y)+PSx)η̄RD
− x

η̄SR
− y

η̄LI · E1

(
B

(A(x, y) + PSx)η̄RD

)

dxdy

−
∫∫

e
B

A(x,y)η̄RD
− x

η̄SR
− y

η̄LI · E1

(
B

A(x, y)η̄RD

)

dxdy

]

(3.20)

where E1(·) is the exponential integral function defined by E1(u) =
∫∞
1

e−tu

t
dt and

A(x, y) =

(

σ2
A +

σ2
P

ρ

)

+
(1− ρ)ξy

1− (1− ρ)ξy

(

PSx+ σ2
A +

σ2
P

ρ

)

, (3.21)

B =
σ2
D

(1− ρ)ξ . (3.22)
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Due to the complexity of the expression in (3.20), it is mathematically intractable to

derive a closed-form solution. In order to evaluate the performance of our proposed PS-FDR

in an analytical manner, in the following, we consider a mathematically tractable special

case, which represents the scenario where the source and relay nodes are stationary and the

destination node is mobile.

Proposition 3.3 Given that hSR and hLI are static, and hRD follows Rayleigh fading, the

ergodic capacity can be obtained in closed form as in (3.23).

CE =
1

ln 2

[

e
B

(A(|hSR|2,|hLI |
2)+PS |hSR|2)η̄RDE1

(
B

(A(|hSR|2, |hLI |2) + PS|hSR|2)η̄RD

)

− e
B

A(|hSR|2,|hLI |
2)η̄RDE1

(
B

A(|hSR|2, |hLI |2)η̄RD

)]

(3.23)

Proof. The channel gain |hRD|2 is the only random variable under such assumptions. There-

fore,

CE =

∫ ∞

0

log2(1 + γSD(z))f|hRD|2(z)dz. (3.24)

By looking up the table [27, 3.352.4], it is straightforward to obtain (3.23) with some math-

ematical manipulations.

3.4 Simulations

3.4.1 Verification and Discussions

The purpose of this set of simulations is to validate the correctness of the ergodic capacity

expression (3.23) and to investigate the characteristics of our proposed PS-FDR scheme.

The transmit power is set to 30 dBm, |hSR|2 = −60 dB, E[|hRD|2] = −20 dB, and the
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EH efficiency ξ = 90%. Noise power at the relay node and the destination node is set as

σ2
A = σ2

P = −93 dBm, and σ2
D = −90 dBm, respectively. In our simulations, the intensity

of loopback interference channel |hLI |2 varies from −85 dB to −15 dB. This is chosen as a

pragmatic range because the loopback interference without self-interference cancelation is

approximately −15 dB [22] and practical self-interference cancelation can already suppress

the loopback interference by 70 dB or more [18]. The results are presented in Fig. 3.3, from

which we can observe that with different values of the power splitting factor ρ, the average

capacity obtained by simulations are perfectly aligned with the ergodic capacity we derived.
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Figure 3.3: Ergodic capacity with different ρ and loopback interference level

In Fig. 3.3, it seems that the ergodic capacity is monotonically increasing while |hLI |2 is

decreasing. And it begins to plateau when the loopback interference intensity is lowered to

around −60 dB. In (3.12) that their relationship is monotonic. Intuitively, however, there

should be a non-zero optimal |hLI |2 for our proposed scheme, since the system could benefit
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from the loopback interference as it is also a source of EH. This is to be contrasted with

full-duplex relaying without EH, where loopback interference is absolutely undesirable. The

counter-intuitive results are caused by the approximation made in (3.9), which assumes the

power of the received signals at the relay nodes is much larger than that of the processing

noise for practical networks. In this case, the power harvested from the loopback interference

is simply too little to overcome its unfavorable effect, namely the SINR degradation at the

relay node.
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Figure 3.4: Optimal power splitting factor ρ vs. residual self-interference channel gain

Another interesting phenomenon is that the optimal ρ varies with the residual self-

interference channel gain. The solid curve in Fig. 3.4 shows the optimal ρ that maximizes

the source-to-destination capacity at different loopback interference levels under the same

channel conditions. Larger ρ leads to better performance when the loopback interference is

strong. This is because the relay node prefers to allocate more power to the IP part in order

to resist the effect of loopback interference. In systems where the self-interference mitigation
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is more effective, the loopback interference after cancelation is weaker. Hence, allocating

more power to EH translates to higher transmission power at the relay node, which in turn

improves the SINR at the destination node. This improvement outweighs the loss in the

received SINR at the relay node. Therefore, smaller ρ becomes more desirable in the case

with weak residual self-interference.

The dashed line in Fig. 3.4 represents the the closed-form optimal ρ derived under the

condition of sufficiently small residual self-interference channel gain in Proposition 3.2. As

shown in the figure, it is almost the same with the solutions obtained by the numerical algo-

rithm when the residual self-interference channel gain is smaller than −50 dB, which can be

achieved by existing self-interference mitigation methods [25]. Therefore, the complexity of

FD EH relay nodes in practical networks can be further reduced because the one-dimensional

search for the optimal ρ is no longer necessary if the self-interference mitigation is reasonably

effective.

3.4.2 Comparisons

In this set of simulations, we compare the performance of our proposed PS-FDR scheme

with that of TS-FDR-I [20] and TS-FDR-II [22]. We set the simulation parameters as

PS = 30 dBm and E[|hSR|2] = E[|hRD|2] = −60 dB. All the channels follow Rayleigh fading

and the noise power is set as the same in Secion 3.4.1. Note that TS-FDR-II performs better

when the loopback interference is stronger, whereas TS-FDR-I and PS-FDR perform better

when that is weaker. For the sake of fairness, the loopback interference is set to −15 dB for

TS-FDR-II and −60 dB for TS-FDR-I and PS-FDR. Both the TS factor α in TS-FDR-I

and the PS factor ρ in PS-FDR are optimized for each channel realization. The optimal ρ is
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Figure 3.5: Performance comparisons of TS-FDR-I, TS-FDR-II, and PS-FDR with various
values of ρ and ξ

obtained according to the closed-form solution in Proposition 3.2. As shown in Fig. 3.5, our

proposed scheme PS-FDR performs much better than the TS based alternatives uniformly

with all the values of the EH efficiency ξ.

3.5 Conclusions

In this chapter, we introduced SWIPT with PS into the study of full-duplex relay net-

works. The high spectrum efficiency of full-duplex relaying scheme is exploited. Combined

with the SWIPT technology, we achieved sustainable operation of the relay node. PS, instead

of TS in existing related works, is employed in our proposed scheme. Hence, truly full-duplex

operation can be achieved in the entire transmission cycle. Compared with existing EH FD

relaying schemes, our proposed scheme significantly improves the source-to-destination er-

godic capacity, as verified by theoretical analysis and simulations.
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CHAPTER 4

RELAY SELECTION IN FULL-DUPLEX ENERGY-HARVESTING

ONE-WAY RELAY NETWORKS

4.1 Background

In wireless networks where multiple relays are available, relay selection (RS) is a practical

method of exploiting the cooperative diversity. It was first introduced to HD relay networks

in [28], and has been a fruitful research area henceforth [8, 9, 29–32]. Relay selection in

FD relay networks was introduced in [29] and further investigated in [30]. Most existing

work focus on the RS problem in networks where orthogonal channels are allocated to the

relays, and independent power constraints at different relays are assumed. In this case,

selecting only one relay is the optimal scheme in terms of spectrum efficiency, as the relay

with the highest S-D signal-to-interference-and-noise ratio (SINR) can achieve the highest

rate when it occupies the entire bandwidth. The concept of relay selection was extended to

multiple selected relays cooperating in a shared bandwidth, and superior performance has

been reported in [8, 9].

The RS problem in EH relay networks is an emerging research topic. Most existing

studies have focused on HD relay networks and single relay selection (SRS) [33, 34]. In our

previous work [23, 35], we investigated the RS problem in FDEH two-way relay networks

and considered multiple relay selection. In this study, we investigate the RS problem in

PS-based FDEH one-way relay networks. Our contributions can be summarized as follows:

i) To the best of the authors’ knowledge, this is the first study that investigates the RS
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problem in FDEH one-way relay networks; ii) we expand the RS problem in FDEH one-way

relay networks by allowing multiple relays to be selected for transmission simultaneously,

and find that SRS is not always optimal in FD EH relay networks; and iii) we propose

an efficient greedy RS method that achieves near-optimal performance with significantly

reduced complexity compared with the exhaustive-search-based optimal RS method.

The remainder of this paper is organized as follows. Section 4.2 describes the system

model of our investigated networks. Subsequently, our proposed greedy RS method is intro-

duced in Section 4.3. Simulations are presented in Section 4.4 to evaluate the performance of

our proposed greedy RS method. Finally, the concluding remarks are provided in Section 4.5.

4.2 System Model

As shown in Figure 4.1, we investigate a PS-FDEH amplify-and-forward (AF) relay net-

work. All the N available relays operate in FD mode. This means that they transmit and

receive signals over the same wireless channel resource in terms of time and frequency. We

assume that the direct link between the source and destination is blocked and ignored in this

investigation. The source has perfect knowledge of all the channels. The RS is processed at

the source, and the decisions are subsequently broadcast to the involved relays.

The selected relays receive signals from the source, amplify the received signals, and

transmit the signals to the destination simultaneously. At each relay, the received signals

are split according to a power ratio of ρj : (1− ρj) for IP and EH, respectively.

The selected relays are assumed to operate on orthogonal channels with equal bandwidth,

such that the interference among them can be avoided. The received signals from multiple
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Figure 4.1: Full-duplex energy-harvesting relay network

relays are combined at the destination. Let W denote the total bandwidth available to

the network. Subsequently, each selected relay is allocated with a channel with bandwidth

W/|R|, where R is the set of the selected relays and | · | represents the cardinality of a set.

Let hj denote the channel response between S and Rj (j = 1, 2, · · · , N), and fj the

channel response between Rj and D. The self-interference caused by the FD operation mode

can be effectively suppressed by passive and active self-interference mitigation techniques

[18]. The residual self-interference channel response is denoted as Ωj. Note that these are

the equivalent channel responses after self-interference mitigation is applied. The received

signal at Rj can be derived as

yRj
[n] = hjxS[n] + ΩjxRj

[n] + wAj
[n] (4.1)
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where xRj
denotes the transmit signal of Rj. wAj

and wPj
denote the antenna noise and pro-

cessing noise at the relays, respectively, whose distribution follows CN (0, σ2
A) and CN (0, σ2

P ),

respectively, where σ2
A = NAW/|R| and σ2

P = NPW/|R|. NA and NP denote the correspond-

ing noise power spectral density.

Subsequently, with a power ratio of ρj : (1− ρj), ρ ∈ [0, 1], the received signal yRj
at Rj

is split for IP and EH, as described in

yIPj
[n] =

√
ρj yRj

[n] (4.2)

yEHj
[n] =

√

1− ρj yRj
[n]. (4.3)

If Rj is selected, then yIPj
is amplified and forwarded to the destination. Given the

amplification factor at Rj, denoted by βj, the transmit signal at Rj can be derived as

xRj
[n] = βj(yIPj

[n− 1] + wPj
[n]). (4.4)

The required transmit power at Rj is

PRj
= E[|xRj

|2] = β2
j (ρjE[|yRj

|2] + σ2
P ). (4.5)

Note that the energy used for transmission at Rj should be exclusively supplied by the

EH from yEHj
. This means that the average transmit power should equal to the average

harvested power. Given the EH efficiency ξ, the largest transmit power that Rj can support
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is

PRj
= ξ E[|yEHj

|2]. (4.6)

Combining (4.5) and (4.6), we obtain the value of βj as

βj =

√

ξ(1− ρj)E[|yRj
|2]

ρjE[|yRj
|2] + σ2

P

≈
√

(1− ρj)ξ
ρj

. (4.7)

This approximation is justified because ρjE[|yRj
|2] ≫ σ2

P in practical networks. Otherwise,

the S-D SINR would be extremely small.

To obtain the source-to-destination capacity, we first derive the received signal at the

destination via the jth relay

y
(j)
D [n] = fjxRj

[n] + w
(j)
D [n] (4.8)

where w
(j)
D is the noise at the destination in the frequency band allocated to Rj. The noise

follows the distribution CN (0, σ2
D) with σ

2
D = NDW/|R|, and ND is the noise power spectral

density at the destination.

The received signals from multiple relays are combined at the destination. Let γ
(j)
D denote

the SINR of the received signal at D via Rj. Similar to [36], the capacity of the link from S

to D can be calculated as

CD =
W

|R| log2

(

1 +
∑

j∈R
γ
(j)
D

)

. (4.9)
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4.3 A Greedy Relay Selection Method

In this study, the performance objective of the RS is to maximize the source-to-destination

capacity. Therefore, the RS problem can be formulated as follows:

maximize
R,ρ

CD(R,ρ) (4.10a)

subject to ρj ∈ [0, 1], j = 1, 2, · · · , N (4.10b)

whereR is the set of selected relays and ρ denotes the vector of the corresponding PS factors.

Because the RS optimization problem is a 0-1 programming that is computationally

intractable with exponential complexity, in the following, we propose a greedy RS method

for the investigated FDEH relaying networks.

Our proposed greedy RS method starts with R0 = ∅ and gradually adds the relays one

after another. At each step, we maintain the selected relays in the previous step and add

one of the remaining relays that would achieve the maximum capacity if it were added to

the selected relay set in the previous step. Let Ri denote the selected relays in the ith

step. Hence, R0 ⊂ R1 ⊂ · · · ⊂ RN . The detailed descriptions of the proposed method are

presented in Algorithm 1. The intuition that inspired the algorithm is as follows. The relays

selected in the previous step, with fewer relays cooperating, are expected to experience

better channel conditions to the source and the destination. Other combinations of the

same number of relays are unlikely to outperform this set of relays when adding an extra

relay. Therefore, the relays selected in the previous step should be selected with priority

in the current step as well. Although this is a heuristic algorithm, i.e., the optimality is
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not guaranteed, our simulations demonstrate that its performance is almost identical to the

exhaustive-search-based optimal algorithm.

The variable ρ∗ in Line 14 of Algorithm 1 is the vector of the optimal PS factors for all

the candidate relays. Each element of ρ∗ is obtained in Line 11. Note that this optimization

of ρj is irrelevant with the identities of the other selected relays or their related channel

responses. However, it is relevant with the bandwidth allocated to Rj because the noise

power is bandwidth dependent. Hence, only the number of selected relays |R|, rather than

the elements in R, affects the optimization of ρj.

Therefore, given a fixed number of selected relays N ′, the joint optimization is equivalent

to optimizing ρj first for each relay and subsequently selecting the best relays in the second

step.

Finally,R∗ is determined as the optimal set of relays to be selected amongR1,R2, · · · ,RN

according to

R∗ = argmax
Rn∈{R1,R2,··· ,RN}

CD(Rn,ρ
∗). (4.11)

The computational complexity of the proposed greedy RS method in terms of the number

of available relays N is O(N2), which is significantly reduced compared with the exponential

complexity of the exhaustive-search-based RS method. Because the performance gain of RS is

more compelling when N is larger, the practical significance of the complexity reduction also

becomes more attractive, especially for EH relays, whose computational power is typically

limited.

To further investigate the properties of the optimization of ρj in Line 11 of Algorithm 1,

we derive the analytical relationship between the objective function, the SINR of the received
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Algorithm 1 Greedy RS for EHFD relay networks

Input: Available relay set ΩR = {R1, R2, · · · , RN}, CSI h and f

Output: Selected relay set R∗

R0 ← ∅

Ω← ΩR

Cmax ← 0
Nmax ← 0
for n = 1, 2, · · · , N do

Cn ← 0
for j = 1, 2, · · · , N do

ρ∗j ← argmax
ρj∈[0,1]

γ
(j)
D (ρj, hj, fj, |R|)

end for
for R′ ∈ Ω do

C ′ = CD(Rn−1 ∪ {R′},ρ∗)
if Cn < C ′ then

Cn ← C ′

R̃n ← R′

end if
end for
Rn ← Rn−1 ∪ {R̃n}
Ω← Ω \ {R̃n}
if Cmax < Cn then

Cmax ← Cn

Nmax ← n
R∗ ← Rn

end if
end for

signals at the destination γ
(j)
D , and the PS factor ρj. The power of the received signal at the

destination y
(j)
D can be obtained as

E

[∣
∣
∣y

(j)
D

∣
∣
∣

2
]

= β2
j ρj|fj|2|hj|2PS

+ |fj|2|Ωj|2β2
j ρjPRj

+ |fj|2β2
j ρjσ

2
A + |fj|2β2

jσ
2
P + σ2

D (4.12)
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where the expectation is taken with respect to the source symbol realizations.

γ
(j)
D =

|hj|2|fj|2PS

(1−ρj)ξ|Ωj |2|fj |2
1−(1−ρj)ξ|Ωj |2 (PS|hj|2 + σ2

A) + (σ2
A +

σ2
P

ρj
)|fj|2 + σ2

D

(1−ρj)ξ

(4.13)

Only the first term on the right-hand side of (4.12) corresponds to the useful signal from

the source. Hence, given the amplification factor in (4.7), the end-to-end SINR of the

S → Rj → D link is presented in (4.13). It can be proven that γ
(j)
D is quasi-concave with

respect to ρj, similarly to [37]. This means that the optimization of ρj is a maximization

problem of a quasi-concave objective function. Therefore, the global optimizer ρ∗j can be

obtained by one-dimensional search methods without the concern of locally optimum traps

[26].

4.4 Simulations

In this section, we present the simulations to evaluate the performance and characteristics

of the proposed greedy RS method. The simulation parameters are set as in Table 4.1 and

all the channels follow the Rayleigh fading. The residual self-interference channel gain at

the relays E[|Ωj|2] is set to −60 dB. This is a practical value as the self-interference channel

gain without any mitigation is approximately −15 dB [22] and the existing self-interference

mitigation can easily suppress the self-interference by 45 dB [18].

In Figures 4.2 and 4.3, we compare the performance of our proposed greedy RS method

with the SRS method, the all-participate (AP) method, and the exhaustive search based

optimal RS method. The performance metrics employed in this study are the source-to-

destination capacity and the outage probability. The SRS method restricts the number of
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Table 4.1: Simulation Parameters

Bandwidth 10 MHz
Noise Power Spectral Density −174 dBm/Hz

Noise Figure 5 dB
Energy Harvesting Efficiency 90%

Residual Self-Interference Channel Gain −60 dB
Number of Available Relays 4, 8
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Figure 4.2: Average capacity comparison of the RS methods.

selected relays to one, whereas the AP method involves all the available relays into the

transmission.

The AP method and the SRS method approach the optimal performance at the lower

and higher ends of the SNR axis, respectively. This phenomenon can be explained as follows.

Having more relays cooperating leads to more harvested energy overall for relaying. This is

desirable when the source transmit power is low. On the other hand, selecting fewer relays

results in a larger bandwidth for each of them. This is a more efficient way to utilize the

spectrum while the source transmit power is relatively high. From another perspective, this
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Figure 4.3: Outage probability comparison of the RS methods. The outage threshold is set
to 0.5 bps/Hz.

observation is also supported by Figure 4.4, in which the average number of selected relays

at different SNRs are presented. Figure 4.4 shows that both the greedy RS method and the

exhaustive-search-based RS method tend to select more relays at low SNRs and fewer at

high SNRs. This result also demonstrates that in FD EH relay networks, the SRS cannot

always lead to the optimal capacity and/or outage probability as in most conventional relay

networks.

Note that although the SRS method achieves similar average capacity to the exhaustive

search RS method at high SNR, the outage probability gap between them cannot be ignored.

This is because the capacity achieved by the two RS methods follow different distributions.

The SRS method results in a distribution with a heavier tail at the lower end. Therefore, as

the SNR increases, the outage probability of the SRS method does not decrease as quickly

as that of the exhaustive search RS method.
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Figure 4.4: Average number of selected relays in FDEH1W relay networks.

Figures 4.2 and 4.3 also demonstrate that our proposed greedy RS method outperforms

both the SRS and AP methods with different transmit SNRs at the source. It also achieves

a performance similar to that of the optimal RS method based on exhaustive search. By

changing from the exhaustive search RS method with exponential complexity to our pro-

posed greedy RS method with a complexity of O(N2), the computational burden can be

significantly reduced, especially when the number of available relays is large.

The influence of residual self-interference on the performance of the network is investi-

gated in Figure 4.5. The results show that the residual self-interference is always detrimental

to the network capacity. Therefore, in practice, the self-interference at the FD relays should

be mitigated as much as possible.
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Figure 4.5: Influence of residual self-interference on average capacity in FDEH1W relay
networks.

4.5 Conclusions

In this study, we investigated RS in FDEH1W relay networks. Compared with the

existing work on the RS in EH relay networks, we expanded the investigation in two aspects.

First, we investigated the RS in FDEH1W relay networks for the first time. Next, multiple

relays were allowed to participate in the relaying process simultaneously. Because the optimal

RS problem is computationally intractable, we proposed an efficient greedy RS method that

achieved near-optimum performance with significantly reduced complexity.
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CHAPTER 5

RELAY SELECTION IN FULL-DUPLEX ENERGY-HARVESTING

TWO-WAY RELAY NETWORKS

5.1 Background

The relay selection (RS) problem in energy harvesting relay networks is relatively new.

Most existing researches were conducted on HD or one-way relay networks [33, 34, 38].

However, the unique characteristics of FD EH two-way relay networks bring new insights

to the RS problem. In EH relay networks, the transmit power of relays is not restricted by

the volume of their batteries. Instead, the energy used for relaying is harvested from the

received signals. Selecting more relays will not consume extra energy from the batteries as

for conventional relays. On the contrary, it helps harvest more energy that can be used for

relaying. On the other hand, selecting multiple relays still entails bandwidth splitting to

avoid interference among the selected relays. Therefore, the RS problem under such a setup

is both interesting and challenging.

Table 5.1: Related Work on EH Relay Networks

SWIPT Method Relaying Mode Directions Relay Selection
[15] TS & PS HD One-Way None

[20, 21] TS FD One-Way None
[22] N/A FD One-Way None

[33, 34] PS HD One-Way SRS
[38] PS HD Two-Way SRS
[23] PS FD One-Way None
[35] PS FD Two-Way SRS

This work [39] PS FD Two-Way GRS
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Different from existing work in the literature, whose characteristics are summarized in

Table 5.1, in this chapter, we investigate the characteristics and performance of PS-based

full-duplex energy-harvesting two-way (PS-FDEH2W) relay networks and the relay selection

problem therein. We focus on EH relays that employ PS as the coordinating method between

IP and EH. The transmit power of the relays are exclusively provided by the energy harvest-

ing at the relays themselves. We assume that the relays transmit over mutually orthogonal

channels to avoid inter-relay interference in the FD mode. Both SRS and general relay se-

lection (GRS) with an arbitrary number of selected relays are then investigated. Several

near-optimal low-complexity RS methods are proposed and evaluated by simulations. Our

contributions are summarized as follows.

1. To the best of the authors’ knowledge, FDEH2W relay networks are investigated for

the first time. We employ PS-based SWIPT at the EH relays, which can enable real FD

information transmission in the investigated relaying network and improve the network

spectrum efficiency effectively.

2. With PS-based SWIPT, we first derive the end-to-end SINR with respect to the PS

factor for each EH relay and prove that the outage probability minimization is a quasi-

convex optimization problem. Therefore, the optimal PS factor for each EH relay can

be efficiently obtained by one-dimensional search algorithms.

3. As for the SRS problem, which is a simplified version of the GRS problem, the opti-

mization of the PS factor and the relay selection is decoupled due to the fixed number

of selected relays (i.e., 1). Based on the optimized PS factor at each relay, we propose

two efficient SRS methods for the investigated FDEH2W relay network, aiming at out-
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age probability minimization and sum capacity maximization, respectively. Both SRS

methods can achieve near-optimal performance at high SNR.

4. As for the GRS problem, the optimal GRS can be obtained by an exhaustive search

among all possible relay combinations. Unfortunately, the complexity is exponential

in the number of relays, which prevents the method from being employed in practical

applications. Therefore, we first propose three heuristic GRS methods based on the de-

signed worse channel ordering (WCO), channel harmonic mean ordering (CHMO), and

worse signal-to-interference-and-noise ratio ordering (WSINRO), respectively, which

can achieve sub-optimal GRS with very low complexity. To further improve the per-

formance of GRS methods with practical complexity, a greedy GRS method is then

proposed that can find the optimal relay ordering so long as it exists. Although the

optimal relay ordering does not always exist, all proposed GRS methods are shown to

outperform both the SRS methods and the all participate (AP) method while achieving

near-optimal performance.

The rest of this chapter is organized as follows. Section 5.2 introduces the system model

of our proposed PS-FDEH2W relay network as well as the corresponding RS problem for-

mulation. Section 5.3 presents the PS factor optimization and the SRS problem. The GRS

problem is discussed in Section 5.4 and various GRS methods are proposed. Simulations

and corresponding discussions are presented in Section 5.5 to evaluate the performance of

our proposed RS methods in terms of the outage probability and the sum capacity. Finally,

Section 5.6 concludes this chapter.
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5.2 System Model and Problem Formulation

5.2.1 System Model

As shown in Fig. 5.1, in this work, we investigate a PS-FDEH2W AF relay network. All

involved nodes, including two sources and N relays, operate in FD mode, which means that

they transmit and receive signals simultaneously over the same frequency band. We assume

that no direct link exists between the sources and the sources have perfect knowledge of all

channels, while each relay only knows the channels related to itself. The relay selection is

processed at the sources and the decisions are then broadcast to the involved relays.

The relays receive signals from both sources. The selected relays amplify the received

signals and transmit the combined signals back to the sources simultaneously, so that the

sources can extract the information sent from the other side. At each relay, the received

signals are split according to a power ratio of ρj : (1− ρj) for IP and EH, respectively. The

harvested energy is transferred to the batteries for temporary storage and then used to power

the transmission circuits.

In order to avoid the potential inter-relay interference due to the FD operation mode of

the relays, we assume that orthogonal channels with equal bandwidth are allocated to the

selected relays, and the received signals from multiple relays are combined at the sources.1

Let R denote the set of the selected relays. The total bandwidth available to the network is

W . Then, each selected relay occupies a channel with bandwidthW/|R|, where |·| represents

the cardinality of a set. Note that such bandwidth allocation for the relays is different from

1One should note that the performance of the network could be improved if the network beamforming
technique was implemented by phase compensation and power adjustment at the relays. Network beam-
forming in EH relay networks will be investigated in Chapter 6.
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many RS-oriented work in the literature. This difference, along with the EH components of

the relays, results in interesting variations in the optimal RS strategy. We will discuss these

variations in detail in Section 5.2.2 and Section 5.4.

(a) System Diagram

(b) Relay Node Diagram

Figure 5.1: A full-duplex energy-harvesting relay network.

The channel response between Si (i = 1, 2) and Rj (j = 1, 2, · · · , N) is denoted by hij.

The self-interference due to the FD operation mode can be effectively suppressed by various

self-interference mitigation methods [18]. However, the residual self-interference still plays

an important role in the performance of the network. Therefore, in order to investigate the

impact of residual self-interference, it is necessary to model it at each FD node explicitly. In

this work, the residual self-interference channel response of Si and Rj are denoted as ΩSi
and

ΩRj
, respectively. Note that these are the equivalent channel responses after self-interference
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mitigation. Then, the received signal at Rj is

yRj
[n] =

2∑

i=1

hijxSi
[n] + ΩRj

xRj
[n] + wAj

[n] (5.1)

where xRj
denotes the transmitted signal from Rj. The antenna noise and processing noise

at the relays are represented by wAj
and wPj

, whose distribution follows CN (0, σ2
A) and

CN (0, σ2
P ), respectively, where σ

2
A = NAW/|R| and σ2

P = NPW/|R|. NA and NP denote the

corresponding noise power spectral density. The received signal yRj
at Rj is then split for

IP and EH with a power ratio of ρj : (1− ρj), ρ ∈ [0, 1], as described in

yIPj
[n] =

√
ρj yRj

[n] (5.2)

yEHj
[n] =

√

1− ρj yRj
[n]. (5.3)

If Rj is selected to cooperate, then yIPj
is amplified and forwarded to the sources. Let βj

denote the amplification factor at Rj. The transmit signal at Rj is

xRj
[n] = βj(yIPj

[n− 1] + wPj
). (5.4)

Then the required transmit power at Rj with amplification factor βj is

PRj
= E[|xRj

|2] = β2
j (ρjE[|yRj

|2] + σ2
P ). (5.5)

Note that the investigated EH relays do not rely on additional power sources and all the

energy used for transmission at Rj is harvested from yEHj
. This means that the transmit
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power equals to the harvested power on average. Given the EH efficiency ξ, the allowable

transmit power at Rj is

PRj
= ξ E[|yEHj

|2]. (5.6)

Combining (5.5) and (5.6), we obtain the value of βj as

βj =

√

ξ(1− ρj)E[|yRj
|2]

ρjE[|yRj
|2] + σ2

P

≈
√

(1− ρj)ξ
ρj

. (5.7)

This approximation is justified as ρjE[|yRj
|2] ≫ σ2

P in practical networks. Otherwise, the

end-to-end SINR would be very small if the signal and interference could not dominate the

received power at the relays.

The received signal at Si via the jth relay is

y
(j)
Si
[n] = hijxRj

[n] + ΩSi
xSi

[n] + wij[n] (5.8)

where wij is the noise at Si, which follows the distribution CN (0, σ2
S) with σ

2
S = NSW/|R|

and NS is the noise power spectral density at the sources.

The received signals from multiple relays are combined at the sources. Let γ
(j)
Si

denote

the SINR of the received signal at Si via Rj. The capacity of the link from S2 to S1 can be

calculated as

CS1 =
W

|R| log2

(

1 +
∑

j∈R
γ
(j)
S1

)

(5.9)

and same for the link from S1 to S2, mutatis mutandis.
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5.2.2 The Relay Selection Problem

In this chapter, we consider two important performance metrics for the relay selection

problem, that is the outage probability and the ergodic sum capacity. The outage probability

is defined as

Pout = Pr{min(CS1 , CS2) < Cth} (5.10)

where Cth is the outage threshold below which the capacity is considered as unacceptable.

The ergodic sum capacity is defined as

CE = E[CS1 + CS2 ] (5.11)

in which the expectation is taken with respect to channel realizations.

The relay selection problem can be formulated as

minimize
R,ρ

J(R,ρ) (5.12a)

subject to ρj ∈ [0, 1], k = 1, 2, · · · , N (5.12b)

where J(R,ρ) is an objective function whose value varies with the set of selected relays R

and the corresponding PS factors ρ. The specific forms of the objective function will be

discussed in detail in Sections 5.3 and 5.4.

For conventional relay networks without energy harvesting, the relays operate on their

own battery. Therefore, selecting more than one relay to cooperate may not be desirable in

terms of energy efficiency. For energy-harvesting relay networks, however, each relay harvests
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energy from its received signals independently. Consequently, selecting more relays would

not increase the energy consumption. Instead, more energy would be harvested from the

signals transmitted by the sources and the received SINR would be enhanced.

The downside of selecting more than one relay is that the selected relays still need to

transmit and to receive over orthogonal channels, meaning that different segments of the

frequency spectrum are assigned to different relays. As a result, the AP method is not

necessarily optimal for EH relay networks either. This tradeoff between the SINR and the

bandwidth utilization makes the investigated RS problem more interesting.

On the other hand, the general RS problem is a nonlinear 0-1 programming problem,

which is known to be intractable in practice due to its exponentially increasing complexity

with respect to the number of relays. For simplicity, we first focus on the SRS methods in

Section 5.3. Then, we further study the more complicated GRS problem in Section 5.4.

5.3 Single Relay Selection

We first consider a scenario where only one relay is selected each time, i.e., |R| = 1. With

this additional constraint, solving the RS optimization problem is computationally tractable,

with the complexity of merely O(N). To achieve different goals, we present the following two

SRS criteria: the outage probability, which captures the fairness of the selection method,

and the sum capacity, which captures the overall network performance.

Note that for these criteria, the optimization of the PS factor is independent of the relay

selection. Therefore, the joint optimization is equivalent to optimizing ρj first for each relay

and selecting the best relay in the second step.
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5.3.1 Minimum Outage Probability

First, we consider the SRS methods aiming to minimize the outage probability of the

network. Note that for each channel realization, minimizing the outage probability is equiva-

lent to maximizing min(CS1 , CS2), which in turn is equivalent to maximizing min
(

γ
(j)
S1
, γ

(j)
S2

)

.

Therefore, the SRS problem with minimum outage probability is formulated as

j∗ = argmin
j∈{1,2,··· ,N}

min
ρj∈[0,1]

J
(j)
Pout

(ρj) (5.13)

where J
(j)
Pout

(ρj) = −min
(

γ
(j)
S1
, γ

(j)
S2

)

is the objective function if the jth relay was selected,

i.e., R = {Rj}.

For each relay Rj, we first find the optimal PS factor that minimizes the outage proba-

bility if Rj is selected. Then we find the best relay with their respective ρ∗j .

To investigate the properties of this optimization problem, we first derive the SINR of

the received signals at the sources. The power of y
(j)
Si

can be obtained as

E

[∣
∣
∣y

(j)
Si

∣
∣
∣

2
]

= β2
j ρj|hij|2|hīj|2PS

+ |hij|2|ΩRj
|2β2

j ρjPRj
+ |hij|2β2

j ρjσ
2
A + |ΩSi

|2PS

+ |hij|2β2
jσ

2
P + σ2

S (5.14)

where PS denotes the source transmit power and ī is the index of the other source. The

expectation is taken with respect to source symbol realizations.

Only the first term on the right-hand side of (5.14) corresponds to the useful signal from

the other source Sī. Hence, given the amplification factor in (5.7), the end-to-end SINR of
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the Sī → Rj → Si link is

γ
(j)
Si

=
β2
j ρj|hij|2|hīj|2PS

|hij|2|ΩRj
|2β2

j ρjPRj
+ |hij|2β2

j ρjσ
2
A + |ΩSi

|2PS + |hij|2β2
jσ

2
P + σ2

S

(5.15)

=
|hij|2|hīj|2PS

(1−ρj)ξ|ΩRj
|2

1−(1−ρj)ξ|ΩRj
|2 |hij|2[PS(|hij|2 + |hīj|2) + σ2

A] + (σ2
A +

σ2
P

ρj
)|hij|2 + |ΩSi

|2PS+σ2
S

(1−ρj)ξ

. (5.16)

Proposition 5.1 The objective function J
(j)
Pout

for Rj is quasi-convex with respect to the

power splitting factor ρj over the open interval (0, 1).

Proof. See Appendix.

Apparently, neither ρj = 0 nor ρj = 1 is the minimizer of J
(j)
Pout

. Therefore, Proposition 5.1

guarantees that we can find a ρj that achieves the globally minimum outage probability for

ρj ∈ [0, 1] by local search methods, such as the method of gradient descent or the Newton-

Raphson method [26]. Since these methods are well-studied and are suitable for quasi-convex

optimization problems, we will not expand our discussion on this subject in this chapter.

5.3.2 Maximum Sum Capacity

In this subsection, we discuss the RS criteria that maximize the sum capacity in both

directions. Hence, the problem is formulated as

j∗ = argmax
j∈{1,2,··· ,N}

max
ρj∈[0,1]

(

C
(j)
S1

+ C
(j)
S2

)

. (5.17)

Note that the conclusion drawn from Proposition 5.1 is not applicable to the maximum

sum capacity SRS. Although we can always apply the same optimization algorithm to this
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problem, the solution is not necessarily the global optimum. However, through our simula-

tions in Section 5.5, we find that the obtained solutions almost always yield good results in

terms of sum capacity.

5.4 General Relay Selection

As explained in Section 5.2.2, neither the SRS methods nor the AP method is the optimal

RS method under all circumstances. Therefore, it is necessary to further investigate the GRS

problem for EH relay networks.

In this chapter, we focus on the networks in which relays transmit over mutually or-

thogonal channels. Compared with relays that transmit over a shared channel, this type

of networks is easier to implement and have smaller overhead. Although sharing the same

bandwidth provides higher rate, it requires carrier-level synchronization at the relays, which

allows precise phase adjustment of the relay transmission signals so that coherent combining

at the receivers is possible [12].

Since the optimal GRS problem is computationally intractable with exponential complex-

ity, some heuristic algorithms have been proposed to solve the GRS problem for conventional

relay networks without energy harvesting [8, 9, 40]. In this section, we also propose two types

of heuristic GRS methods for the investigated FDEH2W relaying networks.

5.4.1 GRS Methods Based on Relay Ordering

An intuitive way to simplify the GRS problem is to find an optimal relay ordering in which

the predecessors should always have higher priorities to be selected than the successors.

More rigorously, for an optimal relay ordering (τ1, τ2, · · · , τN), the relay selection R∗
N ′ =
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{
Rτ1 , Rτ2 , · · · , RτN′

}
is optimal among all relay selection sets with N ′ relays, where 1 6

N ′ 6 N . Correspondingly, a function ψ(h1j, h2j) that could induce such an ordering by a

descending sort is called an optimal relay ordering function.

After the optimal relay ordering is obtained, the remainder of the problem is to determine

the number of relays to select. Finding the number of cooperating relays can be achieved

with N iterations. Therefore, the complexity is linear in the number of candidate relays N ,

which is much lower than the exponential complexity of the original GRS problem.

In [9] and [40], the existence of such optimal relay ordering was discussed for conventional

relay networks in which the selected relays transmit over the same channel resource through

network beamforming. The results therein show that: when the options for each relay is

to cooperate with full power or not to cooperate at all, the optimal relay ordering does not

exist; whereas the optimal relay ordering does exist in cases where the relays can cooperate

with arbitrary power within their individual power limits. This is because that cooperating

with the maximum available power does not necessarily provide the optimal beamforming

SNR. Therefore, flexible adjustment of the transmit power is beneficial to the performance

improvement in network beamforming. For the investigated networks in this research, how-

ever, the transmission of each cooperating relay is decoupled since the relays transmit over

mutually orthogonal channels. It is always desirable for the relays to transmit with as much

power as possible. Therefore, the existence of the optimal relay ordering in the investigated

networks entails further investigation.

Proposition 5.2 For FDEH2W relay networks with more than 2 available relays, the opti-

mal relay ordering does not always exist.
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Proof. Let R∗
n denote the optimal relay selection set when n relay(s) is/are selected. If the

optimal relay order does exist, we have R∗
i ⊂ R∗

j for any 1 6 i < j 6 N . First we prove this

proposition for the case of N = 3 by finding an example in which R∗
1 is not a subset of R∗

2.

In this case, the transmit SNR is 30 dB, |h11|2 = 0.2308, |h12|2 = 0.1025, |h13|2 = 0.0167,

|h21|2 = 0.0220, |h22|2 = 0.0428, and |h23|2 = 0.2813. By exhaustive search, we find that

R∗
1 = {R1} and R∗

2 = {R2, R3}. Obviously, R∗
1 6⊂ R∗

2 and, hence, the optimal relay ordering

does not exist in this case. This example can be easily extended to cases where N > 3 by

making |hij|2 → 0, ∀i ∈ {1, 2} and j > 3. Therefore, the optimal relay ordering does not

always exist for FDEH2W relay networks with 2 or more available relays.

In fact, the simulations in Section 5.5.2 also demonstrate that the optimal relay ordering

does not always exist.

Although the optimal relay ordering may not exist in some cases, we can still adopt the

idea of relay ordering to achieve sub-optimal RS with low complexity. Therefore, we propose

three sub-optimal relay ordering functions for the investigated FDEH2W relaying networks.

5.4.1.1 Worse Channel Ordering (WCO)

The WCO function is defined as the lower channel gain between the S1 ↔ Rj and the

S2 ↔ Rj channels

ψWCO(h1j, h2j) = min{|h1j|2, |h2j|2}. (5.18)
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5.4.1.2 Channel Harmonic Mean Ordering (CHMO)

The CHMO function is defined as the harmonic mean of the same two channel gains

ψCHMO(h1j, h2j) =

(
1

|h1j|2
+

1

|h2j|2
)−1

. (5.19)

5.4.1.3 Worse SINR Ordering (WSINRO)

Given that only Rj is selected to cooperate, the WSINRO function takes value as the

lower SINR between the S1 → S2 and the S2 → S1 links

ψWSINRO(h1j, h2j) = min
(

γ
(j)
S1
, γ

(j)
S2

)

. (5.20)

5.4.2 A Greedy GRS Method

The relay ordering functions proposed in the previous subsection are heuristic and sub-

optimal. And simulations show that they do not perform as well as the optimal GRS method.

In order to improve the performance of GRS, we further propose a greedy GRS method to

achieve near-optimal RS. The greedy GRS method starts with R0 = ∅ and gradually adds

the relays one by one as RN ′ = RN ′−1 ∪
{

Rj∗
N′

}

, where

j∗N ′ = argmin
j, Rj∈{R1,R2,··· ,RN}\RN′−1

J(RN ′−1 ∪ {Rj} ,ρ∗) (5.21)
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and ρ∗ is the vector of optimal PS factors for all the candidate relays. Finally, we choose

R∗ as the optimal set of relays to be selected among R1,R2, · · · ,RN according to

R∗ = argmin
Rn∈{R1,R2,··· ,RN}

J(Rn,ρ
∗). (5.22)

The computational complexity of this greedy GRS method in terms of the number of

available relays is obviously O(N2).

Note that Ri ⊂ Rj for i < j. Hence, the greedy GRS method would find the optimal

relay ordering if it does exist. In other words, the proposed greedy GRS method should

perform at least equally well as the relay ordering based methods presented in Section 5.4.1.

5.5 Simulations

In this section, we present simulations to evaluate the performance and characteristics

of the proposed RS methods. In the simulations, parameters are set as in Table 5.2 and all

channels follow Rayleigh fading. As for the residual self-interference channel gain, −85 dB

to −15 dB is considered as a pragmatic range. The self-interference channel gain without

cancellation is approximately −15 dB [22] and practical self-interference cancellation can

already suppress the interference by 70 dB or more [18]. Therefore, we set E[|ΩSi
|2] to

−85 dB as the self-interference is unambiguously harmful at the sources. E[|ΩRj
|2] is set

to −85 dB except for the simulation in Section 5.5.3, where the effect of self-interference

cancellation is under investigation.
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Table 5.2: Simulation Parameters

Bandwidth 10 MHz
Noise Power Spectral Density −174 dBm/Hz

Noise Figure 5 dB
Energy Harvesting Efficiency 90%

Residual Self-Interference Channel Gain −85 dB
Outage Threshold 0.5 bps/Hz

5.5.1 Performance Comparison

We first investigate the performance of the proposed RS methods with various source

transmit SNR as presented in Figs. 5.2-5.4.

When the source transmit power is low, the AP method performs better than the SRS

method in terms of sum capacity. This is mainly because the AP method could harvest

more energy and enhance the overall SINR at the sources. Whereas when the source trans-

mit power is high, selecting the best relay that could utilize the channel bandwidth more

efficiently becomes more important, since the best relay can harvest considerable amount of

energy by itself already. As a result, the SRS method outperforms the AP method, at the

cost of marginally increased complexity.

In Fig. 5.3, however, the AP method yields better outage probability than the SRS at high

SNR. This is on the contrary to the performance shown in Fig. 5.2. To further investigate this

phenomenon, we plot the empirical cumulative distribution function (CDF) of the minimum

capacity of the two directions in Fig. 5.4. Note that, by definition, the value of the CDF at

Cth is the outage probability if Cth is chosen as the threshold. We can see clearly from this

figure that the choice of the outage threshold affects the relative relationship of the outage

probability of the RS methods. At the transmit SNR of 25 dB, the SRS method has higher

outage probability than the AP method if the threshold is small. The order is reversed if a
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Figure 5.2: Sum capacity comparisons with varying source transmission SNR

higher threshold is chosen at the same SNR. The threshold for outage is set to 0.5 bps/Hz

while plotting Fig. 5.3. And that explains why, at high SNR, the SRS method yields higher

outage probability in Fig. 5.3 while achieving higher average sum capacity in Fig. 5.2.

As for the proposed GRS methods, all of them achieve at least as good performance as

the SRS and the AP methods uniformly across different source transmit power. Also from

Figs. 2 and 3, we find that all the proposed GRS methods based on WCO, CHMO, and

WSINRO, as well as the greedy GRS method achieve very close performance in terms of sum

capacity and outage probability compared with the optimal RS method based on exhaustive

search.

From this set of simulations, we can conclude that the SRS and the AP methods are near-

optimal for high SNR and low SNR situations, respectively. This observation is corroborated

in the following two aspects. In Fig. 5.2, the AP method has similar performance with the

GRS methods at low SNR and the SRS methods achieves similar performance with the
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Figure 5.3: Outage probability comparisons with varying source transmission SNR

GRS methods at high SNR. From another perspective, it is also supported by simulation

results presented in Fig. 5.5. The average number of selected relays by the GRS methods,

including the exhaustive search method, eventually reduces to 1 as the source transmission

power increases. This observation is fundamentally different from that in the conventional

RS problem, where SRS is always optimal [7].

In all these figures, all of the proposed GRS methods achieve near-optimum performance

in terms of both the sum capacity and the outage probability, especially for the WSINRO

based GRS method and the greedy GRS method. Although difficult to observe from the

figures, the gap between the WSINRO based GRS method and the exhaustive search does

exist. This means that the WSINRO is not the optimal relay ordering and the GRS method

based on it is not optimal either. From a practical perspective, however, we believe the

WSINRO based GRS method and the greedy GRS method achieve good compromise between

complexity and performance.

53



min(CS1
, CS2

)/W (bps/Hz)
0 1 2 3 4 5

C
u
m
u
la
ti
v
e
D
is
tr
ib
u
ti
o
n
F
u
n
ct
io
n

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SRS
AP
Exhaustive Search

0.4 0.5 0.6

0

0.01

0.02

0.03

0.04

0.05

AP

SRS

Exhaustive Search

Figure 5.4: The cumulative distribution functions of the min capacity at 25 dB.

5.5.2 Number of Relays

The number of available relay candidates that are available for selection also affects the

performance of the RS methods. As shown in Fig. 5.6 and Fig. 5.7, because of the diversity

gain brought by the relays, increasing the number of relay candidates benefits all the RS

methods except the AP one. When the number of available relays is large, selecting all of

them causes the bandwidth to be split into too many subbands. As a result, the SINR gain

brought by the extra power harvested by the relays is no longer large enough to overcome

the capacity loss due to the bandwidth reduction, especially at high SNR. Therefore, the

performance of AP is not monotonically increasing with the number of relays.

The GRS methods also uniformly outperforms both the SRS and the AP methods. In

addition, in terms of both the sum capacity and the outage probability, the performance gap

between the GRS methods and the SRS methods increases when the number of relays N
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Figure 5.5: Number of selected relays versus the source transmit SNR

increases from 2 to 6 and stabilizes thereafter. When N is small, the GRS methods tend to

select all “good” relays and the number of selected relays increases along with N . When N

is large, the number of selected relays stops growing as N keep increasing. Hence, increasing

N will not provide as much extra benefit for GRS over SRS as it does when N is small.

As a result, the performance gap gradually stops increasing. This statement is corroborated

by Fig. 5.8, which shows the average number of selected relays of the four proposed GRS

methods while optimizing sum capacity and outage probability, respectively. In fact, the

number even slightly declines when N > 6. This is reasonable since the chance of having

“better” candidate relays increases as N increases and fewer relays tend to be selected. It is

similar as the phenomenon presented in Section 5.5.1.

Another important insight that can be drawn from this set of simulations is that the

greedy GRS method is demonstrated to be sub-optimal. As observed in the zoom-in win-

dows in Figs. 5.6-5.8, the greedy GRS method does not perform as well as the optimal
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Figure 5.6: Sum capacity comparisons with different number of relays

GRS method. In addition, the average number of selected relays by these two methods are

also different. These observations indicate that the greedy GRS method, at least in some

occasions, selects different subsets of relays with the optimal GRS method. Furthermore,

because the greedy GRS method is guaranteed to find the optimal relay ordering if it does

exist, these phenomena corroborate Proposition 5.2 that an optimal relay ordering does not

always exist.

5.5.3 Effects of Self-Interference at the Relays

The sum capacity and the outage probability with different self-interference channel gains

are shown in Fig. 5.9 and Fig. 5.10, respectively. E[|ΩRj
|2] varies from −55 dB to −15 dB.

The transmit SNR is set to 20 dB, with other settings unchanged.

In Fig. 5.9, we observe that the sum capacity is monotonically increasing when the resid-

ual self-interference channel gain becomes weaker. And it begins to plateau when E[|ΩRj
|2]
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is below −30 dB. Intuitively, however, there should be a non-zero optimal E[|ΩRj
|2] for such

EH relay networks, since the system could benefit from the loopback interference at the

relays as an additional source of energy that can be harvested. Nonetheless, as we can see

in (5.16), the end-to-end SINR is monotonically decreasing with E[|ΩRj
|2]. This is caused

by the approximation made in (5.7), which assumes the power of the received signals at the

relays is much larger than that of the processing noise. In this case, the power harvested

from the self-interference is simply too little to overcome its undesirable effect, namely the

SINR degradation at the relays.

In Fig. 5.10, the outage probability curves of the SRS and the AP methods cross over

each other between −20 dB and −15 dB. This phenomenon is absent in the sum capacity

performance in Fig. 5.9. The reason is similar to that explained in Section 5.5.1. That is

the behavior of the outage probability is highly sensitive to the threshold of outage capacity,
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especially for the AP method whose capacity distribution is more concentrated around its

mean than the SRS method.

5.6 Conclusions

In this chapter, we studied the relay selection problem in two-way FD PS-SWIPT-based

EH relay networks. Based on the received SINR at the sources in FDEH2W networks, the

quasi-convexity of the PS factor optimization was proved, and the optimal PS factor for

each relay was obtained by one-dimensional search. In addition, we proposed two efficient

SRS methods based on the optimized PS factor at each relay. Both SRS methods perform

almost identically to the exhaustive search based optimal RS at high SNR. Then we in-

vestigated the GRS problem. Given the fundamental differences of the FDEH2W networks

from conventional multi-relay networks, we proved the suboptimality of SRS. Nonetheless,

the optimal GRS can only be obtained by exhaustive search with exponential complexity in
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Figure 5.9: Sum capacity comparisons with varying residual self-interference channel gain

the number of available relays. Hence, three relay ordering based GRS methods with linear

complexity and a greedy GRS method with quadratic complexity were proposed. Despite

the fact that the optimal relay ordering does not always exist, our proposed GRS methods

achieve near-optimal performance with much lower complexity than the exhaustive search.

5.7 Proof of Proposition 5.1

Proof. Let γ̃
(j)
Si

denote the denominator in (5.16), so that γ
(j)
Si

= |hij|2|hīj|2PS/γ̃
(j)
Si
.

J
(j)
Pout

= max
(

−γ(j)S1
,−γ(j)S2

)

(5.23)

= max

(

−|h1j|
2|h2j|2PS

γ̃
(j)
S1

,−|h2j|
2|h1j|2PS

γ̃
(j)
S2

)

(5.24)

Since both maximization and composition with a non-decreasing function preserve quasi-

convexity, and f(x) = − |hij |2|hīj |2Pī

x
is a non-decreasing function for x > 0, J

(j)
Pout

is quasi-
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gain

convex if both γ̃
(j)
S1

and γ̃
(j)
S2

are positive and quasi-convex. Since (1− ρj)ξ|ΩRj
|2 ≪ 1, we can

approximate γ̃
(j)
Si

as

γ̃
(j)
Si
≈ (1− ρj)ξ|ΩRj

|2|hij|2(PS(|hij|2 + |hīj|2) + σ2
A) + (σ2

A +
σ2
P

ρj
)|hij|2 +

|ΩSi
|2PS + σ2

S

(1− ρ)ξ .

γ̃
(j)
Si

is obviously positive because it is the denominator of the SINR. To prove that it is

quasi-convex, we derive its second derivative as

∂2γ̃
(j)
Si

∂ρ2j
≈ 2σ2

P |hij|2
ρ3j

+
2(|ΩSi

|2PS + σ2
S)

(1− ρj)3ξ
. (5.25)

It is obvious that
∂2γ̃

(j)
Si

∂ρ2j
> 0 for ρj ∈ (0, 1). Consequently, γ̃

(j)
Si

is convex. And a convex

function is also quasi-convex. Therefore, γ̃
(j)
Si

is quasi-convex and that concludes the proof.
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CHAPTER 6

NETWORK BEAMFORMING IN ENERGY-HARVESTING RELAY

NETWORKS

In previous chapters, we have investigated RS in networks with multiple EH relays. It

is a technique that exploits the cooperative diversity with relatively low complexity and the

relays use orthogonal channels. Network beamforming, on the other hand, is a more effective

technique in exploiting the cooperative diversity with shared bandwidth. In this chapter,

we propose a network beamforming scheme for EH relay networks with jointly optimized PS

factors.

6.1 Background

Beamforming is one of the most successful multi-antenna techniques that increases the

SNR at the receiver without increasing the transmit power. In EH relay networks, the beam-

forming in EH systems has been an active research area in recent years. An comprehensive

survey on this subject can be found in [41]. Most of existing work consider networks with a

single multi-antenna relay. However, installing and operating multiple antennas can be im-

practical for many wireless mobile devices, especially the ones rely on EH, due to limitations

on size, power, and cost.

Network/distributed beamforming in conventional networks has been a heated topic in

the literature. The optimization of the beamforming weights is studied assuming perfect

channel state information (CSI) [40] or only second-order statistics of the CSI [42] with
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the objective of SNR maximization or transmit power minimization. In cases where SNR

maximization is the objective, a total power constraint leads to an optimal solution that

reaches the total power limit, whereas individual power constraints yield relay transmit

powers that are not necessarily at their maximum allowable values.

For networks with SWIPT or EH, network/distributed beamforming by multiple single-

antenna relays is a relatively new research topic. In [43], a network with multiple sources, re-

lays, and destinations is considered. The relays facilitate the communications in the network

cooperatively by distributed beamforming. The PS-based EH is done at the destinations.

In this chapter, we propose a network beamforming scheme for networks with multiple

single-antenna PS-based EH relays. In such networks, the issue of power constraint becomes

more complicated compared to conventional relay networks. The relay transmit power is

neither constrained by a total limit nor individual limits. Instead, it is determined by the

PS factors because the power relays used to transmit is obtained through EH. Thus, the

optimization of PS factors becomes the most intriguing problem. In this research, we for-

mulate the joint optimization of PS factors at all relays and convert it to a quasi-convex

optimization problem with semidefinite relaxation (SDR). Hence, the globally optimal so-

lution can be obtained efficiently. We also propose a distributed, but sub-optimal, scheme

with closed-form solutions that only require local CSI at each relay. Simulations show that

both proposed schemes outperform the optimal RS schemes.
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Figure 6.1: Wireless Relay Network

6.2 System Model

The network we consider consists of R+2 nodes, each of which is equipped with a single

antenna, as shown in Fig. 6.1. Among these nodes, one is the source, one is the destination,

and all else are relays. All relays operate under the HD AF protocol.

The received signal at Relay i

ri =
√

PSfis+ vi,A (6.1)

which is split for IP and EH respectively according to PS factor ρi ∈ [0, 1], so that the signal

for IP

di =
√
ρiri + vi,P

and the signal for EH

d̄i =
√

1− ρiri.

63



Relay i amplifies the received signal ri with a factor of βi and adjust the phase by θi

before forwarding to the destination. Thus, the transmit signal at Relay i is

ti = βie
jθidi. (6.2)

The average transmit power of Relay i is

E[|ti|2] = β2
i (ρiPS|fi|2 + ρiσ

2
A + σ2

P ) (6.3)

and the average power of the signal split for EH at Relay i is

E[|d̄i|2] = (1− ρi)(PS|fi|2 + σ2
A). (6.4)

To maintain sustainable operation, the harvested power should equal to the transmit power,

that is,

E[|ti|2] = ξE[|d̄i|2] (6.5)

where ξ denotes the energy conversion efficiency for EH. Therefore,

βi =

√

ξ(1− ρi)(PS|fi|2 + σ2
A)

ρi(PS|fi|2 + σ2
A) + σ2

P

≈
√

ξ(1− ρi)
ρi

.
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The received signal at the destination

x =
R∑

i=1

giti + w = g⊤t+ w (6.6)

=
√

ξPS

(
R∑

i=1

√

1− ρifigiejθi
)

s+
√

ξ

R∑

i=1

√

1− ρigiejθi
(

vi,A +
vi,P√
ρi

)

+ w. (6.7)

Therefore, the SNR at the destination is

γ =
PS|

∑R
i=1

√
1− ρifigiejθi |2

∑R
i=1(1− ρi)|gi|2

(

σ2
A +

σ2
P

ρi

)

+
σ2
D

ξ

. (6.8)

Obviously, the SNR is maximized where θi = − arg fi − arg gi. Substituting θi in (6.8), we

have

γ =
PS(
∑R

i=1

√
1− ρi|figi|)2

∑R
i=1(1− ρi)|gi|2

(

σ2
A +

σ2
P

ρi

)

+
σ2
D

ξ

(6.9)

and the only variables to be optimized are the PS factors ρi, i = 1, 2, · · · , R.

6.3 PS Factor Optimization

6.3.1 Joint optimization

Our objective is to find the PS factors that maximizes γ. However, the non-concavity of

γ renders this optimization problem non-convex. To solve the problem efficiently, we first

convert the problem to a quasi-convex one. Then, the solution to the orignal problem can

be obtained with arbitrary accuracy by employing the bisection method and evaluating a

series of convex feasibility problems.
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For clearer presentation, let ai = |figi|, bi = |gi|2, xi =
√
1− ρi, and yi =

x2i
1− x2i

. γ can

then be rewritten as

γ =
PS(
∑R

i=1 aixi)
2

σ2
A

∑R
i=1 bix

2
i + σ2

P

∑R
i=1 biyi +

σ2
D

ξ

. (6.10)

Let vector a = [a1, a2, · · · , aR]⊤ and similarly for b, x, and y, we have

γ =
PSa

⊤xx⊤a

σ2
A

∑R
i=1 bix

2
i + σ2

Pb
⊤y +

σ2
D

ξ

(6.11)

Let X = xx⊤, then Xii = x2i and

γ =
PSa

⊤Xa

σ2
A

∑R
i=1 biXii + σ2

Pb
⊤y +

σ2
D

ξ

=
PSa

⊤Xa

σ2
Atr{BX}+ σ2

Pb
⊤y +

σ2
D

ξ

(6.12)

where

B =















b1

b2

. . .

bR















.

The righthand-side of (6.12) is quasi-convex in X and y, that is, the sub-level set

{X,y|γ < t} is convex for all t ∈ R. This can be trivially shown since the numerator

and the denominator are both linear in X and y.
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The optimization problem can be equivalently reformulated as

maximize
X,y

PSa
⊤Xa

σ2
Atr{BX}+ σ2

Pb
⊤y +

σ2
D

ξ

(6.13a)

subject to X = xx⊤, (6.13b)

yi =
Xii

1−Xii

, (6.13c)

0 6 Xii 6 1, (6.13d)

i = 1, 2, · · · , R. (6.13e)

Note that although the objective function in (6.13) is quasi-convex in X and y , the

constraints X = xx⊤ and yi =
Xii

1−Xii

, i = 1, 2, · · · , R are all non-convex. We propose to

convexify them by the following relaxations:

1. Semidefinite relaxation, i.e., replace X = xx⊤ by X ≻ 0 and

2. Replace yi =
Xii

1−Xii

by yi >
Xii

1−Xii

.

The first relaxation is tight if the resultant optimal X has rank 1. In our extensive simu-

lations, the rank of the solutions of X has always been 1. For the case where rank(X) > 1,

if it exists, the relaxation is no longer tight, i.e. the transformation is not exact. Nonetheless,

there are randomization techniques proposed in the literature that provide a good approxi-

mation to the original problem using the solution to the relaxed problem [42].

As for the second relaxation, the maximization process drives yi toward zero since bi > 0.

Hence, y∗i =
Xii

1−Xii

always holds for the optimal solution; otherwise, any y′i ∈
[

Xii

1−Xii

, y∗i

)

would yield a larger objective function value. Therefore, the second relaxation is also tight.
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A maximization problem with a quasi-concave objective function and convex constraints

can be solved with the bisection method by solving a series of convex feasibility problems of

the form

maximize
X,y

0 (6.14a)

subject to PSa
⊤Xa > c

(

σ2
atr{bx}+ σ2

pb
⊤y +

σ2
d

ξ

)

(6.14b)

X ≻ 0, (6.14c)

yi >
Xii

1−Xii

, (6.14d)

0 6 Xii 6 1, (6.14e)

i = 1, 2, · · · , R. (6.14f)

It is feasible if and only if the optimal SNR γ∗ > c. In the meantime, we known that

γ∗ =
PS(
∑R

i=1

√
1− ρ∗i |figi|)2

∑R
i=1(1− ρ∗i )|gi|2

(

σ2
A +

σ2
P

ρ∗i

)

+
σ2
D

ξ

6
ξPS(

∑R
i=1 |figi|)2
σ2
D

(6.15)

and

γ∗ > γ

∣
∣
∣
∣
∣
∣ρ1=ρ2=···=ρR=

1

2

. (6.16)

Therefore, with know upper and lower bounds, γ∗ can be found with arbitrary accuracy with

the bisection method and henceforth the corresponding X. The detailed description of the

algorithm is presented in Algorithm 2, where ǫ is a positive number denoting the tolerance.

The optimal PS factors can then be obtained by ρi = 1−Xii.
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Algorithm 2 PS factor optimization for network beamforming

Calculate the upper bound u and lower bound l of the SNR according to (6.15) and (6.16),
respectively.
repeat

c← u+ l

2
;

Solve the feasibility problem in (6.14);
if feasible then

l ← c;
X∗ ←X;

else
u← c;

end if
until u− l < ǫ
ρi ← 1−Xii, i = 1, 2, · · · , R.

6.3.2 Separate Optimization

To obtain the optimal PS factors requires a joint optimization with all channel responses

available. In some scenarios, one may prefer a distributed scheme where each relay determines

its own PS factor with CSI related to itself alone. In such cases, a sub-optimal solution can

be obtained by optimizing the PS factor at each relay separately. Relay i optimizes ρi by

maximizing the SNR γi at the destination as if only Relay i is available.

γi =
PS(1− ρi)|figi|2

(1− ρi)|gi|2
(

σ2
A +

σ2
P

ρi

)

+
σ2
D

ξ

=
PS|figi|2

|gi|2
(

σ2
A +

σ2
P

ρi

)

+
σ2
D

ξ(1− ρi)

(6.17)

Maximizing γi is equivalent to minimizing its denominator, which is denoted as γ̃i =

|gi|2σ2
A +
|gi|2σ2

P

ρi
+

σ2
D

ξ(1− ρi)
. Obviously,

∂2γ̃i
∂ρ2i

=
2 bσ2

P

ρ3i
+

2 σ2
D

(1− ρi)3ξ
> 0 (6.18)
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where 0 6 ρi 6 1. Therefore, γ̃i is convex in ρi ∈ [0, 1]. Let

∂γ̃i
∂ρi

= −|gi|
2σ2

P

ρ2i
+

σ2
D

(1− ρi)2ξ
= 0. (6.19)

Considering 0 6 ρi 6 1, we have ρ∗i =
|gi|σP

√
ξ

|gi|σP
√
ξ + σD

.

6.4 Simulations

We evaluate the performance of our proposed network beamforming scheme by simula-

tions and compare it with that of SRS and greedy GRS in the same network. Simulation

parameters are presented in Table 6.1. The transmit SNR at the source ranges from −4 dB

to 10 dB and the pathloss effect is ignored.

Table 6.1: Simulation Parameters

Bandwidth 10 MHz
Noise Power Spectral Density −174 dBm/Hz

Noise Figure 5 dB
Energy Harvesting Efficiency 90%

Outage SNR Threshold 5 dB

We first consider a simple network with only 2 relays and compare the average capacity

of our proposed SDR-based PS factor optimization method for NB with that of the grid

search. The results are presented in Fig. 6.2. The average capacity curves of these two

methods are almost identical. And the same is true for the 5- and 95-percentile curve pairs.

These observations demonstrate that our relaxations are tight and the relaxed optimization

problem is a very good approximation to the original one.

Then we compare the average capacities of different cooperative schemes with varying

source transmit SNR and numbers of relays. The results are shown in Fig. 6.3. Our proposed
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Figure 6.2: NB capacity comparisons between our proposed SDR-based PS optimization
method and the grid search. The dotted lines with corresponding markers show the 5- and
95-percentiles of the data.

jointly optimal NB scheme outperforms all other schemes. The separately optimized NB

scheme performs slightly worse than the jointly optimal one. In particular, the jointly

optimal NB scheme has a 7 − 8 dB gain compared with the greedy GRS scheme for the

network with 10 relays. This shows that the shared-bandwidth NB schemes can achieve a

much higher rate than even the best orthogonal-channel cooperative scheme. Of course, such

gain is obtained at the cost of additional complexity of synchronization among relays.

Comparing scenarios with 4 and 10 relays, the differences among schemes are more sig-

nificant when more relays are available. For example, the gain of the jointly optimal NB

scheme with respect to the separately optimized one is approximately 1 dB when there are

10 relays, while the same gain is about 0.5 dB in the scenario with 4 relays. This is mainly

because that, when more relays are available, the jointly optimal transmit power control,

implemented by PS factor adjustments, among relays can contribute more to the SNR at

the destination.
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Greedy GRS

NB - Joint

NB - Separate

10 Relays

4 Relays

Figure 6.3: Capacity comparisons among cooperative schemes with varying source transmis-
sion SNR

Figure 6.4: Outage probability comparisons among cooperative schemes with varying source
transmission SNR in a network with 3 relays.
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The outage probability performance comparisons among the same set of schemes are

presented in Fig. 6.4. We see a similar trend here that both NB schemes outperform the

RS ones. One interesting observation is that the gain of the NB schemes are even larger,

especially at high SNR. This means that the improvement of NB schemes in reliability is even

more significant than that in average capacity. Furthermore, the NB schemes is demonstrated

to achieve higher diversity orders than the RS schemes, because their corresponding curves

have a steeper slope at high SNR.

6.5 Conclusions

In this chapter, we investigate the network beamforming technique in HD EH relay

networks. We formulated the joint optimization of PS factors and converted in to a quasi-

convex one using SDR to enable an efficient solution. The jointly optimal PS factors are

obtained with arbitrary accuracy by a combination of the bisection method and a series of

convex feasibility problem. We also proposed a sub-optimal distributed solution in closed-

form that optimizes the PS factor of each relay separately. Simulations demonstrated the

superiority of both NB schemes compared with RS schemes.
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CHAPTER 7

JOINT POWER ALLOCATION AND SPLITTING UNDER

DOUBLY-SELECTIVE CHANNELS

Vehicular communications is an emerging research area that has been the focus of many

researchers in recent years [44, 45] and it is a typical scenario in which SWIPT can facilitate

the communications of energy constrained sensors. For example, direct connection to the

power grid may be unavailable for roadside units (RSUs) in rural areas or along remote

highways [46]. These RSUs rely on batteries to power themselves. SWIPT is a viable

and affordable solution to extend the lifetime of these RSUs and reduce their maintenance

cost. For future vehicles with a rapidly growing number of on-board sensors, SWIPT is

more meaningful for sustainable communications of their on-board sensors, whose power

can be supplied from other vehicles with excess power or grid-connected RSUs. And this

is especially true for electric vehicles as their power is usually more stringent and precious.

Moreover, this is also relevant in cooperative communications, where the relay node consumes

its own energy to help enhance the communication performance among other nodes. In the

setting we presented in the manuscript, the wireless energy transferred via SWIPT can

serve as an incentive for cooperation. Nonetheless, the time-invariant channel assumption in

existing studies on power allocation and splitting for SWIPT is generally invalid in vehicular

communications. It is well-recognized that channel fading is a major factor that limits the

performance of wireless communication systems. Channel estimation works well under slow

fading conditions. Under fast fading conditions, however, the CSI estimated by the receiver
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often becomes obsolete at the time of transmission. In vehicular communications, as the

movement speed of the vehicles increases, the channel coherence time decreases [47–50]. For

a vehicle moving at highway speed (75 mph or 120 km/h) with carrier frequency of 5.9 GHz,

the 50% channel coherence time is only 0.65 ms. For time-variant channels, the proposition

in [5] that static power splitting (SPS) scheme is the optimal dynamic power splitting (DPS)

scheme no longer holds. On the other hand, the existing schemes could not accommodate the

time-variant channel condition with optimal performance. The issue of channel prediction

was brought up in [51, 52]. This has led to significant improvement in the performance of

communication systems [53].

Frequency selectiveness, caused by the multi-path effect, is another aspect of channel

fading that affects the performance of wireless communication systems, especially for wide-

band systems such as VANETs. The tradeoff between power allocation principles favoring

information and power transfer, respectively, was investigated in [4].

Therefore, studying the optimization of power allocation and splitting factor for SWIPT

over doubly-selective channels is necessary for the application of SWIPT in practical scenar-

ios.

7.1 Background

Grover et al. studied the inherent and non-trivial rate-energy tradeoff in the power

allocation problem in SWIPT for frequency-selective channels [4]. The compromise between

the optimal allocation for the highest Shannon capacity and that for the highest efficiency of

power transfer was investigated. Traditionally, power allocation across subcarriers of different
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frequencies is investigated to improve the overall information transmission capacity. In the

context of SWIPT, power allocation over frequency selective channels was investigated by

some researchers in [4, 54]. Waterfilling has long been known as the optimal power allocation

scheme for information transmission, whereas power transfer favors a single-tone signal at

the subcarrier with the largest channel response.

In [4], however, it was assumed that there is no loss of power on observing the signal for

information decoding (ID). To the best of the authors’ knowledge, however, practical circuits

for EH from radio signals are not yet capable of directly decoding the carried information.

As a result, two practical circuit designs, namely TS and PS, were proposed in [55]. In [5]

and [56], the authors extended the work to a DPS scheme, which dynamically splits the

received signal into two streams, for ID and EH respectively, with varying splitting factors

over time. The rate-energy tradeoff is investigated by means of the rate-energy (R-E) region

in the context of flat-fading time-invariant channel.

In this chapter, we investigate the power allocation at the transmitter and power splitting

at the receiver for SWIPT over doubly-selective (i.e., selective in both the time and frequency

domains) channels in a point-to-point vehicular communications system. Compared with

existing work in the literature, we aim to improve the R-E region of the SWIPT system by

exploiting the time and frequency diversity. Our contributions can be summarized as follows:

1. We propose a two-step scheme, named as joint power allocation and splitting (JoPAS),

that optimizes the power allocation and power splitting over doubly-selective channels.

Since the original problem is non-convex and difficult to solve directly, we propose to

solve the problem along the time and frequency dimensions in a sequential manner.
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The power allocation and splitting are first optimized over multiple slots in a time

window while treating the channels as flat-fading. Then, the transmit power in each

time slot is allocated to all the subcarriers according to the waterfilling algorithm,

which is the optimal power allocation algorithm for traditional multi-carrier wireless

communications. We further reformulate the original optimization problem in the first

step of JoPAS, which is still non-convex, into a convex one, so that it can be solved

efficiently by existing algorithms in polynomial time.

2. We derive the dual problem of the optimization across the time dimension in the

first step of JoPAS. And then, by applying the KKT conditions, we discover some

interesting resemblance between the optimal solution for SWIPT and the waterfilling

scheme. Such observations are theoretically proved and corroborated by simulations.

3. In light of these observations, we propose a suboptimal heuristic algorithm named de-

coupled power allocation and splitting (DePAS). In contrast to JoPAS, it first splits the

total transmit power in the time window into two parts for ID and EH, respectively.

Then, the two parts of power are allocated to each time slot separately, with differ-

ent strategies optimized for ID and EH respectively. Simulations demonstrate that

DePAS achieves near-optimum performance with dramatically reduced computational

complexity.

The rest of the chapter is organized as follows. The system model and assumptions are

introduced in Section 7.2. The JoPAS is proposed and analyzed in Section 7.3. Section 7.4

proposes a low-complexity sub-optimal heuristic algorithm, named as DePAS, that achieves

near-optimal solution. Simulations presented in Section 7.5 demonstrate the correctness of
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Figure 7.1: An illustrated vehicular communications scenario.

our derivations and proofs. Comparisons between the proposed algorithms and the DPS [5]

are also conducted to show the improvement of our proposed algorithms. Finally, Section 7.6

concludes the chapter.

7.2 System Model

In this chapter, we focus on the optimization of the power allocation and the power

splitting factors for PS-based SWIPT over doubly-selective vehicular channels, as shown in

Fig. 7.1. As discussed above, the wireless channels in vehicular communications are highly

selective in both frequency and time dimensions due to high speed movement of vehicles and

the multipath effect.

Different from the traditional PS problem with time-invariant channels [5], we model the

problem as a joint optimization of power allocation, across time and frequency, and SWIPT

PS factors, across time slots, to maximize the data rate within a window of N time slots

and K sub-bands. The channel response at the ith subcarrier in the jth time slot is denoted

by hij. We assume that perfect CSI is available at the transmitter. Note that although the

channel responses are different across both time and frequency, the PS factor can only vary

across time, as the PS is implemented at the RF band before any digital processing.
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The formulation of the optimization problem is

maximize
P ,ρ

N−1∑

j=0

K−1∑

i=0

log2

(

1 +
(1− ρj)|hij|2Pij

σ2

)

(7.1a)

subject to
N−1∑

j=0

K−1∑

i=0

Pij 6 Etotal, (7.1b)

ρk ∈ [0, 1], (7.1c)

N−1∑

j=0

ρj

K−1∑

i=0

hijPij > Edel, (7.1d)

0 6

K−1∑

i=0

Pij 6 Pmax, (7.1e)

j = 0, 1, · · · , N − 1, (7.1f)

where Pij denotes the transmit power for subcarrier i at time slot j and σ2 is the variance of

the additive white Gaussian noise generated by the down conversion circuits at the receiver.

The antenna noise is usually much weaker than the down conversion noise. Hence, it is

ignored in this work as in [54]. The symbol P represents the vector whose elements are

P1, P2, · · · , PN . Likewise, ρ and other symbols in bold face in the rest of this chapter have

similar meanings. Without loss of generality, the energy harvest efficiency is assumed to be

1 for simplicity of the analysis, since it is just a constant positive scalar that does not affect

the formulation and properties of the problem.

The constraint (7.1b) limits the total energy consumed by the transmitter during the

N -slot time window. It can also be deemed as a limit on the average power consumption

at the transmitter because the transmitter could also be energy-constrained. The variable

ρj represents the portion of power split to energy harvesting at the receiver in the jth time
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slot and (7.1c) ensures it falls in the range from 0 to 1. The constraint (7.1d) states that the

total delivered power to the receiver must exceed Pdel. The constraints in (7.1e) describe the

hardware limitations of instantaneous transmit power for each time slot.

7.3 Joint Power Allocation and Splitting

Since the objective function of the maximization problem in (7.1) is non-concave, it is a

non-convex optimization problem and, hence, is difficult to solve efficiently. In this section,

we propose a two-stage solution to this problem, named joint power allocation and splitting

(JoPAS) and present it in Algorithm 3.

In the first stage, the power allocation and the power splitting factors across the N

time slots are jointly optimized. The frequency selectiveness of the channels is ignored and

the average channel response is used in the optimization. More specifically, we denote the

average channel gain in the jth time slot as ηj =
1

K

∑K−1
i=0 |hij|2 and treat the channel as

flat-fading.

In the second stage, the equivalent power allocated for ID in each time slot (1 − ρj)Pj

is further distributed to each subcarrier by employing the waterfilling algorithm, which is

known for the optimal power allocation for information transmission over frequency selective

channels.

Finally, the transmit power for each subcarrier is obtained by scaling the equivalent power

for ID by a factor of
1

1− ρj
. In the following, we will look into the two stages in more detail,

respectively.
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7.3.1 JoPAS Across Time

The JoPAS problem across time can be formulated as

maximize
P ,ρ

K

N−1∑

j=0

log2

(

1 +
(1− ρj)ηjPj

σ2K

)

(7.2a)

subject to
N−1∑

j=0

Pj 6 Etotal, (7.2b)

N−1∑

j=0

ρjηjPj > E ′
del, (7.2c)

ρj ∈ [0, 1], (7.2d)

0 6 Pj 6 Pmax, (7.2e)

j = 0, 1, · · · , N − 1. (7.2f)

Note that (7.2) is still a non-convex problem. However, we can equivalently reformulate it to

a convex optimization by substituting each cross term (1− ρj)Pj with an auxilliary variable

Qj. After some mathematical manipulations, the reformulated problem is presented as

minimize
P ,Q

−
N−1∑

j=0

ln(Kσ2 + ηjQj) (7.3a)

subject to
N−1∑

j=0

Pj 6 Etotal, (7.3b)

N−1∑

j=0

ηj (Pj −Qj) > E ′
del, (7.3c)

Pk 6 Pmax, (7.3d)

0 6 Qk 6 Pk, (7.3e)

k = 0, 1, · · · , N − 1, (7.3f)
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and ρ∗j can then be obtained by ρ∗j = 1− Q∗
j

P ∗
j
, where P ∗

j 6= 0. ρ∗j is set to zero if P ∗
j = 0. After

the reformulation, (7.3) can be solved in polynomial time by many existing algorithms, such

as the interior point method [57].

7.3.2 Power Allocation Across Frequency

In the second stage, the power allocated to each time slot P ∗
j can be distributed to each

subcarrier by employing waterfilling algorithm with (1−ρ∗j)P ∗
j = Q∗

j , which is the equivalent

transmit power for ID. Let Qij denote the allocated equivalent transmit power for ID at

subcarrier i in time slot j. And the actual transmit power for SWIPT can be obtained by

P ∗
ij =

1
1−ρ∗j

Q∗
ij.

Obviously, the optimal solution of (7.3) should satisfy the equality in constraint (7.3c).

If the power is evenly distributed to all the subcarriers in a time slot, the delivered energy

should also equal to E ′
del. However, when the transmit power is distributed to each subcarrier

according to waterfilling, the actual delivered energy will be larger, since the waterfilling

algorithm allocates higher power to subcarriers with larger channel gains. Therefore, we need

to adjust the intermediate energy delivery objective E ′
del so that the actual delivered energy

matches Edel. Detailed description of the adjustment process is presented in Algorithm 3.

7.4 Decoupled Power Allocation and Splitting

The convex optimization problem in (7.3) can be solved by many existing numerical

algorithms in polynomial time [57], which is typically considered computationally efficient.

Nonetheless, it is still considerably slower than the waterfilling algorithm when N becomes

large. In this section, we propose a faster power allocation and splitting algorithm that
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Algorithm 3 JoPAS

Initialize E ′
del ← Edel;

repeat
Solve (7.3) and obtain the optimizers P ∗ and Q∗.
for all j = 1, 2, · · · , N do

if P ∗
j > 0 then

ρ∗j ← 1− Q∗
j

P ∗
j
.

else
ρ∗j ← 0.

end if
if Q∗

j > 0 then
Obtain Q∗

ij by distributing Q∗
j to all subcarriers with the waterfilling algorithm

P ∗
ij ← Q∗

ij/(1− ρ∗j)
else

Allocate P ∗
j to the subcarrier with the largest |hij|2.

end if
end for
Compute Ẽdel ←

∑N−1
j=0 ρ

∗
j

∑K−1
i=0 |hij|2P ∗

ij.

if Ẽdel < Edel then
Increase E ′

del

else
Decrease E ′

del

end if
until The delivered energy Ẽdel matches Edel

Calculate ρk = 1− Qk

Pk
.

has comparable complexity with the traditional waterfilling algorithm. To achieve this goal,

we first derive the dual problem and apply the Karush-Kuhn-Tucker (KKT) conditions to

develop a deeper understanding of the problem.

To derive an interesting dual problem, we first reformulate (7.3) once more. Let vector

inequality a > b, with respect to two vectors of equal length, represent that ai > bi for all

elements. The problem can be reformulated as

83



minimize
P ,Q

R̃(Q)=







−∑N−1
j=0 ln(Kσ

2+ηjQj), Q > 0;

∞, otherwise.

subject to Qj − Pj 6 0, j = 0, 1, · · · , N − 1,

Pk − Pmax 6 0, j = 0, 1, · · · , N − 1,

Pdel −
N−1∑

j=0

ηj (Pj −Qj) 6 0,

N−1∑

j=0

Pj − Ptotal 6 0.

(7.4)

By moving the lower bound on Q to the objective function, fewer dual variables will be

introduced and, thus, facilitate our analysis of the problem.

Proposition 7.1 The dual problem of (7.4) is

maximize
λ,µ,α,β

g(λ,µ, α, β) (7.5a)

subject to α + µk − ηkλk − ηkβ = 0, (7.5b)

λ > 0,µ > 0, α > 0, β > 0. (7.5c)

where

g(λ,µ, α, β) =
N−1∑

k=0

ln(λk + β)− σ2

N−1∑

k=0

(λk + β)

− Pmax

N−1∑

k=0

µk − Ptotalα + Pdelβ +N.

(7.6)

Proof. See Section 7.7.

By applying the KKT conditions to the primal-dual pair and exploiting the zero duality

gap, we have
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Proposition 7.2 For any P ∗
j strictly less than Pmax,

(1− ρ∗j)P ∗
j =

(
1

α∗ −
σ2

ηj

)+

(7.7)

where (·)+ denotes max(0, ·) and α∗ is the optimizer of the dual problem (7.5).

Proof. See Section 7.8.

Note that α∗ is a constant with respect to j. The right-hand side of (7.7) is of the

same form of the waterfilling scheme in conventional communication systems. Therefore,

Proposition 7.2 tells us that the power allocated for ID follows a pattern similar to the

waterfilling scheme over time when the maximum transmit power is not reached. Intuitively,

it is desirable for the purpose of EH to allocate all the power to the time slot with the

largest ηj, referred to as the best time slot. Whereas for the purpose of ID, the optimal

power allocation is waterfilling, which favors time slots with larger ηj by allocating more

power to them, but also allocates some power to time slots with smaller ηj to exploit the

extra transmission time.

Therefore, the optimal power allocation for SWIPT would only use the best time slot for

power transfer and allocate the remaining power with the waterfilling scheme, should the

constraints on maximum instantaneous transmit power (7.3d) did not exist. Nonetheless,

with the constraints in (7.3d), ID and EH will have to compete for the transmit power at

time slots with larger ηj-s when the maximum instant transmit power is reached, meaning

Pj = Pmax. In such situations, neither the ID nor the EH part can transmit the ideal amount

of power. Instead, they will have to compromise to achieve the optimal solution. Part of the
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Figure 7.2: JoPAS solutions at high SNR.

power to be transmitted for EH will shift to other time slots with lower ηj. And that for ID

will also deviate from the waterfilling solution.

Figs. 7.2 and 7.3 show the optimal transmit power allocation and power splitting factors

at the receiver. In the figures, the black bars denote the ratios σ2

ηk
, which is a visualization

of the channel conditions at each time slot. In the meantime, it is the varying term at the

right-hand side of (7.7), which can be regarded as the “riverbed” of the waterfilling scheme.

The blue bars stacked on the black bars represent the power allocated to the respective time

slots.
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Figure 7.3: JoPAS solutions at low SNR.

We observe the same phenomenon as described in Proposition 7.2. The optimal power

allocation for information transfer, represented by the blue bars in the figures, always shows

similar pattern as the regular waterfilling scheme wherever the maximum transmit power

limit is not reached. At the time slots where Pmax is reached, on the other hand, the power

allocation shows obvious differences from the waterfilling scheme, e.g., the time slot where

k = 4 in Fig. 7.2 and the time slots where k = 3, 4 in Fig. 7.3. This simulation verifies the

correctness of our derivation and the proof of Proposition 7.2.
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Although the first stage of JoPAS algorithm is a convex optimization problem, the com-

plexity to find the optimum solution is still polynomial with respect to the number of time

slotsN . Whereas the complexity of the waterfilling algorithm for traditional power allocation

problems is only linear to N . On the other hand, according to Proposition 7.2, the power al-

location for ID follows a pattern similar to waterfilling except at time slots where Pk = Pmax.

In the following, we propose a heuristic low-complexity algorithm, named DePAS, to obtain

a sub-optimal solution to the problem in (7.3), which formulates the sub-problem of the first

stage of the overall problem.

In this algorithm, we first split the total transmit power in the N time slots according

to a factor ρ. For the part of power split for ID, waterfilling scheme is adopted to calculate

the power for ID at each time slot. For the other part of power split for EH, time slots with

higher ηk are adopted with priority. If the transmit power at the best time slot reaches Pmax,

the channel with the next largest ηk is used for the remaining power and so on. Then the

value of the overall power splitting factor ρ is adjusted until the required power delivery Pdel

is achieved. The detailed algorithm description is presented in Algorithm 4. In Section 7.5,

simulations show that the performance of the DePAS is almost as good as that of the JoPAS.

7.5 Simulations

Without loss of generality, we consider a vehicle-to-infrastructure link in vehicular com-

munications, with the vehicle moving at a speed of 120 km/h, which is the typical speed

on highways. The carrier frequency is set to 5.9 GHz and the bandwidth is 10 MHz. The

ITU channel model for vehicular test environment Channel A is adopted and the variation
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Algorithm 4 DePAS

Initialize ρ← ρ0;
repeat

Split (1− ρ)Ptotal for ID and allocate Qj by the waterfilling algorithm
for all Qj > Pmax do

Qj ← Pmax

end for
Prioritize the time slots with larger ηj-s when allocating the remaining power for EH

as long as the constraints Pj 6 Pmax hold.
for all j = 1, 2, · · · , N do

if Pj > 0 then

ρj ← 1− Qj

Pj
.

else
ρj ← 0.

end if
if Qj > 0 then

Obtain Qij by distributing Qj to all subcarriers with the waterfilling algorithm
Pij ← Qij/(1− ρj)

else
Allocate Pj to the subcarrier with the largest |hij|2.

end if
end for
Compute Ẽdel ←

∑N−1
j=0 ρ

∗
j

∑K−1
i=0 |hij|2P ∗

ij.

if Ẽdel < Edel then
Increase ρ

else
Decrease ρ

end if
until The delivered energy Ẽdel matches Edel

in time is generated according to the Jake’s model [58]. To demonstrate the effectiveness of

JoPAS and DePAS, we compare them with the DPS scheme [5], which allocates transmit

power evenly and optimizes the splitting factor ρk at each time slot.

7.5.1 Flat-Fading Time-Variant Channels

In this comparison, we assume the channel responses are flat across all subcarriers but

variant across time. The total transmit energy Etotal is set to N units and Edel is set to vary
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Figure 7.4: Average rate (Mbps) achieved by JoPAS and DePAS in comparison with DPS
under flat-fading channels.

from 0 to 0.5Etotal. The average rates for ID are shown in Fig. 7.4. From the results, we

observe that, compared with DPS, both JoPAS and DePAS improve the capacity for ID while

satisfying the same requirement on EH, especially when larger amount of EH is required.

This is because that the DPS only utilizes the CSI for power splitting factor optimization

and the power allocation is not adapted according to the CSI. Additionally, the achievable

rate of DePAS is close to that of JoPAS with dramatically reduced computational complexity

from O(N3) to O(N).

Besides the comparison of the average rate, we take a closer look at the rate-energy

tradeoff for a given channel. For a realization of the time-variant channel η in N = 10 time

slots, the achievable R-E regions at high SNR and low SNR are presented in Fig. 7.5. At

the high-rate end of the curves in Fig. 7.5, where Edel = 0, the difference between JoPAS

and DPS in achievable rate decreases as SNR increases. This is reasonable since the optimal
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Figure 7.5: Achievable rate-energy regions of JoPAS, DePAS, and DPS.

power allocation in JoPAS, i.e., the waterfilling scheme, is close to uniform allocation since

σ2/ηk is almost zero across all k-s, and the DPS just allocates Etotal/N to each time slot.

Fig. 7.5 shows that both DePAS and JoPAS achieves much larger R-E region than DPS.

For this given channel η, the R-E region difference between DePAS and JoPAS is negligible.

7.5.2 Doubly-Selective Channels

In this set of simulations, our proposed algorithms will be evaluated under scenarios

with frequency-selective channels. The average rate vs. the energy delivery requirement is

presented in Fig. 7.6. We observe similar trend with the scenarios with flat-fading channels,

although the improvement of JoPAS and DePAS is not as dramatic. This is because the

JoPAS algorithm is optimal for flat-fading channels, whereas it is no longer the case for

frequency-selective channels. Therefore, for scenarios with frequency-selective channels, the

heuristic algorithms cannot perfectly realize the potential benefits of joint power allocation

and power splitting.
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Figure 7.6: Average rate (Mbps) achieved by JoPAS and DePAS in comparison with DPS
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0.01.

Fig. 7.6 also presents the performance when Gaussian distributed channel prediction

errors are added. The performance degradation caused by channel prediction errors is negli-

gible with the error covariance set to 0.01. This is a very conservative simulation setting for

channel prediction errors, since most existing channel prediction methods could achieve such

accuracy within at least half wavelength, which is approximately 5 cm for carrier frequency

of 5.9 GHz. The vehicle movement during one time slot, on the other hand, is less than

0.3 mm.

7.5.3 Effect of Window Length

The effect of window length in terms of the number of time slots N is investigated

in this subsection. Simulations demonstrate that the average rate achieved by all three
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Figure 7.7: Average rate vs. window length.

algorithms increases while longer window length is employed in the power allocation and

splitting optimization, as presented in Fig. 7.7. The results match the intuition that when

longer time window is considered during the optimization, the better will the performance

be, given perfect CSI at the transmitter. In practice, however, the transmitter only has

predicted imperfect CSI. In this case, longer time window inevitably involves larger channel

prediction errors and, henceforth, affects the performance negatively. The problem of optimal

window length and the tradeoffs therein in such scenarios are out of the scope of this work

and require a dedicated study.

7.5.4 Effect of Speed

The relative speed between the transmitter and the receiver is also an important factor to

the performance of the system. As shown in Fig. 7.8, an interesting phenomenon is that the
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average rate of all the algorithms increases as the relative speed increases. Although this is

rather counter intuitive at the first glance, it is actually a result of stronger diversity. When

the relative speed is higher, the channel response changes faster since the coherence time of

the channel becomes smaller. Consequently, the considered time window with length N is

more probable to include time slots with higher channel gains. With the power allocation

and splitting optimization, the transmitter can exploit such diversity and improve the rate

of communication. In addition, we can observe that the larger time variance of the channel

responses further generates greater superiority of our proposed algorithms, which involve

more sophisticated optimization along the dimension of time than the DPS.

7.6 Conclusions

In this chapter, we investigated the power allocation and splitting factor optimization for

simultaneous information and power transfer over doubly-selective vehicular channels. Since
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the problem is difficult to solve directly due to its non-convexity, we proposed a two-step

approach, named JoPAS, to the problem along the time and frequency dimensions sequen-

tially. In the first step, the optimization along the time dimension is transformed into a

convex problem. In the second step, the optimization along the frequency dimension is

solved in a manner similar to the waterfilling algorithm in traditional wireless communica-

tions systems. To further simplify the solution to the optimization problem in the first step,

we then derived its dual problem and proved that the power allocated for ID follows the

waterfilling scheme at time slots when the maximum instant transmit power constraint is

inactive. Following this observation, a heuristic algorithm DePAS was proposed that de-

couples the optimization of power allocation and power splitting. Simulations verified our

analyses and demonstrated that JoPAS achieves much larger R-E region than DPS over

time-variant channels and, henceforth, provides improved flexibility and more efficient us-

age of the channel, especially at low SNR. In addition, simulations also indicated that our

proposed DePAS algorithm achieves similar performance with JoPAS despite significantly

reduced computational complexity.
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7.7 Proof of Theorem 7.1

The Lagrangian is

L(P ,Q,λ,µ, α, β) = R̃(Q)+
N−1∑

k=0

λk(Qk−Pk)+
N−1∑

k=0

µk(Pk−Pmax) + α(
N−1∑

k=0

Pk−Ptotal)

+ β(Pdel−
N−1∑

k=0

ηkPk+
N−1∑

k=0

ηkQk)

= R̃(Q) +
N−1∑

k=0

(λk + ηkβ)Qk +
N−1∑

k=0

(α + µk − λk − ηkβ)Pk

− Pmax

N−1∑

k=0

µk − Ptotalα + Pdelβ.

(7.8)

Let

∂L

∂Qk

= − ηk
σ2 + ηkQk

+ λk + βηk = 0 (7.9)

we have

Q∗
k =

(
1

λk + βηk
− σ2

ηk

)+

(7.10)

where Q∗
k is the optimum Qk that miminizes the Lagrangian (7.8) and (·)+ denotes the

function max(0, ·). Therefore, we have

g̃(λ,µ, α, β) = inf
P ,Q

L(P ,Q,λ,µ, α, β) (7.11)
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Substituting (7.10) into (7.8) yields

g̃(λ,µ, α, β) =






g(λ,µ, α, β), α + µk − λk − ηkβ = 0, ∀k;

−∞, otherwise.

Therefore, the dual problem

maximize g̃(λ,µ, α, β)

is equivalent to (7.5).

7.8 Proof of Theorem 7.2

Obviously, Slater’s condition holds as there exist a strictly feasible point for the primal

problem. Let (λ∗,µ∗, α∗, β∗) represents the optimizer of the dual problem (7.5). Therefore,

the optimizer for the primal problem is

(P ∗,Q∗) = arg inf
P ,Q

L(P ,Q,λ∗,µ∗, α∗, β∗). (7.12)

Given the Q∗
k in (7.10) and substitute λk according to the constraints in (7.5b), we have

Q∗
k =

(
1

µ∗
k + α∗ −

σ2

ηk

)+

. (7.13)
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On the other hand, by applying the KKT condition on the primal dual pair (7.4) and (7.5),

we have complementary slackness [57].

µ∗
k(P

∗
k − Pmax) = 0. (7.14)

Therefore, for any P ∗
k strictly less than Pmax, µk = 0 and, hence, Q∗

k =

(
1

α∗ −
σ2

ηk

)+

,

which exactly is the form of waterfilling solutions.
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CHAPTER 8

CONCLUSIONS AND FUTURE WORK

8.1 Conclusions

In this dissertation, we investigated the application of SWIPT in EH relay networks with

various configurations and assumptions.

First, we proposed PS-SWIPT-based FD EH relay networks. Truly FD operation can

be achieved in the entire transmission cycle because of the employment of PS, instead of

TS in existing work in the literature. Compared with existing state-of-the-art FD EH relay-

ing schemes, our proposed scheme significantly improves the source-to-destination ergodic

capacity, as verified by theoretical analysis and simulations.

Secondly, we proposed two cooperative schemes in networks with multiple EH relays,

namely RS and network beamforming. Based on the received SINR at the sources in

FDEH2W networks, we proved the quasi-convexity of the PS factor optimization, and the

optimal PS factor for each relay was obtained by one-dimensional search. In addition, we

proposed two efficient SRS methods based on the optimized PS factor at each relay. Both

SRS methods perform almost identically to the exhaustive search based optimal RS at high

SNR. In addition, given the fundamental differences of the EH networks from conventional

multi-relay networks, we proved the suboptimality of SRS. Since, unfortunately, the optimal

GRS can only be obtained by exhaustive search with exponential complexity, we proposed

three relay ordering based GRS methods with linear complexity and a greedy GRS method

with quadratic complexity. Our proposed GRS methods achieve near-optimal performance
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uniformly in a wide range of transmit SNR with much lower complexity than the exhaus-

tive search. For HD EH relay networks, we proposed network beamforming and the joint

optimization of PS factors therein. To solve the optimization problem efficiently, it was con-

verted to a quasi-convex one with the help of SDR. In addition to this centralized solution,

we also proposed a distributed beamforming scheme in which the PS factor at each relay is

optimized separately using only CSI related to the relay itself. Simulations show that both

schemes outperform the RS schemes and achieve higher rate and reliability at various SNR

levels.

Finally, we expanded our research to include the time dimension and investigated the

power allocation and splitting factor optimization for SWIPT over doubly-selective vehicular

channels. Since the problem is difficult to solve directly due to its non-convexity, we proposed

a two-step approach, named JoPAS, to the problem along the time and frequency dimensions

sequentially. Inspired by the dual problem and one of the KKT conditions, we also proposed

a heuristic algorithm DePAS that decouples the optimization of power allocation across time

and frequency and power splitting. Simulations verified our analyses and demonstrated that

JoPAS provides improved flexibility and more efficient usage of the channel, especially at low

SNR. Our proposed DePAS algorithm also demonstrated similar performance with JoPAS

despite significantly reduced computational complexity.

8.2 Future Work

In this dissertation, we mainly studied the cooperative techniques in dual-hop EH relay

networks under simplified channel conditions, except the work presented in Chapter 7, where
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point-to-point SWIPT over doubly-selective channels is studied. The impact of doubly-

selective channels on communications in EH relay networks is more complicated and inter-

esting. The objective is no longer to transfer sufficient amount of information and energy

via a particular link. Instead, maximizing the end-to-end capacity becomes the objective

and EH relays become intermediate nodes that rely on the energy harvested in the process

to power themselves. Therefore, the power allocation across time and frequency dimensions,

the power splitting/time switching factor, and the selection of relays require sophisticated

investigation.

Furthermore, enabling energy storage for EH relays can significantly enhance the net-

work performance. However, more flexible usage of harvested energy inevitably brings more

complexity in the optimization of relaying schemes, as the system states become relevant to

historical events instead of the ones occurring in the current transmission cycle alone. Ex-

isting work in the literature is far from sufficient, and abundant problems related to energy

storage in EH relay networks are waiting to be investigated.

On the other hand, in existing work on cooperative relay networks, the relays are assumed

to be selfless in the sense that they consume their own power to facilitate the communica-

tions between other nodes. The RS problem is usually approached from the perspective

of the sources and destinations in a totalitarian manner. In practice, the motivations of

the cooperating relays need to be considered as well, and fairness can be guaranteed by a

competitive RS schemes with individual rationality of every node in mind. In this context,

the energy harvested from the received signals may serve as an incentive for the relays to

cooperate as their energy consumption is completely covered by the harvested energy, with
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even some extra energy left to charge their own battery. And such incentives can further

serve as a foundation of a game-theoretic approach to the RS problem.
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[26] E. Chong and S. Żak, An Introduction to Optimization, 2nd ed. Wiley, 2001.

[27] I. S. Gradshteyn and I. M. Ryzhik, Table of integrals, series, and products, 7th ed.

Elsevier/Academic Press, Amsterdam, 2007.

[28] A. Bletsas, A. Khisti, D. Reed, and A. Lippman, “A simple cooperative diversity method

based on network path selection,” IEEE Journal on Selected Areas in Communications,

vol. 24, no. 3, pp. 659–672, mar 2006.

106



[29] X. Rui, J. Hou, and L. Zhou, “On the performance of full-duplex relaying with relay

selection,” Electronics Letters, vol. 46, no. 25, p. 1674, 2010.

[30] I. Krikidis, H. Suraweera, P. Smith, and C. Yuen, “Full-duplex relay selection for

amplify-and-forward cooperative networks,” IEEE Trans. Wireless Communications,

vol. 11, no. 12, pp. 4381–4393, December 2012.

[31] C.-L. Wang and J.-Y. Chen, “Power allocation and relay selection for AF cooperative

relay systems with imperfect channel estimation,” IEEE Transactions on Vehicular

Technology, vol. 65, no. 9, pp. 7809–7813, sep 2016.

[32] C. H. M. de Lima, H. Alves, P. H. J. Nardelli, and M. Latva-aho, “Effects of relay

selection strategies on the spectral efficiency of wireless systems with half- and full-

duplex nodes,” IEEE Transactions on Vehicular Technology, vol. 66, no. 8, pp. 7578–

7583, aug 2017.

[33] K.-H. Liu, “Outage-optimal relay selection for energy-harvesting relays based on power

splitting,” in International Conf. on Wireless Communications & Signal Processing

(WCSP), Nanjing, China, October 15-17, 2015, pp. 1–6.

[34] J. Men, J. Ge, and C. Zhang, “A joint relay-and-antenna selection scheme in energy-

harvesting MIMO relay networks,” IEEE Signal Processing Letters, vol. 23, no. 4, pp.

532–536, April 2016.

[35] D. Wang, R. Zhang, X. Cheng, and L. Yang, “Relay Selection in Two-Way Full-Duplex

Energy-Harvesting Relay Networks,” in IEEE Glob. Commun. Conf., Dec. 2016, pp.

1–6.

107



[36] L. Song, “Relay selection for two-way relaying with amplify-and-forward protocols,”

IEEE Trans. Vehicular Technology, vol. 60, no. 4, pp. 1954–1959, May 2011.

[37] D. Wang, R. Zhang, X. Cheng, and L. Yang, “Relay selection in power splitting based

energy-harvesting half-duplex relay networks,” in IEEE Veh. Technol. Conf., Sydney,

NSW, Australia, Jun. 2017.

[38] J. Men, J. Ge, C. Zhang, and J. Li, “Joint optimal power allocation and relay selection

scheme in energy harvesting asymmetric two-way relaying system,” IET Communica-

tions, vol. 9, no. 11, pp. 1421–1426, July 2015.

[39] D. Wang, R. Zhang, X. Cheng, L. Yang, and C. Chen, “Relay Selection in Full-Duplex

Energy-Harvesting Two-Way Relay Networks,” IEEE Trans. Green Commun. Netw.,

vol. 1, no. 2, pp. 182–191, Jun. 2017.

[40] Y. Jing and H. Jafarkhani, “Network beamforming using relays with perfect channel

information,” IEEE Trans. Information Theory, vol. 55, no. 6, pp. 2499–2517, June

2009.

[41] Y. Alsaba, S. K. A. Rahim, and C. Y. Leow, “Beamforming in wireless energy harvest-

ing communications systems: A survey,” IEEE Communications Surveys & Tutorials,

vol. 20, no. 2, pp. 1329–1360, 2018.

[42] V. Havary-Nassab, S. Shahbazpanahi, A. Grami, and Z.-Q. Luo, “Distributed beam-

forming for relay networks based on second-order statistics of the channel state in-

formation,” IEEE Transactions on Signal Processing, vol. 56, no. 9, pp. 4306–4316,

September 2008.

108



[43] O. T. Demir and T. E. Tuncer, “Distributed beamforming in relay networks for en-

ergy harvesting multi-group multicast systems,” in IEEE International Conference on

Acoustics, Speech and Signal Processing (ICASSP), March 2016.

[44] X. Cheng, L. Yang, and X. Shen, “D2D for intelligent transportation systems: A feasi-

bility study,” IEEE Transactions on Intelligent Transportation Systems, vol. 16, no. 4,

pp. 1784–1793, Aug 2015.

[45] X. Cheng, C. Chen, W. Zhang, and Y. Yang, “5G-enabled cooperative intelligent ve-

hicular (5GenCIV) framework: When benz meets marconi,” IEEE Intelligent Systems,

vol. 32, no. 3, pp. 53–59, May 2017.

[46] R. Atallah, M. Khabbaz, and C. Assi, “Energy harvesting in vehicular networks: a

contemporary survey,” IEEE Wireless Communications, vol. 23, no. 2, pp. 70–77, apr

2016.

[47] J. Fernandez, K. Borries, L. Cheng, B. Kumar, D. Stancil, and F. Bai, “Performance of

the 802.11p physical layer in vehicle-to-vehicle environments,” IEEE Trans. Vehicular

Technology, vol. 61, no. 1, pp. 3–14, January 2012.

[48] X. Cheng, C. X. Wang, D. I. Laurenson, S. Salous, and A. V. Vasilakos, “An adaptive

geometry-based stochastic model for non-isotropic MIMO mobile-to-mobile channels,”

IEEE Transactions on Wireless Communications, vol. 8, no. 9, pp. 4824–4835, Septem-

ber 2009.

[49] X. Cheng, Q. Yao, M. Wen, C. X. Wang, L. Y. Song, and B. L. Jiao, “Wideband channel

modeling and intercarrier interference cancellation for vehicle-to-vehicle communication

109



systems,” IEEE Journal on Selected Areas in Communications, vol. 31, no. 9, pp. 434–

448, September 2013.

[50] X. Cheng, C. X. Wang, B. Ai, and H. Aggoune, “Envelope level crossing rate and

average fade duration of nonisotropic vehicle-to-vehicle ricean fading channels,” IEEE

Transactions on Intelligent Transportation Systems, vol. 15, no. 1, pp. 62–72, February

2014.

[51] J.-K. Hwang and J. Winters, “Sinusoidal modeling and prediction of fast fading pro-

cesses,” in Proc. Global Telecommunications Conf., vol. 2, Sydney, Australia, November

8-12, 1998, pp. 892–897.

[52] G. Giannakis and C. Tepedelenlioglu, “Basis expansion models and diversity techniques

for blind identification and equalization of time-varying channels,” Proc. the IEEE,

vol. 86, no. 10, pp. 1969–1986, October 1998.

[53] A. Duel-Hallen, “Fading channel prediction for mobile radio adaptive transmission sys-

tems,” Proc. the IEEE, vol. 95, no. 12, pp. 2299–2313, December 2007.

[54] G. Huang, Q. Zhang, and J. Qin, “Joint time switching and power allocation for multi-

carrier decode-and-forward relay networks with SWIPT,” IEEE Signal Processing Let-

ters, vol. 22, no. 12, pp. 2284–2288, December 2015.

[55] R. Zhang and C. K. Ho, “MIMO broadcasting for simultaneous wireless information and

power transfer,” IEEE Trans. Wireless Communications, vol. 12, no. 5, pp. 1989–2001,

2013.

110



[56] L. Liu, R. Zhang, and K.-C. Chua, “Wireless information and power transfer: A dynamic

power splitting approach,” IEEE Trans. Communications, vol. 61, no. 9, pp. 3990–4001,

2013.

[57] S. Boyd and L. Vandenberghe, Convex optimization. Cambridge University Press,

2004.

[58] R. I.-R. M.1225, “Guidelines for evaluation of radio transmission technologies for imt-

2000,” International Telecommunications Union, Tech. Rep., 1997.

111



LIST OF ABBREVIATIONS

A Amplify-and-forward

AP All-participate

CDF Cumulative distribution function

CHMO Channel harmonic mean ordering

CSI Channel state information

DePAS Decoupled power allocation and splitting

DF Decode-and-forward

DPS Dynamic power splitting

EE Energy efficiency

EH Energy harvesting

FD Full-duplex

FDEH2W Full-duplex energy-harvesting two-way

GRS General relay selection

HD Half duplex

ID Information decoding

IP Information processing

JoPAS Joint power allocation and splitting

KKT Karush-Kuhn-Tucker

MIMO Multiple-input multiple-output

NB Network beamforming

PDF Probability density function
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PS Power splitting

PSR Power-splitting relaying

R-D Relay-to-destination

RF Radio frequency

RS Relay selection

RSU Roadside unit

S-R Source-to-relay

SDR Semi-definite relaxation

SE Spectral efficiency

SINR Signal-to-interference-and-noise ratio

SNR Signal-to-noise ratio

SPS Static power splitting

SRS Single relay selection

SWIPT Simultaneous wireless information and power transfer

TS Time switching

TSR Time-switching relaying

VANET Vehicular ad-hoc network

WCO Worse channel ordering

WSINRO Worse signal-to-interference-and-noise ratio ordering
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