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A Rainfall-Runoff Simulation Model for Estimation of 
Flood Peaks for Small Drainage Basins--A Progress Report 

By David R. Dawdy, Robert W. Lichty, and James M. Bergmann 

A parametric rai nfall-runoff simulation model is used with 

point rainfall and daily potential evapotranspiration data to predict 

flood volume and peak rates of runoff for small drainage areas. The 

model is based on bulk-parameter approximations to the physical laws 

governing i nfiltration, soil moisture accretion and depletion, and 

surface streamflow. An objective fitting method is used for determi ning 

optimal best-fit sets of parameter values for the data available for 

use in predicti ng flood peaks for three case studies. Errors of pre­

diction result from both errors of rainfall input and lack of model 

equivalence to the physical prototype. These two sources of error seem 

to be of the same order of magnitude for a model of the level of sim­

plicity of that presented. Major gains i r accuracy of simulation will 

require improvements in both data and model. The limit of accuracy of 

prediction of flood peaks by simulation with a bulk-parameter model using 

a single rain gage seems to be on the order of 25 percent. 



INTRODU CTION 

The development of the digital computer has added a new dimension 

to hydrology. Methods developed in a day when each step took hours with 

pen or pencil now take seconds with the computer. In addition, much more 

complex methods of analysis are feasible because of the speed of solution 

by the computer . The impact of the computer has been particularly g reat 

in the area of rainfall-runoff modeling. Su rface water hydrology histor­

ically has been concerned with modeling, for flood routing and unit hydro­

g r aph analysis are mathematical modeling. Complete rainfall-runoff 

simulation m odels date back at least to the 1920 1s . However, the present 

burst of activity in hydrologi c simulation is a direct result of widespread 

availability of the computer. 

Computers have made rainfall-runoff s imulation on a large scale 

economically feasible. Practicality, however, depends upon applica­

b ility and accuracy of the r esults of simulation. Simulation may be 

practical if one of the following applications is realized. 

1. A rainfall record can be used to add to the information content 

of a streamflow r ecord which has a shorter period of record than the 

rainfall record. 

2. Model parameters for ungaged sites can be estimated on the 

basis of those derived for gaged sites, and information can be gained 

at the ungaged sites through the use of recorded or simulated rainfall 

and estimated parameters at the ungaged sites . 



3. The effect of man-made changes on a basin can be related to 

changes in m o del paramet e rs so that m Pasured II before II conditions c an 

h e compared with simulated "after" conditions of suffici ent accuracy for 

planning purposes . 

In order for any one of these applications to be realize ,1 s -:i me know­

ledge must be gaine d of the accuracy of predicti,n through the use of 

rainfall -runoff simulation models . Measures of accu r acy must b e p re ­

sented to the user in understa ndable terms Accuracy should be m easured 

in terms of prediction rather than in terms of fitting . Accuracy of fitting 

indicates only how well the model can be used to reproduce a set of data 

by adjusting the model parameters . Accuracy of prediction indicates how 

well the model can reproduce a set of data whkh was not used to derive 

the parameter valu es . Therefore, prediction involves an independent 

test of accuracy of the model. 

The Geological Survey Water Resources Division research program 

is developing rainfall-runoff simulation models . Emphasis has been )n 

the utility of th e mo dels for practical field application to current pro­

grams of the Division, and has centered upon both rl evelopment of mo '.lels 

and testing of their accuracy of prediction. This report is a statem ent 

of progress to date on m nd el development . v ith examples given of th e 

results of prediction for several basins in diffe ring hydrologic settings. 

Hydrologic models have been developed in response to hydrologic 

needs. The introduction of computers has led to the development of 

more sophisticated models. The more sophisticated models should be 

more accurate in order to justify their existence. Their accuracy must 

be measured in terms of their ultimate use. 
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The models discussed in this report are parametric models, or 

models which try to simulate physical conditions by a deterministic 

mathematical description which includes, as much as possible, approx­

imations to the physical laws which govern surface water hydrology. 

Wherever possible a physical interpretation is placed upon the parameters 

used in the models. A separate field of modeling not covered in this 

study is that of stochastic simulation, which includes models which des­

cribe the hydrologic record in statistical terms and use that statistical 

description to generate synthetic "equally likely" records. Each type 

of model has its advantages and disadvantages for application to meet 

a particular need. 

The derivation of a set of optimum parameters which represent the 

hydrology of a basin must be based on data. A parametric model re­

quires both streamflow and rainfall data and, perhaps, other hydrologic 

data. The data other than streamflow do contain streamflow information, 

and the added information should reduce the time length of streamflow 

data collection necessary to achieve a give::i level of accuracy of pre­

diction. 

Most studies concerning rainfall-runoff models assume a stationary 

time series, at least during a period of calibration. Thus the model 

parameter values can not change over time. An assumption often is 

made that if parameters do change that any such changes can be related 

to physical changes on the drainage basin, particularly to man-made 

changes . 
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Historical Development of Parametric Rainfall-Runoff Models 

Parametric hydrology is that field of □athematical hydrology which 

attempts to synthesize a model of the land :;Jhase of the hydrologic cycle 

by approximating the physical laws governing the various components of 

the rainfall-runoff system. Infiltration, soil moisture storage, percol­

ation to ground water, evapotranspiration and surface and subsurface 

flow routing are modeled by sets of equations which hopefully give a 

r e sponse equivalent to the response of the component modeled. The 

components and all necessary interrelations among components are 

described by means of parameters, some of which are empirical and 

some of which have a physical interpretation. 

One of the earliest overall models of the hydrologic cycle was de­

veloped by Folse (1929) . Development on that model began about 1916, 

and continued throughout the 1920 1s. During the 1930 1s, advances were 

made in the description of all components of the hydrologic cycle. 

Sherman ( 1932) introduced the theory of the unit hydrograph, which led 

to a flurry of developments culminating with Dooge's general linear 

theory of flood flow routing ( 1959). The Horton ( 1939) infiltration equa-

tion was an empirical attempt to describe unsaturated flow. Philip ( 1954) 

extended this by deriving an a pproximation based upon the Darcy equation 

for infiltration at a point. T heis ( 1935) showed the analogy of the Darcy 

equation for flow through saturated porous media to the heat flow equation. 

Many simplifications for specified boundary conditions followed, and be­

came the basis for rout ing of ground water discharges, such as the equation 

of Kraijenhoff ( 1958) for instantaneous recharge in the two-dimensional case. 



• 

The digit.al computer made it possible to. combine these many 

approximations into one overall approximation describing the operation 

of the land phase of the hydrologic cycle. Linsley was the first to take 

advantage of this possibility, and his efforts led to the development of 

Ue Stanford Watershed Model ( Crawford and Linsley, 1966). Similar 

models have been developed at many universities and in government 

agencies, both in the USA and abroad. 

The many models currently available or being developed must 

meet certain crit eria in order to be useful in practical application. They 

must: 

1. Require only input data which are generally available. 

2. Be simple enough for the user to operate and to understand. 

3. Provide the output desired at an acceptable level of accuracy 

for the application for which it is used. 

The U.S. G. S. flood hydrograph simulation model follows dire ctly 

from the historical developemtns described above, and is designed to 

meet the criteria outlined. 



Transferability of Results of Modeling 

Transferability of results requires tha-: the parameters derived 

from simulation studies at measured sites be constant, or possess 

invariant relations with physical variables which can be measured in 

other basins. Time invariance is required or else any changes in t ·me 

must be the result of measureable physical changes within the basin. 

Certain types of information may be transferable without the use of 

simulation. For instance, Benson ( 1962), as shown 

that raw data analysis leads to regionalization of flood frequency 

characteristics for a region. Simulation might aid such a study by 

extending the data base available for analysis. In addition, simulation 

is necessary if the time sequence of flows rather than just their fre­

quency of occurrence is needed. 
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Parametric simulation is so structured as to contain parameters 

which are related to physical measures of the basin. Therefore, 

transferability is implicit in parametric simulation. No studies to 

date, however, have presented results leading to regionalization of 

the parameters of either stochastic or pararr_etric simulation, although 

some thought has been given to the problem (Benson and Matalas, 1967; 

Matalas and Gilroy, 1968). The test of feasibility of any such regional­

ization of parameters depends upon the sensitivity of results of simulation 

to the accuracy of the parameter estimates. The fact that a parameter, 

whether statistical or physical, can be related to some characteristic 

of a basin is of no use if the standard error of estimate of the resulting 

relation is such t hat the simulation may be grossly in error. Therefore, 

transferability of parameters will be limited by the sensitivity of the 

modeling results to errors in parameter values. 



Advantages and Disadvantages of Parametric Simulation 

Rainfall-runoff models, in general, ar e lumped parameter model s, 

although often the surface streamflow routing is accomplished by the use 

of a finit e difference approximation to the drainage system. A lumped 

param eter model attempts to use a single :r:arameter value to represent 

a phys ica l measur e which has spatial variability. The mode ls are the r e ­

fo re at l e ast one step remove d from the reality of flow mechanics at each 

point in the watershed. Derived parameter values are at b e st average 

values for the basin, and are an index to, rather than a measure of, the 

underlying physical system. This approximation introduces a major 

source of error into a lumped parameter model, and limits the accuracy 

of pr e diction obtained by the use of the mo ci.el. 

The parameters in parametric simulation models should require a 

shor ter period of record in order to be as well defined as those for e ither 

det e rministic or stochastic black-box models. This has advantages when 

dat a collection must be commenced, and ar_alysis postponed until suffi­

c i e nt data are available. Transferability s hould be easier for parametric 

m o de ls, although this is yet to be demonstrated. Parametric models 

r e quire more type s of data for each event modeled, both for system identi­

fication (fitting of parameters) and for simulation of synthetic records . 
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The emphasis of the mcrlels presented in this study is on flood 

hydrograph simulation for small drainage areas. Generally there is 

little or no data on small drainage areas. Therefore results must 

be obtained on the basis of short records. In addition, only a small 

precentage of smaller basins can be gaged. Therefore results must 

have transferability if the ungaged smaller basins are to be simulated. 

Concentration on the development of a parametric model thus seemec. 

warranted. 

/0 
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STRUCTURE OF THE MODEL 

General Structure 

The rainfall-runoff model described in this report deals with 

three components of the hydrologic cycle. They are a ntecedent mois­

ture, infiltration, and surface runoff. The structure of the model is 

shown in figure 1. 

Figure 1. - - near here 

The attem pt has been made to design a model which has a degree 

of equivalence to the physical system. Tt.erefore, this model shou ld 

be quite similar in structure to any other bulk parameter model for 

rainfall-runoff simulation. The anteceded moisture accounting compon ­

ent is a more sophisticated version of the antecedent precipitation index 

( A PI), which is designed to determine the starting infiltration rate for 

a storm. The infiltration component uses the Philip equation, which is 

supposedly a somewhat better approximation to the differential equat ion 

which describes unsaturated flow than is be classical Horton exponen­

tial de cay infiltration equation. Surface r ::mting is based on a linear 

approximation developed over 20 years ag-:) ( Clark, 1945). 
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The operation of the antecedent moisture accounting is designed to 

simulate moisture redistribution in the soil column and evapotranspir­

ation from the soil. It contains four parameters: EVC, a pan coefficient 

converting measured pan evaporation to potential evapotranspiration, 

RR, a coefficient which determines the relative amounts of infiltration 

and surface runoff for periods with daily r ainfall input, BMSM, a max­

imum effective amou nt of base moisture storage, and DRN, a coefficient 

controlling the rate of drainage of the infiltrated soil moisture. The 

input to this component is daily rainfall and daily pan evaporation. The 

output is the amount of base moisture storage (BMS) and of infiltrated 

s urface moisture storage (SMS). BMS represents a uniform antecedent 

moisture content of t he active soil column, and its range of values 

s hould simulate the range from wilting point to field capacity. SMS 

represents the moisture content of the surface layer which develops 

during infiltration. 

The infiltration component is based on an approximation to the 

differential equation which describes unsaturated flow ( Philip, 1954} • 

The equation is based on a two-part accounting of the soil moisture , with 

a wetting layer overlying a layer of uniform moisture content determined 

by antecedent events. The parameters of this component are the capillary 

potential or soil suction at the wetting frcnt for field capacity conditio ns 

(SWF), a parameter which varies the effEctive capillary potential over 

a range ( RGF) as a function of BMS, and t he saturated soil conductivity 

(KSAT). Imputs to this component are ur:.it rainfall data and the values 

of BMS and SMS derived from previous times. The output is rainfall 

excess, which is the remaining rain fall after abstractions by infiltration. 

/3 



Surface runoff routing is based on the Clark form of the in­

stantaneous unit hydrograph. The single parameter is a linear reservoir 

routing coefficient (KSW), but in addition a time area curve is derived 

which distributes the excess rainfall into a translation hydrograph. The 

input to this component is the rainfall excess output computed from the 

infiltration component, and the output is the storm runoff hydrograph, 

Table 1 summarizes the eight model pare.meters. 

----------
Table 1. - - near here 

--------------
The output from one component is ti1 e input to the next. Even 

a model as simple as this one has many interactions among the para­

meters. This is particularly true of the antecedent moisture acco· .. mting 

and the infiltration components. It is oft en possible that adjustments of 

a parameter in one component can be compensated for by an adjustment 

i n a different component in another parameter. Over some error range, 

th e r e may be many sets of parameter values which fit a given set of 

data e qually well. Even though the parameters of the model are chosen 

so as to be analogous to physical parameters in a basin, the degree of 

non-uniqueness in the optimum set of derived parameter values may 

mask the re lation of the values to their supposed physical prototype. 

Thus the conceptual physical equivalence of the model may be los t in the 

fitting process. This point will be covered more fully later. 
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Table 1. - - The eight model parameters 

and their application in the modeling process. 

~:i~~~;;'~:~1 U~ils_J __ _ Application 7 
I I I ! SWF I inches I 
! RGF I 
I 
I 

KSAT 

BMSM 

EVC 

DRN 

RR 

I inches per 
hour 

inches 

inches per 
1 hour 
I 

! 
I 

--------------1 
Suction at the wetted front for soil 
moisture at field capacity 

Ratio of the suction at the wetted front 
for soil mois ture at wilting point to that 
at field capacity 

The minimum {8atu r ated) value of 
hydraulic conductivity used to determine 
infiltration soil rates 

Soil moistur e storage volume at field 
capacity 

Coefficient to convert pan evaporation to 
potential evapotranspiration values 

A constant drainage rate for redistribution 
of soil moisture 

Proportion of daily rainfall that infiltrates 
the soil 

I 
I 
I 

I 

KSW hours Time chara~teristic for linear reservior 

L--
---~outing _____________________ _. 
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The Infiltration Component 

Infiltration is the term used to describe the entry into the soil of 

water available at the soil surface. When rain falls on a soil it either 

infiltrates, goes into detention storage, or become surface runoff. 

The rate of infiltration into the soil is, of course, limited by the supply 

rate of rainfall. Darcy's law describes flow of a liquid in a homogen­

eous porous medium, and is the basic mathematical description of the 

infiltration process. 

Many empirical equations have been used to spproxirra. te the 

infiltration process . One of the more physically meaningful equat ::.ons 

is that of Philip ( 1954, Green, 1911), wr_ich has been used as the basis 

for th e infiltration component in the flood hydrograph synthesis pro­

g ram . The Philip equation assumes a two-part soil moisture distribu­

tion, as shown in figure 2. 

--------------

Figure 2. -- near here 

A soil column of initial moisture content, m 0 , is infiltrated by water 

which wets a thickness of soil, x, to a uniform liquid content, m. Both m 
and m 0 are relative moisture contents of their respective soil columns, with 

m representing moisture content at field capacity. 

The wetting front is at the depth, x, below the soil surface. The 

equation assumes that the velocity of flow throughout the wetted column 

and the soil suction at the wetting front each is constant. The capillary 

potential which exists in an unsaturated soil acts to move moisture from 

wetter to drier portions of a soil column. 1, 



With these assumptions, Darcy's law reduces to 

Vx 

~ 
• P+x+H 

or 

V -=kh[l+P:H] (1) 

Where Vis the downward velocity of flow in the infiltrating column (units 

of L/T), ¾ is the capillary conductivity (units of L/T) at soil moisture 

m, Pis capillary potential at the wetting front (units of L), and His 

the depth of ponded water at the surface (units of L). The capillary po­

tentiaJ. usuaJ.ly is severaJ. orders of mag~itude larger than the depth of 

ponded water, so that the H term nuzy be ignored. Because 

V = di/dt (2) 

and 

(3) 

equation 1 becomes 

[ 
P(m-IT1c)] !! = kh l + i 

(4) 

where i is the accumulated infiltration in the wetting column, and is denoted 

by the hacured area on figure 2. The mnemonic identifiers used to designate 

equation 4 in the computer program and in this paper a.re 

FR = KSAT [ 1 + ~~ 1 
where 

FR = di/dt 

KSAT = ~ 
PS = P(m-mo) { effective 

Sr.f> = i 

11 

(5) 

(units of L/T) 

(units of L/T) 

(units of L) 

(units of L) 



The capillary potential at the wetting front is not a constant, 

but varies depending upon initial soil moisture condition. Colman and 

Bodman, ( 1944) state, in a paper used by Philip far souo af 

the justification for his equation, that "o"' the changed conditions brought 

about by using moist rather than air-dry soils, the observed results 

indicate the particular importance of the lowered potential gradient at 

the wet front". However, there is no method given by Philip or Colman 

and Bodman for determining the variation of the potential. The flood 

hydrograph simulation program determines the effective value of PS as 

varying linearly between a value at wilting point and a value at fie d 

capacity. This requires two parameters. The first is the effective 

value of the product P. (m-m0 ) at field capacity (SWF). The other is the 

ratio ( RGF) of the product at wilting point to that at field capacity. The 

effective value of the product of capillary potential and soil moisture 

deficit is described by a linear relation to soil moisture deficit a d is 

computed as 

(6) 

where BMS is the beginning soil moisture storage in the soil column aI?,d 

BMSM is the maximum moisture storage in the soil column at field 

capacity. Therefore, the ratio of BMS to BMSM is equal to the ratio of 

mo to in. This relationship is shown in figure 3. 

Figure 3. -- near here 
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Equations 5 and 6 represent the approximation used for infiltration at 

a point. Equation 5 is a differentiaJ. equation with a variable coefficient 

because the soil suction coefficient , PS, is a function of soil moisture, 

as shown in equation 6. Infiltration occurs over a basin at varying rates, 

however, the flood hydrograph synthesis program uses a scheme first pre-

sented by Crawford and Linsley (1966,p.210) in order to convert point po­

tential infiltration to net infiltration over a basin. Letting SR represent 

the supply rate of rainfall for infiltration and QR represent the rate of 

generation of excess precipitation which does not infiltrate, the equations are 

QR = s~/2FR SR < FR {7a) 

QR = SR-(FR/2) SR > FR (7b) 

The schematic representation of the relations is shown in figure 4. The 

Figure 4.-- near here 

relation maybe interpreted as describing the probability distribution of 

potential infiltration over the basin by a straight line, with net infiltration 

being the average over the basin. However, no claim is made that equation 7 

actually is a representation of the probability distribution of potential 

infiltration. Certainly such a distribution would not be linear, as implied 

by the equation, nor would its shape be similar in time. Rather, equation 7 

is an empirical tool which eliminates the absolute threshold value for infil­

tration. Thus, there is some runoff from any volume of rainfall, al.though for 

low intensity rains with dry soil conditions the runoff is quite small. The 

major justification for equation 7 is that it aids in the modeli~ of the 

runoff volumes for the smaller, low-intensity storms. 



Equations 5, 6, and 7 together des c ribe the infiltration compon­

ent. The flow chart for the infiltration component is shown in figure 5. 

Figure 5. - - near here 

The Soil Moisture Accounting Component 

The soil moisture accounting component in a rainfall-runoff sim­

ulation model determines the effect of ant ecedent conditions on the infil­

tration component. Although the moisture accounting system in this model 

was designed to represent the physical process to a large degree, th e lack 

of full physical equivalence, in application, may result in a curve-fitting 

process so that the fitted parameter values have more apparent than 

real physical meaning. In addition, there is a necessary constraint 

that the soil moisture acco nting component must be compatible with 

the infiltration component if a water budget is to be maintained throughout 

the system. These two facts should be kept in mind throughout the des­

cription of the soil moisture accounting component. 

20 



The soil moisture component in the flood hydrograph simulation 

program is based upon the Philip scheme described for the infiltration 

component. The total moisture in storage in the soil column is divided 

into two parts . The first is contained in a base moisture storage (BMS) 

at a soil moisture which may vary from field capacity to wilting point. 

The second is a surface moisture storage (SMS) at field capacity. Thus, 

t he total infiltrated column is assumed to be at field capacity. This is 

based upon the results shown by Colman and Bodman in the paper men­

tioned earlier in the description of the infiltration component. The thin 

saturated soil layer at the surface which exists during active infiltration 

is ignored . A schematic diagram of the soil moisture accounting is 

shown in figure 2. 

SMS depicts accumulated infiltration, and all infiltration during 

storm periods is added to SMS. BMS, on the other hand, is used to 

compute the relative soil moisture deficit. The unhachured area in 

figure 2 represents BMS. BMS and the ratio RGF are together used 

to compute PS, the effective value of the product of the capillary po­

tential and the soil moisture deficit, which also is a part of the infiltration 

e quation. 

Evapotranspiration losses are assumed to occur at the potential 

r ate. All evapotranspiration demand is met from SMS, if possible. 

When storage in SMS is zero, evapotranspiration then occurs from BMS. 

21 



Drainage occurs from SMS to BMS a-: a constant rate as long as 

storage exists in SMS. Storage in BMS has a maximum value (BMSM) 

which is equivalent t o the field-capacity moisture storage of an active 

s oil zone. Zero storage in BMS is assumed to correspond to wilting­

point conditions in the active soil zone. When storage in BMS exceeds 

BMSM, the excess is spilled to deeper storage. The spills could be the 

basis for routing interflow and base flow components, if desired. How­

e ver, these components of streamflow are not modeled in the flood 

hydrograph simulation program. If other components of flow comprise 

a significant portion of the flood peak, a r outing of these spills would be 

ne cessary. 

22 



The Surface Routing Component 

The excess precipitation generated in the flood hydrograph 

simulation program must be converted into a flood hydrograph by a 

routing scheme. The Clark flood-routing method ( 1945) is used to 

de velop the basin unit hydrograph. The Clark method has two parts . 

First, the excess precipitation is converted into a translation hydro ­

g raph which represents the effect of varying travel times in the basin. 

The translation hydrograph for the basin is represented by a time-discharge 

his togram . The time-discharge histogram is developed from the 

di s tance-area histogram for the basin. In essence the derivation 

assumes that distance and travel time are directly proportional. 

B e cause of variation of both resistance to flow and of channel slope 

ove r the basin, the assumption of proportionality of distance and travel 

time does not necessarily hold. Therefore a comparison of the shapes 

for simulated and observed hydrograph for several flood events may be 

used to revise the time-area histogram to a more appropriate shape 

fo r a study basin. 

The translation hydrograph must be routed through some element 

repre senting storage in the basin. For an instantaneously developed 

excess precipitation of one inch, this results in the instantaneous 

unit hydrograph. The Clar k method assumes a linear time-invariant 

storage. Dooge ( 195 9) presents an excellent discussion of unit 

hydrograph methods, and the place of the Clark method in the general 

th eory. Figure 6 pi ctures the operation of the Clark method. 

- - ------
Figure 6. -- near here 

------



SYSTEM IDENTIFICATION 

The method of determining optimum parameter vaJ.ues is based on an 

optimization technique devised by Rosenbrock (1960) and referred to by 

Wilde (1964) as the method of rotating coordinates. It is a hill climb­

ing procedure that does not require the evaluation of partial derivatives 

of the objective function with respect to t he parameters. All pB.!'ameters 

must be bounded for the method to be used. Thus, parameter vaJ.ues may 

be constrained to a range of "reasonable" values if desired. The utility 

of the procedure as related to system identif~cation in the field hydro­

logic modeling has been discussed by Dawdy and O'Donnell (1965). 

The method revises the parameter vaJ.ues and recomputes the objective 

function with the revised set. If the result is an improvement, the revised 

sets is accepted; if not, the method returns to the previous best set of 

parameters. The objective function, or U-function, throughout this study 

is based upon the sum of the squared deviations of the squared deviations 

of the logarithms of peak flows, storm volumes, or some combination of both. 

Thus, the fitting procedure develops a non-linear least-squares solution. 



The logarithms of flows are used because streamflow errors 

generally are more nearly equal in percentage than in absolute terms. 

Thus, if a peak of 1000 cfs is estimated in error by an average of 

100 cfs ( 10 percent), a peak of 5000 cfs will have a greater probabL ity 

of an average error of 500 cfs (10 percent) than of 100 cfs (2 percent). 

The logarithmic transformation is meant to make the error of estimation 

more commensurable for the large and the small peaks. The sum of the 

s quared errors is used as an objective function because of the mathe­

matical property that it is a convex function, and because of its direct 

a nalogy to least squares fitting in standard linear statistical theory. 

More concerning this point will be discussed later in the report. 

Rosenbrock's method of optimization proceeds by stages. During 

the first stage each parameter represents one axis until arbitrary end 

of stage criteria are satisfied. At the end of each stage a new set of 

orthogonal directions is computed, based on the experience of para­

meter movement during the preceding stage. The major feature of 

this procedure i s that after the first stage, one axis is aligned in a 

direction reflecting the net parameter m ovement experienced during 

the previous stage. 
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To start the fitting process, the hydrologic model is assigned an 

initial set of parameter values and the resulting simulated flood hydro­

graph response is computed. The objective function is calculated and 

stored as a reference value, which is used to evaluate the results of 

subsequent trials. A step of arbitrary length is attempted in the 

first search direction. If the resulting value of the objective function is 

less than, or equal to, the reference value, the trial is registered as a 

success, and the appropriate step-size, e, is multiplied by o>1. If 

a failure results, the step is not allowed anci. e is multiplied by -(3, 

where 0< {3< 1. An attempt is made in the next search direction, and 

the process continues until the end of stage criteria are met. At this 

point, a new search pattern is determined and another stage of optimi­

zation undertaken. Only a limited amount of information is output 

during optimization. The U-function value and associated parameter 

values are printed for each successful trial. In addition, a listing 

by flood event of the simulated hydrologic response and of observed 

data are output at the start of each stage. 

It must be stressed that the concept of automatically determining 

optimum model parameters requires that the objective function be 

compatible with the intended use for whict the fitting is urrl ertaken. 

In order to give weight to both the volume and shape characteristics 

of the flood hydrograph, a weighted objective function (U3), which 

included both peak and volume error has teen used. One component 

of the objective function used in optimization is the sum of 

squared log deviations between recorded and simulated flood peaks (U 1). 

Another component, (U2), is the sum of squares log deviations 

between estimated and simulated surface runoff for each storm period. 



Estimated surface runoff is calculated by a crude hydrograph ­

separation technique that integrates the volume of runoff under the 

flood hydrogra ph, from the start of the st,::>rm period through the 

period of rise, and for a duration of recession after the peak. The 

contribution from base flow is deducted and assumed to equal the 

volume derived from projecting the level of discharge at the start 

of the rise throughout the period of integration. Recorded flood peaks 

are similarly reduced by the antecedent discharge level to account 

for the contribution from base flow. 

21 



General Discussion of Response of the Model 

The game of hydrologic simulation is based upon engineering 

approximations. Approximations introduce errors into simulation 

results. In order to properly utilize a model, some understanding 

must be gained concerning the magnitude of errors produced through 

use of the model. 

Errors in data are reflected in errors in the fitted parameters in 

a simulation model. If perfect input data are routed through a perfect 

model, the output produced would agree perfectly with an error-free 

output record. If errors are introduced into the input or output record 

or both, the output will not be exactly reproduced even by a perfect 

model. If a fitting process is used, the parameters will deviate from 

their true values in order to minimize the deviations between the sim­

ulated and recorded traces as specified in the objective function. The 

"optimal" set of parameters will now be in error, and the value of the 

objective function after fitting will be less than its "true" value. This 

is so because the value has been so derived as to find the minimum 

value for the objective function. 

This process is analogous to statistical least squares analysis. The 

fitted parameters deviate from their population values because of random 

errors in the data. The standard error of estimate is a measure of 

error in the data. The standard error of prediction, however, is somewhat 

great er than the standard error of estimate, for it includes both the measure 

of lack of fit of the data used to calibrate the model and the measure of 

error in the fitted parameters. These relationships are shown in Table 2. 

--------------Table 2. -- near here 
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Table 2. -- Qualitative comparison of errors involved in 

hydrologic modeling with analogous errors resulting from 

standard linear statistical analysis. 

j - ------fQua.Iitative size 

1
-~ou~ce _of error____ 1of error variance Statistical analog ----~ 

: Measured data I a Measurement and 
sampling error vari­
ance 

I 
I 
I 

l 

I 
Differences between measure~ a-b Square of standard 
and simulated flows during thel I error of estimate 
calibration period I I 
Differences between measure a+ t l Square of standard 
and simulated flows utside error of prediction I 

1-~~:_:_a~ibration pe~iod -~--L_________ _____ _ ____ J 



If the assumptions of regression theory were valid, for a linear 

model with normally distributed and homoscedastic errors of the depen­

dent variable, the standard error of prediction could be computed from 

the standard error of estimate, the deviations of the independent vari­

ables from their mean, and the error in the coefficients for the inde­

pendent variables. These assumptions seldom hold, however, so that 

competent statisticians often resort to split sample testing. The 

assumptions also fail for hydrologic simulation and, in addition, the 

models are non-linear, so that there is no theory by which t o compute 

the error of prediction. Therefore, split sample testing must be used in 

this case whenever possible. 
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Non-linearity of the hydrologic process precludes at this time 

any theoretical description of the mechanism by which errors in data 

are transferred to model parameters and then are combined with input 

errors in the test period to produce errors in the simulated strPamflow. 

An empirical study for the response of the model is shown 4a table 3. 

Table 3. -- near here 

A recorded rainfall trace was assumed error free and routed through 

an optimized set of parameters for the Little Beaver Creek basin near 

Rolla, Missouri. The optimized parameter values were assumed to be 

correct values,to obtain a "true" streamfl:Jw trace . Then a random 

error with mean zero and standard deviatbn of ten percent was applied 

to all rainfall values. These "erroneous" rainfall values were then 

routed through the model with the "true" parameter values, and the re­

sulting value of the objective function for the simulated streamflow trace 

computed. An optimization run then was made which adjusted the para­

meters to minimize that value. The "optimized" set of parameters is 

shown, along with the resulting value. The "true" rainfall trace was then 

routed through the new optimized parameters and the objective function 

evaluated. Assuming independence of the two souces of error, one in the 

input data and the other in the model parameters, the error of prediction 

should be approximately equal to the square root of the sum of the squares 

of the two separate estimates of error. To test this relation nine independent 

sets of random errors were applied to the rainfall values and routed through 

the model using the optimized parameter values. 

th ese nine test runs is also shown in table 3. 

~/ 

The average U value for 



Table 3. -- Results of an empirical study of the response 

of the model to input and output error s. 

- ------------------------
Values Values 

Assumed Optimized to Optimized to 
P a ram et e r True Rainfall errors of Streamflow errors of 

__________ v_a_1_u_e_s ___ 1_0_% ________ 2_o_o/c_o ___ 5_o/c_o __________ 1_o_°lc_o __ _J 

SWF (in) 

KSAT (in-hr) 

KSW (hr) 

P.VC 

B MSM (in) 

RGF 

3. 6 

. 063 

1.0 

. 56 

4.0 

12.0 

• 8 

3. 6 

. 063 

1. 04 

. 57 

4.02 

11. 9 

3.8 

. 06 

1. 06 

. 58 

3. 98 

11. 94 

.8 

3. 7 

. 063 

. 98 

. 55 9 

4.04 

12. 12 

3. 7 

. 061 

. 98 

. 56 

4.04 

12. 21 

. 796 

I 
I 
I 

I 

I 
I 
I 
I RR 

DRN(in-hr) . 020 

. 796 

. 018 . 01 7 

. 796 

. 020 . o 19 I 
V, p d,:c 

p d 

pD 

V, Test~~* 

. 0150( 12)t. 

• 0097 ( 9. 9) 

. 0039(6. 3) 

. 0196(14) 

. 0538(23) 

'· 0493( 22) 

. 0152( 12) 

. 08 90( 30) 

. 00233(4. 8) 

. 00170(4. 1) 

~cp = True par ameters, p = optim ized parameters, D = correct data, 

d = e rroneous data. 

~<*Average of nine separate test runs. 

. 00915(9. 6~ 

. ~~708{8. 31 

t.Firs t value is the average of two thirds of the squares of differences of natural 

loga rithms of the sample peaks plus one third of the squares for the sample 

storm volumes. The second value l:1 parentheses conve r ts the first value to an 

e quivalent "percent standard e r r or" by SE = antilog U, and averaging plus and 

and minus percentages. 
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For the case of 10 percent rainfall errors, the error introduced by 

data errors (Pd) is 0. 0150, while that for p arameter errors (pD) is 0. 0039. 

The sum of these is 0. 0189 which is to be c ompared with 0. 0196 (U ,.,.,est). 

The comparison of the error of prediction based upon the variances above 

is 13. 8 percent (Pd+ pD) as compared to 14. 3 (U Test). 

Similar results are shown for input rainfall errors with a 20 per­

cent standard error. As was the case for the 10 percent errors, the 

error in simulated output :w:as magnified so that it is about 20 percent 

greater than the rainfall error (Pd is 23 p-ercent as compared to the 

previous value of 12 percent). Once again Pd+ pD should combine to 

produce a value comparable to that for the test results, and O. 0538 + 

0. 0152 = 0. 0690 is to be compared with O. 0890. The respective 

percentages are 26 and 30 for estimates of the error of prediction. 

Errors in streamflow measurement are transferred to model 

parameters in the fitting process. An example of this is shown in 

Table 3. Errors of 5 and 10 percent were introduced into runoff estimates, 

and a set of best fit parameters derived. The rainfall and runoff errors 

are independent in this study, so that the square of the error of predic­

tion for 10 percent runoff errors and 20 percent rainfall errors would 

be of the order of the sum of the two varia:ice terms, O. 08 90 for rainfall 

errors and 0. 00915 for runoff errors, which yields a 32 percent error for 

the two combined, as compared to 30 percent for rainfall alone. 



Two points are of interest in the above results. First, rainfall 

errors have a magnified effect on the simulated streamflow for basins 

similar to the one chosen for the study. This probably is true for most 

basins with drainage area less than ten square miles. Therefore, 

rainfall errors probably are the controlling factor determining accuracy 

of streamflow simulation. Second, the response of this quite non-linear 

hydrologic model is approximately linear for errors in rainfall of the 

order of magnitude assumed, which probably are of the order of magni­

tude generally encountered in a field case. One would expect that errors 

in rainfall input would result in greater proportional errors in predicted 

excess rainfall. This results from the fact that abstractions through infil­

tration, at least in this model, are not affected by rainfall intensity. 

However, amounts of excess rainfall for di::ferent time periods from diff­

erent parts of the basin are combined in the translation routing, and the 

storage routing attenuates errors by averaging by means of the storage 

process. Therefore, the relative size of rainfall errors and of errors 

of estimated streamflow depends upon the extent to which the model of 

the routing process attenuates the magnification of errors produced in 

model estimates of excess rainfall. 

The fact that the errors of streamflow estimates are approxi.mately 

linearly related to errors of rainfall input data is particularly important. 

The linearity of errors indicates that there may be some hope for the de ­

rivation of a theory of errors fe,r streamflow simulation. In addition, 

the linearity gives some post hoc justification for the non-linear least 

squares fitting technique used in the f•itting process. 



Case Studies Using the Simulation Model 

The proof of the pudding is in the eating thereof. The empiricaJ. study 

described in the preceding section does give insight into the modeling pro­

cess and, in particular, into the operation of the model. However, to better 

illustrate the utility of the model in field application, three case studies 

have been undertaken, They represent a range in location and hydrology. The 

basins a.re Santa Anita Creek near Pasadena, CaJ.ifornia, a semi-a.rid basin, 

Beetree Creek near Swannanoa, North Carolina, a humid basin, and Little 

Beaver Creek near Rolla, Missouri, with a hydrology typical of the interior 

United States. All three basins have pronounced relief. 

The data available varied from basin to basin. In addition, the re­

lative stage of development of the model led to emphasis of difference re­

search areas. Su~ficient rainfall data were available for Santa Anita Creek 

Basin so that a study could be made of the effect of bias of rainfaJ.l 

measurements and of the effect of time and space variability of rainfall 

on modeling results. Beetree Creek Basin was used to study the effects of 

split sample testing, and, in addition, was used to study the methodology 

of the use and limitations of the objective curve-fitting method. Each will 

be dis cussed separately, then a discussion of the overall results and of the 

problems encountered will be presented. 
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SANTA ANITA BASIN DATA 

General Physiography 

The Santa Anita Creek drainage bask is a 9. 7 squre mile ( 25 square 

kilometers) area of the San Gabriel mountains in southern California. The 

rugged topography ranges in elevation from 1,500 to 5, 700 feet {460 to 

1, 700 meters) above sea level with the mean about 3, 600 feet ( 1, 100 meters). 

Thin porous soils covering a highly fractured bedrock combine to give the 

basin high moisture retention and absorption properties. The southerly 

fac ing basin recei ves about three-fourths of its rainfall during c;ool 

winters. The climate and soils support a thin to dense growth of chaparral 

native to the area. 

Precipitation 

The precipitation measuring network on the Santa Anita Creek basin 

consists of 6 stations for a 14-year period ending with the 1962 water year. 

The six sites provide good areal (figure 7) and elevation (table 4) coverage 

-------
Figure 7. - - near here 

Table 4. -- ne ar here 

-------------
of the basin anuual precipitation. A double-mass analysis of the 14-year 

annual precipitation values show fair measurement consistency among 

the 6 stations . Three sites with continuous recorders (Stations 4 77, 60, 

and 338) provided the rainfall data required by the simulation model. 



Table 4. -- Mean Annual Rainfall (1949-1962) 

------------------

St ation 

,- ----
58 - Sturdavent 

60 - Hoegee 

'16 3 - Big Santa Anita Dam 

3 38 - Mt . Wilson 
I 
432- Fern Lodge 

477- Spring Camp 

Basin mean: 

Thiessen: 

All station 

Three- station 

Elevation-area 

-----------

Elevation 
feet 

3, 255 

2,500 

1,400 

5, 710 

2, 035 

4,670 

1Basin mean used was 29 . 5 i nches . 

Mean Annual 
Rainfall 

inches 

----
30.57 

30.44 

19.47 

25. 21 

26. 30 

28. 892 

28. 3 

29.5 

29. 5 

2Adjusted on the basis of double-mass analysis. 
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----
Deviation from 

Basin Mean1 
Percent 

+ 3. 2 

- 13. 5 

+ 0.6 

I 
__ j 



Two methods were used to determine the basin mean annual rain­

fall during the 14-year period. First the standard Thiessen method gave 

a mean of 28. 3 inches (71. 9 centimeters) when all 6 stations were con­

sidered and a mean of 29. 5 inches when only the 3 recording sites we r-e 

used. The second method, a numerical in-:egration of the relationships 

for elevation- pereent area obtained from topographic maps and elevation- · 

annual rainfall defined by the 6 gage records (figure 8), gave an annual 

------------
Figure 8. - - near here 

mean of 29. 5 inches. 29. 5 inches was chosen as the estimate of the mean 

annual and used to evaluate t he relation of individual station rainfall to 

basin-mean rainfall. 



The 24 storm periods selected for simulation had both complete 

records of the rainfall occurring at the 3 recording stations and a signi­

ficant rise in stream di scharge. The records for the storm periods 

were reduced to 15-minute volumes. Daily rainfall records were used 

b etween storms. The storm data were compiled from gage charts pro­

vide d by the Los Angeles Co nty Flood Control District. 

Streamflow 

The streamflow data used for fitting the model to the Santa Anita 

Creek Basin were those for the U. S. Geological Survey.gaging station 

ne ar Pasadena, California. The site has been gaged since 1916. The 

m e an flow has been 5. 5 cfs ( O. 16 m 3
/ sec) or 7. 7 inches ( O. 2 meters) 

pe r year. The maximum flow of about 5, 200 cfs ( 147 m 3
/ sec) occurred 

in March 1938. The peak discharges during the storm periods selected 

for study ranged from 17 to 2,530 cfs {0. 5 to 71. 6 m 3/sec) (see Table 5). 

Table 5. - - near here 

Evaporation 

Daily values of pan evaporation at Tanbark Flat were obtained 

from the Pacific Southwest Forest and Range Experiment Station, u. S • . 

Department of Agriculture. The Tanbark Flat climati c station is located 

in the San Dimas Experimental Forest about 10 miles ( 16 kilometers) east 

of the Santa Anita Creek bas in and is at an elevation of 2, 800 feet (850 

m e ters) . The mean annual evaporation from a standard Weather Bur eau 

pan is in excess of 60 inches ( 1. 5 meters). 
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Table 5.--Simulated peak dischrages using fitted parameters 

No. Observed 

1 

4 

5 

6 

7 

8 

9:1< 

10* 

11 

12 

13 

14 

15 

16 

17 

18* 

19 

20 

21* 

22 

23 

24 

Ul 

2529 

1472 

338 

194 

342 

45.8 

30.6 

108 

34.l 

50. l 

660 

150 

156 

111 

361 

332 

837 

709 

243 

15 .4 

58.4 

55.0 

91.2 

1235 

1 
Discharge in cubic feet per second 

Simulated with Adjusted Data (C) 

477 

2506 

2846 

917 

224 

532 

44.4 

37.2 

184 

35 .9 

51.9 

601 

121 

166 

113 

283 

238 

779 

372 

190 

31.6 

18.3 

28.1 

54 .1 

1238 

2.07 

Station 
60 

2318 

1667 

296 

221 

405 

53.4 

38.5 

146 

21. S 

14.5 

618 

149 

190 

99.6 

417 

228 

696 

97.9 

196 

28.9 

36.2 

29. 7 

45.9 

1303 

1.76 

338 

2722 

1198 

346 

225 

454 

63.8 

35.2 

148 

30.3 

27.3 

472 

130 

129 

96.6 

318 

253 

512 

42.3 

161 

35.4 

14 .3 

21.9 

69.3 

1362 

2.73 

*Events not included in fitting or the com~utation of Ul. 
1 
Observed and simulated discharges do not include base flow. 

2 A vc rage of the simu_late d pe aks for the th::-ee stations. 
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2 
Mean 

2515 

1904 

520 

223 

464 

53.9 

37.0 

159 

29.2 

31.2 

547 

133 

62 

103 

339 

240 

662 

171 

182 

32.0 

22.9 

26.6 

56.4 

1301 

1.92 



Data Screening 

The amount of rainfall data available for the Santa Anita basin 

was sufficient to investigate the effects of variability of measured rain­

fall upon simulation results. The record of several storm events indi­

cated a large spatial variation in total storm rainfall over the basin, as 

indicated by the deviation in percent of measured storm volume at each 

site from the weighted mean for each storrr:.. Several storms also appeared 

to have a large spatial variation in total storm rainfall over the basin, as 

indicated by the deviation in percent of measured storm volume at each 

site from the weighted mean for each storrr... Several storms also 

appeared to have a large spatial variation of rainfall intensities over 

the basin. On the basis of preliminary screening, six storms of the 

twenty-four available for analysis were not used in fitting the paramet ers. 

However, these peaks were simulated, and results are shown on the 

scatter diagrams. Only one of the excludec. storms might have significantly 

changed the results. The records for that storm show extremely high 

intensities for very short periods of time; the 15-minute time interval 

used to define the rainfall records appears to be inadequate for accurate 

simulation for that storm. The purpose of screening is to eliminate storms 

with extreme errors in data input so as to minimize the effect of data 

errors on the fitting process. 



Parameter Defidtion 

Nine model parameter determinations were made as a series of 

three fittings for each of the three rainfall stations. The first in the 

series of three fittings was made by using the data as recorded at the 

stations (set A). These results are analogous to those for simulation 

studies for which a single recording rain gage is available in a basin, 

and for which there is no basis for adjusting the record to obtain a 

better estimate of mean basin rainfall. 

The second series of parameter determinations was made for 

each station by adjusti ng the recorded storm volumes by a constant 

station factor {set B). These factors were computed so as to adjust 

the mean annual depth at the station site to 29. 5 inches computed for 

basin mean annual rainfall as explained earlier. These results are 

analogous to those for simulation studies for which a recording gage 

is available in a basin, and supplementary data are available to deter­

mine an average annual rainfall on the basin and at the gaged site. 

The third fit was made to the data with the storm volumes adjusted 

to a three-station Thiessen weighted mean for each event {set C) i.e., 

the mean basin volume was distributed in time in accordance with the 

rainfall intensity pattern for each individual station. These results are 

analogous to those for simulation studies f •::>r which a recording gage plus 

several non-recording rain gages are available in a basin. Thus, a 

weighted mean basin rainfall for each star□ can be derived. 



To summarize, the various rainfall intensities are adjusted as 

follows: 

Set 

A 

B 

C 

Adjustment 
I\ 

R .. = R .. 
lJ lJ 

I\ 
R .. = a .. R .. 

lJ • J lJ 
,. 
R . . = a ... R .. 

lJ lJ lJ 

I\ 

where R .. is the measured intensity for period i at station j, R .. is the 
lJ lJ 

adjusted intensity used in the given simulation set, a . is an average 
• J 

adjustment which is the ratio of mean annual rainfall over the basin to 

the mean annual rainfall measured at station j, and a .. is the ratio of 
lJ 

average rainfall over the basin for storm i to that volume measured for 

storm i at station j. 

The results of the nine fittings are given in table 6. In addition to 

parameter values the average squares of deviations between logarithms of 

Table 6. -- near here 

simulated and observed peaks, Ui, is given for each set of parameters. 

Table 5 shows the value s of the simulated peaks for data set C. Figure 9 

shows typical scatter diagrams for data set A. 

Figure 9. - - near here 



~arameter ,--·-----
SWF 

Table 6. -- Fitted Parameter Values 

Input 
Series* 7?1r------~aJJ-5~------·J1r---1 

A 21 22 11 I 
B 20 20 16 I 
C 20 18 --- 17 I 

--A- 7.5 I 6.1 i 4.4 I 
RGF B 1 6. 7 5. 9 I 5. 5 1 

0.32 o . 32 

KSAT I 0.31 0.32 I o. 25 l 
---·---~---:c ___ ,o_. __ 3 __ 2 ___ ~

1
.--__ o_.32 l __ o_. __ 3_1 ___ 7 I 4. 1 2. 1 

BMSM I 4 . 0 3. 6 

L------~-C-~1 3. 5 3. 5 ---+ 
A r o.52 o.52 I 

EVC B I o. 59 o. 71 I o. 80 I 
i------------c ______ o_. _74 _ __j o. 12 I o. 74 -7 
I A 0.049 1 0.058 I 0.030 I 

DRN B 0. 045 0. 057 ! 0. 043 

C l o. 056__ ~-059 o. 057 --- j 
---·---- I -+--- 7 

A 1. 14 I O. 0 98 1. 0 3 I 
RR B 1. 08 1. 00 0. 90 I 

C 0 .96 1.01 0.95 1. r---· 
I KSW 

1---A--,-2-. -4- 2. 8 2. 21 
2. 6 2. 8 2. 3 I 

A

BC 2. 5 2. 7 2. 3 1 

------- --,.-0-9-7(-3-2)--~----. 123(35) . 440(-~--l 

U1, fit criteria B I . 100(32) .122(35) .438(-) I 
____ _......__c _l . 115(35 . 098(33_) ____ . 153(4_0.L_J 

,:c Input Series: A - data as recorded. 

B - rainfall volumes adjusted by mean annual factors 

C - rainfall volumes adjusted by mean storm factors 

Figures in parentheses are average errors in percent. 



Parameter Sensitivity 

The sensitivity of the goodness of fit criterion to changes in para­

meter values is helpful in discussing parameter importance and simulation 

results. An expression of sensitivity of the error criterion to given 

parameters can be obtained by performing repeated simulations while 

incrementing the parameter, holding all other parameters to their fi t ted 

value, and observing t he change in value of the fitting criterion. This 

gives no measure of interaction of the parameters, but is a simple 

measure of how critically the simulation results are dependent upon the 

individual parameters. The results of this procedure when applied to 

data set C for station 60 ( C-60 on table 6) are shown graphically in 

figure 10. The figure is a plot of criterion value versus the percent 

----------~---
Figure 10. -- near here 

--------
change in parameter values. Applying this procedure to the other data 

sets produced similar relationships. 
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Analysis of Results 

The results of the nine separate optimization runs, three for 

each of the three stations, are summarized in table 6. Shown are 

fitted parameter values and the resulting goodness of fit, U 1, which is 

the peak simulation portion of the total fitting criterion used. The re­

presentativeness of the rainfall data is least for inputs A and most for 

inputs C. It would be expected that as the data for the three records 

b e came more similar to each other that the fitted parameter values 

would converge to common values for the t hree stations. As the data 

become more representative the accuracy •::>f fitting should increase, 

and the U 1 values decrease. The effects of the various components of 

error can be seen by comparison of variability of parameter values and 

goodness of fit between stations for a given input set . 

Parameter Values 

Prediction depends upon the fitted parameter values for the model 

as well as upon the data used for the prediction period. The more 

stable the estimated paramet er values the b etter the possibility of re­

l a ting the fitted values to measures of the basin. Thus, variability of 

fitted parameters for the nine optimization runs may give insight int o 

th e degree to which model parameters are influenced by data errors. 



A wide range in fitted parameter values resulted when the data 
~ 

were used as recorded at the ~ stations, input A. None of the th::'ee 

sets of parameters can be considered unlikely when viewed individually. 

Together the sets of values illustrate a possible range depending on -:he 

data representativeness. In a practical case available data may consist 

of only one record which must be used without knowledge of its degree 

of representativeness. The variability of fitted parameter values such 

as those for set A will affect the feasibility and accuracy of any regional -

ization of parameter values. 

Input set B contains both time distribution and total volume errors but 

has been adjusted to reduce the gaging bias as a result of errors in tne 

estimate of mean annual precipitation over the basin. The reduced range 

in parameter values except for KSAT and RR indicates a better estimation 

than was obtained in series A. The relative insensitivity shown for KSAT in 

figure 10 is for the independent effect of KSA T in the first term of th2 Philip 

infiltration equation. Accurate determination is not possible and may not be 

important. The range of values for RR between series A and B are about 

equal. Values of RR greater than 1. 0 reflect curve fitting in the model, 

and partly result from the differences between rainfall measured at a 

point and average rainfall over the basin. No constraint was placed :>n 

the value of RR for these optimization t:'uns. 
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Input set C has the same estimate for storm volume at all stat ·ons 

for each storm. The only variability is that introduce d by the different 

time distributions within a given storm as recorded at the three stat ions. 

All parameters have relatively stable fitted values . The variation has 

been reduced to within_±_ 10 percent for all parameters, with only the 

infiltration parameters, PSP and RGF, and the routing parameter, KSW 

varying by more than 5 percent. The overall correspondence between 

stations 4 77 and 60 in series C is very close, especially when the direct 

interaction of PSP and RGF is considered. 

Fitting Errors 

The measure of goodness of fit, U1 in table 6, is the average of the 

squared deviations between logarithms of computed and simulated peaks, 

and is analogous to a variance or the square of a standard error. 
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There are several components of error in the simulation results. 

Assuming the errors are independent, the results of a simulation run 

if stated in terms of components of variance might be represented as 

Q+M+R+V+T-C=U {8) 

where Q is the variance of error in the computation of discharge, and 

results from measurement error, from error in rating analysis, and from 

undefined rating changes. M is the variarn:~e due to approximations of 

the model, and results from the fact the physical laws are not exactly known 

and, where know, may be approximated for convenience or speed in comp­

utation. Both Q and M remain the same for all three sets of data. R is 

bias error resulting from the use of incorrect mean annual rainfall condi tions 

fo1~ the basin. T he purpose of the adjustments for data set B was to minimize 

this bias as much as possible for the given amount of data. This was 

accomplished, as stated, by using aJ.l the data to estimate mean basin 

rainfall, then adjusting each measured station mean to the estimate of 

the basin mean. V is error introduced by the fact that a point measure-

ment of volume for a particular storm differs from the mean basin 

volume for that storm. The purpose of the adjustments to obtain input 

set C was to minimize this error component. This was accomplished 

by using all data available to estimate mean storm volume for each 

storm. T is error introduced by the fact that point measurements of 

time variability of intensity within a storm differ, and any point measure­

ment differs from an "effective time distribution" which best represents 

average conditions over the basin for simulation purposes . Probably 

the only way to minimize the component V would be to use an input which 



varies over the basin. C is the curve-fitting error introduced into the 

model parameters by a fitting process. The parameter values are 

perturbed from a global "best" set of values in order to minimize the 

fitting criterion, U, so that C is negative in sign. For use of the model 

in prediction, the curve fitting adds to the error, as indicated in table 2. 

The fitted error criteria of set A for all three stations are quite 

similar to those for set B, although set A rainfall values are not adjusted 

t o mean basin conditions. The bias in the recorded rainfall at each station 

was compensated for by the curve-fitting ability of the model to adjust 

parameter values. On the basis of these data, bias in amount of recorded 

rainfall affects the resulting fitted parameter values rather than the 

accuracy of fit. As the result of a change in value of the fit criterion 

of less than 1 percent, the parameter values from station 338 have 

changed so much that the parameter values for set B have a maximum 

of 1. 36 for the ratio of highest to lowest value, the ratio for parameter 

EVC. For Set A five parameters had ratios greater than 1. 36, PSP, 

RGF, BMSM, EVC, and DRN. The fitted parameter value for station 338 

is one of the extreme values for each of those parameters in both set 

A and set B. Thus, the errors seem to be transferred from the data to 

the parameters, as is particularly evident for station 338. 
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Input set C contains variability among the three inputs only in the 

time distribution of rainfall. The goodness of fit for this set ranged 

from 0. 100 for station 60 to 0. 152 for sta-:ion 338. Converting the 

range of 0. 052 to an average percentage error for the peaks yields an 

e stimate of about a 23 percent error in peak discharge reproduction 

introduc ed by time variability alone. Therefore for a basin with this 

de gree of variation in rainfall patterns and the relative smoothing action 

introduced by the model and, hopefully, by the hydrology, an average 

error of as much as 20 percent for simulc..ted flood peaks can be intro­

duced by the time distribution error alone. Considering only the two 

"better" or seemingly more representative gages, the difference in 

fitted U 1 values is,.. 0.0J. 7 which gives ·an average percentage error of 

13 percent introduced by time distribution error in a "good" record. 

In set C the most representative gage, judged in terms of goodness 

of fit, was that closest to the center of the basin. The least rep re sen -

tative was on the perimeter and at the highest elevation of the basin. 

Therefore, relative representativeness was about as expected. 

Input set B contains both time distribution erros within a storm and 

storm volume errors. The records have been adjusted to minimize only 

th e station bias in relation to basin mean annual rainfall. The results of 

Se t B runs indicate that station 44 7 probably is the most representative 

station for predicting storm volumes, just as results of set C runs indicate 

that station 60 probably is the most representative for time distribution of 

rainfall within a storm. 
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An estimate of the vol me error component for station 60 should 

be about the sum of the differences between the values of the object i ve 

functions for the B and C runs for the two stations. Thus, volume 

errors can introduce as much as 0. 04 to U 1, which is on the order of 

20 percent errors. The compounding of the time distribution errors of 

station 4 77 and the storm volume errors of station 60 would give a U 1 of 

0. 057, which leads to a possible combined rainfall data error component 

on the order of a 24 percent standard error. 

Effect of Screened Data 

All data used in fitting was screened fo1· g ross flyers or outlie rs . 

The fitted parameters will predict within the indicated range of accu racy 

for other data which contain the same range of errors as in the screened 

data. The screened data used for fitting contain the usual range of errors 

normally encountered. However, grossly inadequate or unrepresentative 

data will produce outliers well beyond the errors of the indicated prediction. 

If data are grossly in error, modeling results using that erroneous data 

should be expected to be in error also. 



Discussion of Accuracy of Simulation for Santa Anita Basin 

In general, accuracy of simulation of flood peaks for the 18 peaks 

used in the analysis was on the order of s:andard error of 32 to 35 

percent. Errors introduced by rainfall variability over the basin were on 

the order of 24 percent. Assuming independence of data errors and model 

errors, other sources of error contributed about the same amount to the 

total error. This follows from the fact that, with independence of errors, 

variances should be additive. Therefore, the vaiance contributed by 

data error (24 2 = 576) plus that contributed by model approximations (M) 

is equal to the total variance { say 342 = 1156). In order to reduce errors 

of simulation on this basin, the rainfall input must be refined by the use 

of information from more than one gage o r by some means of using 

estimates of areal variability in the mode: other than by the assumption of 

uniform rainfall distribution as is assumed in the model. 
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Beetree Basin Data 

General Physiography 

Beetree Creek drains an area of 5.41 s,quare miles (14 square kil­

ometers} of rough terrain near Swannanoa, North Carolina, on the Western 

slope of the Great Craggy Mountains in the Blue Ridge province of the 

Appalachian Highlands (Fenneman, 1938) . Land and channel slopes are 

s teep, with elevations rang·ng from 2, 700 feet (820 meters} at the 

stream-gaging station to 5, 600 feet ( 1, 700 meters) at the headwater 

drainage divide. The basin is approximately rectangular with a ma:n 

channel length of about 3. 2 miles (5. 1 kilometers) and an average width 

of about 1. 5 miles (2. 4 kilometers). The index of channel slope, given 

by the ratio of fall over the reach of channel from .1 to . 8 5 of main channel 

length, is 490 feet per mile (0. 00928 feet per foot). The predominant soil 

is mapped as "stony rough land of Porters soil material" and described 

as a gray-brown podzolic type derived from granite, gneiss, and schist 

(Goldton, and others, 1952). Practically all the land supports native forest 

with small areas of pasture at lower elevations. 
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Streamflow 

The streamflow data used for fitting the model to the Beetree Basin 

we re those for the U. S. Geological Survey gaging station near Swannanoa, 

North Carolina. The site has been gaged since 1926. The mean discharge 

during the period 1926-60 was 10. 4 cfs (0. 29 m 3 
/ sec) or 25 inches over the 

b a sin (0. 64 mete rs). The maximum flow of 1,370 cfs (39 m 3/sec) occurred 

August 13, 1940. The peak discharges during the periods selected for 

study ranged from 8 2 to 1, 370 cfs ( 2. 3 to 39 m 3 / sec), as shown on Table 7 • 

Table 7. -- near here 

Evaporation 

Daily values of pan evaporation were obtained from the Tennessee 

Valley Authority, which maintains a climatic station 4, 000 feet ( 1, 200 

m eters) downstream from the gaging station, at an elevation of 2, 540 

fee t (770 meters). The evaporation record has been collected since 

1935, and during the period 1935-1959 the average annual pan evaporation 

has been 39. 9 inches ( 1.01 m eters). 
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Table 7. - - Storm -Period Data 

---
Storm Peak Surface 

No. Date rainfall discharge runoff 

~ 
(in.) ( cfs) (in.) 

--------
Saip_Ele A 

1. Apr. 4, 5, 1936 2.08 
- 220 _____ 

. 66 

3. Nov. 14, 15, 1938 2.29 82 . 12 

5. Aug. 17, 18, 1939 2.49 236 . 50 

7. Aug. 29, 30, 1940 7.36 1180 4. 28 

9. Aug. 24, 25, 1941 1. 22 94 . 15 

11. Mar. 8, 9, 1942 1. 27 151 .43 

13. Sept. 20, 21, 1944 1. 42 115 . 09 

15 . Oct. 5, 6, 1945 2. 22 117 . 39 

Samp}~ B 

2. Oct. 15, 16, 1936 3.08 218 .62 

4. Jan. 29, 30, 1938 1. 74 167 .43 

6. Aug. 11, 13, 1940 10. 33 1370 4.42 

8. Dec. 27, 28, 1940 2 . 59 263 . 59 

10. Feb. 16, 17, 1942 1. 72 107 . 26 

12. Dec. 29, 30, 1942 2.06 208 .74 

I 14. Mar. 26, 27, 1945 1. 88 100 . 28 

I 16. Feb. 10,11, 1946 1. 82 141 . 41 
I 

' L ____ ------------ _ __ J 
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• 
Precipitation 

The Tennessee Valley Authority has operated a recording rain 

gage since 1935 at Beetree Darn, located 4, 000 feet ( i, 200 meters) 

downstream from the stream-gaging station. For the period 1935-1959 

the mean annual precipitation was measured as 46. 4 inches ( 1. 18 meters) 

(Tennessee Valley Authority, 1961) . In 1948 new equipment was install­

ed for the recording gage, and problems of calibration caused the in­

stallation of a non-recording rain gaga beside the recording gage. In 

addition a recording gage has been maintained at various points in the 

upper area of the basin, as indicated on figure 11. 

----------
Figure 11. - - near here 

Data for 40 flood events occurring during the period from April 1936, 

through October 1964, were assembled by personnel of the Geological 

Survey from published records and copies of original recording charts. 

Storm - period rainfall data were compile:I on a 15-rninute time basis . An 

analysis of annual rainfall data indicated that an inconsistency occurred 

in the Beetree Darn record in 1949. A review of the history of the rain 
-'A'II 

gage showed that a change I\ instrumentati::m was made in July 1948, when the 

original installation of a Ferguson recording gage was replaced by a 

Universal recording gage. On the basis of this information 16 flood 

events occur ring prior to July 1948 were selected for detailed study. 



Parameter Definition 

To facilitate a split-sample comparison of the results of simula­

tion, the screened test sample of 16 storms was divided into 2 sets of 

8 events each. In order to achieve an approximate balance in the range 

of magnitude of peak-discharge rates represented in each sample, the odd­

numbered events were sleeted to comprise Sample A and the even-numbered 

e ve nts were assigned to Sample B. A summary of the storm-period data 

appear in Table 7. 

Three separate types of optimization were performed on the pre-1948 

flood events. First, Sample A was used for fitting and optimum model para­

meters were derived to predict the events of Sample B. In the second, 

Sample B was used for fitt i ng to produce a set of optimum parameters 

which were used to predict Sample A. In the third, all 16 events were 

used to determine the best-fit parameters for the pre-1948 record. 

In each optimization run a 5-week :;:>eriod of daily rainfall and 

pan evaporation was monitored, prior to the first storm event, to re­

duce the effect of arbitrarily initializing 3torage values for SMS and BMS 

(0 and BMSM respectively). A similar lead-in period was used for all 

basins , and for all results shown in this pai:er. In addition, initial 

optimization runs for all three types were started with the same set of 

initial parameter values, which were ai:signed on the basis of (a) 

assumptions about average soil characte r istics, (b) an estimate of the 

ratio of potential evapotranspiration to pan evaporation, and ( c) the 

recession and t iming characteristic of observed flood hydrographs. 
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Results for the three optimization runs are shown in Table 8. 

Table 8. - - near here 

Both the optimum fitted parameter values and the fitted objective function 

values are shown. In addition, for each set of 8 peaks used for fitting, 

the l'.'emaining set of 8 peaks is used as a test sample and the accuracy of 

prediction is shown. An adjusted accuracy of prediction is also given 

in which that peak most in error is removed from the predicted set, in 

orde I'.' to give an indication of the effect of extreme errors on the 

fitting criterion. 



Table 8. -- Results of fitting of model parameters to data and 

of split sample testing for Beetree Creek near Swannanoa, North Carolina. 

I 
Optimum fitted parameter value 

I 
Parameter 

~Sample-~- I Sample B-=--+ All storms 

t 
SWF I 3. 36 I 4 . 26 3. 62 I 
KSAT 

I i I I . 101 I . 097 . 095 

KSW I 4. 97 6. 24 5.67 I 

EVC . 597 I . 541 . 58 

I BMSM 1. 60 1. 67 1. 87 
i 

! RGF I 14. 0 8. 15 14.0 

RR . 78 ·. 81 I . 75 I 
DRN 

--~ 

'· 0050 . 0051 . 0048 I 
I I I 
I I -, -~ 

I I I U3A . 069 (27} . 191 ( >'.c) . 074 (27} l I 

U3B . 132 (*) . 099 (32) I '· 107 (33) I 
I 

U3 all . 101 (32) . 145 (*) 
I .090(30) I I 
I 

I U 3 test-adj** . 079 (28} .098 (32} I ' L-
_____ _J 

Figures in parentheses are r oot mean square error presented as average 

percentage. 

,:,Average error not computed. 

,:, ,:,peak most in error is removed from t h e predicted set. 
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Results and Conclusion 

The response of the objective function during two optimization 

runs is shown in Figure 12. Figure 12 a shows the response with Sample 

A as the control u sed for estimation of parameters and the corresponding 

----------
Figure 12 and 12a. - - near here 

-------------
r e sponse for the test-sample B used for independent prediction of flood 

pe aks. Similarly, Figure 12b illustrates the results of optimization with 

Sample B as the control. In both cases the rate of improvement of the 

objective function for the control samples decreased markedly, with 

little prog r e ss achieved after about 30 trials, when a plateau of best 

--------
Figure 12b . -- near here 

--- -------·--------
fit was encountered. Rapid improvement of the objective function during 

the early state of fitting, followed by an extended period of decreasing 

improvement, is a characteristic of the optimization procedure. Figure 

12a shows that test-sample B i s virtually unaffected by, and independent of, 

parameter adjustments made to improve the goodness-of-fit measured 

ove r control Sample A. However, Figure 12b shows that the response of 

the error criterion for test-sample A is strongly related to that of control­

sample B during the early stage of optimization. Eventually, the response 

diverges, becoming progressively worse after a near-optimum solution has 

been achieved for the control sample. 
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The degradation of the error criterion measured over test-sample 

A ( Figure 1 Zb) can be attributed t o the influence of episodes of low magnitude 

which produced highly variable, simulated flood runoff in response to small 

changes in the parameters associated with a::1.tecedent moisture accoun:ing. 

However, the variable response of these events does not appear to bias 

the parameters generated from a control sample in which they are included. 

For example, the r esults of simulation for test-sample Busing para-

meter values derived for sample A co:::npare favorably with the resul s 

based on optimization. Furthermore, the results of simulat ion for test ­

sample A are similar to those based on optimization when the influence of 

those e vents are discounted. With the exclusion of event 9, for instan:e , 

th e objective function for test-sample A would be reduced by about 50 

percent and would compare favorably ·with a best-fit results of 0. 069, 

illustrating the fact that an 1mderstanding of the distribution of error i 3 

important in evaluating the results of optimization. 

The simulated response from the split-sample fitting and testing 

procedure is shown in figure 13. Figure 13a is a scatter diagram of cbserved 

versus simulated flood peaks based on optimization to Sample A. Similarly, 

figure 13b shows the observed versus simulated peaks based on optimfzation 

to Sample B. Figure 13c shows the scatter of fit when all 16 events ~re 

used in the optimization. The distribution of errors is related both t o the 

approximations and simplifications inherent in the hydrologic model aud t o 

errors in storm rainfall, which is known to vary considerably throughout the 

area. 

-----------------
Figure 13.-- near here 



The analysis of objective-function response to change in optimum 

parameter values offers a means of evaluating the significance of the op­

timum solution, and illustrates interaction between indivivual parameters 

and groups of parameters. However, the objective function will be impor­

tantly influenced by th e nature of the events over which it is computed, and 

may not reflect the overall significance of model parameters. For example, 

figure 14 shows the response of the objective function at 5-percent increments 

---------------
Figure 14. - - near here 

from the optimum value of the parameter RR for both control-samples A 

and B ( RR equal O. 78 and O. 81 respectively). The plots indicate that op­

timization provided best-fit solutions for both samples in the sense that the 

objective function would be degraded by either positive or negative in­

crementations. However, t he objective function computed for Sample B 

is much less sensitive to the parameter RR than is that for Sample A. 

The sensitivity of RR for control Sample A results from the critical 

nature of antecedent soil moisture conditions in determining the peak of 

several of the smaller storms. For comparison, the sensitivity is sharn for 

Sample A with event number 9 deleted. This has little effect for drier 

conditions ( RR small) but brings control Samples A and B into relative 

agreement for wetter conditions ( RR large). Apparently too high a value 

of RR causes event 9 to be ove r -estimated, and the optimum value ( O. 780) is 

a result of reducing this value sufficiently to estimate event 9 withou- re­

ducing the accuracy of estimation of other events. It is to be noted that 

without event 9, a value of RR of 0.819 yields a lower error for the remaining 

e ight events than does the overall optimum value of 0. 78. 



The final optimization to determine best-fit parameters for the 

pre-1948 flood events produced an objective function of 0. 0 90. Results 

of the optimization procedure are shown in Table 8 for several different 

t est runs. With the sample of 16 events the model produces a fit qu ite 

similar to that achieved for the smaller control samples. For example, 

the magnitude of errors in the optimum solution for all storm events was 

only 8 percent greater than the average of the objective functions for the 

control samples A and B. 

Inspection of objective-function sensitivity for each of the three 

control samples indicated a consistent hierarchy of parameter influence. 

The parameters associated with the method of antecedent moisture 

accounting ( RR, EVC and DRN) grossly controlled the objective function. 

The Philip infiltration parameters (SWF and KSA T) and the routing 

coefficient (KSW) were intermediate in importance. The range factor 

(RGF) and field capacity moisture storage (BMSM) had little influence 

on the objective function for the various control samples, and may be 

poorly identified. 



A sufficient number of events is not the only requirement to 

obtain a meaningful identification of model parameters. Equally impor­

tant is the need for a wide range in both antecedent and storm-period 

conditions. For example, if all flood events included in a control 

sam ple were associated with similar antecedent conditions then one or 

more parameters may exert little influence on the results of simulation 

and be poorly identifie d, while others may be "overdetermined. " In 

addition, an interpretation of the hierarchy of parameter sensitivity must 

be tempered by an understanding of not only the limitations of the model 

and its lack of equivalence to t h e physical system, but also by consideration 

of the characteristics of the criterion used to express the sensitivity. 

The response of low-magnitude events to small changes in some parameter 

values prevents a straightforward assessment of model sensitivity and 

demonstrates the need for the development of alternative measures of 

sensitivity. 

It cannot be overstressed that in the split sample testing for this 

station eight events were used to determine eight model parameters. 

This clearly places this study in the area of small sample theory. The 

r e lative consistency of results both in accuracy and derived parameter 

values is therefore quite encouraging. The various results of split 

sample testing indicate that the root mean square error of prediction is 

about 30 percent for these data, with, apparently, about one small storm 

being grossly in error for each test case. 



LITTLE BEAVER BASIN 

General Physiography 

The Little Beaver Creek drainage basin is a 4. 61 square miles 

( 12 square kilometers) area of the Gasconade Hills in the Ozark Moun­

tains just west of Rolla, Missouri. The range in elevation is from 7 90 

feet ( 240 meters) at the U. S. Geological Survey gaging station to 1, 180 

feet ( 360 meters) . The gently rolling hills are covered with a stony, 

porous soil. The southerly facing basin receives rainfall which is fairly 

evenly distributed throughout the year, but with somewhat greater amounts 

in the summer than in the winter months. 

Precipitation 

The U. S. Geological Survey maintains a recording rain gage, Rolla 

3 W, near the center of the Basin (see Figure 15). This record was used 

Figure 15. - - near here 

----------
for simulation throughout the period of record. In addition a rain gage is 

maintained at the School of Mines about a mile east of the east boundary 

of the basin. The average annual rainfall during 1948-64 was 36. 7 inches 

( O. 93 meters). 

Data for 29 flood events covering the period 1948- 1964 were re­

duced to 15 minute intensities. These storms were split into a control 

sample of 14 events during the period 1948-5 3 and a test period of 15 events 

during the period 1954-1964. 



Streamflow 

The streamflow data used for fitting the model to the Little Beaver 

Creek Basin were those for the U. S. Geological Survey gaging station 

near Rolla, Missouri. The site has been gaged since 1948. The mean 

discharge during the period 1948-64 was 3. 77 cfs ( 0. 11m3 
/ sec) or 11. 1 

inc hes (0. 28 meters) over the basin. The maximum flow of 7,420 cfs 

( 210 m 3 
/ sec) occurred July 17, 1958. The annual peak discharges during 

the period of study varied from 5 24 cfs ( 15m3 / sec) to 7, 420 cfs ( 21 Om 3 /sec). 

The peaks selected for study ranged down to as low as 200 cfs ( 5. 8m 3 /sec). 

Evaporation 

Daily values of pan evaporation were obtained from the U. S. 

Weather Bureau, which maintains a pan evaporation station at Lakeside, 

Missouri, which is located about 45 miles west of the Little Beaver Bas in 

and at an elevation of 595 feet ( 181 meters). The average pan evapor ation 

during the period 1948-64 was 53 inches (1. 35 meters). 



PAM.METER DEFINITION 

Three sets of model parameter determinations were made usine the 

control period 1948-53 . The results of these fittings plus two sets oi 

s tarting parameters are shown in Table 9. The first derivation was of 

Table 9. -- near, here 

set 2 from the starting set :.. . The accuracy of fit of o.o65 e;ives a 

standard error of f it of about 25 percent . The value of RR of 0.90 seemed 

high , and was felt to be too much of a curve- fittine; parameter . Ther e fore 

set 5 was derived by fixing the evaporation pan coe "f icient (EVC ) at its 

optimum value and the daily rainfall inf iltration coefficient (RR) at o. 8. 

A lower limit for RR should be 0.7, because the mean annual flow is about 

j O percent of the mean annua:.. rainfall. Therefore o.8 to 0. 85 is a 

r easonable value . The accuracy of fit f or the parameter s f or set 3 is O. 0'{5 , 

or about 27 percent. 

On the basis o:t' hycrograph plots f or the results of set 3, the r outing 

component was recom:iuted. Both the time area histrogram and the surf ace 

routing coeffici ent (KSW) were revised, and KSW was included in the next 

optim:i_:~ation run. R.'i. was hel d fixed at 0. 85. The f it of set 5 is 0.055 , 

which yields about a 23 percent accuracy. The t est s roup of 15 f loods 

durine the per i od 1954-64 were then simulated with set 5 parameter values. 

The accuracy of fit f or the test set was 0.073 , which yields an 

estimate of 27 percent for a standard error of prediction. 



Table 9.-- Results of f itting of model parameters to data for 

Litt le Beaver Creek near Rolla, Missouri, us ing 

the Rolla 3 W rain gage. 

Paramet er Sta.rt Optimum Start Optimum Test 

l 2 3 4 5 (No.5 parameter s ) 

SWF .2 .20 • 8 .2 .194 .194 

KSA.T .1 .08 .07 .05 .047 .047 

KSW 1.0 1.()-l(- l. ()'l(- .85 .84 .84 

EVC .7 .56 .56* .55 .52 .52 

BM3M 2.0 2. 8 2.3 3.0 2.4 2.4 

ffi}' 10.0 9.4 9.3 10.0 11.7 11.7 

HR . 8 . 98 • BM- .85 .85* .85 
DRN .1 .28 .28 .5 .47 .47 

o.o65 0.075 o.o61 0.055 0.073 

Standard 
error ( o/o ) 

25 27 25 23 27 

* Parameter val.ues held constant for the run indicated. 



A separate fitting for the Little Beaver Basin was made to the 

School of Mines rain gage, which lies ou~side the basin. The results of the 

the fitting are shown in Table 10. A comparison of rainfall volumes for 

the two gages, and of the simulated volumes and pea.ks is shown in Tabl e 11. 

Table 10.-- near here 

'l'able 11.-- near here 



Table 10.-- Results of fitting of model parameters to data for 

Little Beaver Creek near Rolla, Missouri, using the 

School of Mines rain gage . 

Parameter 

SWF 

KSAT 

KSW 

EVC 

BMSM 

HG1'' 

r-m 
DRN 

lJl. (13 events) 

Ul (9 events ) 

Start 
1 

0.20 

.05 

. 85 

. 55 
3.0 

10.0 

.85 

.50 

.21 
46 

.121 

35 

-x- Purameter value held fixed f or the r un. 

11 

Optimum 
2 

0.11 

.o63 

.97 

.39 
2.2 
8.o 

.85* 

.60 

.19 
44 

.099 
31 



Table 11. --

Date Measured Rolla 3 W School of Mines 

Measured Simulated Measured Simulated 

Hunoff Peak* RF Runoff Pea,k!E- Rainfall Runoff Pea,k!E-
inches cfs inches inches cfs inches inches cfs 

6- 17-46 0.12 376 1.17 0.13 351 0.76 0.21 545 
6-2-49"J(-* 1.05 1228 2.59 .82 1328 .89 
7-22-49 . 33 1199 1.21 .47 1253 .85 .47 1247 
10-11-49 2.76 3121 4.26 2.90 2846 6 .05a 4.64 3589 
10-20-49 . 55 1142 1.33 . 79 1639 .95 .54 1321 
1- 15-50 .64 1346 1.03 . 38 990 1.10 .49 1124 
4-10-50 .24 811 .85 . 37 1053 .88 .52 1392 
5-19-50 1.o6 1575 1.85 .94 1446 1.77 .92 1145 
5-26- 50 .25 742 1.34 .43 1167 .46a .15 4o6 
6- 9- 50 1.78 4177 3.36 1.73 3683 2.01a 1.33 2461 
6-22-51 .31 846 1.16 .38 979 1.08 .58 1338 
6- 30-51 1.64 2079 2.4o 1.35 1514 2.67 1.69 2218 
4-23- 53 . 73 2054 1.56 .74 1829 2.66a 2.19 5380 
5-17-53 .15 416 .56 .10 301 .38 .11 308 

* Peak rates are surface runoff rates only; base flow has been subtracted from 
measured rate . · 

** Not included in School of Mines optimizat~on because measured storm runoff 
exceeded measured rainfall. 

a School of Mines gage storm rainfall apparently grossly in error . 



Two conclusions can be drawn from this second fitting. First, the 

School of Mines gage is not a very representative measure of rainfall on the 

basin, even though it is just outside the basin. The accuracy of fit is 

44 percent. Five measured storm volumes are grossly different from those 

f or Holla 3 w. One was excluded from the fitting, but the other four 

influenced the f itting, and probably caused the higher value of KSW and 

reduced vol umes of infiltration. The School of Mines gage does give some 

j_ndication of the effect of variability of storm volume over the basin, 

however . F'or 9 of the 14 stonns the Rolla 3 W gage simulation overestimated 

peaks when its measured storm volume exceeded that at the School of Mines. 

This held true f or 7 of the 9 peaks above 1,000 cfs and 9 of the 12 above 

:jOO cfs . Thus, although t he School of Mines gage alone gi ve s much less 

accurate results than those f or Rolla 3 w, the two used together could 

c; ivc a bet ter estimate for flood peal< simulation. 



Comparison of Derived Parameter VaJ.ues 

The model is based, at least in part , upon a simulation of the physical 

processes operating upon the basin modeled. The parameter values derived, 

therefore, should be related to the physical parameters involved. However , 

the model is a bulk-parameter model. That is, it models all the. infiltration 

in the basin as if it were uniform over the basin. The parameter values 

derived a.re in some way optirnaJ. average values, and may be, at best, 

indices to the "true" parameters, or to their distribution over the basin. 

If the model is to be used in regional studies, it can serve either 

of two roles. First, it can be used to extend a record in time. For 

that use, the :nost important consideration is the error of prediction. 

For the three basins for which results are presented in this study, a 

standard error of prediction of about 30 to 35 percent was achieved. 'rhis 

was found to be largely dependent upon a:.!curacy of rainfaJ.l measurement. 

In particular , the use of a single rain gage to estimate rainfall Ya.ri­

o,bili ty over the basin seems to introduce an error of about 20 to 25 

percent into the simulation. A decision must be made as to whether point 

rainfall data that produce errors of this magnitude add information to the 

record. 

Second, the model can be used in regionaJ. studies by relating the 

derived parameter values to physical characteristics measurable in the 

basins which are simulated. The derived relations could then be used to 

estimate pa.rruneter values for ungaged sites. The accuracy of prediction 

in this case would be a function both of the errors in rainfall input and 

of the errors in predicted values for the model parameters. This accuracy 

of prediction would be compared to the ai::curacy of flood frequency methods 

presently in use. 



The derived parameter values for the three basins used in this 

developmental study are shown in Table 12 . All are reasonable vaJ.ues . 

Table 12.-- near here 

However, there are too few results to draw any general conclusions at this 

ti,,1c . Each parameter will be discussed as to its relation among stations 

and the reasons for variability. RR is a measure of percentage of infil­

tration for daily rainfall a.mounts for periods not simulated in det:ail, 

either because rainfall ani.ounts are too sm.aJ.l or records are not accurate 

enough to use :for detailed simulation. Also shown in Table 11 are values 

one minus the ratio of measured runoff to measured rainfall for ea~h basin 

during the study period . This sets a lower limit on RR, and in eacb case 

the fitted value exceeds this lower limi~. Actually, the lower lilt.it 

should be somewhat higher, because all base flow should be subtracted from 

the runoff to derive the limiting value. Bee Tree Creek Basin has the 

highest base flow, and thus the fitted vaJ.ue exceeding the limiting value 

by a relatively large amount is consiste~t. 

7.5 



Table 12.-- Summary of results of 

optimization for the three study basins. 

Santa Anita Bee Tree Little Beaver 

SWF 20 3 .6 4.1 

KSAT . 32 .1 .05 

KSW 2.7 5.7 .84 

EVC . 73 .58 .52 

BM3M 3 .5 1.9 2.4 

RGF 6 14 12 

RR 1.0 . 75 .85 

DRN .058 .0058 .022 

L (miles) 4.7 3 .2 3 .25 

s (ft/ft) .12 .00929 .0124 

L/{s 13.5 33 . 5 29.3 

1-RO/RF .74 .46 .7 



KSAT, SWF, and IDF determine the infiltration equation during le­

tailed strom simula~ion and therefore should be discussed together. SWF 

determines the soil suction characteristics for wet conditions, SWF times 

ffiF determines it for dry conditions, and KSAT represents the soil saturated 

permeability, or minimum infiltration rate. The range of soil suct.i.on is 

from 4 to 50 inches (10 to 125 centimeters) for both Bee Tree Creek and 

Little Beaver Creek Basins, and is from 20 to 120 inches (50 to 30C centi­

meters) for Santa Anita Creek Basin. Conparable experimental ranges for 

a sandy loam are about 30 to 130 centimeters for Yolo sandy loam and 30 

to 200 centimeters for Yolo silt loam (Coleman, 1944). Seemingly, the 

minimum infiltration rates are anomalous for the measured basins , in that 

0.3 inches per hour seems to correspond t o a sandy loam rate, whereas 0.05 

to 0.10 seems to correspond to a rate for a silt loam (Musgrave, 1S55) . 

Some attempts should be made to relate the fitted values to ring imitra.­

meter or other data collected for study basins. 

BMSM represents an effective maximum soil moisture retention, and 

the low values indicate shallow soils. Bee Tree Creek Basin appears to 

have the thinnest effective soil mantle and Santa Anita the least Ehallow. 

This agrees qualitatively with descriptions of the geology and soils. DRN 

represents the drainage rate from the saturated layer to the unsaturated 

layer. This parameter is critical for determining antecedent cond~tions 

for some storms, but has no effect on most storms. Therefore it is pro­

bably poorly defined for all cases. The derived values are considerably 

less than KSAT in each case, which is as expected, but nothing can be said 

as to the reasonableness of the values otherwise. 



EVC should represent an effective average pan coefficient f or the 

basin. However this meaning is compounded by the fact Ghat f or each basin 

a correction aJ.so must be made to adjust the pan evaporation to average 

basin conditions. For Little Beaver Creek Basin, the nearest pan evapora­

tion record was 45 miles away, for Santa Anita Creek Basin it was 10 miles 

ro,ay . For Bee Tree Creek Basin the evaporation record was nearby, but at a 

lower el evation. All records a.re for u. s. Weather Bureau Class A pans , for 

which the pan coefficient should range from o.6 to o.8. EVC should be some­

what lower than these vaJ.ue s , if an aJ.titude correction is involved. There 

should be little or no altitude correction for Santa Anita Creek Basin, 

because the pan is at an elevation well above the lowest point in the casin . 

Both of the other records a.re for sites at elevati ons below t he lowest 

poj_nt in the basin, and for Little Beaver Creek considerably l ower. There­

fore , the derived values seem to be of the r~ght order of magnitude. 



Both KSW, which is the hydrograph recession rate, and the transla­

tion hydrograph ordinates do not enter directly into the fitting process. 

They a.re derived from the measured hydrograph shapes. The Little Beaver --~, 
Basin has an unusuaily rapid recession. VaJ_ues of L/,[§A where Lis 

length of the main channel in miles and Sis the slope of the basin in 

feet per foot for the reach from 10 percent to 85 percent of the distance 

from the discharge gaging station to the point on the ridge which repre­

sents the extension of the main channel (Benson, 1962). Although L/-l"s 
values for Bee Tree and Little Beaver Creek Basins are ~uite similar, t he 

values of KSW differ by a ratio of seven. Santa Anita Creek Basin ~s 

consistent with Bee Tree Creek Basin in this ~ega.rd, in that both L/fs' 
and KSW are about haJ.f the values for Bee Tree. The reason for the 

anomalous value for Little Beaver is unknown, but it may be related to 

the drainage pattern. Both Santa Anita and Bee Tree Creek Basins 

are dendritic, whereas Little Beaver Creek Basin seems to be more palmate. 



Sources of Error and Thei r Impact 

The accuracy of fit for the three basins studied was similar. An 

accuracy of about a 30 percent standard error is obtainable. The detail­

ed study f or Santa P..nita Creek Basin indicated that about a 20 percent 

standard error was attributable to rainfall sampling alone. If the 

rainfall errors are independent of other modeling errors, then 

RE2 + ME2 = TE2 

where RE is the modeling error resulting from rainfall input error, ME 

is other modeling error, and TE is the total error of simulation. For 

the case above, 

202 + ME2 = 3a2; ME2 = 500 

According to Eagleson (1967), if one rain gage gives an error of 20 

percent, then two properly placed rain gages would give an error of about 

15 percent. The use of the information from two gages with the present 

model structure should thus result in an error of 

TE2 
• 152 + 500 = 725 

or a standard error of 27 percent rather than 30 re rcent. 



The improvement of the structure of themodel can also lead to 

improvement of prediction. If the model error were cut in half , the 

resulting standard error would then be 

TE2 = 202 + 250 = 650 

or a standard error of 25 percent. Thus for any major improvement in 

the accuracy of simulation, there must be sinrultaneous improvement in 

both the model and in the accuracy of rainfall input. Model improvements 

alone will increase the accuracy of predict ion, but there will be a limiting 

accuracy which must be accepted if the constraint of a single rain gage 

is to be maintained. 

The marg~nal gains in accuracy which should be expected from model 

improvement influence the strategy f or judging model improvements . Changes 

should be accepted as i t11provements if they add to the simplicity of the 

model, if they aid in the regionalization of the parameter values , or 

if they gain accuracy. The search will continue for a better model, but 

an imperfect model must be accepted. 



Conclusions 

The development of the model demonstrates the feasibility of 

rainfall-runoff simulation . Such sit,1ulation is not new, so that such a 

demonctration of feasibility is not unexpected. However, the constraints 

placed upon the model developed were that a s ingle r ain gage be used f or 

cimulation on a basin. This led t o the development of a bulk parameter 

model . Thus, model parameter values are indices of average conditions on 

the basin and only approximate real parameter values . Both errors of 

rainfall input and lack of model e~uivalence to the physical prototype 

limit the predictive abili ty of simulation . These two sources of error 

are of cimilar order of magnitude f or the basins studied. Therefore 

maj or gains in accuracy will depend upon improvement in both . The 

limit of accuracy of prediction of flood peaks by simulation with a 

single rain cage seems to be on the order of about 25 percent, and thi s 

level of accuracy should be accepted as resulting from the imposed constraint. 
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