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ABSTRACT

FORMATION OF RAIN LAYERS IN THE INDIAN OCEAN AND THEIR FEEDBACKS TO ATMOSPHERIC

CONVECTION

Rainfall over the tropical warm pool spanning the Indian and West Pacific Oceans is relatively

colder, fresher, and less dense than the near-surface ocean. Thus, under low-to-moderate winds, rain-

fall can act to stably stratify the upper ocean, forming a rain layer (RL). RLs cool and freshen the ocean

surface and shoal ocean mixed layer depth, confining air-sea interaction to a thin, near-surface ocean

layer. The shallow, transient nature of RLs has limited their observation, and RL impact on air-sea in-

teraction is not well understood. This two-part thesis aims to address knowledge gaps surrounding 1)

RL formation and characteristic traits, and 2) RL feedbacks to the atmosphere.

In the first part of this thesis, we examine Indian Ocean RLs and their potential feedbacks to the

atmosphere using a 1D ocean model. Initial experiments focus on model validation, and demonstrate

that the model is able to effectively replicate upper ocean response to precipitation as revealed by in

situ measurements. Following model validation, Indian Ocean RL characteristics are studied by forc-

ing a 2D array of 1D model columns with atmospheric output from an existing convection-permitting

simulation. Results from this experiment demonstrate that SST reduction within RLs persists on time

scales longer than those of the parent rain event. To evaluate RL feedbacks to the atmosphere, a sec-

ond 2D array experiment is conducted over the same domain with identical atmospheric forcing except

rainfall is set to zero at every time step. Comparison between simulations with and without rain forc-

ing demonstrate that RLs reduce SST through cold rain input to the ocean surface, and maintain and

enhance SST reductions through a stable salinity stratification. Through prolonged SST reduction, RLs

also enhance spatial SST gradients that have previously been shown to excite atmospheric convection.

In the second part of this thesis, RL feedbacks to the Madden-Julian Oscillation (MJO) are studied by

conducting regional ocean-atmosphere coupled simulations. Output from two convection-permitting

coupled simulations of the November 2011 MJO event, one with rain coupling to the ocean surface and

a second without rain coupling, is used to evaluate two potential RL feedback mechanisms. The first

feedback is the “SST gradient effect,” which refers to RL-enhanced SST gradients imposing low-level
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patterns of convergence/divergence in the atmospheric boundary layer. The second is the “SST effect,”

which refers to RL-induced SST perturbations altering turbulent heat fluxes. During the MJO transi-

tion from suppressed to enhanced convection, the SST gradient effect and SST effect have opposing

feedbacks to convection, as RL-enhanced SST gradients favor convective initiation, while RL-induced

SST reduction hinders convection. Comparison of coupled simulations with and without rain cou-

pling to the ocean demonstrates that RL-induced SST reduction has a more substantial impact than

enhanced SST gradients during this transitory phase. A delayed pathway in which RLs feedback to

the MJO through the SST effect arises from frequent RL presence during the disturbed phase, which

isolates subsurface ocean heat from the atmosphere. At the onset of the MJO active phase, westerly

wind bursts erode near-surface RLs and release previously trapped subsurface ocean heat to the atmo-

sphere, amplifying the intensity of MJO convection. Between the direct and delayed SST effect, RLs are

shown to modify intraseasonal tropical variability.
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CHAPTER 1

INTRODUCTION

The Madden-Julian Oscillation (MJO) is a planetary-scale convective disturbance that represents

the dominant mode of intraseasonal tropical variability (Madden and Julian (1971)). Over the tropical

warm pool, the MJO can be identified through eastward moving regions of enhanced and suppressed

cloudiness. MJO influence on weather and climate extends spatially beyond the tropics through Rossby

waves excited by MJO-induced diabatic heating anomalies that propagate poleward and influence

extratropical circulation (Hoskins and Karoly (1981); Weickmann (1983)). Furthermore, despite it’s

30 to 60 day period, MJO influence on global climate extends temporally to interannual time scales

through modification of El Niño Southern Oscillation (ENSO) events (McPhaden et al. (1988)). While

the MJO is considered to be primarily atmospherically-driven, improved MJO representation in ocean-

atmosphere coupled simulations compared to uncoupled simulations suggests the ocean also modi-

fies MJO timing and intensity (e.g., DeMott et al., 2019; Kemball-Cook et al., 2002; Zhang et al., 2006).

However, the role of the ocean in regulating MJO convection is not fully understood.

The ocean feeds back to MJO convection through SST perturbations that are regulated by upper

ocean stability. Solar heating of the ocean under the MJO region of suppressed cloudiness stabilizes

the upper ocean during the day, forming stable diurnal warm layers (DWLs; e.g., Bellenger & Duvel

(2009); Soloviev et al. (1997)). DWLs support anomalous high SST, which in turn enhances surface tur-

bulent heat flux into the atmosphere and moistens the free troposphere ahead of MJO convection (de

Szoeke and Maloney (2020); DeMott et al. (2016); Ruppert Jr. and Johnson (2016); Zhang and Anderson

(2003)). As the MJO transitions from suppressed to enhanced cloudiness, increasing rainfall can act

to stabilize the upper ocean through input of fresher, colder, less dense rainwater on the ocean sur-

face, forming rain layers (RLs; e.g., Drushka et al. (2016); Reverdin et al. (2012); Asher et al. (2014)).

RLs also have potential to influence MJO convection, but understanding of RL feedbacks to convec-

tion remains unclear. Locally, RLs reduce SST which inhibits deep convection, however, RLs may also

enhance spatial SST gradients that support convective initiation (Back and Bretherton (2009a); Li and

Carbone (2012); Lindzen and Nigam (1987)). While DWLs have been widely observed due to their broad

spatial footprint and regular temporal nature, the transient, irregular nature of precipitation has lim-

ited RL observation. These observational constraints have limited understanding RL characteristics

and potential RL feedbacks to the MJO during the suppressed to enhanced transition.
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Idealized modeling experiments (Drushka et al. (2016); Iyer and Drushka (2021a)) and single-point

observational analyses (Asher et al. (2014); Drushka et al. (2019b); Iyer and Drushka (2021b); Thomp-

son et al. (2019)) form the basis of current understanding of RL characteristics. While these studies

have contextualized ocean response to precipitation in terms of atmospheric forcing and ocean state,

idealized experiments provide limited information about RL behavior under realistic atmospheric con-

ditions, and ship-based observations are expensive to collect and limited to a single point. We target

these knowledge gaps in RL behavior by forcing a 2D array of 1D ocean columns using realistic at-

mospheric forcing from an existing convection-permitting simulation. Output from this simulation is

used to develop statistics describing RL lifetime, frequency, spatial footprint, and stratification. These

experiments also demonstrate that RLs have the potential to influence the atmosphere by enhancing

SST cooling following rainfall and generating small-scale SST gradients. Results from these simulations

are found in chapter 2, and are also published in Journal of Geophysical Research: Oceans as,

• Shackelford, K., DeMott, C. A., van Leeuwen, P. J., Thompson, E., & Hagos, S. (202s). Rain-

induced Stratification of the Equatorial Indian Ocean and Its Potential Feedback to the Atmo-

sphere. Journal of Geophysical Research: Oceans, 127(3), e2021JC018025.

Results from chapter 2 suggest RLs have the potential to feedback to the atmosphere through RL-

induced SST perturbations and RL enhancement of spatial SST gradients. However, the experiments in

chapter 2 are uncoupled and provide no description of atmospheric response to RL-induced changes

to the SST field. Thus, to evaluate RL influence on the atmosphere through SST perturbations and en-

hanced SST gradients we conduct regional ocean-atmosphere coupled simulations over the tropical

Indian Ocean. The role of RLs in regulating MJO convection is investigating by conducting experi-

ments with and without rain coupling to the ocean surface. Qualitative and quantitative comparisons

between these experiments suggests that RL-induced SST perturbations have a more substantial in-

fluence on atmospheric convection than RL enhancement of SST gradients. Furthermore, SST pertur-

bations in RLs are shown to influence the MJO through direct and delayed pathways that arise from

distinct physical mechanisms. Results from these simulations are found in chapter 3, and will also be

submitted for publication to Journal of Geophysical Research: Atmospheres.

Chapter 4 offers a succinct summary of our results, as well as a discussion on the future implications

of this work.
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CHAPTER 2

RAIN-INDUCED STRATIFICATION OF THE EQUATORIAL INDIAN OCEAN AND ITS POTENTIAL FEEDBACK TO

THE ATMOSPHERE

2.1 INTRODUCTION

Upper ocean stratification is the result of processes that form or advect low-density water layers on

top of higher-density water layers. Stratification is affected by many processes, including upwelling,

wind stirring, warming from solar radiation, salinification due to evaporation, and surface freshening

from precipitation and river run-off (Asher et al. (2014); Bellenger and Duvel (2009); Drushka et al.

(2016); Hughes et al. (2020); Kraus and Turner (1967); Soloviev and Lukas (1997); Thompson et al.

(2019)). Ocean stratification regulates vertical mixing of heat, nutrients, and gases, and affects climato-

logically important low-frequency ocean processes, such as the formation of North Atlantic deep water

(Broecker (1991)), carbon uptake (Watson et al. (2020)), and the El Niño–sthern Oscillation (Cronin and

McPhadden (2002)).

On shorter timescales, near-surface stable layers induced by the diurnal cycle of surface solar heat-

ing are classified as diurnal warm layers (DWLs) while those induced by freshwater fluxes from rain-

fall are classified as rain layers (RLs), or fresh water lenses. Stabilization within RLs and DWLs shoals

(i.e., makes more shallow) the ocean mixed layer and reduces vertical mixing between the near-surface

ocean and the ocean mixed-layer by altering upper ocean temperature and salinity profiles. Through

their ability to resist vertical mixing, these shallow stable layers may then confine subsequent surface

inputs of heat, momentum, and freshwater to the upper 1 to 10 m of the ocean. Changes to sea surface

temperature (SST) and sea surface salinity (SSS) within these near-surface stable layers modify fluxes

of heat, moisture, and momentum across the air-sea interface.

The spatially broad and temporally regular nature of DWLs has allowed for extensive study of these

phenomena, and their impact upon atmospheric convection is well-documented (Bellenger and Du-

vel (2009); Bellenger et al. (2010); de Szoeke et al. (2021)). Increased SST within DWLs deepens the

atmospheric boundary layer and helps regulate the diurnal cycle of convection in the tropics, and in-

clusion of DWL parameterizations in atmospheric models has improved forecasting of the MJO (Wool-

nough et al. (2007); Zhao and Nasuno (2020)) and ENSO (S. et al. (2012); Terray et al. (2012)), indicating

that DWLs contribute to climate variability on the intraseasonal and interannual timescales. However,

while DWLs are the result of diurnal surface heating that is often quasi-uniform over large scales, RLs
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are the result of intermittent precipitation which can be highly irregular for a given location. As such,

less is known about the spatiotemporal characteristics of RLs or their cumulative effects on the atmo-

sphere.

While multiple studies record changes to upper ocean profiles within DWLs (Bellenger and Du-

vel (2009); Fairall et al. (1996b); Hughes et al. (2020); Soloviev and Lukas (1997); Stuart-Menteth et al.

(2003)), knowledge of how RLs adjust upper ocean salinity and temperature profiles, as well as air-

sea exchange, has been limited by observational constraints. Currently, operational satellites tasked

with measuring SSS include the Soil Moisture, Active/Passive (SMAP; Vinogradova et al., 2019), with a

40km footprint and 2-3 day revisit time, and the Soil Moisture Ocean Salinity (SMOS; Vinogradova et al.,

2019), with a 43km footprint and 3-5 day revisit time, which are too infrequent and spatially coarse to

capture the impacts of convective scale to mesoscale surface freshening (DeMott and Rutledge (1998);

Richenback and Rutledge (1998)). Moorings provide nearly continuous observations at coarse hor-

izontal resolution, but their coarse vertical resolution of the upper ocean prevents investigation of

the near-surface impacts of RLs. Similarly, operational Argo floats are usually limited by coarse up-

per ocean vertical resolution, as well as coarse horizontal and temporal sampling (Gould et al. (2004)).

The most useful observations for investigating RLs have been provided by field campaigns, which allow

for ship-based, collocated ocean-atmosphere observations, with frequent sampling and fine-scale ver-

tical resolution. However, field campaigns are held infrequently and for limited duration, thus limiting

the direct observation of changes to SSS, SST, and surface fluxes within RLs.

Thompson et al. (2019) used upper ocean observations collected in the equatorial Indian Ocean

as part of the Dynamics of the Madden-Julian Oscillation field campaign (DYNAMO; Yoneyama et al,

2013) to study near-surface stabilization in DWLs and RLs. They found that while the freshening and

cooling of the upper ocean have opposing effects on stability, the positive buoyancy produced by fresh-

ening is generally about an order of magnitude greater than the negative buoyancy produced by cool-

ing. Additionally, they observed that RL-induced buoyancy is strong enough to withstand nocturnal

ocean convective mixing and wind-driven mixing for wind speeds up to 9.8 m s−1 for the heaviest rain

rates. Mean RL lifetime observed by Thompson et al. (2019) was 5 hours, with some RLs lasting nearly

a full day. Thus, the typical RL lifetime is longer than the typical lifetime of rain events that initiate RLs

(Hagos et al. (2013)).

RL persistence on the scale of hours suggests that RL lifetimes are long enough to impact the atmo-

spheric boundary layer (de Szoeke et al. (2017); DeMott et al. (2015)), but RL feedback to atmospheric
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convection is not straight-forward. Locally, RLs stabilize and cool the upper ocean, potentially hinder-

ing the initiation of new convection (Ruppert Jr. and Johnson (2016)) and reducing the maintenance

of existing convection by surface fluxes (Riley Dellaripa and Maloney (2015)). However, sharp SST gra-

dients exist between the RL and surrounding ocean, generating horizontal pressure gradients that act

to initiate boundary layer convergence and stimulate atmospheric convection (Back and Bretherton

(2009a,b); Li and Carbone (2012); Rydbeck et al. (2019); Skyllingstad et al. (2019)). The nature of the

atmospheric response to RL formation remains an important open question for understanding the

impact of of freshwater ocean surface stratification on atmospheric convection.

Recently, idealized model experiments have increased understanding of RL characteristics, reveal-

ing the importance of rain rate, wind speed, and background ocean stratification in regulating RL be-

havior (Drushka et al. (2016); Iyer and Drushka (2021a); Soloviev et al. (2015)). While experiments in-

vestigating RLs in an idealized environment have provided insight into upper ocean response to precip-

itation, the collective effects of RLs under realistic, time-varying atmospheric forcing on SST patterns,

surface fluxes, and feedbacks to atmospheric convection is less understood. We aim to address this

knowledge gap with a modeling study designed to answer the following science questions:

(1) What is the size, frequency, duration, and intensity of equatorial Indian Ocean RLs on monthly

time scales?

(2) To what extent do RLs alter surface fluxes and create small-scale networks of SST gradients?

To address these questions, a 1-dimensional water column model is used to simulate freshwater strat-

ification in the equatorial Indian Ocean. The design of the model simulations is discussed in section 2.

The model is first verified when forced with surface observations collected during DYNAMO and com-

pared to observed ocean stability profiles. Results from this analysis are shown in section 3. After model

verification, a 50 km x 50 km 2D array of 1D columns is forced with surface meteorology at 2 km resolu-

tion from an existing simulation of the regional atmospheric Weather Research and Forecasting model

(WRF; Skamaock et al. 2019). Stratification by surface freshening is analyzed to determine spatial and

temporal characteristics of RLs that result from the multitude of spatially and temporally inhomoge-

neous, model-simulated rain and wind events. We present results from this analysis in sections 4 and

5, and further discuss the implications of these results in section 6. In section 7, we conclude with a

brief summary that highlights the primary conclusions of this study.
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2.2 METHODS

In this section, the General Ocean Turbulence Model (GOTM) is introduced (section 2.1). The

specifics of two model simulations are discussed, where the first simulation serves the purpose of

model verification (2.2), while the second is used to generate statistics describing RL characteristics

and variability of upper ocean stability (2.3, 2.4).

2.2.1 Model Configuration

GOTM is a water-column model that computes solutions for the one-dimensional version of the

transport equations of momentum, salt, and heat (Burchard et al. (1999)). The version of GOTM imple-

mented in this study closely follows the model setup of Drushka et al. (2016), which has been shown to

effectively replicate upper ocean temperature and salinity response to rainfall. This version of GOTM

utilizes a second-order turbulence closure scheme (Canuto et al. (2001)) with dynamic dissipation rate

equations for the length scales. Fluxes are calculated following the Coupled Ocean-Atmosphere Re-

sponse Experiment (COARE) bulk flux algorithm (Fairall et al. (1996)), which uses skin temperature to

compute surface fluxes. Longwave radiation is calculated following Clark (1974). GOTM assumes wet

bulb temperature for rainfall, which is supported by observations (Gosnell et al. (1995)). The model

is run with a 10-second time step and initialized to a depth of 70 meters with 10-centimeter vertical

resolution. GOTM’s sensitivity to upper ocean vertical resolution was tested at vertical resolutions of 1

cm, 10 cm, 50 cm and 100 cm, and negligible improvement was seen in model performance at vertical

resolution below 10 cm. GOTM receives surface forcing input in the form of horizontal components

of the 10-meter winds, and surface values of air temperature, air pressure, relative humidity, incident

shortwave radiation, and rain rate. In this study, GOTM is forced first using observations collected dur-

ing the DYNAMO field campaign (Gottschalck et al. (2013); Yoneyama et al. (2013)), and then using

Weather Research and Forecasting (WRF) model output from a 2014 study by Hagos et al. The details

of the surface forcing data are outlined in the following sections.

2.2.2 Model verification and DYNAMO data

The DYNAMO field campaign was conducted in the Indian Ocean from October 2011 through

March 2012, with the purpose of observing convective initiation processes associated with the MJO.

The field campaign was an international effort featuring two quadrilateral sounding arrays, multiple

radars, simultaneous and continuous observations of atmospheric and oceanic profiles conducted

from three moorings and two ships (research vessel (R/V) Roger Revelle and R/V Mirai), twin sites in

the Indian Ocean (Addu Atoll) and Western Pacific (Manus Island) to sample the MJO at its initiation,
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mature, and dissipating phases, and an aircraft operation for sampling atmospheric and oceanic cou-

pled boundary layers (Chen et al. (2016); Yoneyama et al. (2013)).

Of interest for this study are the high-frequency atmospheric and oceanic observations collected

from the R/V Revelle (80.5◦E, 0◦N) during the October 5 through October 30 and November 11 through

December 7, 2011 DYNAMO observing periods. Each period sampled one full MJO event (Gottschalck

et al. (2013)), and thus featured a broad spectrum of ocean-atmospheric variability, from strongly sup-

pressed and light-rain conditions to highly disturbed and heavy-rain conditions. The observations

from the R/V Revelle are unique in that they feature collocated ocean-atmosphere observations that

are high-resolution both temporally (upper ocean profiles observed at roughly 7-minute intervals),

and vertically (1-meter resolution for upper ocean observations) (Moum et al. (2014)). The fine ver-

tical resolution of the upper ocean observations, which begin at a depth of 2-3 m (Thompson et al.

(2019)), allows for detailed comparisons of GOTM output to observations made from the R/V Revelle.

Additionally, the frequent nature of the observations allows for transient rain events to be effectively

captured within both meteorological surface data and near-surface ocean temperature and salinity

profiles. Thompson et al. (2019) analyzed these same observations to study RLs and DWLs.

For the first DYNAMO simulation, GOTM is initialized with temperature and salinity profiles from

the R/V Revelle on 6 October 2011 at 01:30:00 UTC, and is then forced with atmospheric observations

at 10-minute intervals until 12:00:00 UTC on 30 October. For the second DYNAMO simulation, GOTM

is initialized with temperature and salinity profiles from the R/V Revelle on 11 November 2011 19:20:00

UTC and is again forced with atmospheric observations at 10-minute intervals until 8 December 2011

05:30:00 UTC. No relaxation to an observed or climatological mean temperature and salinity profile was

needed to replicate the observed upper ocean conditions. Each simulation captures observed intrasea-

sonal variability attributable to the MJO, with conditions varying from fair weather with low cloudiness,

light rainfall, calm winds, and high incident shortwave radiation during the MJO suppressed phase to

deep and widespread cloudiness, heavy precipitation, strong winds, and reduced surface solar radi-

ation during the MJO disturbed phase, enabling comparison of GOTM model output to observations

under diverse conditions

For each DYNAMO simulation, GOTM stability profiles are calculated using vertical gradients in

potential density to find the Brünt-Vaisala frequency, N 2:

N 2 =
g

σ

dσ

d z
(2.1)
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As salinity and temperature both play important roles in ocean stratification, upper ocean stability

as indicated by N 2 is governed by vertical gradients of both quantities. To view temperature (T) and

salinity (S) contributions to N 2 separately, N 2 can be decomposed into its temperature and salinity

components, N 2
T and N 2

S , defined as :

N 2
T = g ·α ·

d T

d z
(2.2)

N 2
S = g ·β ·

d S

d z
(2.3)

where β is the haline contraction coefficient of seawater, and α is the thermal expansion coefficient of

seawater:

β =
1

σ

dσ

d S
(2.4)

α=
−1

σ

dσ

d T
(2.5)

This decomposition allows for identification of RLs, which are present when the upper ocean is stably

stratified with respect to both total N 2 and it’s salinity component, N 2
S , and DWLs, which are present

when the upper ocean is stably stratified with respect to both total N 2 and it’s temperature compo-

nent, N 2
T . Following the methods of Thompson et al. (2019), the column is considered to be stable if

N 2 > 4.5×10−5 s−1 for two consecutive vertical layers; otherwise, the column is considered well-mixed.

Modeled N 2 values are computed every 0.5 m for the upper 20 meters of the ocean; thus, minimum

thickness for a layer to be considered stable is 1 m. For both observational and model analysis, the

upper ocean is considered well-mixed if no stable layers are identified in the upper 20 m of the ocean.

Observations synthesized by Thompson et al. (2019) were used to validate model output. Since ob-

servations are collected with a vertical resolution of 1-meter, the column is considered stable for two

consecutive 1-meter layers and minimum thickness of observed stable layers is 2 meters, compared to

a minimum thickness of 1 meter for modeled stable layers.

2.2.3 WRF data and GOTM 2D array

For the second portion of this study, a 2D array of GOTM columns is forced with model output

from a WRF simulation conducted by Hagos et al. (2014). WRF was run at 2 km horizontal resolution

over a 3◦ × 3◦ latitude-longitude area within the Indian Ocean DYNAMO domain from 1 October 2011

to 30 November 2011. This grid spacing is fine enough to resolve individual convective systems while

the domain is large enough and the simulation long enough to capture lifecycles of convective systems

associated with synoptic scale features (Chen et al. (1996); Hagos et al. (2014)) This makes the WRF

data well-suited for this study: the 2 km grid spacing resolves atmospheric convective-scale forcing of
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the upper ocean, while the spatial domain allows for the development of organized mesoscale convec-

tive systems that contribute to the variability of surface forcing. Surface boundary conditions in the

WRF simulation are provided by ERA-Interim reanalysis, and applied at 6-hour intervals. Comparison

between WRF precipitation output and TRMM satellite observations shows that while WRF is able to

capture the overall eastward propagation of the two MJO events during October and November 2011,

the model precipitation tends to be higher than TRMM observations. Hagos et al. (2014) attribute this

discrepancy to the model resolution, which limits turbulent mixing and evaporation of rain. Further

details on the WRF parameterizations can be found in Hagos et al. (2014).

An initialized model, the specifications of which are discussed in the next section, was trained with

the mined data from the ELDORA dataset. The X and Y arrays from the data collection stage were split

at random with 80% and 20% reserved for training and testing respectively. Initial splitting of the data

before training ensures the model has not previously encountered the testing set. The trained model

classified all radar gates in the X testing array to create a new set of classifications. Predicted classes

were compared to the true classifications in the Y testing array. Evaluation metrics were produced to

assess how well the model retained and removed weather and non-weather echoes.

To investigate spatiotemporal variability of RLs, the 2D array of GOTM columns is forced with out-

put from the WRF simulation over a 50 km× 50 km grid, centered over 75◦E, 0◦N with 2 km grid spacing.

This 50 km × 50 km domain allows investigation of fine-scale spatial variability of upper ocean tem-

perature and salinity profiles, sea-surface temperature (SST), and sea-surface salinity (SSS) on scales

smaller than those currently resolved by most global models and satellite-estimated SSS products. Ini-

tial conditions for the temperature and salinity profile at each grid cell are obtained from the Hybrid

Coordinate Ocean Model (HYCOM) reanalysis dataset (Chassignet et al. (2007)). HYCOM provides ver-

tical temperature and salinity at depths of 0.05 m, 2 m, 4 m, 6 m, 8 m, 10 m, 12 m, 15 m, 20 m, 25 m, 30

m, 35 m, 40 m, 45 m, 50 m, 60 m, 70 m, which are then linearly interpolated by GOTM to a 10-cm grid

spacing from 0-70 meters. The more coarse horizontal grid spacing in the HYCOM reanalysis (0.08◦)

is linearly interpolated to the WRF grid. Analysis of the DYNAMO simulations shows GOTM sensitiv-

ity to small variations in initial temperature and salinity profiles to be small compared to variations

introduced via surface forcing. The 2D array simulation is run from 00 UTC 1 November 2011 to 18

UTC 30 November 2011. GOTM is again forced at 10-minute intervals with no relaxation to a reference

temperature or salinity profile.
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FIG. 2.1. Model domain for the two GOTM simulations: the location of the R/V Revelle during

DYNAMO (purple) and domain for the 2D array experiment (red box). The inset grid displays the

dimensions and layout of the 2D array.

We use GOTM output from the 2D array simulation to conduct a statistical analysis detailing RL

characteristics. The 2D domain allows for analysis of RL characteristics under spatially variable wind

and rain forcing over a typical MJO lifecycle, for a satellite footprint-sized domain. To conduct this anal-

ysis, we first use the stable layer identification algorithm described in Section 2.2 to detect rain layers.

We then investigate RL behavior as function of rain rate, wind speed, and background ocean stratifi-

cation (section 4.1). In section 4.2 we make approximations of RL size as determined by RL equivalent

diameter and in section 4.3 we analyze reduced mixing in RLs using the temperature tendency equa-

tion in GOTM. Finally, we examine the potential for RLs to influence the atmospheric boundary layer

by repeating the second simulation over the 2D domain without rain forcing (i.e., rain rate, R ,=0 ev-

erywhere, for all time steps) but with all other atmospheric forcing fields identical (section 5).
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2.3 MODEL VERIFICATION: COMPARISONS TO DYNAMO OBSERVATIONS

While previous studies have verified the ability of GOTM to simulate observed upper ocean re-

sponse to precipitation (Drushka et al. (2016)), upper ocean observations from the R/V Revelle allow

for a more detailed comparison of stable layers analyzed by Thompson et al. (2019) to those simulated

by GOTM. Furthermore, the October and November DYNAMO legs provide an opportunity to evalu-

ate GOTM performance under different background conditions, as an advection event brought high

salinity water from the Arabian Sea into the DYNAMO domain between the October and November

observing periods. The high-salinity water mass contributed to the formation of a barrier layer that

was present throughout the November observation period.

Initial steps in model verification involve comparison of GOTM temperature and salinity profiles to

profiles observed during the October and November DYNAMO legs. Time series comparison between

GOTM SST and observed SST for both simulations confirms that the model effectively replicates the

strong diurnal cycle of SST during suppressed MJO conditions, as well as the reduced, diurnally uni-

form SST during active MJO conditions and westerly wind burst (WWB) events (Figure 2.2). Modeled

SST mean absolute error for the October and November observing periods is 0.14◦C and 0.24◦C, re-

spectively.

FIG. 2.2. Modeled (orange) and observed (blue) SST time series for the October (left) and Novem-

ber (right) DYNAMO observing periods.

Composite analysis is used to make qualitative comparisons between N 2 profiles computed us-

ing model output and observations for the October and November DYNAMO observing periods. For

the composite analysis, each 24-hour, 1-day period in the simulation is binned by daytime mean wind
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speed in intervals of 2 m s−1, and the mean N 2, N 2
T , and N 2

S profiles are computed for each wind regime.

These composites are then compared to observed N 2, N 2
T , and N 2

S profiles, i.e., those computed by

Thompson et al. (2019) from DYNAMO temperature and salinity observations. Each wind speed in-

terval tends to include multiple days, thus, the composite N 2 profiles are dominated by DWLs and the

effects of individual precipitation events are generally not detected. However, this enables a more gen-

eral evaluation of model performance in capturing changes in vertical stratification as a function of

wind speed. Composite N 2 profiles shown in Figure 2.3 demonstrate that GOTM mixing reproduces

stratification characteristics of different wind regimes: a persistent, shallow, and strong diurnal signa-

ture is present on days with calm winds, a diminished, but deeper, diurnal signature is present on days

with moderate winds, and virtually no diurnal signal is detectable on the windiest days, when turbu-

lent mixing is too strong for ocean stratification to develop. Model performance is consistent across

the October and November simulations, thus verifying the ability of GOTM to effectively reproduce up-

per ocean stability profiles under different background ocean stratification. Profiles of N 2 variability

computed from GOTM also agree well with those observed during DYNAMO (not shown).

In order to assess model performance in simulation of individual freshening events, a RL detection

algorithm is utilized to identify RLs, following criteria outlined in section 2.2 of this paper. It is im-

portant to note that salinity observations recorded during DYNAMO begin at a depth of 2-3 m, due to

interference from the ship’s wake in the upper 2 m of the ocean. Thus, it is useful to evaluate freshen-

ing events associated with high precipitation amounts and > 2 m s−1 wind speed, as these freshening

events generally affect the N 2
S profile to a depth greater than 2 m. One such case of a RL event with a

strong signature below 2 m is found in DYNAMO observations from November 28 when a RL was iden-

tified from 02 UTC to 05 UTC. Observed and modeled stability profiles for the November 28 case can be

seen in Figure 2.4. The November 28 RL developed following sustained precipitation of > 10 mm hr−1,

and during a period of reduced wind speeds (< 10 m s−1) within a longer WWB event, allowing a short-

lived RL to form. Figure 2.4 demonstrates that GOTM is able to reproduce the onset, stablization, and

duration of the observed RL. November 28 is of further interest as a daily case study due to the sustained

precipitation that occurred throughout the day. The high winds present during the day prevented sus-

tained stratification of the upper ocean, but Figure 2.4 reveals multiple brief stratification events in

GOTM stability profiles. These highly transient RLs coincide with temporary reductions in wind speed

seen throughout the day that allowed for the upper 1-2 m of the ocean to become stably stratified.
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FIG. 2.3. Daily N 2
T+S profiles composited by daily wind regime for GOTM (left) and observations

(right). Red indicates stable, blue indicates unstable. Number of days within a given wind regime

is given by n.

While some of these stratification events are evident in observations, the lack of salinity observations

in the upper 2 m inhibits identification of the thinnest RLs.

2.4 RL STATISTICS FROM 2D FORCING EXPERIMENTS

This section applies results from the 2D array simulation to produce statistics defining spatiotem-

poral characteristics of equatorial Indian Ocean rain layers. The array of GOTM columns is forced at

10-minute intervals with output from a WRF simulation conducted by Hagos et al. (2014; see Section

2.3). We emphasize that these are not ocean-atmosphere coupled simulations. The output from the

WRF simulation is simply used to force the 2D GOTM array, and any changes to SST are not commu-

nicated to the atmosphere.

For the 2D array simulation, the RL identification algorithm iterates grid cell by grid cell searching

the upper 3 m of the ocean for RLs at each time step. Because each GOTM column mixes independently
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FIG. 2.4. N 2
S (top), N 2

T (middle), N 2
T+S (bottom), for 28 November 2011 for GOTM (left) and obser-

vations (right). Red indicates stable, blue indicates unstable.

from neighboring columns, we consider each RL-capped column as a separate, distinct RL when com-

puting RL duration, frequency, and intensity statistics (section 4.1). However, we consider adjacent

RL-capped columns to be part of a single, larger RL when computing RL size statistics (section 4.2).

2.4.1 RL duration, frequency, and intensity

The duration of RLs over the course of the simulation is highly variable, with modeled RLs persisting

on time scales of minutes to days. The distribution of RL lifetime is skewed, as 32% of RLs last less than

30 minutes, 48% last less than 1 hour, and 96% last less than 1 day (Figure 2.5). Mean RL duration is

roughly 4.5 hours, which conforms to statistics of RL lifetimes observed during DYNAMO (Thompson

et al. (2019)), while median RL duration is just over 1 hour. Although RLs occur at all times, there is a

slight increase in RL formation in the early morning and mid-afternoon, which is consistent with the

mean diurnal cycle of precipitation over tropical oceans during convectively active and suppressed

conditions, respectively (Sui et al. (1997)). Overall, RLs are present in 26% of all model time steps, a

higher frequency than the 16% observed by Thompson et al. (2019) during DYNAMO.

14



FIG. 2.5. Histogram of RL lifetime frequency, binned by 20-minute intervals (left y-axis), and cu-

mulative frequency (black line; right y-axis)

During periods of low to moderate winds, RLs persist for several hours to over a day, and occur

more frequently (Figure 2.6). This is reflected by a RL presence of 32% for time steps when column wind

speed is < 5 m s−1, in comparison to a RL presence of 14% for time steps when column wind speed is

> 5 m s−1. The 99th percentile wind speed in the presence of RLs is 11.4 m s−1, slightly greater than

the 99th percentile wind speed of 9.8 m s−1 observed by Thompson et al. However, the 95th percentile

wind speed in the presence of RLs is 7.97 m s−1, indicating that rain-induced stratification at wind

speeds above 8 m s−1 is typically short-lived. When no RLs are present, the 95th percentile wind speed

is 10.1 ms−1. The large discrepancy between 95th percentile wind speeds in the presence (7.97 ms−1)

and absence (10.1 ms−1) of RLs implies that RLs occur infrequently at wind speeds above 8 m s−1.

Stability profiles of temperature and salinity in the upper ocean are sensitive to wind speed, with

the strongest stabilization of both occurring most frequently at wind speeds below 5 m s−1. Histograms

of N 2
S and N 2

T as a function of wind speed for all model time steps and grid cells are shown in Figure 2.7,

and reveal a higher frequency of strong stability in the salinity profile in comparison to the temperature

profile. The higher frequency of strong stabilization in the salinity profile is especially evident at higher

wind speeds, which is consistent with observational analysis of RLs and DWLs (Thompson et al. (2019)).

Instability can be identified within the temperature profile at wind speeds below 5 ms−1 Figure 2.7,

a result of both nocturnal convective mixing and unstable temperature profiles within RLs. Composite
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FIG. 2.6. Histogram of wind speed frequency across all GOTM grid cells and times when a RL is

present (blue), no-RL is present (orange) and overall (gray)

FIG. 2.7. 2D histogram of N2
S and wind (left) and N2

T and wind (left). Histograms display the natural

log value of the count within each bin.

analysis of the N 2
T response from one hour prior to RL formation to six hours after RL formation as a

function of the mean wind speed and maximum rain rate in the±1 hour interval surrounding RL onset

is presented in Figure 2.8 and confirms destabilization in column temperature profiles following RL

formation. For RLs forming under background wind speeds< 6 m s−1, unstable temperature gradients

confined to the upper 1-2 m persist for many hours following RL formation (Figure 2.8). The persistence

of unstable temperature gradients is due to a stronger stabilization of N 2
S , which is also reflected in a

net positive N 2 throughout the column (not shown).
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FIG. 2.8. N2
T within RLs binned column-wise by max rain rate from 30 minutes prior to 30 minutes

after RL formation, and row-wise by mean wind speed over the interval of 1 hour prior to 6 hours

after RL formation.Note the unstable T profiles at the ocean surface within the RLs.

Because the vertical salinity gradient and N 2
S within RLs are constrained by surface inputs of fresh-

water and momentum, the magnitude of stabilization in RLs is primarily determined by rain rate and

wind speed. Figure 2.9 displays the composite evolution of the salinity gradient from one hour prior

to RL formation to six hours after RL formation. For a given wind speed (i.e., panels in a single row

in Figure 2.9), the magnitude and depth of the upper ocean salinity gradient increases with increasing

rain rate, reflecting a higher degree of stabilization within RLs forming under stronger rain rates. The

impact of wind speed on RL formation is also evident in columns of fixed rain rate, as the magnitude

of the upper ocean salinity gradient within RLs decreases with increasing wind speed. At wind speeds

above 6 m s−1, typically only the strongest rain rate cases are able to stratify the upper ocean for more

than an hour, consistent with previous observations and theory (Thompson et al. (2019)).

It is noteworthy that RLs forming under weak rain rates (< 5 mm hr−1) and weak surface winds (0-2

and 2-4 m s−1), feature a persistent, stable vertical salinity gradient confined to the upper 1-2 m of the

ocean (Figure 2.9). While the magnitude of stabilization is reduced in weak rain rate cases compared
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FIG. 2.9. Salinity gradient ( ∂ S
∂ z ) within RLs binned column-wise by max rain rate from 60 minutes

prior to 60 minutes after RL formation, and row-wise by mean wind speed over the interval of 1

hour prior to 1 hour after RL formation. Salinity gradient is computed as the centered difference

(PSU m−1) at 1-m intervals, and thus begins at a depth of 0.5 m.

to stronger rain rate cases, the stable salinity gradient in these cases is able to persist for many hours

following RL formation. The implications of long-lasting RLs under low surface wind conditions are

revisited in section 5.

When precipitation falls on a stably stratified upper ocean, vertical mixing of freshwater is further

inhibited, resulting in RLs that feature a strong vertical salinity gradient and that are even more per-

sistent than RLs that form over a well-mixed upper ocean. Figure 2.10 shows the composite difference

in salinity gradient between RLs forming over a strongly stratified upper ocean with respect to N 2
T , de-

fined as mean N 2
T > 1 × 10−4 s−2 in the upper 5m of the column, compared to the salinity gradient for
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all other RLs. Within the same rain rate and wind speed bins, RLs forming over an upper ocean that is

strongly stratified with respect to N 2
T feature a more intense salinity gradient in comparison to all other

RLs (Figure 2.10). As there are few cases of RLs forming over strong upper ocean stratification at wind

speeds above 6 ms−1, wind speed bins in Figure 2.10 only extend to 6 ms−1. This result conforms to the

idealized model experiments of Iyer et al. (2021) that revealed larger salinity anomalies and delayed

mixing in the upper ocean when rain falls on a stably stratified upper ocean compared to rain falling

on a well-mixed upper ocean.

FIG. 2.10. Difference in salinity gradient between RLs forming over a strongly stratified upper

ocean with respect to temperature (N2
T > 1e-4) and all RLs, from one hour prior to six hours af-

ter RL formation. Brown shading (negative) represents a stronger salinity gradient in RLs forming

over a strongly stratified upper ocean, while blue shading (positive) represents a weaker salinity

gradient in RLs forming over a strongly stratified upper ocean. Figure is binned column-wise by

max rain rate from 60 minutes prior to 60 minutes after RL formation, and row-wise by mean wind

speed over the interval of 1 hour prior to 1 hour after RL formation.

2.4.2 RL spatial dimensions

The footprint of contiguous cells with RLs ranges from as small as a single 2 km×2 km grid cell to as

large as 97% of the 50 km×50 km domain. For purposes of estimating RL footprint size, the maximum

number of adjacent grid points containing a RL for a given time step is computed, and a distribution of

RL equivalent diameter is determined. Figure 2.11shows the frequency of RL equivalent diameter, with

possible values of RL equivalent diameter spanning 2 km to 55.6 km. For time steps in which RLs are
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FIG. 2.11. Histogram of RL equivalent diameter frequency (blue), with domain-averaged wind

speed± 1σ overlaid for the corresponding bin (orange). RL equivalent diameter represents equiv-

alent diameter of largest contiguous RL for time steps when RLs are present. The x-axis has been

extended to include the domain-averaged wind speed± 1σ for time steps when no RLs are present

(purple).

present, the mean and median RL equivalent diameter of the largest RL present are 25 km and 23 km,

respectively.

Evaluating domain-averaged wind speed within each RL equivalent diameter bin in Figure 2.11

shows consistent values of mean domain-averaged wind speed across all RL sizes. Within RL equiv-

alent diameter bins, mean values of domain-averaged wind speed range from 3.32 m s−1 (RL equiva-

lent diameter 44-48 km) to 4.13 m s−1 (RL equivalent diameter 0-4 km), compared to a mean domain-

averaged wind speed of 5.65 m s−1 when no RLs are present. However, wind speed variability within

each bin decreases with increasing equivalent diameter, indicating that the largest RL footprints are

less likely to occur at higher wind speeds.

2.4.3 Reduced vertical mixing within RLs

In order to quantify the degree of mixing within RLs, the temperature tendency term in GOTM is

decomposed into contributions from solar radiation and contributions from the sum of turbulent and

viscous transport. The temperature tendency term in GOTM for a given level is defined as:

θ̇ =
∂

∂ z

�

(νθT +ν
θ )
∂ θ

∂ z

�

+
1

Cpρ0

∂ I

∂ z
(2.6)
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where θ̇ is the material derivative of potential temperature, νθT and νθ are the turbulent and molecu-

lar diffusivities of heat, respectively, Cp is the heat capacity of seawater, and ρ0 is a reference density

(Burchard et al. (1999)). Shortwave radiation, I is prescribed and treated as an inner heat source as

a function of depth, z. The source due to shortwave radiation is computed by GOTM according to a

double exponential law following Paulson & Simpson (1977), assuming Jerlov type I water. The sum

of latent heat, sensible heat, and longwave radiation fluxes are computed by GOTM at each time step

and is treated as a boundary condition for ∂ θ/∂ z . Thus, the first term on the right hand side of Eq. 2.6

represents temperature tendency from turbulent and viscous transport, and the second term repre-

sents a source term from shortwave radiation. We compute the profile of temperature tendency from

transport as the difference between the total temperature tendency profile and the shortwave heating

profile.

The vertical profile of temperature tendency due to transport over the course of RL lifetime as a

function of wind speed at rainfall rate is shown in Figure 2.12. The negative tendency due to transport

in the upper 1-2 m of the column immediately preceding and following RL formation is associated

with decreased air temperature and surface input of cool freshwater surrounding RL onset. Transport

cooling persists from +1 to +6 hours following RL formation but over limited depth compared to the

short RL onset period, despite an unstable temperature stratification in the 0.5-1 m (Figure 2.8). We

revisit the reduction in transport mixing following RL onset in the following section.

2.5 THE POTENTIAL FOR RL FEEDBACKS TO THE ATMOSPHERE

Analyses shown in the previous section document the effects of RLs on ocean stability profiles.

Here, we investigate the second science question posed in Section 1, namely, how RLs may affect the

atmosphere. Ocean processes are communicated to the atmosphere through their effects on fluxes

of heat, moisture, and momentum at the air-sea interface. Since our 1D ocean model configuration

assumes zero lateral advection, ocean processes in our experiments only regulate fluxes of heat and

moisture by modulating the SST.

2.5.1 RL regulation of SST and surface fluxes

Figure 2.13 displays the composite evolution of SST, air temperature at 2 m (Ta i r ), specific humidity

at 2 m (qa i r ), wind speed at 10 m, latent heat flux (QE ), and sensible heat flux (QH ) from six hours prior

to six hours after RL formation. The sign convention for surface fluxes is that a negative flux or flux

anomaly cools the ocean. First, we composite the aforementioned variables for RLs that form when the
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FIG. 2.12. Temperature tendency due to transport from one hour prior to six hours after RL for-

mation. Figure is binned column-wise by max rain rate from 60 minutes prior to 60 minutes after

RL formation, and row-wise by mean wind speed over the interval of 1 hour prior to 1 hour after

RL formation.

wind speed averaged from -1 hour prior to+1 hour following RL formation is 4–6 m s−1 (left column of

Figure 2.13). Second, we composite the variables for RLs that form when the maximum R from -1 hour

prior to +1 hour following RL formation exceeds 20 mm hr−1 (right column of Figure 2.13).

While both SST and Ta i r decrease following RL genesis, the decrease in Ta i r is nearly an order of

magnitude larger than the decrease in SST. Consequently, the sensible heat flux becomes more negative

following RL formation, reflecting a greater flux of sensible heat into the atmosphere from the ocean.

Similarly, negative departures in the latent heat flux occur immediately preceding and following RL

formation, and generally persist for 3-4 hours following RL formation. Consequently, for all RLs, the

enhancements (i.e., more negative departures) in QE and QH surrounding RL onset are attributed to
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both the brief increase in wind speed at RL onset, as well as the more prolonged reductions in Ta i r and

qa i r following RL onset.

For RLs forming under a fixed background wind speed and different rain rates (left column of Figure

2.13), there is a systematic relationship between increasing rain rate, R , and larger negative departures

of SST, Ta i r , qa i r , QE , and QH in the ±1 hour span surrounding RL onset. However, for the higher

R events (R > 10− 20 mm hr−1), QH is restored to pre-RL values more rapidly than in low R events,

and QE departures become positive beyond 4 hours following RL onset. The heat flux response is the

result of a decreased wind speed following RL formation in high R events, as well as a larger reduction

in SST in high rain rate cases than low R cases. A similar response is seen in RLs forming under a

fixed maximum R and different wind speeds (right column of Figure 2.13), with increasing wind speed

generally associated with enhanced QE and QH in the±1 hour span surrounding RL onset. The overall

relationship between wind speed and fluxes within RLs (right column of Figure 2.13) is more difficult

to assess than the relationship between R and fluxes within RLs (left column of Figure 2.13), as there is

large variability within the wind speed bins in the hours following RL onset.

To quantify the role of rainfall in regulating stratification, surface fluxes, and SST perturbations, a

second GOTM simulation was conducted over the same domain using identical ocean surface forcing

as the first, except all precipitation fluxes were set to zero. Hereafter, we refer to the simulations with

and without rain forcing as “RAIN” and “NO-RAIN”, respectively. Thus, while rain does not fall onto

the ocean in the NO-RAIN experiment, other forcing from the WRF output that is used in the RAIN

experiment—Ta i r , wind speed, qa i r , and net downwelling radiation—remains the same. Thus, any

differences in stratification, surface fluxes, and SST between the two experiments arise purely from the

presence of rainfall.

Figure 2.14 shows the difference in ∆SST, ∆QE , and ∆QH from Fig. 2.13 between the RAIN and

NO-RAIN experiments for all RLs binned by R (left column) and wind speed (right column). Across all

R and wind speed bins, SSTs reduction for several hours following RL formation is 0.05–0.1 K greater in

the RAIN experiment, and hence within actual RLs, relative to the NO-RAIN experiment. Comparing

the magnitude of SST reduction in RAIN (Figure 2.13) to that in NO-RAIN (Figure 2.14), the combined

effects of cooling and stratification by rainfall can be seen to account for approximately 30–50% of the
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FIG. 2.13. Mean departure from 6 hours preceding RL onset (hour -6) of (top to bottom): air tem-

perature at 2m (Ta i r ); SST; sensible heat flux (QH ); wind; specific humidity at 2m (qa i r ); saturation

specific humidity at SST (q∗a i r ); and latent heat flux (QE ). In the left column, the mean wind speed

surrounding RL onset is fixed between 4-6 m s−1, while rain rate varies; in the right column, the

max rain rate preceding RL onset is fixed at > 20 mm hr−1, while wind speed varies. Darkening

color tone reflects increasing rain rate (left) and wind speed (right), for given bin. Fluxes are com-

puted following Fairall et al., 1996, and a negative ∆QE or ∆QH indicates greater ocean surface

cooling.

total SST reduction following RL onset. The influence of rain cooling on SST can be isolated to a rough

approximated using wet-bulb temperature, SST, rain amount, and RL thickness:

∆TR L ≈ (Tw e t b ul b −SST ) ·
rain amount

RL thickness
(2.7)

Applying typical values of Tw e t b ul b −SST = -5 K (Thompson et al. (2019)), rain amount = 10 mm, and

RL thickness = 1 m to this equation, rain cooling alone can be estimated to reduce SST by 0.05 K.

The colder SST following RL onset in RAIN is reflected in the positive ∆QE and ∆QH differences

in Figure 2.14, indicating weaker ocean-to-atmosphere surface fluxes compared to NO-RAIN. Unlike

SST, however, ∆QE and ∆QH between the two simulations differ by less than 2% following RL onset.

24



FIG. 2.14. Difference between simulation with and without precipitation forcing from -6 hours to

+6 hours relative to RL onset of SST response from -6 hours (top, Kelvin), QE response from -6

hours (middle, W m−2), and QH response from -6 hours (bottom, W m−2). We note the change

in vertical scale in all the plots. Note the persistent reduced SSTs following RL onset in the RAIN

simulation in comparison to the NO-RAIN simulation.

This weak sensitivity of surface fluxes to RL-induced SST changes is a consequence of the much larger

reductions of Ta i r and qa i r than SST and q ∗SST , respectively, following RL onset (Figure 2.13). The com-

posite time evolution of Ta i r surrounding RL onset follows a pattern typical of atmospheric cold pools

(de Szoeke et al. (2017); Figure 2.13).

The reduced SST following RL onset in RAIN occurs despite the slightly weaker post-RL surface

fluxes compared to those in NO-RAIN. We surmise that the colder post-RL SST in RAIN is the result of

reduced downward transport of surface waters that have been cooled by the net heat transport out of

the ocean. In essence, the salinity stratified RL in RAIN traps surface cooling within the RL, whereas

cooled surface waters in NO-RAIN are readily mixed throughout the column.

The idea that RL salinity stratification concentrates surface cooling within the RL is supported by

differences in total temperature tendency between the RAIN and NO-RAIN experiments, as shown in

Figure 2.15. Because the temperature tendency from solar heating (the third term in Eq. 2.6) is identical

in RAIN and NO-RAIN, any change in temperature tendency between the rain and no-rain simulations

is the result of a change in the vertical transport term. For all wind speeds and R , cooling by vertical

transport mixing is reduced following RL onset in RAIN when compared to NO-RAIN (i.e., red patches

following RL onset). This occurs despite the near-surface unstable temperature stratification that exists

within RLs (Figure 2.8).

25



FIG. 2.15. Difference in temperature tendency between simulation with and without precipitation

forcing from -1 hour to +6 hours relative to RL onset.

2.5.2 RL feedbacks via spatial SST gradients

While the difference in heat fluxes between RAIN and NO-RAIN is small, Figures 2.14 and 2.15

demonstrate that the role of precipitation on SST, and hence SST spatial gradients on the scale of RLs,

may be large. Previous studies (Back and Bretherton (2009a); de Szoeke and Maloney (2020); Li and

Carbone (2012); Lambaerts et al. (2020)) demonstrate that SST gradients force patterns of mass con-

vergence and divergence within the marine boundary layer (MBL) that can initiate atmospheric con-

vection. Here, we explore the role of precipitation in the creation of SST gradients.
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Li & Carbone (2012) showed that for the West Pacific warm pool, assuming hydrostatic balance and

given the Boussinesq approximation, the time derivative of surface wind convergence is proportional

to the Laplacian of the SST field as given by the equation:

−(ux + vy )t =wz ,t =
p
′

x x +p
′

y y

ρ̄b

=−
g H

T̄b

(T
′

x x +T
′

y y ) (2.8)

where −(ux + vy )t = wz ,t is the time derivative of surface wind convergence, p
′

is the pressure per-

turbation within a thin layer, ρ is air density, T
′

is the temperature perturbation within the MBL, H is

the MBL height, and the subscript b denotes an environmental mean. SST anomalies influence MBL

mass convergence and divergence through the right-most term in Eq. 2.8, which is the spatial second

derivative, or the Laplacian, of T
′

. Because T
′

is partly set by SST (Back and Bretherton (2009a)), SST

gradient contributions to low-level mass convergence are assessed with the SST Laplacian (∇2SST ).

In their analysis of four years of satellite observations of SST and rainfall, Li and Carbone found that

approximately 75% of rainfall events over the West Pacific warm pool were spatially and temporally co-

incident with local surface convergence maxima, as estimated from the SST Laplacian. Furthermore,

the onset of rainfall was more than twice as likely to be observed over−∇2SST patches (corresponding

to convergence) than over +∇2SST patches (corresponding to divergence).

To explore the role of RLs in generating SST gradients, we compute the SST Laplacian for the GOTM

RAIN and NO-RAIN simulations. For our analysis, ∇2SST is computed at every grid cell using adja-

cent cells in the model grid. Following Li and Carbone (2012), the SST Laplacian is reported in units of

◦C per 4 km2 to convey the spatial scale of the gradients (Li and Carbone (2012)). Results are presented

only for GOTM columns farther than two grid points from the domain boundary to avoid edge effects.

Figure 2.16 displays the temporal evolution of domain-averaged zonal and meridional spectral den-

sity of SST Laplacian for RAIN and NO-RAIN. In the RAIN experiment, ∇2SST has a higher frequency

of extreme values than ∇2SST in the NO-RAIN experiment, particularly during periods of increased

precipitation and reduced winds (Figure 2.16). Using the median of the absolute values of ∇2SST as

an estimate for the width parameter, we find a width parameter of 0.037 for the∇2SST distribution in

RAIN, which is nearly double the width parameter of 0.019 in NO-RAIN. This difference indicates that

RLs, through their prolonged reduction of SST compared to adjacent RL-free columns, are capable of

generating sharp SST gradients.
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FIG. 2.16. Time series over the one-month simulation of (top to bottom): domain-averaged rain

rate, domain-averaged wind speed, domain-averaged zonal spectral density of SST Laplacian for

RAIN, domain-averaged zonal spectral density of SST Laplacian for NO-RAIN, domain-averaged

meridional spectral density of SST Laplacian for RAIN, and domain-averaged meridional spectral

density of SST Laplacian for NO-RAIN. Note: bottom four rows all use same color bar scale.

2.6 DISCUSSION

In this section, we synthesize results of the RAIN and NO-RAIN simulations, and offer some con-

siderations for RL observation and the interpretation of our results. A conceptual aid in the form of

a schematic illustration of atmospheric forcing and upper ocean response in RAIN and NO-RAIN, as

well as the differences between the two simulations, can be seen in Figure 2.17.

For all RLs identified in RAIN, the reduced air temperature and humidity, as well as the increased

wind speed and ocean-to-atmosphere surface turbulent fluxes following RL onset (Figure 2.13) are

consistent with changes induced by convectively-generated cold pools (Feng et al. (2015); Yokoi et al.
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FIG. 2.17. Schematic illustration of atmospheric forcing and ocean response in RAIN (upper left),

NO-RAIN (upper right), and the difference between the two simulations (bottom) for the upper

few meters of the ocean and the period one hour prior and five hours following RL onset. Note

in the RAIN - NO-RAIN panel, the only difference in atmospheric forcing is rainfall, which results

in a cold rain input in the upper ocean around RL formation. After the initial cold rain input,

the statically stable column in RAIN results in less vertical transport of heat and less subsurface

ocean cooling than in NO-RAIN, confining the coldest water to the surface. Ocean-to-atmosphere

surface flux differences between RAIN and NO-RAIN are less than 2% and are omitted from the

bottom panel for clarity.

(2014); Zuidema et al. (2017)). The cold rain falling onto the ocean surface and the enhanced surface

fluxes contribute to a sustained decrease in SST following RL onset. However, the cold SST signatures

are evident even after surface flux perturbations have been restored to their pre-RL background states,

suggesting a role for salinity stratification in regulating SST in RLs

The NO-RAIN simulation, which blocks rain from falling onto the ocean surface but otherwise

forces the GOTM array with identical surface meteorology as in the RAIN simulaiton, confirms that

salinity stratification by rainfall reduces the SST of RL-capped columns (Figure 2.14) by confining ocean

water cooling to the near-surface layer (Figures 2.8 and 2.12). Furthermore, when rain falls onto a sta-

bly stratified upper ocean, such as onto a DWL, salinity stratification is amplified (Figure 2.10) and any
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heat previously accumulated in the temperature-stratified layer is effectively “hidden” from the atmo-

sphere (Wijesekera et al. (1999); Pei et al. (2018)) until the arrival of sufficiently strong winds capable of

destroying the RL and mixing the cold surface waters with the warmer subsurface waters (Moum et al.

(2014); Thompson et al. (2019)).

RLs reduce SST locally, creating a network of SST gradients and boundary layer convergence and di-

vergence patterns that can initiate atmospheric convection. Our study demonstrates that RLs, through

their intensification and prolongation of cold SST anomalies, sharpen regional SST gradients and in-

crease the potential for SST gradient-driven surface convergence to influence atmospheric convection.

Thus, RLs may affect the atmosphere in several ways: 1) they prolong locally reduced SST signatures,

2) they shield previously warmed ocean waters from the air-sea interface, thereby reducing ocean-

to-atmosphere surface fluxes, and 3) they sharpen regional SST gradients beyond that which can be

achieved solely by surface fluxes (Figure 2.16). It is important to note that the SST gradients and over-

all domain size in our simulations are much smaller than those in previous studies that connect SST

gradients to initiation of atmospheric convection (Li and Carbone (2012); Skyllingstad et al. (2019)).

We recommend further studies investigating RL feedback to the atmosphere using ocean-atmosphere

coupled simulations over a larger domain.

Thompson et al. (2019) noted that even rain rates as low as R = 5 mm hr−1 are capable of forming

RLs, and our results (Section 4.1) are consistent with this finding. At low wind speeds, weak R cases

feature a persistent stable salinity stratification confined to the upper 1 m of the ocean (Figure 2.9),

suggesting that even weakly forced RLs forming under these conditions can last for several hours. Ob-

servation of RLs under this forcing regime proves tricky, as stratification is confined to the upper 1-2 m

of the ocean and requires high-resolution near surface measurements to capture changes to the wa-

ter column. The persistence of a stable salinity stratification in weak R , low wind speed cases stresses

the importance of towed profilers for ship-based observations that can sample the upper 2-3 m of the

ocean outside the ship wake (Drushka et al. (2019b)) and, thus, capture changes to temperature and

salinity under these conditions.

It is important to note that the 1-dimensional model framework implemented in this study presents

a simplified view of ocean dynamics, neglecting the effects of horizontal processes. Lateral advection

and propagation of salinity and temperature anomalies associated with RLs distributes SST and SSS

anomalies over a greater area and smooths spatial gradients of these variables (Moulin et al. (2021)).

As such, the extrema of SST gradients and the Laplacian of the SST field in section 4.4 are likely an
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overestimate. The absence of lateral advection and the small model domain may also underestimate RL

sizes (Figure 2.10). Larger RLs are hypothesized to occur using time-space conversion estimates from

DYNAMO (Thompson et al. (2019)) and almost certainly occur based on the spatial extent of tropical

mesoscale convective systems (Houze (2004)). We also note that some studies indicate that GOTM may

overestimate SST reduction following precipitation (Pei et al. (2018)), although results from our model

verification (Section 3) show that GOTM well reproduces observed SST under a variety of atmospheric

conditions.

A challenge in using atmospheric model output as forcing data to compile RL statistics arises when

assessing RL behavior many hours after formation. Idealized experiments allow for assessment of RL

characteristics from single impulse rain rates (Drushka et al. (2016)) or an idealized evolution of rain

and wind based on observations (Iyer and Drushka (2021b)). Forcing GOTM with WRF output pro-

vides complex and realistic atmospheric forcing conditions which aids understanding of RL duration,

frequency, intensity, and size. Furthermore, the large number of RL-capped columns sampled over

our month-long simulation allows for composite analysis of RL characteristics as a function of R and

wind speed surrounding RL onset. However, as surface forcing conditions are constantly changing, it

is difficult to account for further freshening events, changes to solar radiation input, high-frequency

wind speed variability, and changes to 2 m specific humidity and temperature, all of which influence

RL characteristics minutes to hours after RL formation. Because of these complications, we limit our

composite analysis of RL intensity to six hours after RL formation.

Further studies are needed to understand the mesoscale characteristics of RLs globally and over

extended periods of time. RL characteristics are determined by rain rate, wind speed, and background

ocean stratification, and thus should have a unique presentation in different locations since these fac-

tors vary regionally and throughout time. Additionally, as background ocean stratification impacts RL

intensity and duration, upper ocean state must be accounted for in RL climatology. Field campaigns

that collect collocated, frequently sampled ocean-atmosphere observations, with fine vertical resolu-

tion in the upper ocean, are essential to improving our understanding of RL behavior and impact under

different conditions.

2.7 CONCLUSIONS AND SUMMARY

This study demonstrated that a 1D ocean model (GOTM) effectively replicates observed upper

ocean temperature, salinity, and stability profiles in the equatorial Indian Ocean through a thorough
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comparison with detailed observations of the combined ocean-atmosphere boundary layers from the

DYNAMO field campaign. This result forms the basis for a detailed study on rain layer statistics from a

2D array of GOTM simulations forced by realistic atmospheric fields from the WRF atmospheric model.

The mean and median RL duration were found to be 4.5 and 1 hour, with a long tail to well over a

day, mainly modulated by wind speed. RLs occur very infrequently for wind speeds over 8 m s−1, consis-

tent with the findings of Thompson et al. (2019). The rain layer equivalent diameter is quite uniformly

distributed, with larger diameters related to slightly weaker winds on average. RLs reduce mixing due

to their stable salinity stratification, which is modulated by the background stratification. RLs often

feature unstable temperature stratification due to the low temperature of the initial rain impulse, and

further surface cooling by enhanced surface fluxes driven by cold pool atmospheric temperature and

humidity anomalies.

RL influence on the air-sea interactions was studied with a second 2D ocean simulation in which

the rain from the atmospheric model was not allowed to fall on the ocean, so no RL formed, but all other

atmospheric forcing fields were unchanged. Comparison between the RAIN and NO-RAIN simulations

revealed that the presence of a RL leads to a reduction of SST that persists on time scales longer than

the associated rain event. Approximately 1/3 of the SST reduction within RLs can be attributed to rain

falling on the ocean surface, and thus, the RL itself, while 2/3 of the SST reduction can be attributed to

other atmospheric fields (i.e. wind speed, qa i r , Ta i r , and downward solar radiation). Analysis of SST

response in RAIN and NO-RAIN highlights that RL influence on SST extends well beyond the lifetime of

the source rain event. Salinity stratification in the RAIN simulation, and within RLs themselves, inhibits

vertical transport of surface cooling to the deeper ocean, yielding SSTs approximately 0.1◦C colder than

in the NO-RAIN simulation.

To infer the feedback of the RLs to atmospheric convection, we studied the SST Laplacian, which

is directly related to horizonal divergence in the atmosphere boundary layer. Evaluation of the dis-

tribution of SST Laplacian for RAIN and NO-RAIN revealed that the presence of RLs enhances the SST

gradients considerably, with the median of the absolute value of the SST Laplacian increased by a factor

2. This result emphasizes the importance of coupled simulations investigating RL feedback to surface

fluxes and atmospheric convection.
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CHAPTER 3

A COLD LID ON A WARM OCEAN: INDIAN OCEAN SURFACE RAIN LAYERS AND THEIR FEEDBACKS TO

ATMOSPHERE

3.1 INTRODUCTION

The Madden-Julian Oscillation (MJO) is an eastward propagating, planetary scale convective dis-

turbance that circumnavigates the global tropics on time scales of 30–60 days (Madden and Julian

(1971)). MJO influence on tropical climate ranges from intraseasonal time scales, where it is the domi-

nant mode of tropical variability, to interannual time scales, where it influences the onset and evolution

of El Niño Southern Oscillation (ENSO) events (McPhaden et al. (1988)). In addition to it’s impact on

tropical climate, diabatic heating anomalies from MJO convection perturb circulations in the extrat-

ropics and represent an important source of extratropical atmospheric predictability on subseasonal

time scales (Hoskins and Karoly (1981); Weickmann (1983)).

Over the Indian and West Pacific Oceans, the MJO manifests as coupled regions of enhanced and

suppressed cloudiness, referred to as the MJO active and suppressed phases, respectively. From the

Eulerian perspective of the central Indian Ocean, an MJO event starts with the suppressed phase, char-

acterized by large-scale subsidence, calm winds, shallow convection, light rainfall, and high outgo-

ing longwave radiation (OLR) (Johnson et al. (1999)). As the disturbance propagates eastward, In-

dian Ocean suppressed conditions are gradually replaced with MJO active conditions, characterized

by large-scale rising motion, increased winds, deep convection, heavy rainfall, and reduced OLR. Be-

cause of the slow propagation speed (∼4-5 m s−1) and large-scale nature of the MJO, the transition from

convectively suppressed to convectively enhanced regimes occurs gradually over the course of several

days. For this reason, it’s helpful to define an intermediate MJO phase that describes the characteristics

distinct to this transition period, referred to as the “transition” phase by the atmospheric science com-

munity and the “disturbed” phase by oceanography community (Pujiana et al. (2018); Thompson et al.

(2019)). Hereafter, we refer to this intermediate phase as the “disturbed” phase, since the emphasis of

this study is ocean influence on the MJO. MJO disturbed phase atmospheric conditions are character-

ized by cumulus congestus clouds and increasing rainfall relative to the suppressed phase, but without

the strong westerly winds and deep convection evident during the active phase (Johnson et al. (1999);

Moum et al. (2014); Thompson et al. (2019)).
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In the tropical warm pool, the ocean mixed layer (analogous to the atmospheric boundary layer)

temperature, salinity, and stability are strongly forced by surface meteorology (Halkides et al. (2015)).

During the MJO suppressed phase, the combination of light winds and large surface solar heating

warms the upper ocean and induces a stable temperature stratification, forming stable near-surface

diurnal warm layers (DWLs; Bellenger & Duvel (2009); Soloviev et al. (1997); Woolnough et al. (2007)).

Overnight, net surface heat flux out of the ocean cools and destabilizes the upper ocean, deepening

the ocean mixed layer. (Bellenger and Duvel (2009); Thompson et al. (2019); Woolnough et al. (2007)).

Increased rainfall and cloudiness in the MJO disturbed phase deposits relatively colder, fresher,

and less dense rain water on the ocean surface. Because wind speeds remain low to moderate dur-

ing the disturbed phase, the less dense rain water frequently acts to stably stratify the upper ocean,

forming near-surface rain layers (RLs; Asher et al. (2014); Drushka et al. (2016); Reverdin et al. (2012);

Shackelford et al. (2022); Thompson et al. (2019); Wijesekera et al. (1999)). While DWLs and RLs can

occur during all MJO phases, and can be present simultaneously, DWLs are most frequent during MJO

suppressed phase and RLs are most frequent during MJO disturbed phase (Shackelford et al. (2022);

Thompson et al. (2019)). The stabilizing buoyancy flux from surface heat and freshwater inputs during

the active MJO is typically insufficient to withstand mixing by strong surface winds, and the ocean gen-

erally becomes well-mixed to the thermocline with a diurnally uniform SST during this period (Moum

et al. (2014); Shackelford et al. (2022); Thompson et al. (2019)).

Ocean turbulent heat fluxes feed back to MJO convection through SST variability that is largely

driven by MJO forcing and regulated by ocean stable layers. Anomalous high SST in DWLs during

the suppressed phase enhances turbulent heat fluxes and reduces convective inhibition. This effect

initiates convection and facilitates column moistening that “preconditions” the free troposphere to

deep convection prior to the active MJO (Ruppert Jr. and Johnson (2016)). Additionally, increased SSTs

ahead of MJO convection may support propagation and maintenance of MJO convection by enhanc-

ing surface fluxes and frictional moisture convergence (de Szoeke et al. (2015); DeMott et al. (2016);

Zhang and Anderson (2003)). SST gradient-induced moisture convergence also plays an important

role in recharging moist static energy (MSE) prior to the active MJO, and discharging MSE following

the passage of MJO convection (de Szoeke and Maloney (2020)). Lower frequency modes of coupled

ocean-atmosphere variability, including the Indian Ocean Dipole (IOD; Saji et al reference) and ENSO,

have also been shown to influence the maintenance and propagation of MJO convection (DeMott et al.
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(2015, 2018)). The importance of ocean feedbacks to MJO convection is evidenced by improved rep-

resentation of the MJO in coupled versus uncoupled model simulations (e.g., DeMott et al. (2019);

Kemball-Cook et al. (2002); Zhang et al. (2006)). In coupled simulations, high vertical resolution in

the upper ocean and frequent ocean-atmosphere coupling further improve MJO representation, with

the improvement in both cases attributed to better resolving the SST diurnal cycle (Bernie et al. (2005);

Woolnough et al. (2007); Zhao and Nasuno (2020)).

While ocean feedback to the MJO via DWLs is well documented (Bellenger et al. (2010); de Szoeke

et al. (2021); Ruppert Jr. and Johnson (2016); Woolnough et al. (2007)), the feedbacks associated with

near-surface RLs to MJO convection are less explored. This can be partially explained by the large

spatial scale and regular temporal nature of DWLs, which makes observation of these phenomena and

their atmospheric feedbacks less complicated than those of RLs (Bellenger and Duvel (2009); Bellenger

et al. (2010)). Regular observation of RLs has been further limited by the coarse vertical resolution and

infrequent sampling of buoys and Argo floats. Thus, most observations of RLs have been collected

with ship-based measurements (Asher et al. (2014); Drushka et al. (2019b); Iyer and Drushka (2021b);

Thompson et al. (2019)) and drifters that profile the near-surface ocean (Reverdin et al. (2012)).

Because of observational constraints, idealized, single-column modeling experiments contextu-

alized RL characteristics as a function of meteorological surface forcing and ocean background state

(Drushka et al. (2016); Iyer and Drushka (2021b)). However, the idealized, 1D nature of these experi-

ments provide limited information on RL behavior under realistic surface forcing and RL feedbacks to

the atmosphere. Shackelford et al. (2022) studied RL formation under realistic atmospheric conditions

by forcing a 2D array of 1D ocean column models using output from a convection-permitting simula-

tion of the November 2011 DYNAMO event. Their findings highlight the role of RLs in reducing local

SST through the surface input of cold rain, and maintaining and amplifying SST reductions through

a stable salinity stratification that traps wind-driven evaporative cooling to the near-surface RL, cor-

robating results of previous model experiments (Pei et al. (2018)). Shackelford et al. also demonstrate

the role of RLs in enhancing small-scale SST gradients that induce pressure perturbations in the atmo-

spheric boundary layer and potentially excite atmospheric convection (Back and Bretherton (2009a);

Li and Carbone (2012); Lindzen and Nigam (1987)). Pei et al. (2018) demonstrate that RLs may produce

a slight subsurface ocean heating effect below the RL base, that is subsequently isolated from the atmo-

sphere by the stable RL. Separating the subsurface ocean from the atmosphere could provide another
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mechanism for RLs to influence the atmosphere. The incomplete understanding of RL feedbacks to

the atmosphere motivates the following questions:

(1) What is the relative importance of RL generated SST gradients and RL-induced SST reduction

in RL feedbacks to the atmosphere?

(2) How does the frequent separation of the subsurface ocean and the atmosphere during the

MJO disturbed phase by RLs feedback to MJO convection?

This study utilizes a regional coupled ocean-atmosphere model to investigate the nature of RL feed-

backs to the atmosphere. Section 2 provides details on the model and our simulations. Feedbacks to

the atmosphere by SST gradients and reduced SST in RLs are analyzed in section 3, with an overall fo-

cus on how these effects vary as a function of MJO phase. We discuss the significance of these results

in section 4 before presenting a concise summary and final conclusions in section 5.

3.2 METHODS

A description of the Scripps-KAUST Regionally Integrated Prediction System (SKRIPS) is provided

in section 2.1. SKRIPS simulations used to evaluate RL feedbacks to the atmosphere are outlined in

section 2.2.

3.2.1 SKRIPS model

The Scripps-KAUST Regionally Integrated Prediction System (SKRIPS) is a regional ocean atmo-

sphere coupled model developed in a collaborative effort between Scripps Institute of Oceanography

and the King Abdullah University of Science and Technology (Sun et al. (2019)). SKRIPS is comprised of

an atmospheric solver, the Weather Research and Forecasting model (WRF; Skamarock et al., 2019), an

ocean solver, the MITgcm (Marshall et al. (1997)), and a coupler, the Earth Systems Modeling Frame-

work (ESMF) coupled driver (Hill et al. (2004)). The ESMF component is a two-way coupler that receives

near-surface atmospheric variables (10-meter u- and v-wind components, 2-meter temperature and

specific humidity, turbulent and radiative heat fluxes) and ocean surface conditions (SST and ocean

surface velocity) that are then used to update the MITgcm surface forcing and WRF lower boundary

conditions, respectively (Sun et al. (2019)). Surface turbulent heat fluxes are computed by WRF using

the COARE bulk flux algorithm (Fairall et al. (1996, 2003)) and then passed to MITgcm by the coupler.

SKRIPS output has been previously validated against atmosphere and ocean observations and reanal-

ysis products in 30-day simulations of extreme heat events in the Red Sea region (Sun et al. (2019)), and

in 14-day hindcasts of atmospheric river events over the Pacific Ocean (Sun et al. (2021)).
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3.2.2 Model experiments

We investigate RL feedbacks to the atmosphere by running a 29-day SKRIPS simulation over the

tropical Indian Ocean from November 1-30, 2011. This time period and location coincides with the

November 2011 MJO event that was observed and studied during the Dynamics of the Madden-Julian

Oscillation field campaign (DYNAMO; Yoneyama et al., 2013) The model is configured for a 10 ◦ by 10 ◦

domain centered on 75 E and 2.5 S (Figure 3.1), with 2 km horizontal grid spacing in both the ocean

and atmosphere. Additionally, the 2 km horizontal grid spacing supports a convection-permitting WRF

simulation. At convection-permitting scales (1-4 km), horizontal grid-spacing begins to approach the

size of individual convective systems, “permitting” the removal of convective parameterizations from

model simulations (Lucas-Picher et al. (2021)). The fine-scale horizontal grid spacing of these simula-

tions provide a more realistic depiction of both atmospheric convection and upper ocean temperature

and salinity response to rainfall, both of which are critical in evaluating RL influence on the atmo-

sphere.

FIG. 3.1. CMORPH daily average rainfall (mm) for November 2011. The 10◦ by 10◦model domain

is outlined in red and the inner model domain used for computing ocean stability profiles in Figure

3 is outlined in orange.

Vertically, MITgcm is initialized on a stretched grid of 78 levels to a depth of 69.1 m, with 10 cm

grid-spacing in the upper 2 m of the ocean and a telescoping vertical grid below 2 m. The MITgcm time

step is 60 seconds and sub-grid scale horizontal mixing is parameterized using nonlinear Smagorinsky

viscosities, while sub-grid scale vertical mixing is parameterized using the K -profile parameterization

(Large et al. (1994); Sun et al. (2019)). WRF is initialized with 35 vertical sigma levels and a model top of

50 hPa. A summary of WRF parameterizations can be found in Table 1. Initial and boundary conditions
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TABLE 3.1. WRF parameterizations

longwave radiation Rapid Radiative Transfer Model for GCMs (Iacono et al. (2008))

shortwave radiation Rapid Radiative Transfer Model for GCMs (Iacono et al. (2008))

microphysics scheme Morrison 2-moment (Morrison et al. (2005))

PBL scheme Mellor–Yamada–Nakanishi–Niino (Nakanishi and Niino (2009))

radiation time step 2 minutes

model time step 10 seconds

are provided by ERA-5 for the atmosphere (Hersbach et al. (2020)) and Hybrid Coordinate Ocean Model

(HYCOM; Chassignet et al., 2007) reanalyses for the ocean, with lateral boundary forcing applied to

both every 3 hours. WRF-MITgcm coupling frequency is set to 60 seconds, at which point WRF lower

boundary forcing and MITgcm surface forcing are updated and applied.

To investigate the impact of RLs on the atmosphere, we conduct a second simulation over this

domain with an identical model setup except that precipitation flux passed from WRF to MITgcm by

the ESMF coupler is set to 0.0 at every time step. Therefore, in this second simulation, precipitation

generated by WRF is prevented from falling on the ocean surface. We refer to the control experiment

as RL and this second simulation as no-RL.

3.3 RL FEEDBACKS TO THE ATMOSPHERE

Here, we investigate two pathways in which RLs have the potential to influence the atmosphere.

The first is the “SST gradient effect,” wherein RL-induced SST gradients induce locally enhanced bound-

ary layer convergence and convective initiation as well as locally enhanced divergence and convective

suppression (section 3.1). The second, the more general “SST effect,” describes both the direct effect

of local SST reduction within RLs on atmospheric convection, and the delayed effect RL static stability

may have on SST, and turbulent heat fluxes, by isolating the subsurface ocean from the atmosphere

(section 3.2).

3.3.1 The SST gradient effect

The SST gradient effect refers to the hydrostatic adjustment of the marine boundary layer to SST

gradients that force pressure-induced wind accelerations and drive patterns of low-level convergence

and divergence (Back and Bretherton (2009a); Li and Carbone (2012); Lindzen and Nigam (1987)).

While SST gradients that exist on large spatial scales (≥100 km) and long time scales (≥1 day) are ac-

cepted as a frequent precursor to atmospheric convection via the pressure perturbation mechanism,

the transient nature and smaller-scale of rain-induced SST gradients have presented challenges in eval-

uating their impact on the atmosphere. In this section, we investigate the SST gradient pathway for RLs
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to influence the organization and excitation of atmospheric convection within the confines of our cou-

pled model simulations.

FIG. 3.2. Top: distribution of SST Laplacian for RL (purple) and no-RL (orange), composited

column-wise by MJO phase. Bottom: change in SST Laplacian frequency (RL - no-RL), compos-

ited column-wise by MJO phase. Note that while differences between RL and no-RL distributions

appear quite large in the MJO active phase, both distributions are narrowly peaked around 0 and

large SST gradients in both simulations are uncommon during MJO active phase.

Li and Carbone (2012) showed theoretically that, for the West Pacific warm pool, the time deriva-

tive of surface wind divergence is proportional to the Laplacian of the SST field (∇2SST ). Hence, we

compute ∇2SST for both RL and no-RL at each grid cell to evaluate the role of RLs in generating and

enhancing spatial SST gradients. ∇2SST is computed with adjacent grid cells using a 5-point stencil,

and ∇2SST distribution for the two simulations can be seen composited by MJO phase in Figure 3.2.

To quantify differences in the two distributions, we take the median of the absolute value of∇2SST as

an approximation of the width parameter of the underlying distribution, which reveals roughly a factor

of 2 increase in the ∇2SST width parameter for RL (0.029) compared to no-RL (0.014) over the entire

simulation. The factor of 2 increase in∇2SST width parameter is consistent with findings of similarly

constrained experiments conducted in a 1-dimensional ocean environment (Shackelford et al. (2022)).

RL enhancement of SST gradients is most pronounced during the disturbed MJO, when∇2SST width
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parameter is nearly tripled in RL (0.048) compared to no-RL (0.017), while SST gradients in both simu-

lations were greatly reduced during the active phase with RL and no-RL∇2SST width parameters less

than 0.001 (Figure 3.2).

FIG. 3.3. Time series of domain mean values for (from top to bottom): SST Laplacian variance for

RL and no-RL, 10 m divergence variance for RL and no-RL, and percent change in 10 m divergence

(RL-no-RL). Divergence time series are presented as a 12-hour running mean. Vertical lines sepa-

rate MJO phase.

RL feedback to the atmosphere through the SST gradient effect is evaluated by viewing the tempo-

ral coincidence between enhanced SST gradients and enhanced low-level convergence and divergence.

Figure 3.3 displays time series of domain mean values for (from top to bottom): ∇2SST variance for RL

and no-RL, 10 m divergence variance for RL and no-RL, and percent change in 10 m divergence (RL -

no-RL). Time series of ∇2SST variance for RL and no-RL corroborate the findings of Figure 3.2 that

RLs broaden the distribution of ∇2SST during the MJO suppressed and disturbed phases. The sup-

pressed phase also features a 4 day period (11/05-11/09) in which 10 m divergence variance is roughly

5-10% larger in RL than no-RL. This period coincides with increased ∇2SST variance in RL, support-

ing the idea that RL-induced SST gradients may enhance low-level convergence/divergence. Figure 3.2

demonstrates that SST gradients are largest in RL during the disturbed phase, and differences in∇2SST
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variance between RL and no-RL are also most evident during the disturbed phase (Figure 3.3). How-

ever, 10 m divergence variance is reduced in RL relative to no-RL during the disturbed phase, suggest-

ing that RL-induced SST gradients may only influence the atmosphere during the suppressed phase,

when large-scale forcing is weak. SST gradients in the active phase are small in both simulations, and

therefore not expected to feed back to the atmosphere (Figure 3.2). The influence of RL-driven SST gra-

dients on horizontal organization of convection was evaluated using the organizational index (Io r g ),

but results from this analysis were inconclusive (not shown).

3.3.2 The SST effect

The SST effect refers to two distinct mechanisms in which RLs have the potential to influence the

atmosphere by modifying SST. The direct SST effect results from RLs reducing SST locally through the

input of cold rain to the relatively warmer ocean surface, and prolonging SST reductions through a

stable salinity stratification that reduces downward mixing of evaporatively cooled near-surface wa-

ter. The delayed SST effect, or delayed effect, arises from statically stable RLs isolating the subsurface

ocean from the atmosphere. This separation of the subsurface ocean and atmosphere confines air-sea

interaction to a near-surface cool layer, and limits exchange between the atmosphere and subsurface

ocean heat in the presence of RLs.

3.3.2.1 OCEAN AND ATMOSPHERE STATE AS A FUNCTION OF MJO PHASE

To evaluate the SST effect pathway, it is useful to begin by viewing upper ocean stability in the R L , or

control, simulation as a function of MJO state. Figure 3.4 shows a time series of mean values of rain rate,

wind speed, downwelling shortwave radiation, the temperature component of the buoyancy frequency

(N 2
T ), the salinity component of the buoyancy frequency (N 2

S ), and the total buoyancy frequency (N 2
T+S )

for the R L simulation over a 1◦ by 1◦ subdomain centered within the larger model domain (see Figure

3.1). Viewing these time series over a smaller subdomain presents a more coherent signal of ocean

response to surface forcing, as signals from individual precipitation events would be lost over a larger

area. Colorbars underlying the time series indicate MJO state. The three MJO phases exhibit distinct

atmosphere and ocean characteristics, which are outlined below.

Suppressed MJO atmospheric state is characterized by infrequent rainfall, low winds, and high

amounts of solar radiation impinging upon the ocean surface (Figure 3.4). The corresponding upper

ocean stability profile is dominated by a diurnal cycle in N 2
T and N 2

T+S , described by daytime stabiliza-

tion through DWLs and nocturnal convection mixing upper ocean heat downward and deepening the

OML. Sparse precipitation during the suppressed phase results in a generally well-mixed upper ocean
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FIG. 3.4. Time series of mean values for RL simulation over 1◦ by 1◦ subdomain of: rain rate

(mm hr−1), wind speed (m s−1), downwelling shortwave radiation at ocean surface (W m−2), the

temperature component of the buoyancy frequency for the upper ∼4 m of the ocean (s−1), the

salinity component of the buoyancy frequency for the upper ∼4 m of the ocean (s−1), total buoy-

ancy frequency for the upper∼4 m of the ocean (s−1). 1◦ by 1◦ subdomain is centered within larger

overall domain. Vertical lines separate MJO phase.

with respect to N 2
S , but low wind speeds enable the upper ocean to become readily stabilized during

infrequent periods of enhanced rainfall (e.g., 11/04, 11/13).

As the MJO transitions from suppressed to disturbed conditions, atmospheric state features in-

creasing rainfall, decreasing downwelling solar radiation, and gradually increasing wind speeds (Fig-

ure 3.4). This corresponds to an upper ocean that is frequently stably stratified near the surface with

respect to N 2
S and N 2

T+S , indicating a nearly constant presence of RLs during the disturbed phase. Note

that for RLs in both suppressed and disturbed MJO conditions, salinity stabilization (N 2
S ) far exceeds

temperature destabilization (N 2
T ), which allows the instability in the temperature stratification to per-

sist within the overall statically stable column. While DWLs are present during the disturbed phase,

their amplitude and frequency are reduced.

The MJO active phase is signified by a rapid increase in wind speeds followed by two large pulses of

rainfall on November 26 and 28 (Figure 3.4). The convective envelope of the November 2011 MJO event
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consisted of two convectively coupled Kelvin waves, resulting in the double pulses in wind speed and

rain rate in Figure 3.4 during the MJO active phase (Moum et al. (2014, 2016)). While a brief relaxation

in wind speed between the two pulses on November 27th allows for transient, weak stabilization in

both N 2
T and N 2

S , wind bursts at the leading edge of the two Kelvin waves induce turbulent mixing in

the upper ocean that inhibits the formation of near-surface stable layers.

To quantify the effect of RLs on SST and their feedback to the atmosphere over the MJO lifecycle,

we return to comparisons between RL and no-RL. Figure 3.5 displays time series of domain mean val-

ues for rain rate, wind speed, SSS, SST, and SST difference (SSTR L –SSTno−R L ). While the differences in

rainfall rate and wind speed between the 2 simulations are small, differences in SSS and SST are more

evident. Since differences in SSS between the two simulations are expected and the explanation for

these differences is apparent, we focus on differences in domain mean SST between RL and no-RL.

The SST difference time series reveals two clear signals as a function of MJO state; first, a persistent

reduced SST in RL relative to no-RL during the disturbed MJO (-0.029 K), and second, an increased SST

in RL relative to no-RL during the active MJO (+0.022 K). Reduced SSTs in RL during the disturbed MJO

can be explained by frequent RL presence leading to enhanced SST cooling through cold rain input on

the ocean surface and concentration of evaporative cooling in the thin RL (Figure 3.5). However, the

physical explanation for higher SSTs in RL during the active MJO, a period of intense precipitation, is

not readily apparent in meteorological surface forcing as net surface heat flux is reduced in RL com-

pared to no-RL during the MJO active phase. While SST differences between RL and no-RL during the

MJO disturbed and active phases are small (∼0.03 K), this represents approximately 10-15 percent of

the SST range throughout composite MJO events (0.2-0.3 K; DeMott et al., 2016), indicating that RL-

induced SST changes modulate MJO SST range by 10-15%.

3.3.2.2 RL INFLUENCE ON THE TIMING AND INTENSITY OF MJO CONVECTION

The frequent presence of stable RLs during the MJO disturbed phase results in an extended period

of time in which evaporative cooling is limited to a thin, cool, near-surface ocean layer yielding lower

SSTs in RL during the disturbed MJO (Figure 3.5). Furthermore, the subsurface ocean becomes iso-

lated from the atmosphere in the presence of RLs, thus reducing subsurface ocean mixing and altering

vertical temperature profiles in the upper ocean.

Figure 3.6 displays a vertical profile of domain mean ocean temperature difference between RL and

no-RL. RL signatures can first be identified as instances of lower near-surface ocean temperature in RL

during the suppressed MJO. During the disturbed MJO, these signatures increase in area and frequency,
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FIG. 3.5. Time series of domain mean values for RL (purple) and no-RL (orange) from top to bot-

tom: rain rate (mm hr−1), wind speed (m s−1), sea surface salinity (PSU, g kg−1), SST (C), SST differ-

ence (SSTR L -SSTno−R L ), and net surface heat flux difference (QnetR L -Qnetno−R L ). Vertical lines

separate MJO phase. To limit boundary effects, grid cells within 0.2◦ of each boundary are not in-

cluded in domain mean.

FIG. 3.6. Time series of domain mean vertical ocean temperature profile difference between RL

and no-RL (TR L - Tno−R L ). Vertical lines separate MJO phase.
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reflecting the increasing presence of RLs as the MJO from a suppressed to disturbed state. Beneath RLs,

subsurface ocean mixing is reduced, resulting in relatively higher subsurface temperatures between 2-

40 m in RL than in no-RL. With the arrival of the MJO active phase, RLs are eroded and subsurface

ocean heat trapped by RLs during the disturbed phase is mixed to the ocean surface, raising SST. Thus,

the build up of subsurface heat in RL relative to no-RL during the disturbed phase, and it’s later release

to the surface during the active phase represents a delayed pathway for the SST effect to feed back to

MJO convection.

To this point, it remains unclear if RL-induced SST changes influence the structure and organi-

zation of convection. Qualitative comparisons of domain mean rain rate time series between RL and

no-RL are inconclusive (Figure 3.5) and total accumulated rainfall in the two simulations is similar

(∼1% less total rainfall in RL). To expand our investigation of RL feedbacks to convection over the MJO

lifecycle, we evaluate select atmospheric variables as a function of both MJO phase and rain rate. Fig-

ure 3.7 shows, for the RL simulation and each MJO phase, from top row to bottom row: rain rate fre-

quency, fractional contribution to total rainfall by rain rate, and mean OLR as a function of rain rate.

Very light rain rates (R <0.01 mm hr−1) dominate the rain rate frequency distribution during the MJO

suppressed phase, but the distribution peak shifts towards slighty higher rain rates (0.01 mm hr−1 <

R < 1 mm hr−1) during the MJO disturbed and active phases. Fractional contribution to total rainfall

by rain rate (Figure 3.6, middle row) varies little with MJO phase, although intermediate rain rates (1-

10 mm hr−1) make a relatively larger contribution to total rainfall during the MJO active phase, while

heavy rain rates (>10 mm hr−1) make a relatively smaller contribution. Mean OLR binned by rain rate

decreases as rain rates increases for all MJO phases, with the lowest mean OLR values occurring during

the MJO active phase.

We compute changes in rain rate frequency, fractional contribution to total rainfall by rain rate, and

mean OLR by rain rate between RL and no-RL to asses the role of the SST effect in regulating convection

across MJO phase. Figure 3.8 shows the same as Figure 3.7, but as percent change between RL and no-

RL. For the same rain rate bins, cloud top temperatures in RL are warmer than those in no-RL during the

suppressed and disturbed MJO, while cloud top temperatures are colder in RL during the active MJO.

This suggests that for the same rain rate, clouds in RL are shallower than no-RL during MJO suppressed

and disturbed phases, and deeper during MJO active phase. Figure 3.8 also shows that there is less

rainfall in RL during the suppressed and disturbed MJO and more rainfall in RL during the active MJO.

Furthermore, the underlying contribution of rain rate bins to total rainfall is shifted towards heavier
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rain rates in no-RL during disturbed MJO state and heavier rain rates in RL during active MJO state

(Figure 3.8).

FIG. 3.7. From top row to bottom row: rain rate frequency, contribution to rainfall total by bin,

and OLR, all binned by rain rate and composited column-wise by MJO phase.

While the rainfall rate perspective offered in Figure 3.8 suggests RLs do modify convection during

the MJO lifecycle through the SST effect, it is also important to analyze changes to vertical structure

of convection. RL influence on the vertical structure of convection via the SST effect may inhibit deep

convection during the MJO disturbed phase when frequent RLs concentrate evaporative cooling in a

thin near-surface layer, and support deep convection during the MJO active phase after westerly wind

bursts erode RLs and release subsurface ocean heat to the surface (Figure 3.6). We evaluate RL influence

on the vertical structure of convection by viewing percent change in vertical velocity variance (σ2 w)

between RL and no-RL as a function of MJO phase (Figure 3.9). During the MJO suppressed phase,σ2 w

is enhanced at low-levels but reduced at upper levels in RL relative to no-RL. We interpret the broader

distribution of σ2 w at low-levels in RL as the result of the SST gradient effect enhancing low-level
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FIG. 3.8. Same as for Figure 6, but as percent change between RL and no-RL.

convergence under weak atmospheric forcing (Figure 3.3). When the MJO is in the disturbed phase,

σ2 w is reduced throughout the column in RL relative to no-RL, supporting the idea that RL-driven SST

reduction inhibits deep convection and narrows the distribution of vertical velocity. In the active phase,

the opposite effect is apparent, as σ2 w is larger throughout the column in RL, as RL modification of

ocean temperature and SST enhances deep convection during the MJO active phase and broadens the

distribution of vertical velocity. This finding, coupled with Figure 3.8, demonstrates that RL-driven SST

changes alter the intensity and vertical structure of convection during the MJO via the SST effect. In

other words, RLs inhibit deep convection when the MJO is in it’s disturbed state by reducing SSTs, while

RLs support deep convection during the active MJO by maintaining a subsurface ocean heat reservoir

during the disturbed MJO that is released to the surface upon the arrival of WWBs at the onset of the

active MJO.
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FIG. 3.9. Percent change in vertical velocity variance between RL and no-RL, composited by MJO

phase.

3.4 DISCUSSION

Ocean surface rain layers (RLs) may feed back to the atmosphere through two distinct physical

mechanisms, termed the SST gradient effect and SST effect.

Through the SST gradient effect, RLs feedback to the atmosphere by enhancing spatial SST gradi-

ents that alter patterns of surface wind convergence and divergence in the atmospheric boundary layer

(Figure 3.2). Satellite observations and scaling analysis have shown that SST gradient-driven patterns

of enhanced boundary layer convergence are associated with the onset of convection (Li and Carbone

(2012)). We find that, compared to the no −R L simulation, inclusion of RLs substantially broaden the

distribution of SST gradients during the MJO suppressed and disturbed phases, but large-scale wind

forcing in the MJO active phase results in a more uniform SST field with small SST gradients in both

RL and no-RL (Figure 3.2). In the suppressed phase, when large-scale atmospheric forcing is weak, RL-

induced SST gradients enhance low-level patterns of convergence and divergence, and slightly broaden

the distribution of vertical velocity just above the atmospheric boundary layer (Figures 3.2 & 3.3).
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FIG. 3.10. Schematic illustration of the time evolution of ocean stability and RL feedbacks to the

MJO during the November 2011 MJO event from a Eulerian viewpoint. MJO phase is denoted by

the colorbar and time moves from left to right.

The SST effect describes distinct direct and delayed pathways in which RL-induced SST perturba-

tions modify MJO convection (section 3.2). The direct SST effect results from RL-driven SST reductions

while the delayed SST effect, or delayed SST effect, is a consequence of the separation of the subsurface

ocean from the atmosphere by RLs during the disturbed MJO. Our findings demonstrate SST reductions

in RLs during the MJO disturbed phase hinder atmospheric convection and narrows the distribution

of vertical velocities throughout the troposphere (Figures 3.6, 3.8 & 3.9), demonstrating the effect of

RL-induced SST changes on MJO convection. Additionally, we show that subsurface ocean heat that

accumulates during the suppressed phase becomes isolated from the atmosphere during the disturbed

phase when RLs constrain evaporative cooling to the near-surface ocean (Figure 3.6). At the onset of

the MJO active phase, WWBs erode near-surface RLs and “release” the previously trapped subsurface

ocean heat to the surface, raising SSTs in RL relative to no-RL (Figures 3.6). We find that the higher SSTs

in RL during the active phase amplify the intensity of MJO convection and shift rain rate frequency

from intermediate rain rates (1-10 mm hr−1) to heavy rain rates (>20 mm hr−1; Figures 3.7 & 3.8), thus

presenting a delayed RL feedback mechanism. A schematic interpretation of the direct and delayed

pathways of the SST effect is offered in Figure 3.10.
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While results from our simulations reveal both the SST gradient effect and SST effect as viable RL

feedbacks to the MJO, the SST effect is more pronounced. RL feedback via small-scale SST gradients

is only evident during a brief period of the MJO suppressed phase, when RL-induced SST gradients

enhance low-level convergence/divergence by ∼5-10% in RL compared to no-RL (Figure 3.3). During

the disturbed phase, the SST gradient effect and SST effect have opposing feedbacks to convection,

with RL-induced SST gradients potentially exciting convection, while RL-driven SST reduction inhibits

convection. Despite large SST gradients in RL during the disturbed phase (Figure 3.2), convection is

shallower and less frequent in RL than no-RL (Figure 3.8), indicating that RL feedback via the SST effect

is more consequential during this period. Additionally, the largest changes in vertical velocity variance

between RL and no-RL occur during the MJO active phase (Figure 3.9), when SST gradients are very

small in both simulations. Instead, we attribute these changes to the “delayed” SST effect acting to

reduce SST cooling in RL, thus enhancing MJO convection (Figure 3.5 & 3.6).

Reduced SST cooling during the MJO active phase in RL relative to no-RL is qualitatively consis-

tent with similar experiments investigating the influence of salinity stratification on tropical cyclone

intensity (TCs; Balaguru et al. (2020, 2022)). Balaguru et al. (2022) conduct coupled model simula-

tions with and without rain coupling to the ocean surface (RAIN and NO-RAIN, respectively) and show

that TC-induced SST cooling is reduced in the RAIN simulation. The reduction in TC-driven SST cool-

ing is attributed to a stable salinity stratification that reduces vertical mixing and entrainment at the

ocean mixed layer base (Balaguru et al. (2020, 2022)). Although wind-driven mixing in TCs may pen-

etrate deeper than wind-driven mixing in the MJO active phase, the physical mechanism for reduced

TC-driven SST cooling in Balaguru et al. (2022) is conceptually similar to reduced SST cooling in RL

during the MJO active phase. However, this mechanism does not account for the build up of subsur-

face ocean heat during the MJO suppressed phase and maintenance of this subsurface ocean heat by

RLs constraining air-sea interaction to the near-surface ocean, thus separating the subsurface ocean

and atmosphere during the disturbed phase. We emphasize that the isolation of subsurface ocean heat

during the MJO disturbed phase and reduced vertical mixing during the MJO active phase both play

important roles in reducing SST cooling in RL during the active phase.

RL control on the intensity and periodicity of MJO convection through the “SST effect” suggests

that accounting for RL-driven SST changes in MJO forecasting may improve MJO prediction (section

3.2). Due to the far-reaching influence of MJO diabatic heating anomalies on global weather and cli-

mate, more accurate representation of MJO convection aids not only short-term prediction of the MJO
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itself, but also subseasonal forecasting in the extratropics. Our findings emphasize the importance of

accounting for ocean RLs in coupled simulations. This requires coupled simulations with fine vertical

grid-spacing in the upper ocean capable of explicitly resolving these features (≤1 m), or, alternatively,

the development of RL parameterizations that can communicate sub-grid impacts of RLs to coarser

model dimensions. Improved MJO representation in coupled simulations with high resolution vertical

grid-spacing in the upper ocean is typically attributed to better resolving the diurnal cycle in SST (Wool-

nough et al. (2007)). We speculate that in addition to resolving SST diurnal cycle and DWLs, resolving

RL-induced SST changes may also be responsible for improved MJO simulation in these cases.

3.5 CONCLUSIONS AND SUMMARY

In this study, we use SKRIPS, a regional coupled atmosphere-ocean model, to investigate feedbacks

of ocean surface RLs to the atmosphere over the tropical Indian Ocean. We compared output from a

control simulation (RL), which allows rain to fall onto the ocean surface, to that from an experiment

(no-RL), which blocks rain from falling onto the ocean surface. These experiments aim to evaluate

if RLs exert any detectable feedback to the atmosphere and MJO convection, and if that feedback is

primarily driven by the SST gradient effect or the SST effect.

The SST gradient effect refers to the hydrostatic adjustment of marine boundary layer to small-scale

SST gradients, which induces patterns of convergence and divergence and excites atmospheric convec-

tion. RLs generate and enhance spatial SST gradients by cooling the upper ocean through input of cold

rain on the relatively warmer ocean surface, and maintaining and enhancing SST cooling by confining

evaporative cooling to the thin RL. Comparing ∇2SST distributions for RL and no-RL demonstrates

that RL presence is a significant contributor to the formation of small-scale SST gradients, consistent

with the findings of Shackelford et al. (2022). The ability of RL-formed SST gradients in RL to enhance

low-level convergence/divergence is most evident during a short period of the suppressed phase when

forcing from the free troposphere is weak.

The “SST effect” feedback describes RL influence on MJO convection through distinct direct and

delayed pathways. The direct “SST effect” arises from frequent RL presence during the MJO disturbed

phase, which reduces SST and weakens deep convection. The delayed pathway is the consequence of

RL stabilization of the upper ocean during the disturbed phase, which separates the subsurface ocean

from the atmosphere and maintains a subsurface ocean heat source that is released to the surface

following a westerly wind burst. The SST effect and SST gradient effect have opposing feedbacks to
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convection during the disturbed phase, but inhibition of convection via the direct SST effect is more

detectable than excitation of convection via the SST gradient effect. The delayed SST effect, which

manifests as reduced SST cooling in RL relative to no-RL during the MJO active phase, amplifies deep

MJO convection in RL, demonstrating an important influence of RLs throughout the MJO lifecycle.
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CHAPTER 4

CONCLUSIONS AND FUTURE WORK

The work presented here aims to address questions surrounding 1) formation and characteristics

of near-surface ocean rain layers (RLs), and 2) RL feedbacks to the atmosphere. Chapter 2 and 3 address

these questions and a summary of those chapters is provided in 4.1 and 4.2, respectively. Section 4.3

highlights the the significance of these findings in the broader field of air-sea interaction, and offers

strategies to leverage these findings in future work.

4.1 INDIAN OCEAN NEAR-SURFACE RL CHARACTERISTICS AND POTENTIAL ATMOSPHERIC FEEDBACKS

Recent studies have primarily investigated RL characteristics through idealized model simulations

and observational analysis (Asher et al. (2014); Drushka et al. (2016); Iyer and Drushka (2021b); Thomp-

son et al. (2019)). In chapter 2, we discuss results from 1-D ocean modeling simulations that build

upon this previous body of work by incorporating spatially resolved and realistic atmospheric forcing.

Fine-scale observations of the upper ocean collected during the Dynamics of the Madden-Julian Os-

cillation field campaign are used to verify the General Ocean Turbulence Model (GOTM; section 2.3).

Spatiotemporal characteristics of equatorial Indian Ocean RLs are then investigated by forcing a 2D

array of GOTM columns with realistic and well-resolved output from an existing regional atmospheric

simulation (section 2.4). RL influence on the ocean-atmosphere system is evaluated through analysis

of RL-induced modification to surface fluxes and sea surface temperature (SST). This analysis demon-

strates that RLs cool the ocean surface on time scales longer than the associated precipitation event.

A second simulation with identical atmospheric forcing to that in the first, but with rainfall set to zero,

is performed to investigate the role of rain temperature and salinity stratification in maintaining cold

SST anomalies within RLs. Approximately one third, or 0.1°C, of the SST reduction within RLs can be

attributed to rain effects, while the remainder is attributed to changes in atmospheric temperature and

humidity (section 2.5.1). The prolonged RL-induced SST anomalies enhance SST gradients that have

been shown to favor the initiation of atmospheric convection (section 2.5.2).

4.2 RL FEEDBACKS TO THE MJO

In chapter 3, we explore the relative impacts of rain-induced SST gradients and rain-induced SST

reduction on the atmospheric boundary layer using an ocean-atmosphere coupled model. Model sim-

ulations are run over the tropical Indian Ocean with fine grid-spacing both horizontally (2 km) and ver-

tically in the upper ocean (10 cm), permitting the resolution of clouds and convective features in the
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atmosphere, and also capturing rain-driven changes to near-surface ocean temperature and salinity.

To examine the impact of rain-driven changes to the ocean surface on the formation and organization

of atmospheric convection, we conduct a second model simulation where rainwater generated by the

atmospheric model is prevented from falling onto the ocean surface. Comparisons between coupled

simulations with and without rain-freshening of the ocean surface are used to investigate two RL feed-

back mechanisms, termed the SST gradient effect and SST effect. The SST gradient effect enhances sur-

face convergence and divergence when large-scale forcing is weak during the MJO suppressed phase.

The SST effect features both a direct and indirect feedback to the atmosphere. The direct SST effect

arises from RL-induced SST reduction during the MJO disturbed phase, which inhibits atmospheric

convection. The indirect, or delayed SST effect, is the result of RLs separating the subsurface ocean

and atmosphere during the disturbed phase, which maintains an untapped reservoir of subsurface

ocean heat. The subsurface ocean heat reservoir is brought to the surface with the onset of westerly

wind bursts that mark the arrival of the MJO active phase, which acts to enhance MJO convection. Our

results demonstrate that the SST effect has a larger impact on convection than the SST gradient effect,

and that through the SST effect, RLs influence the intensity of MJO convection.

4.3 FUTURE OUTLOOK

The results of this thesis indicate that near-surface RLs in the tropical warm pool feed back to the

atmosphere and influence intraseasonal tropical variability through two mechanisms, the SST gradient

effect and the SST effect. However, it remains unclear if the direct and delayed SST effect discussed in

section 3.3 broadly applies to the MJO, or was a feature unique to the November 2011 MJO event. Future

work could validate these findings by studying the direct and delayed SST effect across additional MJO

events.

Results in chapter 3 emphasize the importance of accounting for RLs in MJO coupled simulations.

This can be accomplished through coupled simulations with fine-scale vertical grid spacing in the up-

per ocean (≤1 m), or through RL parameterizations that account for changes to the upper ocean oc-

curring on finer vertical resolution than the model grid. As coupled simulations with very fine vertical

grid spacing in the ocean are often computationally prohibitive, RL parameterizations may improve

MJO simulation by regulating the intensity of convection throughout its lifecycle.

Numerous experiments have highlighted improvement in MJO prediction in coupled simulations

compared to uncoupled simulations (e.g., DeMott et al. (2019); Kemball-Cook et al. (2012); Zhang et
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al. (2016)). Additionally, MJO prediction in coupled model simulations further improves with more

frequent air-sea coupling and higher vertical resolution in the upper ocean (Bernie et al. (2005); Wool-

nough et al. (2007); Zhao and Nasuno (2020)). While these further improvements in coupled simula-

tions have previously been attributed to better representation of the SST diurnal cycle, we speculate in

section 3.4 that this improvement could also be due to better representation of rain effects on temper-

ature and salinity in the uppermost ocean model layers. Future work could investigate this by running

coupled simulations similar to those discussed in section 3.2 (with and without rain coupling to the

ocean surface) to assess if rain effects also contribute to improved MJO representation in coupled sim-

ulations with high vertical resolution in the upper ocean.

Previous studies investigating convective aggregation suggest SST plays an important role in reg-

ulating aggregation time scales (Coppin and Bony (2018); Holloway et al. (2017); Wing et al. (2017)).

Additionally, it has been noted that ocean coupling may delay or inhibit convective aggregation (Cop-

pin and Bony (2018); Holloway et al. (2017); Wing et al. (2017)), and some studies attribute this delay to

SST gradients inducing low-level circulation patterns that oppose patterns favoring convective aggre-

gation (Hogenegger and Stevens (2016)). Since our results investigating the influence of SST gradient

effect and SST effect on the horizontal organization of convection are inconclusive, we recommend

further studies investigating this relationship under realistic atmospheric conditions.
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