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## ABSTRACT

THREE-DIMENSIONAL TURBULENT BOUNDARY LAYER FLOW ON ROUGHNESS STRIP OF FINITE WIDTH

Described are the results of an experimental study of a well developed, turbulent boundary layer on a smooth, flat surface encounterirg an area of much rougher surface. The roughened area is a strip with its length extending in the direction of the mean flow but of finite width in the surface direction normal to the flow. The resulting three-dimensional flow differs significantly from previously studied cases involving step changes in roughness of infinite extent in the direction normal to the flow.

Extensive experiments were carried out in a wind tunnel having a lengtl of nearly $100 \mathrm{ft}(30.5 \mathrm{~m})$ with a boundary layer thickness of the order of $18-20 \mathrm{in} .(0.5 \mathrm{~m})$. Pitot tube and hot-wire anemometer measurements were made of mean velocity and Reynolds stress quantities in great detail throughout the flow field. Secondary flow components were measuced by a new $x$-wire technique permitting quick resolution of very small deflections of the mean flow vector. Considerable effort was expenled to reduce and examine sources of error. The data obtained is presected both graphically and in tabular form.
analysis of the three-dimensional, turbulent boundary layer equat_ons is carried out using the experimental results to identify signi icant terms. Several conclusions are reached regarding the
driving mechanism of the flow, the significant flow parameters, and the effects of the three-dimensionality upon the flow as compared to the analagous two-dimensional case.
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## Chapter I

INTRODUCTION

The flow of a fluid over a roughened surface has been studied in varicas simplified forms. Geometrical simplifications have been used on all types of physical problems and have proved equally useful in the study of turbulent flow over roughness. Furthermore, the analyses resulting from the simplified models have proved to be useful in predicting the behavior of a number of real flows.(1)

Thus, three-dimensional problems have been approximated by twodimensional models; and in some cases the simplifications can be extendel to produce what amounts to a one-dimensional model. In the case of tu-bulent boundary layer flow, the latter situation would be the similarity-type of solution over a double infinite, uniform surface. Such = solution represents an asymptotic condition which may be approched by a real flow after a suitable period of development or fetch over a roughened region where variation in the lateral direction is neॄligible. Fully developed pipe flow would be another example. In many situations, however, the flow may clearly depend on all three coordinate directions, or the question may arise as to how significant are the effects of variations in all directions.

The problem investigated in this report is typified by the atmospheric flow over a city, which may involve both a sudden change in surface moughness which extends only a finite distance at right angles to the mean flow direction. Similar conditions would arise in any flow over area of roughness which varies in the direction lateral to the flow. Examples can be found in flows over forests, croplands, and mountains, wind-tunnel flows over some types of models, patches of
roughness on aircraft, ship, or turbomachinery surfaces and open channels.

Attention is focused particularly on the "edge effects" or effects of sudden roughness changes in the lateral direction, and comparison with the equivalent two-dimensional situation is the central theme. Specifically, the behavior of a well-developed, turbulent boundary layer encountering a finite patch of roughness is investigated as a threedimensional flow of a particular type.

The presence of an "edge" or a sudden change in surface roughness in the direction normal to the mean flow direction creates stress gradients which in turn may be expected to affect the boundary layer development. Earlier work, both theoretical and experimental, has shown qualitatively the existence of weak lateral flow components ("secondary flows") under such conditions. However the details of the driving mechanism have not been clearly established, nor have the effects been measured of the resulting circulation upon the boundary layer. Quantitative data for any such case are completely absent, a fact which is partly due to the great complexity of the problem and the difficulty involved in measuring the required quantities to a sufficient level of accuracy. The work described herein is an attempt to attack and extend the knowledge of this formidable problem.

## Terminology

Consideration of terminology is appropriate here since usage and meanings vary in practice. For clarity, the intended meanings are described below and will be followed in subsequent discussion.

As implied above, the term "three-dimensional" implies that dependent variables are functions of three space coordinates and
canno: be described without resorting to three independent variables. Furthermore, in this problem all quantities may vary with respect to all three coordinates. Stated differently, the flow does not meet the usual defintion of two-dimensionality which requires that the flow must be representable on one typical plane and that the velocity vector is always parallel to that same plane $(2,3,4)$.

Furbulence, of course, is an inherently three-dimensional phenonenon regardless of the geometry of the flow; however the term threedimensional flow here is in reference to the mean flow quantities, which are understood to be averaged over space scales much larger than the characteristic turbulence macroscale.

The terms vertical flow and cross flow will be used to identify the mean flow components in the vertical and lateral directions. While these zomponents are often referred to as "secondary" flows, this last term will be avoided since it implies quantities which are much smaller, say by an order of magnitude, than the main features of the flow. The term inplies that these quantities are of "secondary" importance of perhaps negligible in the analysis, a connotation which may not be correct.

## Pertinent Earlier Work

The study of three-dimensional turbulent boundary layers of course involves all of the basic concepts of turbulence as applied in one- or two-diaensional problems. Since these concepts have been extensively discussed by many authors, they will not be repeated here; however the pertinənt ideas will be brought forth and discussed at the appropriate point $n$ the analysis $(4,5,6,7,8)$.

Suffice it to say that the basic concepts of turbulence are more or less accepted as the basis for this work. Thus, turbulence is viewed as random fluctuations in the velocity, density, and concentration fields, and it is assumed that mean values of these quantities can be found such that the averages of the fluctuations about the means equal zero. For the purposes of this study, the flow will be assumed to be incompressible and there will be no concentration variations; hence the problem reduces to one containing fluctuating pressure and velocities superimposed on a mean pressure and velocity field.

The ergodic theorem (9) is implicitly accepted in the experimental work since the expectations of quantities are obtained from time averaging rather than ensemble averaging. Since a necessary condition for ergodicity is stationarity (10), this latter concept is also involved in the experiments. Due to the nature of the experimental method and constraints, stationarity was effectively forced upon the system. The experimental outputs were also examined for stationarity. (Actually, since only mean and autocorrelation values were examined, the so-called "weak" stationarity was verified). Apparent nonstationarities were traced to extraneous causes (instrument drift, temperature cycling in the facility, etc), which could be controlled at the source.

Previous efforts to analyze the three-dimensional flow over roughness include the early work by Townsend reported in his book on turbulent shear flow (11). Since this analysis served as one of the starting points for both the experimental and analytical work in this report, it will be reviewed here. Subsequently it will be shown that several of the assumptions are not justified and must be modified for the problem at hand. Nevertheless the insight provided by Townsend's work
is ve=y useful and his basic prediction regarding the direction of cross flow is found to be correct.

Fownsend began by assuming that the departure from two-dimensional flow is quite small, such as might be expected in the turbulent flow over \& flat plate of finite width. (This particular example was later investigated by Elder (12), and his results will also be discussed.) Using the usual turbulent boundary layer equations, Townsend assumed that the cross flow, $W$, is sufficiently small that its derivatives can be neqlected in the $z$ equation, and that the set of equations can be reduced to the approximate forms

$$
\begin{gather*}
L \frac{\partial U}{\partial x}+v \frac{\partial U}{\partial y}+w \frac{\partial U}{\partial z}+\frac{\partial \overline{u v}}{\partial y}=\frac{-1}{\rho} \frac{\partial P}{\partial x}+v \frac{\partial^{2} U}{\partial y^{2}}  \tag{1-1}\\
\frac{\partial v^{2}}{\partial y}=\frac{-1}{\rho} \frac{\partial P}{\partial y}  \tag{1-2}\\
\frac{\partial \overline{v w}}{\partial y}+\frac{\partial w^{2}}{\partial z}=\frac{-1}{\rho} \frac{\partial P}{\partial z} \tag{1-3}
\end{gather*}
$$

Proceeding on the basis of the above assumptions, Townsend integrated Eq. (1-2) in the $y$ direction and Eq. (1-3) along a line in the $z$ direction out to the free stream producing the following equations:

$$
\begin{align*}
& P+\overline{\rho v^{2}}=P  \tag{1-4}\\
& \int_{z}^{\infty} \frac{\partial \overline{v w}}{\partial y} d z-\overline{w^{2}}=\frac{P-P_{o}}{\rho} \tag{1-5}
\end{align*}
$$

These equations are then combined to yield

$$
\begin{equation*}
\int_{z}^{\infty} \frac{\partial \overline{v w}}{\partial y} d z=\overline{w^{2}}-\overline{v^{2}} \tag{1-6}
\end{equation*}
$$

Since in general $\overline{w^{2}}$ is not equal to $\overline{v^{2}}$, especially close to the wall, Townsend concludes from Eq. (1-6) that $\overline{\mathrm{VW}}$ cannot be zero everywhere, and that the existence of this non-zero lateral Reynolds stress implies the presence of cross flow in the boundary layer.

For a plate of finite breadth, 2D, he further estimates the magnitude of the cross flow from the expression

$$
\begin{equation*}
\overline{w^{2}}-\overline{v^{2}}=2.2 \tau_{0} / \rho \tag{1-7}
\end{equation*}
$$

This approximate expression is based on experimental results quoted from Laufer (13) and agrees with similar values estimated from the data of Klebanoff (14). It is roughly correct only near the wall and varies as the distance from the wall is increased. In addition, the data upon which it is based was taken over relatively smooth walls, and the influence of greatly increased roughness is not known. In any case, the discussion by Townsend is not dependent on the great accuracy of the estimate represented by Eq. (1-7).

From Eqs. (1-6) and (1-7) it can be seen that the integral

$$
\int_{z}^{\infty} \frac{\partial \overline{\mathrm{VW}}}{\partial y} \mathrm{~d} z
$$

taken over the half-width of the plate is of the order $\tau_{o} / \rho$. If the non-zero values of $\partial \overline{v w} / \partial y$ were concentrated at the edge of the plate in a strip of order $\delta$, the layer thickness, then $\partial \overline{v w} / \partial y$ would be of order $\tau_{0} / \delta \rho$. Townsend discounts this possibility saying that no sign of such large values has been observed. Instead, he assumes arbitrarily that the distribution of $\partial \overline{v w} / \partial y$ varies in a linear fashion from zero at the centerline to a maximum at the edge of the plate according to the relation

$$
\begin{equation*}
\frac{\partial \overline{v w}}{\partial y}=\left[\frac{\partial \overline{v w}}{\partial y}\right]_{z=D^{\frac{D}{D}}} \tag{1-8}
\end{equation*}
$$

Equation (1-8) is, of course, the simplest possible form consistent with the requirements of symmetry. This expression is assumed to be at leas: qualitatively representative of the flow mechanism, and on this assunption Townsend predicted that the stress distribution indicated in Eq. (1-8) would result in a cross flow from the centerline outward. The reasoning leading to this conclusion is not given and seems to be in error. From Eqs. $(1-6)$ and $(1-7)$ it can be seen that $\partial \overline{v w} / \partial y$ is greater than zero on the average. If the assumption in Eq. (1-8) is used, $\partial \overline{v w} / \partial y$ would then have to be greater than zero everywhere in the region $z>0$. Since $\overline{v w}$ must be zero at the wall, it follows that $\overline{v w}$ must be greater than zero in some neighborhood of the wall; and if a conventional mixing length analysis is assumed, $\partial W / \partial y$ would be less than zero near the wall. With $W$ equal to zero at the wall, this reasoning suggests that $W$ would be less than zero in the region being considered; i.e., the cross flow would be inward not outward. Since several assumptions are involved in the discussion leading to Eqs. (1-6) and (1-8), it is not clear where the apparent inconsistency arises; however the problem is obviously open to review.

The next work reported which relates closely to this problem is that of Elder (12) in 1960. Elder's work was an experimental study of flow past a plate of finite width; and he investigated the laminar, transition, and turbulent regions of the boundary layer as it developed on the plate with particular attention to the edge effects. Therefore the ccnfiguration includes the finite plate case discussed by Townsend
in his analysis and is similar in some ways to the problem under consideration.

Through study of the mean streamwise velocity distributions and through direct measurements of vorticity by a vane-type vorticity meter, Elder was able to detect "secondary" circulations in the turbulent regions near the plates. It is particularly significant that these cross flows were not detected in the laminar flow regions over the same plates; and Elder concluded that the secondary flow was very likely produced by the anisotropic Reynolds stresses in the turbulent region. The direction of the circulation was such that there was out-flow near the edge of the plate in agreement with Townsend's (stated) prediction.

From rough measurements of the flow vector inclination and from measurements of the rate of rotation of the vorticity meter, Elder was able to describe the general picture of the mean vorticity. He concluded that a large part of the vorticity was contained in circular regions centered slightly beyond the edge of the plate with diameters of the same order of magnitude as the boundary layer thickness. These regions were distributed antisymmetrically above and below the plate; hence could not be confused with lifting or "tip" vortices due to misalignment of the plate in the oncoming stream.

While Elder's measurements are subject to large experimental uncertainties and to the difficulties of interpreting the results of finite-size vane vorticity meters, the general interpretation of the flow behavior is very helpful.

Hinze (15) in 1967 examined the problem of secondary circulations resulting in flows over nonuniform roughness or in conductors of noncircular cross sections. Of the available possible equations, he
preferred to examine the energy-balance or turbulent energy equation in the aEproximate boundary layer form

$$
\begin{aligned}
& U_{2} \frac{\partial}{\partial x_{2}}\left(\overline{u_{i} u_{i}} \frac{U_{3}}{2}\right)+\overline{\partial x_{3}}\left(\overline{u_{i} u_{i}}\right)+\frac{\partial}{\partial x_{2}} \bar{u}_{2}\left(\frac{u_{i} u_{i}}{2}+\frac{p}{\rho}\right) \\
& +\frac{\partial}{\partial x_{3}}\left[\overline{u_{3}\left(\frac{u_{i} u_{i}}{2}+\frac{p}{\rho}\right)}\right]=-\overline{u_{2} u_{1}} \frac{\partial U_{1}}{\partial x_{2}}-\overline{u_{3} u_{1}} \frac{\partial U_{1}}{\partial x_{3}}
\end{aligned}
$$

Cn the basis of experimental evidence, the viscous terms (other than the dissipation) he took to be negligible away from the wall. For similer reasons, the diffusion terms were neglected, and the remaining equation was written as
$U_{2} \frac{\partial}{\partial x_{z}}\left(\overline{\frac{u_{i} u_{i}}{2}}\right)+U_{3} \frac{\partial}{\partial x_{3}}\left(\overline{u_{i} u_{i}} \frac{2}{2}\right)=-\overline{u_{2} u_{1}} \frac{\partial U_{1}}{\partial x_{2}}-\overline{u_{3} u_{1}} \frac{\partial U_{1}}{\partial x_{3}}-\varepsilon$

This equation simply states that in any small region the advective transport of turbulence energy must be equal to (i.e., account for) any differences between production and dissipation in that region.

To draw further conclusions about the behavior of the secondary flows, Hinze further assumed that $U_{2}$ and $U_{3}$ may be considered to be of the same order of magnitude, while

$$
\begin{equation*}
\left|\frac{\partial}{\partial x_{3}}\left(\overline{\frac{u_{i} u_{i}}{2}}\right)\right| \ll\left|\frac{\partial}{\partial x_{2}}\left(\overline{\frac{u_{i} u_{i}}{2}}\right)\right| \tag{1-11}
\end{equation*}
$$

Therefore the second term in Eq. (1-10) may be neglected, and since

$$
\begin{equation*}
\frac{\partial}{\partial x_{2}}\left(\overline{\overline{u_{i} u_{i}}} \frac{2}{2}\right)<0 \tag{1-12}
\end{equation*}
$$

$\mathrm{U}_{2}$ will be positive when local production is smaller than local dissipation and negative when production exceeds dissipation.

The implication for atmospheric flow over a city or a boundary layer flow over a patch of roughness is that there would be vertical flow toward the surface since production would exceed dissipation at least near the start of the roughness. This conclusion suggesting a downward flow over the roughness and a corresponding transverse flow from rough areas toward smoother areas agreees well with Townsend's prediction and Elder's findings.

Hinze also points out that the well-known secondary flow toward the corners of a rectangular duct along the corner bisectors may be explained in similar fashion. In this case the production would be expected to exceed dissipation in the corner as a result of the higher turbulence level due the presence of two nearby walls.

The chief limitation of Hinze's result is that only the direction of secondary flow is indicated. Its magnitude cannot be calculated nor even estimated for a given case unless detailed information is available about the dissipation, Reynolds stresses, velocity gradients, and turbulent energy gradients.

The behavior of the flow for large distances downstream from the start of the roughness was not discussed by Hinze, but will be of interest in the present study. Presumably, far downstream the production will decrease since the effective roughness will decrease even though the absolute roughness is constant. At the same time the eddies caused by the leading roughness will eventually cascade down to the dissipation
range, and it is possible that the excess of production over dissipation would reverse at some point downstream.

The various efforts described above are the only attempts that have jeen made to investigate flows which are closely related to the problem at hand. Many other studies have been made of situations in which secondary flows are known to exist. While most of these situations are different enough to preclude direct application of any results, there are some similarities which offer useful clues suggesting possible approaches to the present problem. The lateral flows arising in con-ducto-s of noncircular cross section and the more basic problem of the flow along a corner have been considered by various investigators (refe-ences 16-21 and many others).

- variety of studies of three-dimensional flows describable in terms of two independent space coordinates were summarized in (22). While these flows cannot be directly related to the problem at hand, certa二n facets of their behaviors are helpful in interpreting results.

Basic theoretical studies related to edge effects include Howarth's exten:ion (23) of the classical Rayleigh problem. Unfortunately this study is based on viscous, nonturbulent flow, hence the effects of Reyno:ds stress gradients are not included. Since Elder's work (12) showec that secondary flow was produced at the edge of the plate only after transition occurred, Howarth's analysis is of little help in the turbu-ent case.
n 1967 Joubert, Perry, and Brown reviewed the state of the affairs regarcing three-dimensional turbulent boundary layers (24). At that time they identified two general lines of approach to the problem of yawed turbulent boundary layers.
(1) One approach is to concentrate study on the mean velocity profile and attempt to relate it to fundamental parameters such as shear stress, pressure distribution, fluid properties and boundary layer thickness.
(2) Another approach involves direct attack upon the main-flow and cross-flow velocity components with attempts to represent these components in suitable functional forms which can be related to the other flow parameters.

These categories of techniques are general and represent even today the basic directions of attack upon three-dimensional turbulent boundary layers. The first approach is simply an extension of twodimensional techniques to problems which are three-dimensional. It is based on the idea that the three-dimensional effects are "secondary," i.e., at least on order of magnitude smaller than the mean flow quantities. Presumably, the cross flow influences will serve to distort the velocity profile in a manner which can be identified and defined with respect to the important engineering parameters.

The chief disadvantage of this approach is that the cross flows are not explicitly involved in the analysis and any information about them can only be inferred from the differences between the threedimensional case and the equivalent two-dimensional case.

The second approach is in theory more likely to lead to detailed information about the three-dimensional effects although in practice the approach leads to more mathematical complexity and the need for more assumptions which may be difficult to check. Both the work of Townsend (11) and that of Hinze (15) fall into this category since the cross-flow velocity components are retained explicitly.

Within the second category, a technique which has been studied by various people involves the two-dimensional plot of the flow using the flow components $W$ and $U$ as coordinates or independent variables
(hodograph plot). Such a representation of flow components was used orizinally by Gruschwitz (25) in 1935. Later workers such as Johnston (26 27) sought to formulate explicit functional forms for the hodograph; which is to say, functional relationships between $W$ and $U$. Obviotsly, simple relationships of this type would be useful if they could be verified since cross flow behavior could then be predicted directly fror the mean streamwise velocity profile. Johnston examined various sets of data including his own and proposed that the plots could be reasonably well represented by two straight lines which together with the $U$ axis produced his now well-known triangular form for the hodcgraph.

Although there is no analytical justification for specific forms of the hodograph, the concept has been studied by a number of workers. Sharebrook and Hatch (28) reviewed a number of polynomial forms which had been proposed earlier and proceeded to develop more generalized forms which could represent flows with complex behaviors such as cross flow reversal. The resulting polynomial forms are used to generate numerical solutions of the momentum integral equations and have produced reasonable agreement with experimental results. Nash and Patel, in thei= book (4) review several variations of the technique which have been put forth in recent years.

Relazed Two-Dimensional Works
When considering the flow near the edges of roughness, it may be reas nable in many circumstances to expect that the cross flow and its effests will be comparatively small. If so, it would then follow that the Elow field would resemble the analogous two-dimensional flow follwing an abrupt change in roughness. Analytical and experimental
studies of this type have been made both in field and laboratory (29-39), and the problem has been attacked numerically (40-42, 58). While the approaches and techniques utilized by these workers vary widely, certain concepts recur throughout and are generally accepted in one form or another.

Perhaps the most basic of these ideas is the concept of an "internal" boundary layer resulting from abrupt changes in boundary conditions such as surface roughness, which can be traced back to early researchers in fluid mechanics (1). When a fully developed turbulent boundary layer encounters a change in roughness, the entire layer cannot react instantly to the new boundary condition. Instead the effect begins at the surface in the vicinity of the change and propagates outward into the ambient boundary layer. An increase in surface roughness produces an increase in surface shear stress, shear velocity, and velocity gradient near the wall which acts to increase turbulent energy production. The excess energy diffuses outward modifying the velocity and turbulence profiles. The region so influenced by the new wall condition may be viewed as a new boundary layer growing within the original developed layer. At a sufficiently large distance downstream from the discontinuity, the complete layer will approach (asymptotically) a new equilibrium condition.

There is some resemblance between the internal layer and the separation bubble or "canopy" produced at sharp corners of blunt objects in flowing streams and the two phenomena may appear simultaneously and interact. Sharp cornered roughness elements produce local separation bubbles which affect the turbulence production; however the ultimate growth of the internal layer proceeds by a different mechanism than
that controlling the behavior of the canopy. Canopy flows would be heavily influenced by the corresponding potential flow and may exhibit phencmena such as reattachment downstream. The internal boundary layer, on the other hand, will never reattach and grows chiefly through turbllent energy transport and diffusion.

Elliot (29) was one of the earlier workers to attempt an analytical solution for the height of the internal boundary layer. Using a momentum integral analysis, he was able to obtain solutions for the layer height, $y_{i}$, which could be closely approximated by a very simple power law of the form

$$
\begin{equation*}
y_{i}=a x^{n} \tag{1-13}
\end{equation*}
$$

with $n$ nearly independent of the roughness conditions and approximately equal to 0.8 . Limited experimental data available at that time agreec well with the analytical result.

An interesting feature of Elliot's result was the fact that the wind speed does not appear in Eq. (1-13), while prior experience with laminar and turbulent boundary layers on smooth plates had always shown the Lsual dependence of layer thickness on stream velocity. To explain this result, Elliot offered a dimensional argument built around the idea that for a rough surface, the viscous sub-layer is sufficiently destroyed to eliminate viscosity on a relevant parameter. Instead, the quantity $u_{*} y_{0}$ is taken to be the dominant characteristic of the flow; and the use of this quantity leads to a result very similar to Eq. (1-1).

Panofsky and Townsend (30) modified Elliot's theory somewhat by allowing the shear stress to vary continuously from the value at the wall to the value above the internal layer; while Elliot had assumed a
constant value of stress through the internal layer. Results were better than Elliot's in some situations and not so good in others.

An observation made by Panofsky and Townsend during their discussion of experimental results is of interest in the present study. They noted that the growth of internal layers over surface roughness in the atmospheric boundary layer may proceed for a considerable distance downstream before the edge of the internal layer intersects the outer edge of the original boundary layer. On the other hand some reported experimental data involved such thin oncoming boundary layers that intersection occurred almost immediately within the first few data points, and comparative interpretation was difficult. This factor was given major consideration in designing the experiments reported later in this work; and a very thick boundary layer was sought relative to the roughness height.

Blackadar and his co-workers (31) later reported experimental data taken over changing vegetation heights which tend to confirm Panofsky and Townsend's work, particularly in regard to the need for recognizing the variation of shear stress with height above the ground. This approach was an improvement over the earlier assumption that the inner layer which is influenced by the new roughness is a constant stress layer. Introduction of a varying stress eliminated the need for a stress discontinuity to match the outer layer, and the addition of one or more free parameters (in the stress relationship) provided more flexibility in handling different physical situations.

At about the same time, Taylor (32) undertook to apply a mixinglength analysis to the same problem using a mixing length which was a function of a parameter incorporating information about the roughness
height, the Coriolis parameter, and the geostrophic wind speed. While there was some question as to the correctness of the length used, numerical solutions of the resulting equations were interesting in that they showed that a very long fetch is required before a new equilibrium flow is established after a roughness change. Stated differently, the effect of a roughness change and the vestigial influence of the previous roughness persist for a considerable distance downstream. Nickerson (38) arrived at a similar result numerically finding that a fetch of 100 times the height was required for adjustment of the velocity proミiles.

The same general conclusion was also reached at about the same time by B1om and Wartena (33), who used a modified form of Townsend's theory of self-preservation $(38,39)$. (Self-preservation as defined by Townsend implies that any dependence on distance in the streamwise directior can be completely contained in suitably defined velocity and length scales, which are functions of the streamwise coordinate.)

Blom and Wartena also show the importance of determining the height of the "adapted" layer distinct from the internal boundary layer itself. The internal boundary layer is that region in which the effects of roughness change are noticeable. The adapted layer, on the other hand, is taat region within the internal layer which has "adjusted" completely to the new roughness; so that the velocity profile within the adapted layer may be described by a logarithmic form. In particular, they conclude that correct evaluation of the height of the adapted layer is of inportance if measured velocity profiles are to be used to determine surface shear stress or the effective roughness height, $y_{o}$.

Yeh (35) obtained a series of measurements over a change of roughness on the floor of a wind tunnel which agreed in general terms with those mentioned above. Yeh noted that the internal layer grew downstream with a slope of $1: 13$ but that the changes in turbulent intensities and Reynolds stresses were confined below a "critical" surface growing with a slope of $1: 25$. The latter observation resembles the concept of an adjusted layer described in (33); however the interpretations of the phenomenon differed between the two works. While Blom and Wartena viewed the adjusted layer as a region which had achieved new equilibrium as evidenced by the velocity satisfying the simple logarithmic form, Yeh concluded that the differing rates of growth of the internal layer versus the "critical surface" demonstrated that the flow is not necessarily in equilibrium even after a new logarithmic profile has been achieved. The seeming inconsistency between the two viewpoints is due to the differing definitions of the regions being considered. Blom and Wartona's adapted layer is not the same as the region bounded by the critical surface in Yeh's discussion. Yeh's measurements extended only a short distance downstream from the roughness change and any true adapted region would be close to the wall and difficult to identify clearly. Distinguishing accurately between portions of experimental velocity profiles which are "logarithmic" and portions which are "almost logarithmic" is very difficult.

Yeh's work focused considerable attention on the local region near the roughness change, a region which he calls the "transitory" region and which is characterized by large accelerations of the flow and considerable distortion of the streamlines. This region is extremely complex from an analytical standpoint, and the experimental results
con:ribute toward an understanding of that region of the flow. In par-icular, these results show that the transitory region extends dowstream a distance of the same order as the oncoming boundary layer thickness. Beyond that distance the development of the internal layer proceeds in a more orderly fashion.

Recently, Antonia and Luxton $(36,37)$ have reported in detail resclts of extensive experiments on the subject of step changes in surface roughness. The results and conclusions presented are in many ways very similar to those of earlier workers as described above; however there are some significant differences also. The existence of an internal layer which contains the effects of the new roughness is strangly reinforced, and the fact that the external flow is unaffected except for some streamline deflection is again verified.

On the other hand, Antonia and Luxton state that readjustment of the flow to the new surface occurs rapidly within about twenty boundary layer thicknesses and that turbulence profiles become essentially selfpreserving in the same distance. Since the layer thickness used in these studies was about $1.9 \mathrm{in} .(4.83 \mathrm{~cm})$ they are suggesting that readjustment is complete within about 4 ft ( 1.22 m ) downstream, a distance much less than which would be expected from the predictions of Nickərson or Blom and Wartena. It appears that this difference is due to the relatively small boundary layer thickness used by Antonia and Luxton compared to the $1 / 8 \mathrm{in} .(0.32 \mathrm{~cm})$ slats comprising the roughness. If the rate of growth of the internal layer is similar to that desc=ibed by Yeh or Blom and Wartena, it would reach the outer edge of the exterior boundary layer in the distance mentioned; however it does not seem likely that complete adjustment would be completed in the same
distance. Intuitively, it seems that a parameter relating the exterior boundary layer thickness to the scale of the roughness change should be involved in any relationship defining the internal layer growth and that this parameter might serve to collapse the differences between the results cited. In the various analyses described, such information is incorporated only implicitly through the use of assumed logarithmic profiles of the form

$$
u=u_{*} k^{-1} \ln \left(y / y_{0}\right)
$$

in which the characteristic roughness length, $y_{0}$, is used to scale the profile. This relationship is actually valid only near the wall and cannot be expected to define the ratio between total layer thickness and roughness height.

The work of Antonia and Luxton is extensive and exposes many details of the flow. Their observations include the following:

1. Turbulence production and energy levels are high near the roughness.
2. Turbulence gradients are large in the internal layer.
3. Mixing and dissipation and integral lengths are much reduced in the internal layer compared to the smooth wall layer.
4. Turbulent energy diffusion is the dominant mechanism controlling internal layer growth.
5. Reynolds shear stress is not constant over the roughness, but decreases near the wall.
6. Turbulence structure in the inner layer is dominated by the roughness geometry.
7. Mean velocity profiles when plotted in the form $U$ vs. $y^{1 / 2}$ exhibit two straight line portions of different slopes intersecting in the vicinity of the edge of the internal layer.

Most of these observations are not unexpected and several agree generally with earlier findings. Number 7, however, is unique with
these authors and serves as a convenient way to define the edge of the internal layer. The applicability of several of these observations to the present three-dimensional problem will be examined in detail later. Objectives of the Present Study

In light of the extensive works cited in relation to twodimensional roughness flows, the question of three-dimensional effects fol:ows naturally. The intent of this study is to examine the effects of raving a limit or edge of the roughness in the direction lateral to the free stream.

Since complete analysis of the three-dimensional equations is impcssible, and since analyses such as those of Townsend (11) and Hinze (15) are of little quantitative help, the primary thrust of this study was experimental and directed at the basic continuity and momentum equations as applied to the problem. After examining the early data, it became evident that previous analyses could be improved by utilizing the experimental results to suggest more realistic assumptions. The earls results also pointed out a need for improved techniques and modi-fica-ions in the data collection methods; changes which were subsequently inco=porated.

## Chapter II

## DESCRIPTION OF EXPERIMENTS

In order to gain more insight into the effects of lateral variations in surface roughness, a wind tunnel experiment was undertaken. Availability of facilities was one factor in the design of the experiment; however several other conditions were sought deliberately to maximize the likelihood of producing useful data even though direct simulation of real atmospheric conditions had to be compromised.

## Wind Tunnel

Experiments were performed at the Engineering Research Center of Colorado State University using a meteorological wind tunnel with a test section $6 \mathrm{ft}(1.83 \mathrm{~m})$ square and approximately $88 \mathrm{ft}(26.8 \mathrm{~m})$ long (see Fig. 1). The tunnel is described in reference (21) and in great detail in reference (43); however certain features are pertinent to this discussion. Perhaps the most important is the fact that a very thick boundary layer can be produced in the test section with stream speeds up to $100 \mathrm{fps}(30.5 \mathrm{~m} / \mathrm{s})$. Boundary layers $2 \mathrm{ft}(60 \mathrm{~cm})$ thick or more are produced by tripping the flow with gravel roughness and a sawtooth strip and allowing it to develop along the test section.

A thick boundary layer is useful in studies of roughness flows. Not only is it physically more convenient to work with thick layers in terms of sensor resolution, but also there is better simulation of the atmospheric condition in which layer thickness exceeds by at least an order of magnitude the usual surface roughness heights. Thick layers also provide more room to observe the development of internal boundary layers before they diffuse to the free stream. For the purposes of this
stud , it was felt that a thick layer simulating the atmosphere would be essential since lateral and vertical flows were anticipated near the edges of the roughness. If such flow components are present, it is then reas onable to expect that the layer thickness relative to the roughness heigit will be a significant parameter. Simulation of the atmosphere in a wind tunnel is in general a complex problem and the necessary criteria have been studied extensively (44, 45).

The experiments in this study were performed with the roughness models located $50 \mathrm{ft}(15.2 \mathrm{~m})$ from the tripping strips at the entrance. At this point the boundary layer thickness was approximately in in. ( 46 cm ) at the Reynolds numbers used while the roughness elements were $1 / 4 \mathrm{in} .(0.64 \mathrm{~cm})$ high. Therefore, the layer thickness was two orders of magnitude greater than the mean roughness height, and blockage effecas due to the roughness were assumed to be negligible. The pressure gradient resulting from increased boundary layer growth over the roughness was eliminated by adjusting the movable ceiling in the tunne..
-f particular importance to this study is the need to know as much as po=sible about the oncoming boundary layer before it encounters the roughress patch. Any unusual characteristics of the layer could be expected to produce effects in the test region which would confuse the results. The tunnel chosen had been studied extensively by Zoric (46), who determined that the boundary layer after about $25 \mathrm{ft}(7.6 \mathrm{~m})$ approached closely a condition of local similarity. Specifically, he was a $\mathfrak{l l}$ e to show that the layer in the tunnel could be piecewise represented by a law of the wall close to the wall and a defect law away from the wall which agreed well with experimental measurements along
the test section beyond $25 \mathrm{ft}(7.6 \mathrm{~m})$. This information is very helpful since wind tunnels cannot provide the extremely long fetch needed to guarantee full development of the boundary layer, and the closeness to similarity provides one measure of the development of the layer at the test section.

While the large size of the tunnel provides certain advantages, a price is paid in that some undesirable characteristics are also magnified. Of these, the "secondary" flows or vertical and cross flow components which develop in boundary layers in noncircular conduits is the most troublesome characteristic of a tunnel of this type. Such flow components, although smaller, are similar to those resulting from the roughness model itself and represent a source of distortion in the results. True simulation of the atmospheric boundary layer would best be achieved by eliminating such components; however that condition cannot be achieved without giving up other desirable characteristics of the thick, well-developed, two-dimensional layer. Any modifications made upstream to tailor the lateral flows immediately introduce other distortions.

The alternative approach is to accept the presence of some cross flow, measure it, and attempt to correct the results and interpretations of data accordingly. In the case of this tunnel, Veenhuizen and Meroney (21) recently examined the secondary flows in detail, and their results provided a starting point for this process. Direct measurements of cross and vertical flows were also taken upstream as part of the present experiments, and the results agreed well with those of Veenhuizen and Meroney. It is felt that the condition of the oncoming boundary layer
is rell defined. Details of the upstream profiles will be discussed witl the other results.

Another problem, one which is common to most wind tunnels, is that of ckewness or lack of true two-dimensionality in the oncoming stream and boundary layer. To minimize this effect, the inlet screens were cleaned carefully and the tunnel was checked throughout for leaks. In a tunnel of this size with a variety of access doors and hatches, leaks are a major problem; yet they must all be found and eliminated, especially for studies of this type. It was discovered in preliminary checks that even small leaks upstream produced momentum jets which noticeably modified the velocity distribution and secondary flow pattern in the test section.

After all detectable leaks were corrected, the profiles of velocity and turbulence quantities in the developed boundary layer were symmetrical about the tunnel centerline to within the experimental accuracy (see Figs. 27, 35, 43, 51, 59 and 67). As can be seen, however, the profiles are not completely two-dimensional. The remaining distortion is due to the secondary circulation which transports fluid downward toward the corners along the corner bisectors and upward at the tunnel centerline. The effect is particularly noticeable in the velocity profiles (Fig. 27) where the low momentum fluid being brought up from the floor region depresses the velocity profile at the centerline. The naximums occur correspondingly near the $45^{\circ}$ corner bisectors. The effect of the secondary circulations causes in this case a distortion of approximately seven percent in the horizontal velocity profiles.

Although the tunnel has provision for heating and/or cooling both the airstream and the floor of the test section, the tests were
performed under neutral conditions. That is, the airstream was cooled to $60^{\circ} \mathrm{F}\left(15.5^{\circ} \mathrm{C}\right)$ to maintain constant temperature during all tests, and no temperature gradients were imposed. Cooling was accomplished by an automatically controlled refrigeration system which is capable of maintaining the mean temperature within a tolerance of $\pm 1 / 2^{\circ} \mathrm{F}\left(\% 0.3^{\circ} \mathrm{C}\right)$. There were irregular fluctuations in local temperature of about $2-5^{\circ} \mathrm{F}$ (1.1-2. $8^{\circ} \mathrm{C}$ ) as a result of cycling in the temperature control system and resulting surging of refrigerant through the coils. These fluctuations had periods of several seconds to about one minute and had little discernible effect on measurements except for hot-wire anemometer outputs. The variations due to temperature sensitivity of hot wires will be considered in detail in the discussion of hot-wire errors.

Tunnel air speed was monitored continuously and maintained within $\pm 1 / 2$ percent.

Roughness Model
The roughness used for the tests reported herein consisted of $1 / 4 \mathrm{in} .(0.63 \mathrm{~cm})$ high by $1 \mathrm{in} .(2.54 \mathrm{~cm})$ square blocks arranged in a checkerboard pattern (see Figs. 2, 3, and 4). The blocks rested directly on the smooth floor of the tunnel beginning at a point 50 ft $(15.2 \mathrm{~m})$ downstream from the tripping region. The roughness pattern was "closed" in the sense that adjacent blocks were in contact and free flow channels between individual blocks did not exist. It was felt that continuous channels among the elements might permit circulation of the fluid in a way which would confuse the results.

The roughness region was 17 in . ( 43 cm ) wide and was centered on the tunnel floor by reference to a taut wire stretched from the mid-points of the entrance and exit regions of the overall test section.

This nethod of establishing the centerline was necessary since careful measurements of the flow vector direction indicated that the flow follored the mean centerline as defined above rather than the local centerline measured from the walls of the tunnel at the test region. Small deviations in the local contour of the sidewalls apparently did not affect the flow direction.

The width of the roughness model was selected after some experimenta1ion to provide a workable size without approaching too close to the well boundary layers. These layers were smaller than the floor layer since tripping was not used on the sidewalls. As a result the later:l space between the edge of the roughness and the wall layers was at out $15 \mathrm{in} .(38 \mathrm{~cm})$ or twice the half-width of the roughness. Examination of the preliminary results showed that the influence of the roughness extended only about one half-width distance beyond the roughmess at a point $15 \mathrm{ft}(4.6 \mathrm{~m})$ downstream from the leading edge. Direc interaction between the internal layer due to the roughness and the wall boundary layers was thus avoided.
©ing this width, the roughness was extended downstream approxi-matel- $18 \mathrm{ft}(5.5 \mathrm{~m})$ and measurements were taken to $15 \mathrm{ft}(4.6 \mathrm{~m})$ to provide data for aspect ratios up to 10.5:1.

Instrmentation and Preliminary Calibrations
The instrumentation and the calibration procedures employed in the course of the experiments can best be described by referring to separate subsystems even though the various systems might be used togetier as well as singly.

## Voltage Integration Technique

Early attempts at measurements of various quantities in a highly turbulent boundary lead to the realization that a reliable averaging technique would be essential if useful data were to be obtained. Fluctuations of mean values within the boundary layer were of sufficiently large magnitude and time scale that precise and repeatable measurements were difficult to obtain even with maximum damping and filtering applied to the signals. To overcome this problem a Hewlett-Packard Integrating Digital Voltmeter was used in conjunction with an electronic digital timer. A double-pole switch was used to simultaneously apply the test signal to the IDVM and a trigger signal to the timer (see Fig. 5). Returning the switch to the opposite position removed the signal input and turned off the timer. The integrated voltage could then be read together with the integration time to the nearest 0.01 seconds. Use of this system permitted averaging of signals over periods ranging from seconds to several minutes with virtually no timing error. Examination of switching transients with an oscilloscope revealed virtually no switch contact bounce and timing delay between the double switch poles of less than one millisecond.

This system was used for all measurements of mean values of fluctuating voltages. While considerable time is required to carry out repeated integrations of outputs, the results were much more satisfactory. Meaningful values were obtained in several situations where conventional measurements produced useless scatter.

## Pressure Measurements

Static, total, and differential pressures were sensed by static and total head tubes and applied to a temperature-controlled capacitance
transducer of an MKS Baratron pressure meter (see Fig. 6). The meter on its most sensitive range had a full scale sensitivity of $10^{-2}$ millimeters of mercury and a least count of $10^{-4}$ millimeters of mercury. DC and AC outputs were available in addition to the visual output.

Prior to use the Baratron was aligned and checked to manufacturer's specifications by the calibration shop at Colorado State University. Before and after the actual experiments, the unit was calibrated against a Dwer "Microtector" micromanometer, which is a hook-gage type manometer with electric-contact sensing. The Dwyer values are readily repeatable to within $\pm 5 \times 10^{-4} \mathrm{in}$. $( \pm 0.13 \mathrm{~mm})$ of water column and were corrected for temperature and gravity effects. Figures 7 and 8 show the calibration curves for the Baratron on the ranges used during the experiments. The mean error of its outputs in within the uncertainty range of the calibration process; therefore the experimental values taken from the Baratron were used without corrections.

For measurement of free-stream velocity, a $1 / 8 \mathrm{in}$. ( 3.2 mm ) diameter United Sensor pitot-static tube was used. The validity of Bermoulli's equation with respect to this particular tube was verified using a whirling-arm calibrator built by Professor Virgil Sandborn at Colcrado State University, and the results of the calibration are displayed in Fig. 9. Above $6 \mathrm{fps}(1.83 \mathrm{~m} / \mathrm{s})$ the errors resulting from the 1 se of Bernoulli's equation are within the uncertainty of the calibration, and it was assumed that the correction factor for this tube was 1.00. (The high readings obtained at speeds below $6 \mathrm{fps}(1.83 \mathrm{~m} / \mathrm{s})$ are characteristic of total head tubes; although the reason for the errar is not understood. The present experiments did not use the tube at those low speeds.)

The combination of the calibrated pitot-static tube and the Baratron instrument were used as the reference for calibration of the hot-wire anemometers and to monitor the free stream velocity continuously during the experiments. Under the test conditions, a variation of $\pm 1$ percent in free stream velocity produced a full-scale deflection of the Baratron output; hence it was a simple matter to maintain the tunnel speed within $\pm 1 / 2$ percent, which was the tolerance limit governed by the resolution of the speed controller.

The free stream pressure gradient was adjusted to zero by using the Baratron meter as a null instrument to measure the differential between two static tube outputs, one fixed ahead of the roughness and one movable over the roughness area. Since the outputs of the static tubes fluctuated, the DC output of the Baratron was integrated for a period of 100 seconds, a procedure which made it possible to measure and establish a zero nominal pressure gradient to within $\pm 0.001$ millimeters of mercury, which is less than $\pm 0.2$ percent of the free stream dynamic pressure at the speeds used in the tests.

Local barometric pressure was measured before and after each test run using a precision mercury barometer with integral temperature and gravity correction adjustments. The perfect-gas law assumptions were used to compute corrected air density; and before each run the dynamic pressures corresponding to the test velocities were computed. In this way the desired Reynolds number of the free stream could be established before each test.

## Hot-Wire Anemometer Systems

To measure information about mean and fluctuating velocity components, hot-wire sensors were used in single-wire, yawed-wire, and x-wire
confzgurations. The sensors used were manufactured by Thermo-Systems, Inc. utilizing 0.00015 in . ( 0.0038 mm ) diameter tungsten wire copper plated and solder mounted. The sensing wire length was approximately 0.05 in. ( 1.25 mm ) with a nominal resistance of $6-7$ ohms. The sensors were mounted in standard TSI $1 / 4 \mathrm{in}$. ( 0.63 cm ) diameter probe holders 19 iョ. ( 46 cm ) long with integral BNC-type connectors for the 5-meter long probe cables.

Figure 10 shows the arrangement of the anemometer systems and signal processing units used for the experiments. The anemometers were standard DISA, type 55D01, solid-state, constant-temperature units with adjustment provisions for cable compensation, overheat ratio and bridge response characteristics. For all tests in this project, an overheat ratis of 1.45 was used.

From the anemometers the signals were lead to DISA, type 55D10 eleczronic linearizers and then to DISA, type 55D25 signal processing units, which were used to supply 20 kilohertz low-pass filtering to remose high frequency noise. These last units also contained separate square-wave generators which were used to supply calibration signals for adjustment of the anemometer bridge-response characteristics. Connections were provided between each unit to permit examination of the signals at each stage.

The linearizers contain analogue circuits which operate on the anempmeter outputs to produce a voltage which is a linear function of the velocity. Sandborn (47) describes the theory of linearizer operation and points out the need for correct calibration of the unit if results are to reliable.

Essentially, the DISA linearizers are based upon the fact that the hot-wire anemometer output may be quite well represented by an equation of the form

$$
\begin{equation*}
\mathrm{E}^{2}=\mathrm{A}+\mathrm{BU}^{\mathrm{n}} \tag{2-1}
\end{equation*}
$$

in which $n$ may be equal to $1 / 2$ (then Eq. (2-1) is referred to as King's law) but may also vary from about 0.4 to 0.55 . The linearizer operates on the anemometer signal in accordance with Eq. (2-1) to produce a linear voltage-velocity relationship of the form $E=K U$. Adjustments are available to vary the exponent, $n$, the intercept of the linear relationship (usually adjust to zero), and the overall gain of the system, K. Details of the adjustment procedure will be given in the section on calibration.

## Correlator System

The signals after being linearized and filtered were processed through special operational amplifer units which could be used to form the instantaneous sum or difference of the voltages produced by the two anemometer systems (see Fig. 11). Originally designed by Dr. Gilbert Stegen and built in the CSU electronics shop, these units utilize highgain operational amplifiers to perform the summing or differencing functions and provide DC blocking if desired as well as signal amplification ratios of 1,2 or 5 (nominally). The sum-difference units were used in conjunction with the $x$-wire probes to study the $x$ and $y$ (or z) velocity components since the instantaneous voltage sum may be related to the $x$ component of velocity and the difference to the component normal to the x direction in the plane of the cross-wire array. In each case the mean value of the signal is related to the
mean value of the velocity component, while the fluctuating portion is related to the fluctuating part of the velocity component.

The mean values were measured using the integrating voltmeter techzique. DISA True RMS meters were used to indicate the RMS value of the fluctuating signal, which can be related to the autocorrelations $\left(\bar{u}{ }^{2}, \overline{v^{2}}\right.$, or $\left.\overline{w^{2}}\right)$ of the fluctuations of the velocity components.

To obtain information about the cross-correlations between fluctuating velocity components such as $\overline{u v}$ it is possible to use RMS values of the outputs from each wire together with either the sum of the difference signal $(5,47)$. Alternatively, it is possible to digitize the sum and difference voltages; multiply the digitized values together point-by-point and average the results over a large number of points. Each of the techniques has advantages and disadvantages which will be discussed in the sections on calibration and error analysis; however for the purposes of this study, a variation of the latter technique was employed through the use of a Princeton Applied Research correlation function computer of "correlator." This device essentially performs the operations of digitizing, multiplication, and averaging in real time and produces results in analogue form (see reference 47 for a discussion of the correlator operation). The results may be recovered using an oscilloscope, $x-y$ recorder, or voltmeter.

One advantage of the correlator is that it not only forms the product of the two signals but is also able to shift one signal through 100 time delay steps and form the product with the other signal for each time shift. That is, the correlator forms, in 100 discrete steps, of the function

$$
\begin{equation*}
c(\tau)=\frac{\lim }{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t}\left[E_{1}\left(t^{\prime}\right)\right]\left[E_{2}\left(t^{\prime}-\tau\right)\right] d t^{\prime} \quad 0 \leq \tau \leq T \tag{2-2}
\end{equation*}
$$

which is the cross-correlation function between the two signals, $E_{1}$ and $E_{2}$, with one signal delayed for an increment of time. Through the use of Taylor's hypothesis this function can be converted into a space correlation in the direction of the flow.

## Instrument Carriage

The tunnel used is equipped with an instrument carriage riding on rails centered vertically between the floor and roof (see Fig. 3). Within the carriage are traversing motors to provide remote probe positioning control in the three coordinate directions; although only two were used in the experiments, vertical and lateral. The x-direction travel was accomplished manually since the carriage rails are not absolutely parallel to the vertical and lateral centerlines, and probe realignment was necessary after any repositioning in the x direction.

Vertical and lateral position readout is accomplished through the use of a regulated DC voltage applied to linear, ten-turn potentiometers which are geared via a rack-and-pinion arrangement to the moving parts of the carriage. The output (wiper) voltage is thus proportional to position, although the linear coefficients must be established each time the carriage is relocated by calibration at two points each in the lateral and vertical directions.

## Tape Recorder

During the course of the experiments, the desired outputs were read and recorded manually; however representative data samples were also recorded on magnetic tape to provide permanent reference values
for checking, verifying, and analyzing of errors. Signals recorded were the sum and difference outputs (see Fig. 11), the AC portions of the individual anemometer outputs (see Fig. 10), and an adjustable DC voltage used as a tape marker. Figure 12 shows the tape recorder and associated input circuits.

Recording was done on $1 / 2$-inch wide tape traveling at 30 inches per secand through a Sanborn model 2000 recorder. Since the recorder was limited to a one volt DC or one volt RMS AC input, it was necessary to amplify and/or attenuate the signals to within these limits while still mairtaining a maximum signal-to-noise ratio. For the sum and difference sigrals, only attenuation was needed since the sum-difference units contained sufficient amplification capacity. In the case of the anemometer signals, it was necessary to block the DC output and then amplify the AC signal to a level suitable for recording. This procedure was necessary since the typical peak-to-peak value of the voltage fluctuation produced by the anemometer in response to turbulence is nearly an order of magnitude smaller than the DC output. Attenuating the total output sufficiently for recording reduces the fluctuating sigral to a level comparable to the recording noise level.

Blocking of the DC signal was accomplished by a $1000 \mu \mathrm{~F}$ seriesconrected capacitor which together with the resistive load of the attenuator served as a high-pass RC filter with a rolloff frequency $(3 \mathrm{cb})$ of approximately 0.01 hertz.

The attenuators used were purely resistive, 10-step voltage dividers with input impedances of approximately 10,000 ohms (see Fig. 13). Amplification of the anemometer AC signals was accomplished with two Tektronix type RM 122 preamplifiers with a nominal gain factor of 100 .

Impedance matching of the inputs to the tape recorder was a problem since the input impedance of the recorder is relatively low (approximately 10,000 ohms). The Tektronix amplifiers were found to be capable of driving this impedance without regulation or distortion; however the direct inputs from the attenuators in the sum-difference circuits were affected by the low recorder impedance, which appears in parallel with the selected portion of the voltage divider (Fig. 13). All attenuators were therefore calibrated in place with normal circuit loadings over a range of frequencies. The attenuation factors were found to agree well with those predicted by calculation of the circuit impedances and were found to be independent of frequency over the range from 10 hertz to 10 khz .

In addition to the preliminary calibrations and outline adjustments of the various pieces of equipment, a variety of ongoing calibration procedures were necessary during the experimentation. In many cases the nature of the calibrations relate to the accuracy limits and errors which may be expected from using the equipment; therefore these factors will be discussed together in the next section.

## Chapter III

CALIBRATION PROCEDURES AND ERROR ANALYSES

In the previous chapter the basic instrumentation and sensing devices were described together with some of the preliminary calibration adjustments performed before using the systems. Although these steps estatlish certain conditions for the operation of the equipment, the actucl errors resulting from the use of the equipment will depend on the circumstances surrounding the actual use of the devices and on the calitrations performed in the place and at the time of the experiments. The rature and magnitude of errors must directly influence the interpretation of the resulting data; hence consideration of these errors is essertial even though it is recognized that it may not be possible to determine or even identify all errors precisely.

## Intęrating Digital Voltmeter

Errors in the voltage integration system (Fig. 5) arise from two basic sources: timing errors and errors in the calibration of the voltneter itself including errors in the integration mode. The timing error results from operator reaction time when manually establishing the integration period and is essentially a random error. These effects were reduced to negligible levels through the use of the switching techrique and electronic timer described in Chapter II and Fig. 5. The counter-timer itself was aligned and checked against Bureau of Stanaards time signals (WWV) in the CSU calibration shop and was checked daily against a stopwatch to detect for any gross changes or drift.
$4 n y$ errors in voltmeter adjustment and calibration would introduce systenatic errors while variables such as drift might introduce both
systematic errors while variables such as drift might introduce both systematic and random errors. To establish reliable output, internally derived calibration voltages are provided within the instrument. These were adjusted against a secondary voltage standard in the calibration shop and were then used to zero and calibrate the instrument several times daily.

Possible errors in the integration circuitry were investigated using both constant and fluctuating inputs. For the constant input the voltage of a mercury cell was measured by integrating it for various time periods up to five minutes and comparing results to the instantaneous value obtained from a separate calibrated voltmeter. Errors in the integrated values were virtually undetectable, showing a discrepancy of 1 ess than 0.1 percent after five minutes of integration; i.e., less than one millivolt error for a 1.353 volt input.

While this result is encouraging, it does not ensure the integration accuracy when measuring a fluctuating input, a quantity which is more difficult to calibrate. To estimate the accuracy of the IDVM for fluctuating inputs, a biased sine wave was fed simultaneously into the integrating instrument, an averaging (as opposed to true RMS) voltmeter, and a digital voltmeter. A series of values was read from the last instrument and averaged to arrive at a quantity which should represent the mean value of the fluctuating signal. The outputs of all three instruments were compared for a series of runs until it was evident that the mean value of the input was in fact stationary; then the three instruments were compared. The results indicated that the accuracy of the IDVM was well within 0.5 percent, and was nearly independent of frequency up to at least 100 kilohertz.

While calibration against a sine wave input does not in general guarantee accuracy for nonsinusoidal inputs, it was felt that for storage integration circuitry such a technique should be reliable. Discrepancies should only be expected if the fluctuating inputs were to contain fourier components of much higher frequencies and/or amplitudes than those used in the calibration, i.e., signals having spikes with very short rise times. Since no such signals were anticipated, the techrique was used with confidence.

As a final point it should be noted that all transducer-mean voltage calibrations were carried out on a black-box basis; which is to say that voltage outputs were recorded corresponding to known values of the measured variable. Any systematic errors remaining in voltage values would thus be consistent from calibration runs to data runs. These calibrations were repeated with sufficient frequency to detect and avoid significant errors due to drift in any part of the system. Pressure Transducer and Baratron

The overall accuracy of the MKS Baratron pressure measurement system was established by calibration before and after the experiments as described in Chapter II. Daily checks on the system were limited to frequent checks of the zero point (bias) and full-scale adjustments provided within the instrument. The bias in the instrument is very sensitive to the operating temperature of the transducer element, which is provided with an internal heater to maintain constant temperature. Howeter, the equilibrium temperature attained by the heating system is somerhat a function of ambient conditions, and the system was therefore subject to some drift as ambient temperatures in the laboratory fluctuated. In addition, the transducer heater is a step-input device which
cycles on and off as needed resulting in a cyclic deviation of the zero point or bias of the instrument. As a result of this fluctuation, pressure measurements made at random times were subject to a random error whose maximum value could be determined by observing the zero-point excursion during the heating cycle. The amount of this maximum excursion was 0.0005 millimeters of mercury and its effect was constant over all ranges since the instrument could be used as a null device anywhere over its operating range. Thus, for pressures much above $0.05 \mathrm{~mm} . \mathrm{Hg}$. , the effects were negligible but became progressively more significant below that point. For the velocity head measurements, this error was of the order of $\pm 0.1$ percent; however for the static pressure gradient measurements, this error becomes the factor establishing the limit to which the gradient can be measured and adjusted. Integration of the Baratron voltage output was necessary to achieve the desired tolerance in static pressure gradient $( \pm 0.001 \mathrm{~mm} . \mathrm{Hg}$.) since the fluctuation at that level amounts to $\pm 50$ percent of the mean value.

## Anemometer System

Errors in the anemometer system may also be classed as systematic or random, but in addition may be classified as being due either to the system electronics or to the inherent characteristics of the sensor. Even though constant-temperature operation eliminates the effects of heat storage in the wire sensor and thereby causes the intrinsic time constant of the wire to be effectively zero (47), the frequency response of the system is still limited by the ability of the anemometer bridge to respond quickly enough to maintain true constant temperature. The hot-wire sensor itself is a complex transducer responding to
uncesirable as well as desirable physical phenomena, and the meaning of the resulting data must be considered carefully.

The DISA anemometers used have provisions for tailoring the elestronic response to specific operating conditions. These provisions include direct compensation for cable reactance effects plus adjustments for bridge reactances, wire overheat ratio, and bridge response characteristics as measured by the response to an electronic pulse (squarewave) input which artifically simulates a high-frequency input from the traysducer. The square-wave test does not check the total system respomse and more importantly provides a means of matching the bridge response characteristics of two anemometers used for $x$-wire measurements. By Lsing matched cables and sensors together with the matched anemometer units, the liklihood of significant errors due to response and phaseshift problems is much reduced.

For the purposes of these tests, an overheat ratio of 1.45 was used and the anemometer responses were each adjusted to 200 khz as defined by the square-wave test procedure outlined in the DISA instructions. Once the anemometers were adjusted, the probes were left in place and the systems were left in operation continuously for the duration of the tests, day and night. Cold resistances were checked daily by turning off the anemometers briefly. By allowing the systems to operate continu usly, instrument drift and variations in wire cold-resistance (at the sonstant tunnel temperature of $60^{\circ} \mathrm{F}$ ) were minimized. In one case a senser was operated for nearly two weeks, and the total change in sensor resi=tance was less than 1 percent. Instrument drift was minimized to the point that recalibration of the hot wires was necessary only at intervals of one and one-half to two hours.

Adjustments of the linearizer units was accomplished by trial-anderror using the wind tunnel to produce controlled air velocities. With the tunnel operating at 40 fps , a gain value was selected to produce a desired output voltage, such as 2.00 volts. The air speed was then reduced to 20 fps and the output voltage was again checked. Any deviation from linearity ( 1.00 volt in this case) was corrected by adjusting the exponent control and then iterating through the same steps. Once the linearity by this process was within the tolerance of the speed control on the tunnel, a series of outputs of the total system were measured for various air speeds over the range of operation anticipated. These values were plotted to detect any systematic deviation from linearity as evidenced by curvature in the voltage-velocity relationship. As the output of each wire approached linearity, an additional checking process was used involving the difference output of the sum-difference unit. At the higher velocity the gains of the linearizers were adjusted until the difference output was exactly zero; then as the velocity was decreased this same output was checked at all points. Any non-zero difference output at lower velocities was a direct measure of mismatch between the calibration curves and was used to assist in achieving close match between curves. Since a deviation from zero of $\pm 0.001$ millivolts could be detected, the sensibility of this technique was of the order of 0.1 percent.

After a satisfactory linearization of output was achieved, the calibration data was then computer-fitted to a straight line by the least-squares method using a polynomial fitting routine, no. BMDOSR, originally developed at UCLA; and the resulting line parameters (intercept and slope) were used in the reduction of the data. The
compater program also provided various computed statistical parameters for the calibration data and the least-squares regression line. These compated values (listed in Table I) include the standard error of the regression coefficient (slope), the correlation coefficient between the data and the regression line, the variance due to the regression, the variance about the regression, and a computation of the F statistic (50). For =his situation the F statistic is of little value since it is useful only to reject the hypothesis that the line slope is zero--a trivial step here since the data was forced to fit a sloping straight line in the =inearizing procedure. The remaining parameters are useful since they provide a statistical measure of the uncertainty in the calibration resu-ts. Of particular interest is the standard error of the regression coefficient (slope) since it is that value which together with the interept is used to reduce the data. As can be seen from Table I, the largest standard error in the data runs ultimately retained in the study was approximately three percent of the regression coefficient.

Since the DISA filter units were included in the foregoing "black box" $2 a l i b r a t i o n, ~ a n y ~ d i s c r e p a n c i e s ~ f r o m ~ u n i t ~ g a i n ~ o n ~ D C ~ s i g n a l s ~$ passing through the filters were automatically accounted for in the calibration. However the effects of the filters upon AC signals needed to be verified and matched in regard to attenuation of frequencies (roll-off points) and phase shift effects particularly since crosscorrelations would eventually be performed on the two outputs.

Two procedures were used to check the matching between the two filte units. First, sine waves of various frequencies were fed into each init and the rms values of input and output were compared to deteraine the roll-off ( 3 db attenuation) point for the 20 khz low-pass
settings. Within the limited accuracy of this technique, the measured roll-off points agreed with the nominal setting of the filter.

As a second and more accurate check, the correlation function computer was used to examine the relative outputs of each filter channel with a common positively-biased sinusoidal signal applied to the inputs of the linearizers. By cross-correlating the output and the input and comparing the resulting cross-correlation function to the autocorrelation function of the input, the phase shift of each channel could be determined by examining the phase relationship between the correlation functions. Similarly the two outputs were cross-correlated and compared to the autocorrelations of each output to detect any differential phase shift between the two channels. A representative sample of the correlation outputs is displayed in Fig. 14. It must be remembered when examining these functions that the output wave form has been distorted by the linearization operation; hence the sine wave form has been peaked more sharply at the higher voltage peaks and has been flattened at the lower voltage valleys. (The input sine wave was biased with a positive DC voltage so that the total signal was always positive since the linearizer does not function with a negative voltage input). However, the location of the peaks is still valid for determining the overall effect on phase relationships; and as can be seen from Fig. 14, there was no detectable differential phase shift between channel 1 and channel 2. The resolution of this technique is well within $\pm 1^{\circ}$.

At this point it must be recognized that the phase shift through the linearizer-filter network is also a function of the impedances of the adjacent units; i.e., the output impedance of the anemometers and the input impedance of the sum-difference units. Checking the
phase-difference characteristics of the linearizer filter networks does not guarantee phase-matching for the entire system unless the adjacent impedances are identical between channel 1 and channel 2. Repetition of the above procedures with the total circuit connected and with the sintsoidal inputs applied to the anemometer bridge-input connection revealed that the phase relationship between outputs was still matched to within $\pm 1^{\circ}$.

## Hot-Wire Sensor Errors

The hot-wire anemometer system is subject to additional errors or distrtions besides those due to the electronic system. The hot-wire sensor itself responds to various phenomena and inputs related to its nature and geometry as well as the conditions in the fluid stream being investigated. Complete understanding of all effects has not yet been achiəved and some may never be fully resolved; however much progress has seen made and the behavior of the sensor must be considered in the ligh = of best available technology.

In the present work the following effects may be expected to be sign=ficant:

Fluid temperature effects Systematic errors due to wire geometry Errors due to improperly aligned wires Velocity gradient effects

The influence of each of these will now be considered.

## Fluic Temperature Effects

4 hot-wire sensor responds both to fluid velocity and temperature ( 5,4 万 $)$ and the interrelationship of these effects has been extensively studiəd. In the present experiments the fluid temperature was held constant throughout calibration and data-taking to eliminate the effects
of temperature fluctuations; however the cycling of the temperature control system gave rise to short term fluctuations in temperature of the order of $\pm 4-5^{\circ} \mathrm{F}\left( \pm 2 \cdot 2 \cdot 8^{\circ} \mathrm{C}\right)$. These variations in turn caused errors in the instantaneous velocity output of approximately $\pm 3$ percent; but all velocity values were integrated for periods of 30 seconds or longer and repeated trials indicated that the final fluctuations in integrated outputs due to temperature fluctuations were within $\pm 1 \frac{1}{2}$ percent. As a result all hot-wire data reported in this study is subject to an essentially random error of $\pm 1 \frac{1}{2}$ percent due to temperature fluctuation in the air stream. Errors due to long-term temperature drift are assumed to be negligible since the mean temperature was maintained within $\pm 1^{\circ} \mathrm{F}$.

## Analysis of X-Wire Outputs

The fundamental analysis of a hot-wire sensor is based upon the fact that the physical mechanism involved is that of heat loss from the wire to its surroundings $(5,47)$. The heat loss in turn can be related to certain of the fluid properties (particularly density and temperature), to the fluid velocity, and to the wire geometry and structure. For the present case the density variations are assumed to be negligible (incompressibility assumption) and the temperature is held constant within the limitations discussed above. A given sensor, then, should respond in some way to the velocity of the air passing over it, and the problem becomes one of interpreting the relationship between the output of the sensor-anemometer system and the velocity field giving rise to that output.

The linearization and calibration process described in the preceding section serves as the starting point for this interpretation, since the process established a (linear) relationship between the
velocity of the air at the sensor and the output voltage produced by the total anemometer-linearizer system. However, this relationship is vald only for the conditions existing at the point of calibration; i.e , a steady, uniform air stream encountering the sensor at a partic-ula- position and orientation. When the wire is placed in a region con-aining turbulence, the instantaneous velocity vector will vary widely in direction and magnitude, and all three velocity components wil: affect the wire output in varying amounts. It is thus necessary to relate the wire output under these conditions to the velocity components in terms of the calibration results in such a way that informatior about each component can be recovered. At least as many independent measurements must be taken as there are variables to be idertified. The usual methods used to obtain these measurements are to cperate the same sensor in a variety of orientations in the flow (yaned wires) or to operate more than one sensor simultaneously as close together as possible but at different orientations (wire arrays).

Each of the techniques mentioned has advantages and disadvantages. A single yawed wire requires only one sensor and electronic system and as a result is much easier to maintain and operate in terms of calibration drift, matching, etc. The chief disadvantage of the technique is tat repeated measurements must be taken at the same point but at diffərent orientations to discriminate between the flow variables. Such measarements necessarily occur with some time delay between them and cond_tions must be closely controlled to avoid errors due to unwanted fluc zuations in the system between measurement. In spite of careful cont-ol, each separate measurement introduces its own random error to inflaence the subsequent solution of the simultaneous equations. Small
errors introduced this way into the set of (usually three) equations may give rise to much magnified errors in final results depending on the nature of the solution matrix.

The most common arrays used are the two-wire types ("x"-wires) although three-wire probes have been constructed. The advantage of an x-wire probe lies in its ability to provide simultaneous information from two sensor positions to eliminate the need for repeated measurements at one position. Its disadvantages arise from the fact that two complete electronic systems must be operated and must be matched and calibrated carefully to avoid errors due to differing characteristics. In addition the processing of the outputs gives rise to output information which is difficult to interpret.

Both techniques were used in the present tests; the $x$-wire to measure much of the repetitive data and the single yawed wire to provide a cross check on the x-wire results. To estimate the errors possible in the results it is necessary to examine the physical and mathematical relationships for both techniques with particular attention to the assumptions and approximations involved. Details of this analysis are given in the Appendix. Correction factors resulting from the analysis were applied to the data where appropriate.

## Output System Calibrations

The devices used for data output consisted of the DISA rms meters, the Princeton correlator, and an $x-y$ recorder to plot the output of the correlator in addition to the tape recorder. Each of these units were adjusted and calibrated in the calibration shop before usage and were then checked twice daily or more against their internal calibration sources to maintain zero point settings and full scale gain adjustments.

The $x-y$ recorder was checked at least once daily against battery supply measured with the Hewlett-Packard integrating digital voltmeter.

At the start of each day and at the beginning of each new tape ree 1 , the tape recording system was fed a shorted input and then a measured DC signal on each channel to provide a reference check for each tape reel. Prior to the tests, reproduction levels and roll-off points of the recorder were calibrated by recording a series of signals ranging frol DC to 10 Khz on each channel and comparing the output rms values to the input values. The Tektronix preamplifier characteristics were map>ed in the same way as were the CSU sum-difference units. These experimental gain factors differed significantly from the nominal values and were used in the data reduction. Each of these procedures was also repeated after the experiments were completed to ascertain that no sigrificant change had occurred.

## Carriage Effects

As stated earlier, the instrument carriage was equipped with linear, ten-turn potentiometers for position indication. Initial checks revealed that linearity of the voltage output was sufficient to guarantee positional accuracy within about three mm or about $1 / 64 \mathrm{in}$. For work very close to the wall in thin boundary layers, this tolerance woull be too large; however it was deemed acceptable for most of the measarements performed in the present tests. The voltage outputs of the poteatiometers were measured with a digital voltmeter and were calibrated daily by measuring the position of the probe centerline and the corresponding voltages at two points each in the vertical and horizontal directions. The values were checked at least twice daily although the voltє̨ge output was remarkably constant and rarely required correction.

Recalibration was necessary each time the carriage was moved in the x-direction (along the carriage rails) since the tracks were not absolutely parallel to the floor.

Since secondary flow measurements were eventually attempted, the blockage effects and flow distortion due to the carriage structure were expected to be significant. The main portion of the carriage consists of a structure about four inches ( 10 cm ) thick spanning the tunnel at the level midway between the roof and the floor. (See Fig. 22.) The leading edge of this structure consists of a semi-cylinder with a diameter of 4.25 in . ( 108 cm ). Probes were normally mounted on a slender boom about $3 \mathrm{ft}(0.9 \mathrm{~m})$ ahead of this main structure. The boom in turn is carried on 1.25 in . ( 32 mm ) rods extending vertically downward from the main carriage.

The oncoming air flow can be expected to deflect downward below the structure and upward over the structure causing a vertical component of the velocity in regions above and below the carriage, which would confuse secondary flow results. To estimate this effect, a potential flow solution was constructed and free stream pressure measurements were taken to verify the solution.

The initial solution was obtained by assuming that the carriage behaves as a simple cylinder since the leading edge can be expected to dominate the effect. To account for the fixed boundaries (floor and ceiling) an infinite row of cylinders must be solved. The added or "image" cylinders are placed above and the boundaries, equally spaced and located so that the first image cylinder is the original cylinder reflected in the boundary. Such an arrangement guarantees that the
vertical velocity components will vanish at the boundary and the streamline midway between the cylinders functions as the boundary.

The potential solution to this problem is available from potential flow theory (2) and is given by an infinite series corresponding to the infinite row of cylinders.

An approximation using the first three terms (i.e., three cylinders) was attempted and proved to be sufficiently accurate as determined by the residual vertical component at the wall. (The vertical velocity became equal to zero within one in. ( 25 mm ) of the boundary.) This solction as given in (2) as
$u=U_{\infty}\left\{1+\frac{b^{2}\left[(y-2 d)^{2}-x^{2}\right]}{\left[x^{2}+(y-2 d)^{2}\right]^{2}}+\frac{b^{2}\left(y^{2}-x^{2}\right)}{\left(x^{2}+y^{2}\right)^{2}}+\frac{b^{2}[y+2 d)^{2}-x^{2}}{\left[x^{2}+(y+2 d]^{2}\right.}\right\}$
$v=-2 b^{2} x U_{\infty}\left\{\frac{y-2 d}{\left[x^{2}+(y-2 d)^{2}\right]^{2}}+\frac{y}{\left(x^{2}+y^{2}\right)^{2}}+\frac{y+2 d}{\left[x^{2}+(y+2 d)^{2}\right]^{2}}\right\}$
where $b$ is the cylinder radius and $d$ is the cylinder height above the floor.

Pressure distributions measured with the carriage in place were compared with the distributions predicted by the solutions and it was found that the measured values were slightly higher although the shape of tae distributions agreed very well. This effect was presumed to be due $=0$ the presence of the floor and ceiling boundary layer displacement thicknesses which cause the blockage effect to be greater than in the purely potential flow case. It was found that the measured pressure distribution could be matched very closely by assuming that the effective cylinder diameter was one and one-half times larger than the actuel carriage leading edge. Evidently this adjustment accounts for
the increased blockage resulting from the presence of boundary layers as well as stray effects due to the smaller carriage components. Figure 23 shows the computed pressure distribution compared to the measured values. (Note in Fig. 23 that the pressure values measured in the boundary layer are subject to large turbulence effects, the interpretation of which is not reliable.)

This potential solution was used to predict vertical flow components resulting from the carriage effect so that secondary flow measurements in the boundary layer could be interpreted more reliably. Also, the effects upon the mean velocities were estimated from this same solution, and all values are tabulated in Table IV.

## Attempted Measurements of $\overline{\mathrm{VW}}$

The use of either a single yawed wire or an x-wire probe permits the measurement of all components of the Reynolds stress tensor except the $\overline{v w}$ term. Hinze (5) suggests that in principle it should be possible to obtain measurements of $\overline{v w}$ by using a modified $x$-wire probe having one wire in the $x-y$ plane and one wire in the $x-z$ plane, both wires being yawed to the oncoming flow within their respective planes. This probe will be referred to as a "crossplane" probe.

Such a probe was constructed on special order by Thermo-Systems, Incorporated, and a series of measurements were attempted with it.

Analysis of the output of such a probe may be carried out in the same fashion as for the x -wire probe, with appropriate adjustments for the new geometry. Calling the wire in the $x-y$ plane number 1 and the wire in the $x-z$ plane number 3 and using Eq. (A-14), it may be seen that

$$
\begin{align*}
E_{1} & =S_{n}\left\{\left[\left(U_{m}+u\right) \cos \theta_{1}+v \sin \theta_{1}\right]^{2}+w^{2}\right\}^{1 / 2}+S_{p}\left(U_{m}+u\right) \sin \theta_{1} \\
& -S_{p} v \cos \theta_{1} \tag{3-3}
\end{align*}
$$

The wire in the $x-z$ plane was yawed clockwise to the oncoming flow when vieved from above, hence its output may be written as

$$
\begin{align*}
E_{3} & =S_{n}\left\{\left[\left(U_{m}+u\right) \cos \theta_{3}+(-w) \sin \theta_{3}\right]^{2}+v^{2}\right\} 1 / 2+S_{p}\left(U_{m}+u\right) \sin \theta_{3} \\
& -S_{p}(-w) \cos \theta_{3} \tag{3-4}
\end{align*}
$$

Expanding as before for the $x$-wire probe and retaining terms to the same order of magnitude results in the following equation for the fluctuating protion of the difference voltage:

$$
\begin{align*}
e_{1}-e_{3} & =S_{n}\left[u\left(\cos \theta_{1}-\cos \theta_{3}\right)+v \sin \theta_{1}+w \sin \theta_{3}\right] \\
& +S_{p} u\left(\sin \theta_{1}-\sin \theta_{3}\right)-S_{p}\left(v \cos \theta_{1}+w \cos \theta_{3}\right) \tag{3-5}
\end{align*}
$$

Assuming that the influence of the $u$ component may be neglected if the two wire angles are nearly equal and again using the experimeñally determined calibration values from the probe, it is possible to =ewrite Eq. (3-5) as

$$
\begin{equation*}
e_{i}-e_{3}=0.0695 v+0.0516 w \tag{3-6}
\end{equation*}
$$

which, when squared, produces Eq. (3-7).

$$
\begin{equation*}
\overline{\left(e_{i}-e_{3}\right)^{2}}=(0.0695)^{2} \overline{v^{2}}+2(0.0695)(0.0516) \overline{v w}+(0.0516) 2 \overline{w^{2}} \tag{3-7}
\end{equation*}
$$

Thus it is evident that even to the level of approximation assumed, this probe responds to a mixture of $\overline{v^{2}}, \overline{w^{2}}$, and $\overline{v w}$. Solving for $\overline{v w}$ proances Eq. (3-8).

$$
\begin{equation*}
\overline{v w}=139.4 \overline{\left(e_{1}-e_{3}\right)^{2}}-0.673 \overline{v^{2}}-0.371 \overline{w^{2}} \tag{3-8}
\end{equation*}
$$

Equation (3-8) was used to reduce the data taken with this cross plane probe; however it may be noted immediately that the level of uncertainty in values of $\overline{\mathrm{VW}}$ will be very high. The term $\overline{\mathrm{VW}}$ may be expected to be relatively small and must be obtained from the differences among three separate measurements of quantities which are all larger than $\overline{\mathrm{Vw}}$. In addition, the smaller magnitude of $\overline{\mathrm{vw}}$ means that the various terms neglected in the expansions leading to Eq. (3-5) will assume greater importance and will result in much larger relative errors. Thus, while in theory it is possible to measure $\overline{\mathrm{Vw}}$ with such a probe, the results obtained were completely inconclusive.

## Measurements of Vertical and Lateral Mean Flow Components

One of the features of interest in a three dimensional flow of this type is the existence of lateral and vertical mean flow components. Attempts to detect such components visually with tufts, smoke tracers, and liquid films on the floor were completely fruitless. The high turbulence level in the boundary layer near the roughness produced turbulent mixing which obliterated any visual transport effects that may have been present.

The fact that turbulent mixing effectively hides the visual effects of lateral and vertical transport by the mean flow is of course significant in itself. The implication is that the influence of the $y$ and $z$ components of the mean flow are much smaller than the influence of the turbulent mixing. Nevertheless, quantitative measurements would be more satisfying and were pursued.

Veenhuizen (21) had demonstrated earlier that secondary flow components in the boundary layer of this same tunnel could be measured using a yawed wire technique involving careful (and tedious)
posi-ioning and calibration of a single yawed wire. The success of his effozts suggested that it might be possible to extract similar results from an $x$-wire probe which is sensitive not only to the fluctuating compenent perpendicular to its axis as discussed earlier, but also to the nean flow component in that same direction. Just as the rms value of tEe fluctuating difference voltage can be related to the $v$ or $w$ fluctuations, so can the DC level of the difference voltage be related to mean flow components, $V$ or $W$. The difficulty with this procedure lies with the fact that measuring the $D C$ level of the difference requ:res processing of the complete signal from each wire (DC plus AC). The IC level of each wire is also related to the mean flow component in the $x$ direction, which may be one or more orders of magnitude greater than the largest cross flow components. Measurement of the crose flow thus entails measuring the very small difference between two large signals. (Resolution on the order of 10 mv was required to obtain this difference. Typical individual wire voltages might be 4000 mv and 2990 mv.$)$ While forming the difference reliably is within the capatility of the operational amplifiers used, the problems of drift and proper calibration are much more imposing. However, a technique was deve-oped which permitted measurement of the cross flows within a usable unce=tainty level.

If the x-wire probe is installed in the horizontal plane, perfectly aligıed with the mean flow centerline, and perfectly calibrated, then the $\mathbb{I C}$ difference voltage could be adjusted to be exactly zero when the cros flow $W$ is zero. Imperfections or errors can thus arise from four sources, each of which may produce a voltage contribution to the
total DC difference voltage output. Specifically, these may be identified as
$E_{y}$, difference output due to probe yaw, or misalignments, relative to the flow centerline. Yaw produces an apparent lateral flow component.
$E_{b}$, difference output due to probe bias or calibration mismatch between individual wires resulting in a non-zero difference when no cross flow is present.
$E_{e}$, difference output due to systematic errors caused by turbulence effects on the wires.
$E_{w}$, difference output actually due to the cross flow component. The total probe DC difference output is the algebraic sum of the four voltages, and since the unwanted quantities may actually be larger than the desired quantity $\mathrm{E}_{\mathrm{w}}$, they must be accounted for.

The yaw output $E_{y}$ may be eliminated by careful alignment of the probe to the physical mean flow centerline. This step was accomplished first each time after the carriage was moved to a new location. For a probe oriented in the horizontal plane, alignment was made relative to a taut wire stretched the length of the tunnel centerline. For the vertical plane orientation, a precision bubble level was used.

The probe bias output $\mathrm{E}_{\mathrm{b}}$ is the most troublesome quantity since it is influenced by very slight calibration errors and by differential drift between the two anemometer systems. Effects of these factors may be better understood by referring to hypothetical calibration curves for the individual wires (see Fig. 24). While the slopes and linearity of each calibration curve can be established to within two to three percent of the mean velocity, these errors become much more significant
when small DC differences are examined for cross flows. It is a simple matter of gain adjustment to shift the calibration curve of either wire to effect a match at a given mean velocity; however a change in mean velocity causes a change in the difference output due to slight curvature $\supset r$ non-parallelism of the wire calibration curves. In addition, adjustment to eliminate $E_{b}$ must necessarily be done where $E_{e}$ and $E_{w}$ are b $ص$ th zero. Although $E_{e}$ is effectively zero in the free stream, $E_{w}$, due to secondary circulations and carriage effects, is not. Thus there is nc location where the probe can be adjusted to eliminate $E_{b}$, and this fact together with the unknown effects of $E_{e}$ result in a voltage difference containing three unknowns.

To resolve the dilemna, it was noted that both $E_{b}$ and $E_{e}$ should be realatively independent of $180^{\circ}$ rotations of the probe. $E_{b}$ is entimely an electrical bias due to differences in gain adjustments for a given mean velocity and is therefore independent of any probe rotations. $E_{e}$ is the effect of mean square voltages due to turbulent fluctuations at a point which adds to the DC output of each wire. Since the effect is due to a squared fluctuation, it can be assumed that the effect is largely unchanged by a $180^{\circ}$ rotation of the probe. The cros: flow voltage $\mathrm{E}_{\mathrm{w}}$ is however reversed in sign by a $180^{\circ}$ rotation; hence the outputs for two probe orientations differing by $180^{\circ}$ of rota-ion in a plane perpendicular to the mean flow centerline may be writ-en as

$$
\begin{align*}
& E=\left(E_{b}+E_{e}\right)+E_{w} \\
& E=\left(E_{b}+E_{e}\right)-E_{w} \tag{3-9}
\end{align*}
$$

Therefore the cross flow may be recovered by measuring the DC difference outputs at two orientations and taking one-half the difference between them. With this technique it is not necessary that the wires be perfectly matched; i.e., that $E_{b}$ be exactly zero. Drift effects are minimized since the two measurements may be taken within a few minutes and the error will be the amount of differential drift (change in $E_{b}$ ) occurring between the first and second measurement. This drift effect is not insignificant since a very reasonable drift of 0.1 percent in the mean velocity calibration curves produces variations of one percent in the largest cross flow values. Since the cross flows may pass through zero at some points, relative errors become very large. (Fortunately the sensitivities, $S_{u}$ and $S_{v}$, of the wires are related to the slopes of the calibration curves which remain relatively constant during the drifting process.)

Although $E_{b}$ and $E_{e}$ vary greatly from point to point in the boundary layer, the quantity $\mathrm{E}_{\mathrm{b}}+\mathrm{E}_{\mathrm{e}}$ is automatically redetermined at each point of measurement. As can be seen, the sum of the two measured outputs is equal to twice the sum of $\mathrm{E}_{\mathrm{b}}+\mathrm{E}_{\mathrm{e}}$; hence this quantity can be monitored. Repeated pairs of measurements at a given point give an indication of drift since $E_{e}$ is presumably constant at a point. Fluctuations in the various quantities including the cross flow itself were accounted for by integrating the outputs over periods of one minute or more. Measurements of vertical flow components were obtained in a similar fashion, using the probe in a vertical plane. The effect of the carriage in deflecting the flow downward was readily noticeable; therefore the carriage potential solution was used to correct the vertical component results. Of course the procedure of linearly
superimposing the potential solution and the measured boundary layer results is questionable; however it was felt that this procedure should give at least a reasonable estimate of the vertical flow components.

## Chapter IV

EXPERIMENTAL RESULTS AND OBSERVATIONS

Early results in some ways followed trends which might be expected intuitively; however there were certain characteristics which were unexpected. Figure 68, for example, shows the lateral profile of $\overline{u w}$ in the region over the roughness two feet downstream from the leading edge. Over the roughness the profile is nearly two-dimensional, i.e., independent of $z$. The transition from this two-dimensional region over the roughness to the two-dimensional region outside the roughness is accomplished abruptly in a relatively narrow strip which is essentially a vertically-oriented shear plane. Within this shear plane, turbulence quantities rise to values which are significantly greater than those in the region over the roughness. Peak values of quantities in the shear layer were deliberately sought out by ovserving rms outputs during traversing.

Greater retardation of the flow and higher turbulence levels are expected over the roughness. The abrupt changes in the $z$ direction, however, are interesting in that the abruptness persists downstream, and similar patterns are found 15 feet ( 4.6 m ) from the leading edge (see Figs. 70 and 72). Recent work (57) examining flows over multiple strips of roughness have reported a periodic but less abrupt variation of flow quantities in the $z$ direction. Townsend (11) in his work assumed a linear variation of $\overline{\mathrm{Vw}}$ in the $z$ direction from the centerline of the roughness--a logical but now questionable assumption in the light of these results.

Variations in vertical planes parallel to the flow were much as expected and the existence of an internal boundary layer was readily
obse=ved from vertical profiles of velocity and turbulence quantities. A picture of the flow thus emerged consisting of a nearly two-dimensional region over the roughness bounded by vertical shear layers in the region of the edges of the roughness (see Figs. 25 and 26). As the flow progresses downstream, the internal layer diffuses upward into the exterior boundary layer while the edge shear layers diffuse laterally into the inte nal and surrounding exterior boundary layer.

The model suggested here and depicted in Fig. 26 is approximate since the regions and boundaries between them are not so sharply defined and sther influences such as lateral and vertical velocity components are not represented; however it is helpful to visualize this model when examining the detailed results.

## Expe-imental Results

Figure 25 shows the coordinate system used for all measurements and discussion in this report. The $x-, y-$ and $x$ - coordinates were measured from the leading edge, floor, and roughness centerline, respectively. Since most data was taken over the half of the roughness nearest the tunnel windows (see Fig. 3), the $z$ - coordinate is negative for nost values.

Table III contains a listing of final velocity and turbulence data measured at distances of $2,4,7,9,11,13$, and 15 feet (0.6, 1.2, $2.1,2.7,3.4,4.0$, and 4.6 m$)$ from the leading edge of the roughness as $\rightsquigarrow 11$ as upstream a distance of three feet ( 0.9 m ) from the leading edge. The data in Table III was measured with an x-wire probe calibrated and corrected according to the discussion in Chapter III.

Since the $x$-wire array can measure only $\overline{u^{2}}, \overline{v^{2}}$ and $\overline{u v}$ in the vertical position, each traverse was repeated with the wire in the
horizontal position to obtain values of $\overline{w^{2}}$ and $\overline{u w}$ as well as duplicate values of $\overline{u^{2}}$ to be compared with those obtained from vertical measurements. In addition, mean velocity measurements can be taken with the wires in either position, and a number of velocity values were measured both ways at a given location. These repeated data values provide one measure of repeatability as well as an indication of errors due to turbulence and velocity gradient effect. Those values which were corrected according to Eq. (A-51) were compared to the uncorrected values and it was found that the use of Eq. (A-51) reduced the systematic errors due to turbulence. Since the velocity values also contain random errors, comparison of these repeated data points had to be done statistically. Among the data in Table III, there are 82 repeated points; hence the sample size is adequate to be significant. Presumably, if there are no systematic differences between velocity values obtained from vertically versus horizontally oriented probes, then the algebraic differences

```
difference = (velocity)}\mp@subsup{\mp@code{measured (velocity)}}{\mathrm{ measured }}{\mathrm{ vertically }
```

should have an average value of zero. An average greater than zero would indicate that the vertical probe reports a higher velocity than the horizontal probe while the reverse would be true for an average less than zero. A summary of computations for the differences so defined is as follows:

> Mean value of differences

| Uncorrected data | +0.195 fps |
| :--- | :--- |
| Corrected data | +0.091 fps |

Standard deviation
of differences
0.550 fps
0.545 fps

From these results it is evident that a vertical probe tends to report a higher velocity than a horizontal probe. This result is reascnable since, according to Eq. (A-51), a vertical probe is inflienced primarily by $\overline{w^{2}}$ while a horizontal probe is influenced by $\overline{v^{2}}$, rhich is smaller than $\overline{w^{2}}$ in most regions. Correction of the data by Ec. (A-51) is seen to reduce the systematic discrepancy between values. (This comparison, of course, does not guarantee the accuracy of e =ther value.)

The standard deviation of the differences, which can be interpreted as a measure of the scatter or uncertainty in the velocity data, is near y unchanged by the correction process, as might be expected. The value of 0.545 fps is about 1.3 percent of the free stream velocity and about three percent of the measured velocities near the roughness. Since 95 percent of the differences should fall within two standard deviations, the uncertainty is about $\pm 2.6$ percent in the outer levels of tle boundary layer and about $\pm 6$ percent near the wall for all but a few data values. These values compare well with the discussion in Chap=er III where it was pointed out that a scatter of $\pm 1 \frac{1}{2}$ percent in measmred free stream velocities occurred due to temperature fluctuations. If the additional calibration uncertainty is added, the value of $\pm 2.6$ percent seen here is consistent with those earlier results.

Another factor to be considered when examining the mean velocity data would be the influence of the carriage. However, a computation of the $=$ elocity perturbations using the potential solution described in Chapzer III (see Table IV) revealed that the maximum effect is approximate -y 0.14 percent of the free stream velocity and may be neglected. It can be noted however that the effect of the carriage in the potential
solution is to increase the mean velocity below $y=16 \mathrm{in}. \mathrm{(41} \mathrm{cm)} \mathrm{and}$ to decrease it above that point.

The possibility of systematic errors due to turbulence but not accounted for in the foregoing discussions still remains since turbulence could affect the heat transfer in both positions. Some cross checks were performed using the pitot tube directly with good results; and since the pitot tube is influenced by turbulence in a different way, such agreement suggests that the undetermined effects are minimal.

Interpretation of the data is facilitated by reducing it to graphical form; therefore plots of the velocity and turbulence results from Table III are presented in Figs. 27 through 74. Examination of these graphs underscores the difficulty involved in adequately mapping a complex, three-dimensional flow field. In spite of the very large number of data points obtained, there can still be found regions where more dense data fields would be very helpful.

The data is plotted in groupings according to the following order: velocities, $\overline{u^{2}}, \overline{v^{2}}, \overline{w^{2}}, \overline{u v}$, and $\overline{u w}$. Within each grouping are horizontal profiles (in the $z$ direction), vertical profiles taken along the flow centerline ( $z=0$ ), and vertical profiles taken near the edge of the roughness ( $z=-8.5 \mathrm{in}$. or -21.6 cm ). All points plotted in Figs. 27 through 74 are data points; i.e., there are no interpolated points shown.

As can be seen from these graphs and Table III, most of the data were obtained by taking horizontal traverses of the flow field at several heights above the surface until a level was reached where the influence of the roughness was not readily noticeable. The two vertical
profiles at each $x$ station were taken to aid in interpolation and to provide accurate vertical reference profiles.

Figure 27 depicts two horizontal velocity profiles taken three ft $(0.9 \mathrm{~m})$ upstream from the beginning of the roughness, and these profiles show clearly the influence of the secondary flows in the oncoming bouncary layer discussed earlier in Chapter III. Depression of the profiles at the center of the tunnel results from low momentum fluid being transported upward by the secondary circulation.

The effects felt by the boundary layer upon encountering the roughness are sharply noticeable in the horizontal velocity profiles giver in Figs. 28 through 32. Of particular interest is the edge region in wtich the transition occurs from the region affected by the roughness to the undisturbed flow. As $x=2 \mathrm{ft}(0.6 \mathrm{~m})$ this transition region exterds about 1 in . ( 25 mm ) over the roughness field and a similar distence into the region over the smooth floor. Farther downstream the influence of the roughness has penetrated farther upward into the bouncary layer; however the abruptness of the edge region is preserved even at $x=15 \mathrm{ft}(4.6 \mathrm{~m})$ (Fig. 32). In fact, the sharp "corner" in the velocity profiles at $z=-7.50$ in. ( 19 cm ) occurs at almost exactly the same point at $2 \mathrm{ft}(0.6 \mathrm{~m})$ and at $15 \mathrm{ft}(4.6 \mathrm{~m})$. To the left of the rougtness edge, however, the influence of the roughness does propagate to the left into the undisturbed layer, and a retardation of the velocity near the wall at $x=15 \mathrm{ft}(4.6 \mathrm{~m})$ can be discerned beyond $\mathrm{a}=-15 \mathrm{in} .(-38 \mathrm{~cm})$ versus $-11 \mathrm{in} .(-28 \mathrm{~cm})$ at $\mathrm{x}-2 \mathrm{ft}(0.6 \mathrm{~m})$.

In total, then, the edge effect seems to propagate outward at a noticeable rate, but it does not appear to propagate into the region above the roughness. As a result, the horizontal velocity profiles
above the roughness have much the same general form at all distances downstream. In this region the chief effect of moving downstream is that the retardation of the flow progresses upward into the boundary layer. In a broad sense it can be said that the existence of an edge itself does not significantly alter the velocity profiles over the roughness except in the immediate vicinity of that edge regardless of the distance downstream.

Figures 33 and 34 contain the vertical velocity profiles at the centerline of the flow ( $z=0$ ) and near the edge of the roughness. Since the profiles are plotted with offset origins for clarity, the upward propagation of the internal boundary layer is not directly obvious; however by superimposing the undisturbed profile ( $x=-3 \mathrm{ft}$ ) upon succeeding profiles the development of the internal layer may be readily traced. The dotted line shows the approximate development of this layer; however its location is subject to considerable uncertainty due to scatter in the data and the difficulty involved in detecting the point where the profiles diverge.

In similar fashion the horizontal profiles of $\sqrt{\overline{u^{2}}}$ are shown in Figs. 35 through 40 and vertical profiles are presented in Figs. 41 and 42 for centerline and edge regions respectively. It should be noted that the profiles closest to the wall in Figs. 36 and 37 have been offset for clarity, for these are the profiles which show the greatest differences between a horizontally and a vertically-oriented probe as discussed in Chapter III.

Of interest in Figs. 36 through 40 are the edge regions with peak values of $\sqrt{\overline{u^{2}}}$ near $z=-7.50 \mathrm{in}$. (19 cm) or about 1 in . ( 25 mm ) inside the edge of the roughness. Comparing the locations of these
peaks to the velocity profiles it may be seen that the level of this turbulent component is greatest at the point where the slope of the horizontal velocity profile is the greatest. This fact suggests that turbulent production results from the shearing action in the edge region, as might be expected and this production adds to that resulting from the roughness itself.

Jnlike the behavior of the velocity profiles, the larger levels of turbulence in the edge region do not appear to affect the regions away from the edge. Even at $15 \mathrm{ft}(4.6 \mathrm{~m})$ the shape of the turbulence profile closest to the wall does not show any lateral diffusion of turbulent anergy away from the edge region. In fact the profiles closest to the wall at $2 \mathrm{ft}(0.6 \mathrm{~m})$ and $15 \mathrm{ft}(4.6 \mathrm{~m})$ are virtually identical when allowance is made for the slight difference in vertical height.

Vertical propagation of the internal boundary layer is again noticeable if the curves in Figs. 41 and 42 are superimposed; although the uncertainty is even greater than when using the velocity profiles.

In the next series of figures, numbered 43 through 50 , the vertical turbulence component $\sqrt{\overline{v^{2}}}$ is presented. The general pattern of this companent is similar to $\sqrt{\overline{u^{2}}}$ with a peaking about one in. inside the edge of the roughness which persists downstream but does not appear to diffuse laterally. Again the distribution of this quantity is remarkably independent of $z$ except in the immediate neighborhood of the edge.

The vertical distributions in Figs. 49 and 50 also provide an indication of internal layer growth if the upstream profile is superimposed on succeeding profiles; although the accuracy is no better than with the velocity or $\sqrt{\mathrm{u}^{2}}$ profiles.

Very similar observations may be made in regard to the profiles of $\overline{w^{2}}$ in Figs. 51 through 58. It may be noted, however, that the lateral fluctuations, w, are everywhere larger than the corresponding vertical fluctuations, $v$, as might be expected in a nonisotropic turbulence field near a wall. The Reynolds stress quantity, $\overline{u v}$, is plotted in Figs. 59 through 66. The horizontal profiles have much the same form as the other quantities, and again there seems to be very little spreading of the edge effect. On the other hand, the vertical profiles, which have been plotted with offsets in Figs. 65 and 66, display abrupt changes in slope at heights above the wall which increase with $x$. These points, which might be taken as the upper limit of the internal layer, are quite distinct up to $x=7 \mathrm{ft}(2.1 \mathrm{~m})$; and the point at $15 \mathrm{ft}(4.6 \mathrm{~m})$ is also distinguishable although not so clearly.

The $\overline{u w}$ profiles in Figs. 67 through 74 are particularly interesting since $\overline{u w}$ will normally be zero in a flow which is independent of $z$ but may be expected to be non-zero in the present case wherever $\frac{\partial \bar{u}}{\partial z} \neq 0$. It may be noted, for example in Fig. 68, that $\overline{u w}$ is nearly zero over the roughness and away from the roughness wherever $\frac{\partial \bar{u}}{\partial z} \cong 0$. In the edge or shear layer region $\overline{u w}$ attains values which are comparable in magnitude to $\overline{u v}$; and furthermore the values of $\overline{u w}$ are positive where $\frac{\partial \bar{u}}{\partial z}<0$ a fact which would be in agreement with conventional eddy-viscosity postulates.

Measurements of the lateral mean flow component, W, are listed in Table $V$, while values of the vertical component, $V$, are given in Table VI. The values are very small relative to other quantities and the uncertainties are large; hence detailed surveys of all regions were not attempted. Representative values were obtained at $x=-3,7$, and $15 \mathrm{ft}(-0.9,2.1$, and 4.6 m$)$.

In Tables V and VI, four quantities are listed for comparison with and $n$ relation to the discussion of cross flow measurement techniques in Ciapter III. The "corrected velocity" values represent the final values obtained using the probe yaw-calibration factors. The "velocity" values are the raw reduced values using the mean flow calibration factors and assuming that $S_{v} / S_{u}=1.000$. The terms "mean" and "bias" voltages are arbitrary designations and refer to the values obtained by takiag one-half of the difference and one-half of the sum of the probe outpats in two positions $180^{\circ}$ apart. (See Eqs. 3-9 and the discussion follwing.)

The mean voltage is the value from which the cross flow velocity, is derived. The bias voltage is a measure of the quantity $\left(E_{b}+E_{e}\right)$ from Eq. (3-9) and it is listed since changes in this value from point to p-int give an indication of the rate of instrument drift coupled with turblence effects. It will be noted that successive values do not change greatly. The occasional large step changes were the result of deliberate readjustments of the zero points on the linearizers in an effozt to keep the bias voltage near zero.

Figures 75,76 , and 77 are maps of the cross flow data at $x=-3,7$, and $15 \mathrm{ft}(-0.9,2.1$, and 4.6 m$)$, respectively. Several comments may be made in reference to this data.

Upstream from the roughness at $x=-3 \mathrm{ft}$ or -0.9 m (Fig. 75), the cros: flow near the floor tends to be inward toward the centerline. It can $=1$ so be seen that the pattern is not symmetrical but is skewed to the right near the floor. Higher in the boundary layer, which is about 15 ir. ( 38 cm ) thick at this point, the flow is outward and skewed to the =eft.

The maximum value of $W$ is about $0.7-0.8$ percent of the mean flow velocity, a value which is remarkably similar to the values reported by Veenhuizen (21) for the same tunnel. Although Veenhuizen also found asymmetry in the secondary flow and generally similar patterns of inflow near the floor with outflow in the corner bisector region, the details of his patterns differ somewhat from the present results. Much of the difference may be due to the fact that Veenhuizen used tripping roughness on all four walls of the entrance region to achieve quadrilateral symmetry. In the present tests, only the entrance floor was roughened--the walls were left smooth to minimize the wall boundary layers and keep them away from the test surface.

It must be recognized from these results that the oncoming boundary layer already contains cross flow and vertical flow components as well as asymmetries of the form and amounts depicted in Fig. 75.

Moving to the limited data at $x=7 \mathrm{ft}$ or 2.1 m (Fig. 76), it can be seen that the cross flow is beginning to reverse near the floor, so that the inflow is changing to outflow. At $x=15 \mathrm{ft}$ or 4.6 m (Fig. 77) an outflow has developed with a maximum magnitude of about 1.5 percent of the free stream velocity.

It is interesting to note that there is a vestigial region of inflow noticeable about 4 in. ( 10 cm ) above the floor. Also, the skewness to the right introduced by the oncoming flow persists even at $15 \mathrm{ft}(4.6 \mathrm{~m})$ along the roughness as evidenced by the vanishing of the cross flow off-center near $z=+4$ in. ( 10 cm ).

In view of these results, the diagram of model of the flow depizted in Fig. 26 may be modified slightly by including an outward flow pattern near the floor. The data of Fig. 77 suggests that this cross flow decreases rapidly away from the floor and there is no obvious inflow farther from the floor within the range of the data.

The outflow over the roughness requires that mass be supplied to the region over the roughness to satisfy continuity. In a twodimensional problem, the outflow would imply a corresponding downflow within the internal boundary layer; however in a three-dimensional flow a second possibility exists. Mass may also be supplied by convection if, Jver an increment of length in the $x$ direction, the amount of mass arriving from upstream exceeds the amount leaving downstream.

Some measurements of $V$, the mean flow component in the vertical direction, were taken by the same technique used for $W$, and the results are listed in Table VI. Data was obtained for the upstream boundary layer at $x=-3 \mathrm{ft}(-0.9 \mathrm{~m})$ and over the roughness at $\mathrm{x}=15 \mathrm{ft}(4.6 \mathrm{~m})$; and these sets of values are plotted in Figs. 78 and 79, respectively. For all values of $V$ in Table VI, the corrected velocity includes a correction for the carriage effect obtained by using the potential solltion described in Chapter III. Although the vertical component is ratrer minuscule throughout much of the flow field, some noticeable effects may be detected. The region near $z=4 \mathrm{in}$. ( 10 cm ) is of particular interest, because it is a region of slight upflow ahead of the roughness (Fig. 78), while in the same region over the roughness at $x=15 \mathrm{ft}$ (Fig. 79) there is a noticeable downflow. Referring again to Fig 77, it can be seen that this region corresponds to the locus of zer cross flow. To the left and to the right of this region in Fig. 79
can be detected regions of slight upflow (near $z=-8 \mathrm{in} .(-20 \mathrm{~cm})$ and $z=+20 \mathrm{in} .(51 \mathrm{~cm}))$, and the skewness to the right is again evident. The values of vertical velocity nearest the floor at $x=15 \mathrm{ft}(4.6 \mathrm{~m})$ are uniformly downward in the region corresponding to that of strongest outflow. Allowing for the displacement of the flow pattern to the right, it can be seen that the total downflow region is approximately the same width as the roughness pattern.

These results are most interesting since they agree with the qualitative predictions of Townsend (11) and Hinze (15) discussed in Chapter I. The data values herein provide a reasonable estimate of the magnitudes and distributions of these flow components, and it may immediately be seen that the effect upon the mean flow vector is indeed small. As an example, the largest cross flow, which is measured at $y=0.56 \mathrm{in} .(1.4 \mathrm{~cm})$ or about $0.3 \mathrm{in} .(0.8 \mathrm{~cm})$ above the tops of the roughness elements, is about $0.5 \mathrm{fps}(0.15 \mathrm{~m} / \mathrm{s})$. The mean velocity at that point is about $15-16 \mathrm{fps}(4.6-4.9 \mathrm{~m} / \mathrm{s})$; hence the flow vector is deflected less than two degrees.

Examinations of the gradients of $W$ provide one possible reason why attempts to measure $\overline{\mathrm{vw}}$ were fruitless. The largest value of $\partial W / \partial y$ is of the order of $8 \mathrm{fps} / \mathrm{ft}(8 \mathrm{~m} / \mathrm{s} / \mathrm{m})$, which is at least an order of magnitude smaller than typical values of $\partial U / \partial y$. If it is assumed that an eddy-viscosity model is even crudely appropriate to describe the relationship between $\overline{\mathrm{VW}}$ and $\partial W / \partial y$, and if it is further assumed that such eddy viscosity would be the same quantity used to analyze $\overline{u v}$ in terms of $\partial \bar{U} / \partial y$, then the maximum value of $\overline{\mathrm{Vw}}$ would be at least an order of magnitude smaller than the larger values of $\overline{u v}$.

It should be noted that the value of $W$ must become zero at the wall (actually at the surface of the roughness elements), and there must be a larger gradient of $W$ below the last data points. However, that region falls within one roughness height from the tops of the roughness elements, and the flow in that region can be expected to be dominated by local effects of individual elements.

## Chapter V

## ANALYSIS OF RESULTS

It has been observed (see Fig. 26) that the flow field may be regarded as having several distinguishable regions within which the conditions may be consistent; yet there are significant differences when comparing one region to another. Therefore it is necessary to examine each region individually if justifiable simplifications of the equations are to be made. The conventional three-dimensional boundary layer approximations do not apply uniformly and must be modified according to the conditions prevailing in each region--conditions which may be inferred from the experimental results.

In Fig. 26 four regions have been delineated and numbered for reference taking into account the symmetry about the vertical center plane of the flow. Region I consists of the turbulent boundary layer sufficiently far from the roughness edge that roughness effects are of second order or smaller. To the first order of approximation, this region consists of the undisturbed boundary layer, and for large values of $|z|$, the influence of the roughness strip will approach zero. The upper and lower boundaries of Region I are the free stream and the smooth wall respectively. As the roughness edge is approached, Region I must at some point match Region IV up to the height of the inner boundary layer and Region II from that point up to the free stream.

Region II consists of that portion of the boundary layer over the roughness and above the inner layer; i.e., above Regions III and IV. To the first order of approximation, Region II consists of that part of the original boundary layer which has not yet been affected by the growth of the internal layer even though it is above the roughness.

The lower boundary of Region II is the upper limit of penetration of the inne: layer, and Region II extends to the free stream. The lateral bounlaries of this region blend smoothly with Region I; in fact, if it were not for secondary effects such as cross and vertical flows and disp acements due to growth of the inner layer, there would be no dist_nguishable changes at the interface between Regions I and II.

Regions III and IV constitute the inner layer and contain the effects of the roughness which are significant even to first order analysis. Region III is marked by flow quantities which are relatively independent of $z$; while Region IV contains gradients in the $z$ direction which are of the same order of magnitude as the $y$ gradients. Except for second-order effects, Region III behaves much like a flow over a two-dimensional step change in roughness, with the lower boundary being the roughened surface and the upper boundary being the top of the internal boundary layer, which increases in height with increasing $x$.

Region IV is quite narrow in the $z$ direction, extending only a short distance each side of the edge. It serves as the region of adjustment between III and I. The lower boundary of Region IV is complex since it contains a large step change in surface roughness in the $z$ direction as well as a small step change in mean surface elevation due to the roughness elements. Region IV is three-dimensional in the broadest sense with significant dependence on all three coordinate directions.

In passing it should be noted that the leading edge section of the roughness $(x=0)$ is avoided in this analysis since it contains even nore complex features. Sections of the flow near the leading edge corners will contain gradients of the same order of magnitude in all
three coordinate directions; hence only the complete set of equations with all terms retained would be valid.

With the four regions identified, the momentum equations can be examined for each, with subscripts used to identify the regions. The general form of the equations assuming incompressibility and steady flow would be

Continuity:

$$
\begin{equation*}
\frac{\partial U}{\partial x}+\frac{\partial V}{\partial y}+\frac{\partial W}{\partial z}=0 \tag{5-1}
\end{equation*}
$$

Momentum:

$$
\begin{align*}
& U \frac{\partial U}{\partial x}+V \frac{\partial U}{\partial y}+W \frac{\partial U}{\partial z}+\frac{\partial \overline{u^{2}}}{\partial x}+\frac{\partial \overline{u v}}{\partial y}+\frac{\partial \overline{u w}}{\partial z} \\
&=-\frac{1}{\rho} \frac{\partial P}{\partial^{x}}+v\left(\frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} U}{\partial y^{2}}+\frac{\partial^{2} U}{\partial z^{2}}\right)  \tag{5-2}\\
& \begin{aligned}
& U \frac{\partial V}{\partial x}+V \frac{\partial V}{\partial y}+W \frac{\partial V}{\partial z}+\frac{\partial \overline{u v}}{\partial x}+\frac{\partial v^{2}}{\partial y}+\frac{\partial \overline{v w}}{\partial z} \\
&=-\frac{1}{\rho} \frac{\partial P}{\partial y}+v\left(\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}\right) \\
& \begin{aligned}
U \frac{\partial W}{\partial x} & +V \frac{\partial W}{\partial y}+W \frac{\partial W}{\partial z}+\frac{\partial \overline{u w}}{\partial x}+\frac{\partial \overline{v w}}{\partial y}+\frac{\partial w^{2}}{\partial z} \\
& =-\frac{1}{\rho} \frac{\partial P}{\partial z}+v\left(\frac{\partial^{2} W}{\partial x^{2}}+\frac{\partial^{2} W}{\partial y^{2}}+\frac{\partial^{2} W}{\partial z^{2}}\right)
\end{aligned}
\end{aligned} . \tag{5-3}
\end{align*}
$$

Simplification of these equations must now be done by referring to the known properties of the flow and the experimental values. Attention will be focused upon the flow field away from the leading edge of the roughness recognizing that the assumptions proposed may not be valid there. A key factor in the following analysis is the conclusions to be drawn about the flow components $V$ and $W$. Referring to the velocity
map $=$ in Figs. 75 through 79 and making due allowances for the oncoming secondary flows and the flow skewness in the tunnel discussed in Chapter IV, it may be concluded that the influence of the roughness upos $V$ and $W$ is twofold. First, an outflow (W) is produced near the roughened surface. Second, a corresponding downflow (V) exists over the roughness in contrast to the usual upward flow which exists in two-dimensional boundary layers.

## Region I

In Region I several terms may be neglected on the basis of the above discussion and the data. The curvature (viscous) terms are neglected except for the $y$ term in the $x$ equation. Comparison of
 and on this basis the term $\frac{\partial u^{2}}{\partial x}$ is neglected. Since there is a discerrable $z$ gradient of $U$, in the data, and $W$ is non-zero near the bourdary of Regions I and IV, the convective terms involving these quartities are retained at this time. The $\overline{u w}$ term is neglected even though $\frac{\partial \overline{u w}}{\partial z} \neq 0$ near the wall (see Figs. 69, 70, 72) since its magnitude is at least an order less than the other terms. With the pressure term retained, the $x$ equation becomes

$$
\begin{equation*}
\left[U \frac{\partial U}{\partial x}+V \frac{\partial U}{\partial y}+W \frac{\partial U}{\partial z}+\frac{\partial \overline{u v}}{\partial y}=-\frac{1}{\rho} \frac{\partial P}{\partial x}+v \frac{\partial^{2} U}{\partial y^{2}}\right]_{I} \tag{5-5}
\end{equation*}
$$

When considering the $y$ equation, the data must be used to estinate the order of magnitude of the terms. On that basis it is possible to neglect the convective terms and the $\overline{u v}$ term. Although $\overline{v w}$ neasurements were quantitatively inconclusive, they do suggest an uppe= bound for this quantity which would make it negligible compared to the $\overline{v^{2}}$ term. (In addition the other terms in the Reynolds stress
tensor exhibit no large $z$ gradients; and this fact together with the fact that $W$ is relatively small would suggest, from eddy viscosity arguments, that $\overline{v w}$ is negligible. In any case, varies only slowly with $z$; hence $\frac{\partial \overline{v w}}{\partial z}$ will also be small.) With viscous terms neglected, the $y$ equation then becomes

$$
\begin{equation*}
\left[\frac{\partial \overline{v^{2}}}{\partial y}=-\frac{1}{\rho} \frac{\partial P}{\partial y}\right] I \tag{5-6}
\end{equation*}
$$

This equation may be integrated to form

$$
\begin{equation*}
\left[\mathrm{P}(x, y, z)+\overline{v^{2}}(x, y, z)\right]_{I}=P_{0} \tag{5-7}
\end{equation*}
$$

where $P_{0}$ is the uniform pressure outside the boundary layer.
The behavior of the terms in the $z$ equation is more difficult to analyze since all of the terms are small; however the data can again be used to establish estimates of the largest likely values of the terms. When this step is done, the results show that the convective and Reynolds stress terms (except $\frac{\partial \overline{\mathrm{Vw}}}{\partial \mathrm{y}}$ ) are remarkably similar in magnitude. Thus the $z$ equation in total is one order of magnitude smaller than the $z$ equation and if retained at all must be in the form

$$
\begin{equation*}
\left[U \frac{\partial W}{\partial x}+V \frac{\partial W}{\partial y}+W \frac{\partial W}{\partial z}+\frac{\partial \overline{u w}}{\partial x}+\frac{\partial w^{2}}{\partial z}=-\frac{1}{\rho} \frac{\partial P}{\partial z}\right]_{I} \tag{5-8}
\end{equation*}
$$

The continuity equation must be retained in total, and Region I is thus represented by Eqs. $(5-1),(5-5),(5-7)$, and (5-8). The momentum transport in the lateral (z) direction away from the roughness is seen to be a complex process described by Eq. (5-8), which is of higher order than the $x$ or $y$ equations. Physically this result is apparent from the fact that the influence of the roughness upon Region I is relatively small even at $15 \mathrm{ft}(4.6 \mathrm{~m})$ downstream.

Region II
Region II would be identical with the corresponding portion of the upstream boundary layer except that the vertical mean motion has been pertarbed by the roughness. Instead of an upward motion normally seen in a growing boundary layer, there is now a downward motion. The momentum and mass conservation equations in this region may be approximated by the forms

$$
\begin{align*}
& {\left[U \frac{\partial U}{\partial x}+V \frac{\partial U}{\partial y}+\frac{\partial \overline{u v}}{\partial y}\right]_{I I}=0}  \tag{5-9}\\
& {\left[P(x, y)+\rho \overline{v^{2}}(x, y)\right]_{I I}=P_{0}}  \tag{5-10}\\
& {\left[\frac{\partial U}{\partial x}+\frac{\partial V}{\partial y}\right]_{I I}=0} \tag{5-11}
\end{align*}
$$

Since $\overline{v^{2}}$ is small throughout Region II and varies little in the $x$ d-rection, the pressure throughout this region is nearly constant; therefore the impressed pressure on Regions III and IV is nearly constant.

Region III
Perhaps the most surprising aspect of Region III is the lack of deperdence upon $z$, a fact which makes it possible to neglect the $z$ derivatives in the $x$ momentum equation. The data also indicates that the $\overline{u^{2}}$ term may also be neglected leaving

$$
\begin{equation*}
\left[U \frac{\partial U}{\partial x}+V \frac{\partial U}{\partial y}+\frac{\partial \overline{u v}}{\partial y}=-\frac{1}{\rho} \frac{\partial P}{\partial x}+v \frac{\partial^{2} U}{\partial y^{2}}\right] I I I \tag{5-12}
\end{equation*}
$$

The result is equivalent to assuming that Region III is two-dimensional insofar as the mean flow is concerned.

The terms in the $y$ and $z$ equations are clearly smaller than those in the $x$ equation with the exception of the vertical gradient
of $\overline{v^{2}}$. These equations become

$$
\begin{gather*}
{\left[\frac{\partial \overline{v^{2}}}{\partial y}=-\frac{1}{\rho} \frac{\partial P}{\partial y}\right]_{\text {III }}}  \tag{5-13}\\
\text { or } \quad\left[P(x, y, z)+\rho \bar{v}^{2}(x, y, z)\right]_{I I I}=P_{0} \tag{5-14}
\end{gather*}
$$

and in the $z$ direction

$$
\begin{equation*}
\left[U \frac{\partial W}{\partial x}+V \frac{\partial W}{\partial y}+W \frac{\partial W}{\partial z}+\frac{\partial \overline{u w}}{\partial x}+\frac{\partial \overline{v w}}{\partial y}+\frac{\partial \overline{w^{2}}}{\partial z}=-\frac{1}{\rho} \frac{\partial P}{\partial z}\right]_{I I I} \tag{5-15}
\end{equation*}
$$

In consideration of Eq. $(5-13)$ and the fact that $\left[\frac{\partial \overline{v^{2}}}{\partial y}\right]$ III varies slowly with $x$, the pressure term in Eq. (5-12) may be neglected, leaving

$$
\begin{equation*}
\left[U \frac{\partial U}{\partial x}+V \frac{\partial U}{\partial y}+\frac{\partial \overline{u v}}{\partial y}=v \frac{\partial^{2} V}{\partial y^{2}}\right] \tag{5-16}
\end{equation*}
$$

(A similar comment may be made in regard to Eq. (5-5.)

## Region IV

Region IV is unique since it is highly three-dimensional with large gradients in the $z$ direction. It is also unique because it is relatively narrow in the $z$ direction and furthermore because the vertical velocity, $V$, is very small in this region. Not only does the data indicate that $V$ is small, but also it may be observed that $V$ must pass through zero as $|z|$ increases in the vicinity of the edge of the roughness since $V<0$ over the roughness but $V>0$ in the undisturbed boundary layer away from the roughness. The data indicates that the $\overline{v^{2}}$ term dominates the $y$ equation and the $U$ convective and $\overline{w^{2}}$ terms dominate the $z$ equation. If the $\overline{v w}$ terms are again neglected, the momentum and continuity equations for Region IV can be written as

$$
\begin{align*}
& {\left[U \frac{\partial U}{\partial x}+W \frac{\partial U}{\partial z}+\frac{\partial \overline{u v}}{\partial y}+\frac{\partial \overline{u w}}{\partial z}=v\left(\frac{\partial^{2} U}{\partial y^{2}}+\frac{\partial^{2} U}{\partial z^{2}}\right)\right] I V}  \tag{5-17}\\
& {\left[\frac{\partial v^{2}}{\partial y}=-\frac{1}{\rho} \frac{\partial P}{\partial y}\right] \text { IV }} \tag{5-18}
\end{align*}
$$

which can be written as

$$
\begin{align*}
& {\left[P(x, y, z)+\rho v^{2}(x, y, z)\right]_{I V}=P_{o}}  \tag{5-19}\\
& {\left[U \frac{\partial W}{\partial x}+\frac{\partial w^{2}}{\partial z}=-\frac{1}{\rho} \frac{\partial P}{\partial z}\right]_{I V}}  \tag{5-20}\\
& {\left[\frac{\partial U}{\partial x}+\frac{\partial W}{\partial z}\right]_{I V}=0} \tag{5-21}
\end{align*}
$$

## Analysis

Equations (5-17) through (5-21) representing Region IV provide the keys to understanding the mechanism which drives the vorticity seen in the present data, that of Elder (12), and the predictions of Townsend (11) and Hinze (15). If Eq. (5-19) is substituted into Eq. (5-20), the result is

$$
\begin{equation*}
\left[\mathrm{U} \frac{\partial W}{\partial x}+\frac{\overline{w^{2}}}{\partial z}=\frac{\overline{\partial v^{2}}}{\partial z}\right]_{I V} \tag{5-22}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[\mathrm{U} \frac{\partial W}{\partial x}=\frac{\partial}{\partial z}\left(\overline{v^{2}}-\overline{w^{2}}\right)\right] \text { IV } \tag{5-23}
\end{equation*}
$$

These equations may be compared to those proposed by Townsend (see Eqs. (1-1) through (1-7), and several differences will be noted; however it is interesting that Townsend with no data correctly predicted that the secondary-flow driving force would be related to the difference $\left(\overline{w^{2}}-\bar{v}^{2}\right)$ IV. The chief difference between the present results and Townsend's reasoning is his assumption that $\overline{\mathrm{vw}}$ would be the dominant driving term--an assumption which does not appear to be correct. He
also felt that the driving mechanism would be distributed widely away from the edge while the present results show that it is concentrated in Region IV. In addition, the $U$ convective term in the $z$ equation is significant but was neglected in his analysis.

If it is assumed that viscous effects are minor away from the wall, it is possible to check the balance represented by Eq. (5-17) at five locations in Region IV at the section $x=15 \mathrm{ft}(4.6 \mathrm{~m})$. The measurements at that location are sufficiently complete and five horizontal profiles are available together with a vertical profile at $z=7.81$ in. $(19.8 \mathrm{~cm})$. Graphical evaluation of derivatives from the experimental data is subject to considerable uncertainty; therefore the results of such an evaluation must be viewed with reservation. The value of $\left[\frac{\partial U}{\partial x}\right]$ IV is particularly unreliable because of the spacing between data values in the $x$ direction. Nevertheless, the process serves as a rough check on the validity of Eq. $(5-17)$ as well as revealing the relative impact of the individual terms.

Table VII lists the results of this evaluation at $z=7.81 \mathrm{in}$. and $x-15 \mathrm{ft}$. The same process may be carried out for other values of z with similar results; however it is necessary to interpolate data and then differentiate the interpolated values, hence the uncertainty is much greater and the results are less conclusive.

It may be seen from the values in Table VII that Eq. (5-17) is reasonably satisfied within the uncertainty levels of the process. The $x$ pressure gradient is assumed to be zero since it may be estimated by differentiating Eq. (5-19) with respect to $x$ and evaluating from the data. The results show that the pressure gradient term is at least an order of magnitude smaller than the other terms in the $x$ equation.

Equation (5-17) is basically a two-dimensional, boundary-layer type of equation in $x$ and $z$ except for the $\overline{u v}$ and $y$ curvature terms. This equation together with the continuity equation, (5-21), represent a twD-dimensional shear layer modified by the presence of these two terms, which incorporate the influence of the variation in the third (y) direction. The $z$ equation, (5-20), also represents such a shear layer with the modifying influence of the developing cross flow carried in the convective term.

Recognizing that Region IV behaves like a modified shear layer provides a clue for further analysis of the data since it may be expezted that the parameters applicable in shear layers should be sign_ficant in this situation.

If Eqs. (5-17) and (5-23) were to be non-dimensionalized, scaling factors would be required for the mean velocities, the turbulent velocities, and for each of the coordinate directions. With the nondimessionalized quantities denoted by primes, the velocity and turbulence reference quantities by the subscript, $r$, and the reference lengths by $L_{x}, L_{y}$, and $L_{z}$, the following relations may be defined:

$$
\begin{align*}
& U^{\prime}=\frac{U}{U_{r}}, W^{\prime}=\frac{W}{U_{r}}, u^{\prime}=\frac{u}{u_{r}}, v^{\prime}=\frac{v}{u_{r}}, w^{\prime}=\frac{w}{u_{r}}, x^{\prime}=\frac{x}{L_{x}}, \\
& y^{\prime}=\frac{y}{L_{y}}, z^{\prime}=\frac{z}{L_{z}} \tag{5-24}
\end{align*}
$$

From the physical dimensions of the data, it is reasonable to take $L_{y} \approx L_{z}$. Using these definitions it is possible to rewrite Eqs. (5-17) and (5-23) as

$$
\begin{align*}
& \begin{aligned}
\frac{\partial U^{\prime}}{\partial x^{\prime}} & +\frac{L_{x}}{L_{y}}\left[\frac{W^{\prime}}{U^{\prime}} \frac{\partial U^{\prime}}{\partial z^{\prime}}\right]+\frac{L_{x}}{L_{y}} \frac{u_{r}^{2}}{U{ }_{r}^{2}}\left[\frac{1}{U^{\prime}} \frac{\partial \overline{u^{\prime} v^{\prime}}}{\partial y^{\prime}}\right]+\frac{L_{x}}{L_{y}} \frac{u_{r}^{2}}{U_{r}^{2}}\left[\frac{1}{U^{\prime}} \frac{\partial \overline{u^{\prime} w^{\prime}}}{\partial z^{\prime}}\right] \\
& =\frac{L_{x}}{L_{y}} \frac{\nu}{U_{r} L_{y}}\left[\frac{\partial^{2} U^{\prime}}{\partial y^{\prime}}+\frac{\partial^{2} U^{\prime}}{\partial z^{2}}\right. \\
\frac{\partial W^{\prime}}{\partial x^{\prime}} & =\frac{L_{x}}{L_{y}} \frac{u_{r}^{2}}{U_{r}^{2}}\left[\frac{1}{U^{\prime}} \frac{\partial}{\partial z^{\prime}}\left(\overline{v^{\prime 2}}-\overline{w^{\prime 2}}\right)\right]
\end{aligned}
\end{align*}
$$

Thus it may be seen that the significant dimensionless ratios are $u_{r}^{2} / U_{r}^{2}, L_{x} / L_{y}$, and the Reynolds number, $v / u_{r} L_{y}$.

Furthermore these are the only ratios which may be formed from the reference quantities, a fact which is readily obvious but may be proved (54) by forming the matrix


There are five variables and the rank of this matrix is two, therefore only three independent dimensionless ratios may be formed.

Proper selection of the reference quantities will reduce the differential terms to a common order of magnitude and cause the scaling information to be contained with the dimensionless ratios. Several different length and velocity reference are available and the choice must be guided by consideration of the nature of the flow.

A closely related question is in regard to the two-dimensionality of the flow in Region III over the roughness. The similarity behavior of the oncoming boundary layer in the tunnel used has been well established by the work of Zoric (46), from which the appropriate length and velocity scaling parameters may be appied to that layer.

If aralagous information can be established, even approximately, for Regicn III, then Region IV should be governed by the relationships between Region I and Region III since it is these relationships which estatlish the variation in the $z$ direction in the vicinity of the edge. The well established boundary layer parameters are examined first. These parameters include the boundary layer thickness, $\delta$, the displacement and momentum thicknesses defined by

$$
\begin{align*}
\delta^{*} & =\int_{0}^{\infty} \frac{U_{\infty}-U}{U_{\infty}} d y  \tag{5-28}\\
\theta & =\int_{0}^{\infty} \frac{U}{U_{\infty}}\left[\frac{U_{\infty}-U}{U_{\infty}}\right] d y \tag{5-29}
\end{align*}
$$

plus the shape factor, $H=\frac{\delta^{*}}{\theta}$, and the shear velocity, $u_{*}=\left(\tau_{w} / \rho\right)^{1 / 2}$. In p-inciple, $\delta^{*}, \theta$ and $H$ could be defined for either the total boundary layer or for the inner layer only (i.e., Region III); however the suter edge of the inner layer is not defined by a constant free stream condition and interpretation of parameters so defined would be diff_cult. It is readily possible to define an internal layer height, $y_{i}$, although evaluation of this quantity from the data is subject to some uncertainty.

The quantities $\delta^{*}, \theta$ and $H$ were evaluated directly from the vert_cal velocity profile data at the centerline and near the edge of the soughness (Figs. 33 and 34), and the results are shown on Fig. 80 and Cable VIII. To evaluate these parameters, no attempt was made to fit Jarticular functional forms to the data; but rather the data was evallated graphically exactly as it stands. This was necessary due to the irregularity of the profiles, especially near the leading edge, whicl cannot be expected to fit regular boundary layer laws.

The boundary layer thickness $\delta$ was estimated from the data plots and is very uncertain due to sparsity of data in the outer region.

To obtain the inner layer thickness, $y_{i}$, profiles of velocity and turbulence quantities over the roughness were superimposed on the corresponding upstream profiles, and the value of $y$ was noted at which the profile slopes deviated from the upstream value. By this method estimates of $y_{i}$ for each $x$ station were obtained from the velocity, $\sqrt{\overline{u^{2}}}, \sqrt{\overline{v^{2}}}, \sqrt{\overline{w^{2}}}$, and $\overline{u v}$ data and are listed in Table VIII. The average of these estimates was taken to be the value of $y_{i}$.

It may be seen from the values in Table VIII that the estimates of $y_{i}$ vary considerably and that no one quantity is a completely consistent predictor of the average. However the estimates based on $\sqrt{\overline{v^{2}}}$ are the most consistent, and the $\sqrt{\overline{v^{2}}}$ data is easiest to use for this purpose since it shows the most distinct change of slope.

An effort was made to use the technique suggested by Antonia and Luxton $(36,37)$ involving a plot of $U$ vs. $y^{1 / 2}$ to distinguish the edge of the internal layer (see Chapter 1). Near the leading edge of the roughness these plots do in fact show a distinct change in slope; however the effect diminishes rapidly with increasing $x$ and (beyond $x=7 \mathrm{ft}$ ) is no better than the techniques used. It is interesting to note in passing that the values of $y_{i}$ suggested by this latter technique tend to be slightly smaller than those listed in Table VIII, a discrepancy also noted by Antonia and Luxton in their paper (36).

The upstream values of $\delta, \delta^{*}, \theta$ and $H$ may be roughly compared to values extrapolated from Zoric's data replotted against Reynolds number. One of Zoric's values seems to be somewhat inconsistent with his others; however if that one is discounted, the extrapolation based
on the remaining values agrees well with the present data for $\delta^{*}$ and $\theta$. Doric's values for $\delta$ are larger than the apparent value in the present tests; however it is very difficult to define $\delta$ without a certain amount of arbitrariness. Also shown in Table VIII are values of shear velocity, $u_{*}$, obtained from plots of $\frac{y U_{\infty}}{v}$ vs. $\frac{U}{U_{\infty}}$ after the methed described by Pierce (55), which is essentially a graphical solution for $u_{*}$ of the logarithmic law

$$
\begin{equation*}
\frac{U}{U_{*}}=K_{1} \log \frac{y u_{*}}{v}+K_{2} \tag{5-30}
\end{equation*}
$$

Semi-logarithmic plots of the vertical velocity profiles do in fact exhitit a well-defined straight line region extending through the inner layez; hence Eq. (5-30) can be used to represent these profiles. However the values of $u_{*}$ as obtained by this method will not necessarily give the wall shear stress except as a first approximation. The wellknowr Ludwieg-Tillmann relationship (56) for wall shear stress in terms of and $\theta$ is not readily valid for a flow involving an inner layer; and -ts application here produces values of $u_{*}$ of the order of one foot per second over the roughness, which is unrealistically low. Values of $u_{*}$ obtained from $\overline{u v}$ measurements extrapolated to the wall are also tabulated in Table VIII, and it may be noted that the value at $x=3 \mathrm{ft}$ agrees well with that obtained from Eq. (5-30). This agrement should not be given too much emphasis since the uncertainty of e ther method is at least $\pm 10$ percent above and beyond inherent unce $=$ tainties in the data. It may be noted that downstream after the roug ness change there is a very large discrepancy between the two sets of values, a fact which underscores the limited value of extrapolating to the wall data taken away from the wall. In regard to this last
point, it may be observed that measurements closer to the roughness are of no help since local effects of each roughness element dominate. Since Stanton tube techniques are useless among the roughness elements, it would seem that if precise wall shear values are ever to be obtained, it will be by improved direct measurements even though such attempts were unsuccessful at the time of this study.

The upstream values of $u_{*}$ agree quite well with extrapolations of Zoric's data; hence it is felt that the values reported are not entirely useless but may be examined for trends together with the values of the other boundary layer parameters.

Figure 80 contains the plots against $x$ of $\delta^{*}, \theta, H$, and $u_{*}$. It may be seen that over the first few feet of the roughness these various parameters are sharply distorted much as has been reported by workers studying the two-dimensional case. After some distance, in this case about $9 \mathrm{ft}(2.7 \mathrm{~m})$; the parameters appear to stabilize and exhibit distinguishable trends which may be compared to conventional twodimensional boundary layers and in particular to Zoric's study.

Zoric reviewed the requirements for a boundary layer approaching similarity stating that it should display displacement and momentum thicknesses which are linear functions of $x$ and a shape factor which approaches a constant value of 1.286 . It may be seen from Fig. 80 that $\delta^{*}$ and $\theta$ do exhibit a nearly linear dependence on $x$ beyond 8 ft $(2.4 \mathrm{~m})$; however the shape factor is greater than 1.286 and shows a distinct growth toward even larger values.

The implications of these results may be related to the earlier observations about the flow in Region III. It is evident that the flow is nearly two-dimensional and shows a tendency to approach
similarity, yet the secondary velocity effects are definitely noticeable in the anomalous behavior of the shape factor. The downward flow over the roughness (opposite to that in a two-dimensional boundary layer approaching similarity) convects high-momentum fluid toward the surface causing a decrease in the rates of growth of both $\delta^{*}$ and $\theta$. The effect upon $\theta$ is greater due to the change in both velocity and velocity defect; and therefore $H$ increases. This sensitivity of shape factcr to secondary flow is, of course, well-known.

When reviewing and considering the behavior of the parameters $\delta^{*}$, $\theta$, and $H$, it must be remembered that they have been calculated using the total velocity profile containing both the inner layer (Region III) and the remainder of the outer layer (Region II). The total boundary layer thickness over the roughness cannot be determined with any certcinty from the data but is of the order of $18 \mathrm{in}. \mathrm{(46} \mathrm{cm);} \mathrm{there-}$ fore at $x=7 \mathrm{ft}(2.1 \mathrm{~m})$ the inner layer occupies roughly a third of the total thickness and at $15 \mathrm{ft}(4.6 \mathrm{~m})$ somewhat more than half of the tota- thickness. As a result, the parameters are dominated by the inner layer and if an approach to similarity is suggested by the behavior of these parameters, it would be for the inner layer rather than the total laye=. Final total development of similarity in the layer could only be expected far downstream after the inner layer grows to the top of the outer layer and at that point vertical flow effects would still have to be reckoned with.

If there is a trend toward similarity in the inner layer, it should be possible to collapse the vertical velocity profiles to some form of universal profile with the proper choice of coordinates. For normal two-dimensional boundary layers the choice would be
$y / \delta$ vs. $U / U_{\infty}$, and by analogy for the inner layer the values of $y$; and $U_{i}$ might be tried, where $U_{i}$ is the velocity at $y_{i}$. For large values of $x, y_{i}$, and $U_{i}$ will approach $\delta$ and $U_{\infty}$ respectively. Figure 81 shows the centerline $(z=0)$ velocity profiles plotted on $y / y_{i}, U / U_{i}$ coordinates beginning at $x=7 \mathrm{ft}(2.1 \mathrm{~m})$. The data collapses well to a universal profile; but it may be noted that the data at 7 ft does not fit quite as well as that at $9,11,13$, and 15 ft $(2.7,3.4,4.0$, and 4.6 m$)$. The data for 2 ft and $4 \mathrm{ft}(0.6$ and 1.2 m$)$ are not plotted but they deviate much more from this profile as might be expected from the discussion surrounding Fig. 80. Also included in Fig. 81 is the velocity profile at $x=15 \mathrm{ft}(4.6 \mathrm{~m})$ for $U_{\infty}=30 \mathrm{ft}$ per second $(9.1 \mathrm{~m} / \mathrm{s})$, and it may be seen that this data fits the universal profile very well.

The foregoing discussion leads to several conclusions which are of significance in the study of three-dimensional flows over a strip of roughness. The first conclusion is that the three-dimensional effects over much of the roughness away from the edges is sufficiently small that the inner boundary layer behaves very much like a twodimensional layer even to the extent of tending to develop a condition very close to similarity even before the inner layer has grown to the top of the original boundary layer.

The second conclusion, which is a consequence of the first, is that the flow over the roughness should be characterized by those parameters which are related to the logarithmic laws of two-dimensional boundary layers--in particular the layer thickness, the outer bounding velocity, the shear velocity, and some characteristic measure of the roughness such as $y_{0}$.

The three-dimensional characteristics of the flow must necessarily be governed by the differences between the shear velocity and the characteristic roughness height over the smooth and rough areas. If these differences are equal to zero, there is no edge effect. As these differences increase, the driving forces in Eqs. (5-22) and (5-23) also increase although not necessarily in a linear fashion.

A word of caution is in order here to restrain over-generalization of these conclusions. The situation explored here is typical of atmospłeric flows since the boundary layer was very thick relative to the roaghness height and the inner layer was able to grow for a considerab_e distance without reaching the outer edge of the total boundary larer. Often in laboratory studies this condition is not in existence, the inner layer penetrates the total layer within a short distance, and fu-thermore the length in the flow direction is not sufficient to permiz development of similarity--before or after penetration of the outer laser.

Flow situations in which the length after roughness changes is linited could not be expected to display a region of near-similarity; however the present tests suggest that they could be regarded as twodinensional except very near the edges. Since three-dimensional effects ane limited at great distances downstream, they could be expected to be ewen less shortly after the roughness change.

The effect of changing Reynolds number in the free stream is partly irdicated by the limited data taken at 30 ft per second $(9.1 \mathrm{~m} / \mathrm{s})$. Teble VIII shows the inner layer thicknesses and shear velocities at $x=15 \mathrm{ft}(4.6 \mathrm{~m})$ for both cases, $\mathrm{U}_{\infty}=40 \mathrm{fps}(12.2 \mathrm{~m} / \mathrm{s})$ and $\mathrm{U}_{\mathrm{o}}=30 \mathrm{fps}(9.1 \mathrm{~m} / \mathrm{s})$. If the inner layer thickness were behaving
strictly according to $\mathrm{Re}^{-1 / 2}$ (Re based on length along roughness) the ratio should be 0.866 . The measured ratio is about 0.81 . Interestingly, the measured ratio of shear velocities is also about 0.82 . Table $V$ shows a limited number of cross flow measurements taken at $x=15 \mathrm{ft}$ $(4.6 \mathrm{~m})$ near the edge of the roughness for $U_{\infty}=30 \mathrm{fps}(9.1 \mathrm{~m} / \mathrm{s})$. These values are an order of magnitude smaller than the analagous values at $40 \mathrm{fps}(12.2 \mathrm{~m} / \mathrm{s})$, a fact which suggests that the cross f1ows decrease very rapidly with Reynolds number. This decrease in the secondary circulation tends to explain the fact that the inner layer thickness increased more than expected with the change in Reynolds number. The reduction in vertical downflow permits the inner layer to grow faster.

The rate of growth of the inner layer as well as the rate of growth of the shear region over the edge are of interest in this problem, particularly if significant differences from two-dimensional cases occur. The values of $y_{i}$ are plotted in Fig. 82 against the distance downstream. For comparison purposes the same figure contains plots of growth rates predicted and/or measured by several workers for twodimensional roughness changes. Panofsky and Townsend (30), in work cited in Chapter I, predicted an internal layer with a growth rate of the order of $1: 10$ and cited some rough measurements to support the prediction. Yeh's experimental measurements of two-dimensional flow over a changing roughness (35) led him to suggest a growth rate of $1: 13$ with a virtual origin some distance upstream. However, Yeh's measurements were concentrated in the first few feet after the change and are of limited value here.

Antonia and Luxton (36) returned to the approach originally used b) Elliott (29) involving the use of power laws in $x$ to describe the irternal layer growth. That a power law might be appropriate to describe the present data is evident from a logarithmic plot of $y_{i}$ versts $x$ (Fig. 83). The data fits a straight line on these coordinates slggesting an exponent of 0.75 . This value may be compared with the velue 0.8 predicted by Elliott and observed experimentally by Antonia and Luxton as well as by Huang and Nickerson in numerical work (58). A plot of a 0.5 power law often used to represent bluff body wakes in tro dimensions is also shown since the effects of the leading edge of tle upstanding roughness should not be overlooked.

It is evident from Fig. 82 that the internal layer grows much faster than the two-dimensional wake. The fact that the growth is s_ightly less than the 0.8 power law is an indication of the secondary downflow over the roughness; and this effect is one of the more signifizant results of the otherwise small cross and vertical flow components. Nəvertheless, it should be noted that this apparent depression or downward displacement of $y_{i}$, it can be said that the effect is just barely nəticeable even in this case of a substantial difference in absolute roughness between the smooth and rough surfaces.

The question of growth of the vertical shear layer over the roughness edge is considered next. The lateral spreading of this shear layer is of considerable interest since it determines how much of the Łtal flow region will be significantly affected by the direct influence of the edge, apart from the effects of secondary circulations. Examination of the horizontal velocity profiles (Figs. 28 through 32) suggests that three points may be discerned which could possibly be
significant. Two of these points would be the boundaries of the region containing the steepest $z$ gradients (i.e., Region III)--a region which is confined to a narrow band along the edge. The third point is the furthest point away from the edge in Region IV where the influence of the edge can still be discerned. All of these points are subject to considerable uncertainty, especially the third one; however reasonable estimates may be made, and the resulting values have been plotted in Fig. 84 for two different heights above the floor.

From Fig. 84 several points may be noted. First, the region of steep gradients is roughly constant in width both for increasing x and increasing $y$ after an initial growth period. Closer examination reveals that this width attains a maximum value of about $4 \mathrm{in} .(10 \mathrm{~cm})$ as $x$ increases and then begins to decrease slowly, with the maximum value occurring near $x=7 \mathrm{ft}(2.1 \mathrm{~m})$. A second observation is that the strip closest to the wall is displaced outward (toward the smooth surface) relative to the strip which is higher above the floor. Also this displacement shows a tendency to increase with increasing $x$, an indication of the outward flow discussed earlier.

It is evident that this region of steep $z$ gradients does not behave as a conventional shear layer, which would spread in proportion to $x^{1 / 2}$. Here the $z$ gradients are apparently maintained artificially by the conditions bordering the edge--principally the gradients and flux of momentum in the $y$ direction. The decrease in the width of this region with increasing $x$ is due to the fact that the vertical velocity profiles over the roughness are changing more rapidly than the well developed profiles over the smooth wall. At great distances downstream, the continued decrease in effective roughness will tend to
reduce (and ultimately eliminate) the difference between smooth and ragh profiles, and the region of steep $z$ gradients would tend to vanish.

The outer curves in Fig. 84 on the other hand represent the extent to which the influence of the shear region has diffused into the urlisturbed boundary layer. The locus of these growths is a curve raghly proportional to $x^{1 / 2}$, much as would be expected for a wake or a conventional shear layer.

## Significant Parameters

From the preceding discussion it is possible to predict those parameters which are the most likely to be significant in determining the character of the flow for situations similar to the one examined. Ir particular, the flow studied developed from a thick, well-developed turbulent boundary layer encountering a strip of roughness of finite eytent in the direction normal to the flow. Away from the roughness (Fegion I) the velocity field will be influenced by several parameters ircluding the free stream velocity, $\mathrm{U}_{\infty}$, the boundary layer thickness, $\delta=$ the distance from the wall, $y$, the effective displacement of the well due to the roughness, $\left(y_{0}\right)_{I}$ (which may be effectively zero if the w=11 is smooth), and the shear velocity. Stated functionally, the velocity is given by

$$
\begin{equation*}
(U)_{I}=f_{1}\left[U_{\infty}, \delta, y,\left(y_{0}\right)_{I},\left(u_{*}\right)_{I}\right] \tag{5-31}
\end{equation*}
$$

Over the roughness the flow (to first approximation) tends toward a similarity form within a short distance downstream. Some distance avay from the leading edge it is then possible to represent the fenctional dependence of the mean velocity in Region III by

$$
\begin{equation*}
{ }^{(U)_{I I I}}=f_{2}\left[U_{\infty}, x, y,\left(y_{0}\right)_{I I I}, \delta,\left(u_{*}\right)_{I I I}\right] \tag{5-32}
\end{equation*}
$$

This equation is predicted on the assumption that the outer portion of the boundary layer (Region II) is undisturbed by the inner layer except for a slight streamline displacement, and that the oncoming layer, of which Region II is a part, is fully developed.

If the flows over the two surfaces were independent and did not interact in the edge region, Eqs. (5-31) and (5-32) would be adequate to describe the problem. However there is interaction which gives rise to $W$ and $V$ velocity components which must be related to the velocity distributions in Regions I and III. Dependence upon the physical dimensions of the problem including the half-width, $D$, of the roughness field could also be expected. Stated functionally, ${ }^{(W)}$ IV, becomes

$$
\begin{equation*}
{ }^{(W)_{I V}}=f_{3}\left[(U)_{I},(U)_{I I I}, x, y, z, D\right] \tag{5-33}
\end{equation*}
$$

Considering (5-31) and (5-32), Eq. (5-33) becomes
${ }^{(W)_{I V}}=f_{3}\left[U_{\infty}, x, y, z, D, \delta,\left(y_{0}\right)_{I},\left(y_{0}\right)_{I I I},\left(u_{*}\right)_{I},\left(u_{*}\right)_{I I I}\right]$

The characteristic parameters, $U_{\infty}, D, \delta,\left(y_{0}\right)$, $\left(y_{0}\right)_{I I I},\left(u_{*}\right)_{I}$, $\left(\mathrm{u}_{*}\right)_{\text {III }}$ may be formed into nine dimensionless ratios--three velocity ratios and six length ratios. Recalling that Eq. (5-23) implied the existence of one length ratio and one velocity ratio of significance, it can be seen that extensive study of a variety of combinations of conditions would still be needed to identify the most significant parameters and to establish the proper functional dependences.

On the other hand, it is possible to identify the most likely ratios by taking a clue from the pseudo-shear layer behavior of the edge region. This behavior would suggest that Eq. (5-34) might be
modified by the assumption that the differences between Region I and Region III are significant. The nearly straight-line velocity gradient across Region IV and the diffusive behavior of this layer lend credence tc such an assumption. Equation (5-34) would then become

$$
\begin{equation*}
(u)_{I V}=f_{4}\left[U_{\infty}, x, y, z, \delta,\left[\left(y_{0}\right)_{\text {III }}-\left(y_{0}\right)_{I}\right],\left[\left(u_{*}\right)_{\text {III }}-\left(u_{*}\right)_{I}\right]\right. \tag{5-35}
\end{equation*}
$$

The characteristic dimensions of the problem would then provide the pessible ratios

$$
\begin{equation*}
\frac{\delta}{D}, \frac{\left(y_{0}\right)_{I I I}-\left(y_{0}\right)_{I}}{D}, \frac{\left(u_{\star}\right)_{I I I}-\left(u_{*}\right)_{I}}{U_{\infty}} \tag{5-36}
\end{equation*}
$$

If one velocity and one length ratio are admissable, then one of the ratios in ( $5-36$ ) will be dependent on the others. From physical colsiderations this dependence seems reasonable since prescribing $s$ and $y_{o}$ values should establish the $u_{*}$ values for developed flow. The ratios in (5-36) involving $y_{o}$ or $u_{*}$ would not be known a pr_ori for a given roughness until actual data had been taken. However the value of these ratios would be in guiding detailed study of a va-iety of cases to determine specific functional relationships for Eq- (5-35). It would then be possible to obtain experimental values fo: $y_{o}$ or $u_{*}$ for a two-dimensional case and use these values to predizt the three-dimensional effects for a given strip of the same roughness.

The dimensionless ratios given in Eq. (5-36) do not explicitly desend upon $y_{i}--a$ fact which may appear unreasonable. However, it must be recalled that the discussion leading to these ratios is predicated upon the assumption that the flow over the roughness is reasonably well developed so that conditions in the inner layer are simple functions of the outer layer parameters and the $x$ distance from the
leading edge of the roughness. For the present tests these assumptions are approximately valid for $x>7 \mathrm{ft}(2.1 \mathrm{~m})$, which is a distance roughly equal to five boundary layer thicknesses. In the region ahead of this point to the beginning of the roughness, it must be expected that the flow in the inner layer may depend upon local conditions including $y_{i}$, the roughness leading edge configuration, and turbulence levels in both the inner and outer layers. The distance in the streamwise direction required to produce approximate similarity will also depend on these local conditions. Of course, complete similarity and complete and exclusive dependence upon the ratios in Eq. (5-36) will occur only after an infinite fetch, that is as asymptotic limit.

Some general observations may be made in respect to the behavior predicted by the quantities in Eq. (5-36). For the present tests the ratio $\delta / D$ is of the order of two, which is to say that the approaching layer thickness is approximately the same as the roughness field width (twice the half-width). For atmospheric flows over cities and similar topographic features, this ratio would normally be of unit order but might be as large as ten for strip crops or other narrow terrain

## features.

Values of the parameter much less than unity are typical of terrain features spread over a wide area. For these situations it is likely that most of the flow will be two-dimensional for all practical purposes with perturbations near the edges in the form of outflows determined by the third ratio $\left[\left(u_{*}\right)_{\text {III }}-\left(u_{*}\right)_{I}\right] / U_{\infty}$.

Small values of the ratio $\delta / D$ may also occur when $\delta$ is very small. Such situations occur frequently in aerodynamics and wind tunnel studies and some studies of flow over roughness have been
carried out under such conditions. The discussion leading to the ratios i工 Eq. (5-36) would not be valid in such cases--in particular where the condition $\left(y_{o}\right)_{\text {III }} / \delta \ll 1$ does not hold.

One limit on large values of $\delta / D$ must be imposed when $D \approx L / 2$, wiere $L_{e}$ is the length scale characterizing the width of Region III; taat is when the roughness width is reduced until the edge shear layers bəgin to interact. Under that condition similarity of the flow over tie roughness could no longer be expected and local conditions of roughness and turbulence may again dominate the flow. In the present tests, the edge shear regions extend about $1.5 \mathrm{in} .(3.8 \mathrm{~cm})$ over the roughness; hence the situations may be expected to change significantly as the roughness strip width is decreased to the order of 3-4 in. ( $3-10 \mathrm{~cm}$ ). As a point of comparison it may be noted that Wang's (57) measurements were taken over a series of alternate smooth and rough strips which were 6 in . ( 15.2 cm ) wide. He reported a regular periodic variation in the flow quantities in the lateral direction, much as would be expected if the present edge regions were juxtaposed by reducing the roughness width and if the pattern were repeated periodically in the $z$ direction.

## Conclusions

The objective of this study was to attempt to penetrate the ๓mplexities of a common type of three-dimensional, turbulent boundarylayer flow. Following is a summary of the pertinent observations and ©nclusions resulting from this study:

1. The three-dimensional effects resulting from having an edge or line parallel to the mean flow separating regions of differing roughness are confined largely to the immediate neighborhood of that edge.
2. More specifically, that neighborhood may be thought of as a shear plane extending upward from the edge to the outer limit of the inner boundary layer.
3. The flow in the region away from the roughness is nearly twodimensional and for first-order analyses may be regarded as two-dimensional.
4. The flow in the region over the roughness but away from the edge is also two-dimensional to first order analysis. Furthermore, this flow shows a definite trend toward similarity after an initial adjustment region following the roughness change.
5. The flow in the shear plane over the edge is highly threedimensional even to first order analysis. However these strong three-dimensional effects are confined to the narrow shear plane, the width of which does not increase beyond a certain point.
6. Within the shear plane are generated turbulence levels and Reynolds stresses which are significantly larger than those seen anywhere else over the roughness.
7. The effects of the shear plane diffuse into the flow in proportion to the square root of the distance downstream. This diffusive effect is much more noticeable over the smooth surface where turbulence is of lower intensity than it is over the rougher surface where turbulence levels are higher.
8. In the cases examined, the penetration of the edge effect into the region above the roughness was limited to a distance nearly an order of magnitude smaller than the inner layer thickness. This penetration shows no sign of increasing with increasing $x$.
9. There is additional production of turbulent energy in the edge region in excess of that produced by the roughness itself.
10. The edge shear region gives rise to non-zero values of the $\overline{u w}$ Reynolds stress, which is zero in two-dimensional flow. The quantity $\overline{u w}$ attains values which are comparable in magnitude to local values of $\overline{u v}$.
11. No significant effects of the $\overline{v w}$ stress term were detected in this study; however the difficulties associated with attempting to measure this quantity preclude ruling it out entirely.
12. Values of $\overline{v w}$ inferred from cross flow velocity components assuming an eddy-viscosity model suggest that $\overline{\mathrm{vw}}$ is a negligible quantity.
13. The edge region contains lateral (z direction) gradients which are of the same order of magnitude as the vertical ( $y \frac{\text { direction) }}{2} \frac{r^{2}}{2}$ gradients. The lateral gradients of $\overline{u v}$, $\overline{u w}, \overline{u^{2}}, \overline{v^{2}}$, and $\overline{w^{2}}$ exhibit this characteristic.
14. The terms $\partial \overline{u w} / \partial z, \partial \overline{v^{2}} / \partial z$, and $\partial \overline{w^{2}} / \partial z$, which are not significant in two-dimensional flow, arise through the balance in the edge regions.
15. Viscous effects in the edge region arise from curvature of the velocity profiles in the $z$ direction as well as in the $y$ direction. Locally, these curvatures may be of comparable magnitude.
16. The lateral gradients in the edge region give rise to a cross flow component which in turn leads to an eventual downflow in the boundary layer over the roughness.
17. Analysis of the equations of motion leads to the conclusion that the primary driving force for the cross flow is the lateral gradient of the quantity $\left(\overline{w^{2}}-\overline{v^{2}}\right)$ in the edge region.
18. It appears that the presence of an edge has little direct effect upon the velocity and turbulence profiles over the roughness. Instead, the detectable effects appear to be a direct result of the downflow over the roughness.
19. Cross flow velocity components were seen over the roughness with a maximum magnitude of about 1.5 percent of the free stream velocity.
20. The vertical downward flow over the roughness is opposite in direction to the usual upward component seen in twodimensional boundary layers.
21. The maximum vertical flow component seen is less than one percent of the free stream velocity.
22. The maximum deflection of the flow vector due to these secondary flow components is less than two degrees.
23. The limited data available suggest that the cross flows decrease very rapidly with decreasing Reynolds number. (A 25 percent reduction in Reynolds number produced an order of magnitude decrease in the cross flow component.)
24. The secondary flow components influence the flow over the roughness by transporting high-momentum fluid downward in the boundary layer. The effect is of second order, however it is most noticeable in its effect upon the shape factor, which grows with increasing distance downstream.
25. The parameters which characterize the cross flow and therefore its influence on the remainder of the flow field cannot be verified from the present tests. However the most likely parameters are predicted to be those identified in the dimensionless ratios given in Eq. (5-36).
26. The rate of growth of the internal layer in the $x$ direction is decreased slightly by the vertical downflow. The effect is just noticeable, with an observed decrease of about 15 percent in the exponent of the power law describing the growth of the internal layer.
2.7. Determination of the inner layer thickness is subject to variations depending on which velocity or turbulence quantity is examined for this purpose. The most distinct and consistent indication is obtained from the $\mathrm{Vv}^{2}$ data profiles.
27. The technique suggested by Antonia and Luxton $(36,37)$ using half-power plots in $y$ does not define the inner layer clearly at large distances downstream.
28. The ratio $\delta / D$ may be conveniently used to categorize flows over various sizes of roughness areas. Values of this ratio of unit order or smaller will characterize a flow which is essentially two-dimensional with local perturbations near the edges of the roughness area.
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## APPENDIX A

## Analysis of X-Wire Errors

Yawed wire behavior has been studied extensively by many workers. An extensive treatment together with a considerable number of bibliographic references are given in reference (47); and this source will be used as the starting point for this analysis.

The most commonly used relationships for a yawed wire exposed to three turbulent velocity components may be obtained from Fig. 15. If a wire is operated at various angles to a uniform, non-turbulent flow, the voltage output is found to vary with the mean velocity and with the yaw angle, $\psi$. Furthermore, to a first order approximation the wire is found to respond only to turbulent velocity components in the plane defined by the wire and the mean velocity vector (47). Stated as a total differential, the rate of change of voltage, E, may be written as

$$
\begin{equation*}
\mathrm{dE}=\frac{\partial \mathrm{E}}{\partial \mathrm{U}} \mathrm{dU}+\frac{\partial \mathrm{E}}{\partial \psi} \mathrm{~d} \psi \tag{A-1}
\end{equation*}
$$

If the differentials are replaced by the perturbations $e, u$, and $\varepsilon \psi$, and if, by referring to Fig. $15, \varepsilon \psi$ is expressed as

$$
\begin{equation*}
\varepsilon \psi=\tan ^{-1} \frac{v}{\mathrm{U}_{\mathrm{m}}+\mathrm{u}} \approx \frac{v}{\mathrm{U}_{\mathrm{m}}+\mathrm{u}} \approx \frac{\mathrm{v}}{\mathrm{U}_{\mathrm{m}}} \tag{A-2}
\end{equation*}
$$

then Eq. (A-1) becomes

$$
\begin{equation*}
e=\frac{\partial E}{\partial U} u+\frac{\partial E}{\partial \psi} \frac{v}{U_{m}} \tag{A-3}
\end{equation*}
$$

The differentials may be obtained from experimental calibration curves and may be thought of as coefficients of sensitivity, $S_{u}$ and $S_{v}$, to $u$ and $v$ fluctuations respectively. That is

$$
\begin{equation*}
e=S_{u} u+S_{v} v \tag{A-4}
\end{equation*}
$$

where $S_{u}=\frac{\partial E}{\partial U}$, and $S_{v}=\frac{1}{U} \frac{\partial E}{\partial \Psi}$.

If rms or mean square voltages are measured, the turbulence correlations may be identified by squaring Eq. (A-4) to obtain

$$
\begin{equation*}
\overline{e^{2}}=S_{u}^{2} \overline{u^{2}}+S_{u} S_{v} \overline{u v}+S_{v}^{2} \overline{v^{2}} \tag{A-5}
\end{equation*}
$$

Measurements of the voltage for three wire positions (i.e., three values of the angle, $\psi$ ) will provide three equations in the form of (A-5) which may be solved simultaneously for $\overline{u^{2}}, \overline{v^{2}}$, and $\overline{u v}$. If the wire plane is rotated $90^{\circ}$, similar results may be obtained for $\overline{u^{2}}$, $\overline{w^{2}}$. and $\overline{u w}$; therefore all components of the Reynolds stress tensor caz be measured except $\overline{\mathrm{Vw}}$. For a given wire plane, angle and velocity ca_ibrations are needed in each of the wire positions used to establish the appropriate values of $S_{u}$ and $S_{V}$.

Systematic errors arise in this technique due to the assumption in passing from Eq. (A-1) to Eq. (A-2); i.e., that the differentials cal be replaced by finite perturbations. For low turbulence levels, sa- below 10 percent, this assumption should not cause undue error; hovever the error will increase with increasing turbulence level. At levels of 20 percent to 30 percent turbulence, which are commonly encountered, the errors must be expected to be significant.

Turning attention to $x$-wire operation, Sandborn (47) gives the basic relations for two wires in the $x y$ plane yawed at angles $+\psi$ anc $-\psi$ as

$$
\left.\begin{array}{l}
e_{1}=s_{u 1} u+s_{\mathrm{v} 1} \mathrm{v}  \tag{A-6}\\
\mathrm{e}_{2}=\mathrm{s}_{\mathrm{u} 2} \mathrm{u}+\mathrm{s}_{\mathrm{v} 2} \mathrm{v}
\end{array}\right\}
$$

Here the subscript 1 refers to a wire yawed at an angle $+\psi$ and the subscript 2 refers to the wire yawed at an angle $-\psi$ to the
flow. If the wires and the associated anemometers are adjusted so that $S u_{1}=S u_{2}$ and $S v_{2}=-S v_{1}$, then the mean squares of the instantaneous sum and difference voltages produce

$$
\begin{align*}
\overline{\left(e_{i}+e_{2}\right)^{2}} & =4 S_{u}^{2} \bar{u}{ }^{2}  \tag{A-7}\\
\overline{\left(e_{1}-e_{2}\right)^{2}} & =4 S_{v}^{2} \overline{v^{2}} \\
\text { Also } \overline{e_{1}^{2}}-\overline{e_{2}^{2}} & =4 S_{u} S_{v} \overline{u v} \tag{A-8}
\end{align*}
$$

Since the instantaneous sum and difference voltages can be formed readily with operational amplifiers, the x-wire technique provides a convenient way to measure the correlation quantities without the need for multiple calibrations, repeated data readings, and solutions of simultaneous equations. Unfortunately, the results produced by x-wires have differed noticeably from yawed single-wire results at the same location and have displayed more scatter $(36,37,47)$. It is therefore necessary to examine the $x$-wire operation more carefully.

Referring again to Fig. 15, it is apparent that all three velocity components affect the wire output; however it is well known that the component perpendicular to the wire is much more influential than the component parallel to the wire (5, 47, 51, 52, 53). In fact in many applications of the hot-wire, it is assumed that the effect of the component parallel to the wire is neglibible. To examine the relative influence of these components we will assume that the instantaneous total voltage output of the wire can be represented by the relationship

$$
\begin{equation*}
E-S_{n} U_{n}+S_{p} U_{p} \tag{A-9}
\end{equation*}
$$

where $U_{n}$ and $U_{p}$ are the velocity components normal and parallel to the wire and $S_{n}$ and $S_{p}$ are the sensitivities of the wire output to the normal and parallel velocity components. Equation (A-9) itself intolves no approximations since the voltage may be arbitrarily decomposed in this fashion; however experimental evaluation of $S_{n}$ and $S_{p}$ over the necessary ranges of $U_{n}$ and $U_{p}$ may present difficulties later.

From Fig. 15 it follows that

$$
\begin{align*}
& U_{n}=\left\{\left[\left(U_{m}+u\right) \cos \theta+v \sin \theta\right]^{2}+w^{2}\right\}^{\frac{1}{2}}  \tag{A-10}\\
& U_{p}=\left(U_{m}+u\right) \sin \theta-v \cos \theta \tag{A-11}
\end{align*}
$$

At this point it can be seen that if $+\psi$ is changed to $-\psi$, Eqs. (A-10) and (A-11) become

$$
\begin{align*}
& U_{n}=\left\{\left[\left(U_{m}+u\right) \cos \theta-v \sin \theta\right]^{2}+w^{2}\right\}^{\frac{1}{2}}  \tag{A-12}\\
& U_{p}=\left(U_{m}+u\right) \sin \theta+v \cos \theta \tag{A-13}
\end{align*}
$$

Considering the $+\psi$ case, $(\mathrm{A}-11)$ and (A-10) may be substituted in $(\mathrm{A}-9)$ to produce

$$
E_{1}=S_{n 1}\left\{\left[\left(U_{m}+u\right) \cos \theta+v \sin \theta\right]^{2}+w^{2}\right\}^{\frac{1}{2}}+S_{p 1}\left(U_{m}+u\right) \sin \theta
$$

For the second wire, the angle of inclination is $-\psi$, and its voltage, $E_{2}$, becomes

$$
\begin{align*}
& E_{2}=S_{n 2}\left\{\left[\left(U_{m}+u\right) \cos \theta-v \sin \theta\right]^{2}\right.\left.+w^{2}\right\}^{\frac{1}{2}} \\
&+S_{p 2}\left(U_{m}+u\right) \sin \theta  \tag{A-15}\\
&+S_{p 2} v \cos \theta
\end{align*}
$$

These relations can be examined for any value of $\theta$; however $\theta= \pm 45^{\circ}$ are the usual values used for $x$-wires. Thus, $\sin \theta=\cos \theta=\sqrt{2} / 2$, and these equations become (with $\mathrm{A}=\sqrt{2} / 2$ )

$$
\begin{align*}
& E_{1}=A S_{n 1}\left\{\left[\left(U_{m}+u+v\right]^{2}+2 w^{2}\right\}^{\frac{1}{2}}+A S_{p 1}\left(U_{m}+u-v\right)\right.  \tag{A-16}\\
& E_{2}=A S_{n 2}\left[\left(U_{m}+u-v\right)^{2}+2 w^{2}\right]^{\frac{1}{2}}+A S_{p 2}\left(U_{m}+u+v\right) \tag{A-17}
\end{align*}
$$

In practice, $\theta$ may not be exactly $\pm 45^{\circ}$, hence a possible source of error is introduced to be examined later. It would also be convenient if $S_{n 1}=S_{n 2}$ and $S_{p 1}=S_{p 2}$. The degree to which such wire matching can be achieved must also be considered. If it is assumed for now that the wires can be so matched, then the sum and difference voltages of the two wires will be

$$
\begin{align*}
& E_{1}+E_{2}=A S_{n}\left\{\left[\left(U_{m}+u+v\right)^{2}+2 w^{2}\right]^{\frac{1}{2}}\right.\left.+\left[\left(U_{m}+u-v\right)^{2}+2 w^{2}\right]^{\frac{1}{2}}\right\} \\
&+2 A S_{p}\left(U_{m}+u\right)  \tag{A-18}\\
& E_{1}-E_{2}=A S_{n}\left\{\left[\left(U_{m}+u+v\right)^{2}+2 w^{2}\right]^{\frac{1}{2}}-\left[\left(U_{m}+u-v\right)^{2}+2 w^{2}\right]^{\frac{1}{2}}\right\}-2 A S_{p} v \tag{A-19}
\end{align*}
$$

These equations may be written for convenience as

$$
\begin{align*}
& \mathrm{E}_{1}+\mathrm{E}_{2}=\mathrm{AS}_{\mathrm{n}}\left(\Phi^{\frac{1}{2}}+x^{1 / 2}\right)+2 \mathrm{AS}_{\mathrm{p}}\left(\mathrm{U}_{\mathrm{m}}+\mathrm{u}\right)  \tag{A-20}\\
& \mathrm{E}_{1}-\mathrm{E}_{2}=\mathrm{AS}_{\mathrm{n}}\left(\Phi^{\frac{1}{2}}-x^{\frac{1}{2}}\right)-2 \mathrm{AS}_{\mathrm{p}} \mathrm{v} \tag{A-21}
\end{align*}
$$

where

$$
\begin{align*}
& \Phi^{\frac{1}{2}}=\left(U_{m}^{2}+2 U_{m} u+u^{2}+2 U_{m} v+2 u v+v^{2}+2 w^{21 / 2}\right.  \tag{A-22}\\
& x^{1 / 2}=\left(U_{m}^{2}+2 U_{m} u+u^{2}-2 U_{m} v-2 u v+v^{2}+2 w^{21 / 2}\right. \tag{A-23}
\end{align*}
$$

At this point it is evident that the sum and difference voltage outputs of the $x$-wires are complex functions of all three turbulence components. Further mathematical analysis is possible only if the
exp-essions ( $\mathrm{A}-22$ ) and ( $\mathrm{A}-23$ ) can be expanded in infinite series, a ste? which is permissable only if the relative magnitudes of the various terns within the brackets can be identified. Since it would be useful to extract the mean velocity, expansion would be desirable under the conditions that

$$
\begin{equation*}
U_{m}^{2}>2 U_{m} u+u^{2}+2 U_{m} v+2 u v+v^{2}+2 w^{2} \tag{A-24}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{m}^{2}>2 U_{m} u+u^{2}-2 U_{m} v-2 u v+v^{2}+2 w^{2} \tag{A-25}
\end{equation*}
$$

recalling that $u, v$, and $w$ still represent instantaneous values.
For low levels of turbulence, the inequalities may be expected to holc nearly all of the time; however it must be recognized that since $u$, $r$, w are random vaiables, there is always a finite probability that the various instantaneous terms on the right hand sides will add up to more than $\mathrm{U}_{\mathrm{m}}{ }^{2}$ at certain instants of time. (Physically, reversals of this inequality will be related to flow reversal caused by isolated large fluctuations. The hot-wire senses only the movement of the fluid; hence reverse flow is rectified in the voltage output.) The probability of reversal of inequalities ( $\mathrm{A}-24$ ) and ( $\mathrm{A}-25$ ) will increase with increasing turbulence levels. In principle it should be possible to compute the probability of these inequalities not holding after the statistical distributions of $u, v, w$ are measured. Such a computation would serve as a check on the goodness of the assumption.

Expanding (A-22) in a binomial series on the basis of (A-24)
restils in the following expression

$$
\begin{align*}
\Phi^{\frac{1}{2}}=U_{m} & +\frac{1}{2 U_{m}}\left(2 U_{m} u+u^{2}+2 U_{m} v+2 u v+v^{2}+2 w^{2}\right) \\
& +\frac{\left(\frac{1}{2}\right)\left(-\frac{1}{2}\right)}{2 U_{m}^{3}}\left(2 U_{m} u+u^{2}+2 U_{m} v+2 u v+v^{2}+2 w^{2}\right)^{2} \\
& +\frac{\left(\frac{1}{2}\right)\left(-\frac{1}{2}\right)(-3 / 2)}{6 U_{m}^{5}}\left(2 U_{m} u+2 U_{m} v+--\right)^{3}+\cdots \tag{A-26}
\end{align*}
$$

which becomes

$$
\begin{align*}
\Phi^{\frac{1}{2}}=U_{m} & +u+\frac{u^{2}}{2 U_{m}}+v+\frac{u v}{U_{m}}+\frac{v^{2}}{2 U_{m}}+\frac{w^{2}}{U_{m}} \\
& -\frac{1}{8 U_{m}^{3}}\left[4 U_{m}^{2} u^{2}+4 U_{m}^{2} v^{2}+8 U_{m}^{2} u v+0\left(u^{3}\right)\right]+O\left(u^{3}\right) \tag{A-27}
\end{align*}
$$

or finally

$$
\begin{equation*}
\Phi^{\frac{1}{2}}=\mathrm{U}_{\mathrm{m}}+u+v+\frac{\mathrm{w}^{2}}{\mathrm{U}_{\mathrm{m}}}+\cdots-O\left(u^{3}\right) \tag{A-28}
\end{equation*}
$$

Similarly, (A-23) becomes

$$
\begin{align*}
x^{\frac{1}{2}}=U_{m} & +\frac{1}{2 U_{m}}\left(2 U_{m} u+u^{2}-2 U_{m} v-2 u v+v^{2}+2 w^{2}\right. \\
& -\frac{1}{8 U_{m}^{3}}\left(2 U_{m} u+u^{2}-2 U_{m} v-2 u v+v^{2}+2 w^{2}\right)^{2}+--O\left(u^{3}\right) \tag{A-29}
\end{align*}
$$

or
$x^{1 / 2}=U_{m}+u+\frac{u^{2}}{2 U_{m}}-v-\frac{u v}{U_{m}}+\frac{v^{2}}{2 U_{m}}+\frac{w^{2}}{U_{m}}-\frac{u^{2}}{2 U_{m}}-\frac{v^{2}}{2 U_{m}}+\frac{u v}{U_{m}}+--O\left(u^{3}\right)$

Fina1ly

$$
\begin{equation*}
x^{\frac{1}{2}}=U_{m}+u-v+\frac{w^{2}}{U_{m}}+\cdots o\left(u^{3}\right) \tag{A-31}
\end{equation*}
$$

Expansion ( $A-31$ ) and ( $A-28$ ) may be used in ( $A-20$ ) and ( $A-21$ ) to
produce

$$
\begin{equation*}
\mathrm{E}_{1}+\mathrm{E}_{2}=\mathrm{AS}_{\mathrm{n}}\left(2 \mathrm{U}_{\mathrm{m}}+\frac{2 \mathrm{w}^{2}}{\mathrm{U}_{\mathrm{m}}}\right)+2 \mathrm{AS}_{\mathrm{p}}\left(\mathrm{U}_{\mathrm{m}}+\mathrm{u}\right)+\cdots+\mathrm{O}\left(\mathrm{u}^{3}\right) \tag{A-32}
\end{equation*}
$$

$$
\begin{equation*}
E_{1}-E_{2}=A S_{n}(2 v)-2 A S_{p} v+\cdots+O\left(u^{3}\right) \tag{A-33}
\end{equation*}
$$

From this point the analysis will depend on how the signals are prccessed electronically. In the present tests the $D C$ portions were sefarated from the AC portions by a high pass filter with a roll-off frequency below 1 hz . The effect, then, is to split the voltages in (A-32) and (A-33) into mean and fluctuating parts. The mean values are

$$
\begin{align*}
& \overline{E_{1}+E_{2}}=A S_{n}\left(2 U_{m}+2 \overline{\overline{w^{2}}} \overline{U_{m}}\right)+2 A S_{p} U_{m}+\cdots+O\left(\overline{u^{3}}\right)  \tag{A-34}\\
& \overline{E_{1}-E_{2}}=O \overline{\left(u^{3}\right)} \tag{A-35}
\end{align*}
$$

and the fluctuating parts are

$$
\begin{align*}
& \left(e_{1}+e_{2}\right)=A S_{n}\left(2 u+\frac{2 w^{2}}{U_{m}}\right)+2 A S_{p} u+\cdots+O\left(u^{3}\right)  \tag{A-36}\\
& \left(e_{1}-e_{2}\right)=A S_{n}(2 v)-2 A S_{p} v+\cdots+O\left(u^{3}\right) \tag{A-37}
\end{align*}
$$

It should be noted in regard to the terms $\overline{0\left(u^{3}\right)}$ that higherorder correlations may not necessarily be smaller than lower-order correlations. Subsequent neglect of these terms involves such an assumption; although it is a reasonable one in light of experimental resalts in turbulent flow.

At this point it is possible to relate $S_{n}$ and $S_{p}$ to the calibration process, which is carried out in the free stream where the turəulence is negligible. The mean sum voltage during calibration may be sbtained from (A-34) as

$$
\begin{equation*}
\overline{E_{1}+E_{2}}=2 A\left(S_{n}+S_{p}\right) U_{m} \tag{A-38}
\end{equation*}
$$

Hense the linearized calibration constant $S_{c}$ is equal to

$$
\begin{equation*}
S_{c}=2 A\left(S_{n}+S_{p}\right) \tag{A-39}
\end{equation*}
$$

To obtain an approximate relationship between $S_{n}$ and $S_{p}$, the results presented by Champagne (51) are used. Champagne obtained a relationship between the velocity indicated by a wire yawed at an angle, $\alpha$, and the velocity indicated by the wire normal to the flow in the form

$$
\begin{equation*}
\mathrm{U}^{2}(\alpha)=\mathrm{U}^{2}(0)\left[\cos ^{2} \alpha+\mathrm{k}^{2} \sin ^{2} \alpha\right] \tag{A-40}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathrm{U}(\alpha)=\mathrm{U}(0)\left[\cos ^{2} \alpha+\mathrm{k}^{2} \sin ^{2} \alpha\right]^{\frac{1}{2}} \tag{A-41}
\end{equation*}
$$

Expanding (A-41) in a binomial series, since

$$
\begin{align*}
& U(\alpha)=U(0)\left[\cos \alpha+\frac{1}{2 \cos } k^{2} \sin ^{2} \alpha+\ldots-\right]  \tag{A-42}\\
& U(\alpha)=U(0)\left[\cos \alpha+\frac{1}{2}\left(\frac{\sin \alpha}{\cos \alpha}\right) k^{2} \sin ^{2} \alpha+--\right]  \tag{A-43}\\
& U(\alpha)=U_{n}+\frac{k^{2}}{2}(\tan \alpha) U_{p}+--- \tag{A-44}
\end{align*}
$$

Now the inclined wire is calibrated in operating position to produce a voltage, $\mathrm{E}(\alpha)$

$$
\begin{align*}
& \mathrm{E}(\alpha)=\mathrm{S}_{\mathrm{I}} \mathrm{U}(\alpha)  \tag{A-45}\\
& \mathrm{E}(\alpha)=\mathrm{S}_{\mathrm{I}} U_{\mathrm{n}}+\frac{k^{2}}{2}(\tan \alpha) \mathrm{S}_{\mathrm{I}} U_{\mathrm{p}}+\cdots \tag{A-46}
\end{align*}
$$

Recalling (A-9)

$$
\begin{equation*}
\mathrm{E}=\mathrm{S}_{\mathrm{n}} \mathrm{U}_{\mathrm{n}}+\mathrm{S}_{\mathrm{p}} \mathrm{U}_{\mathrm{p}} \tag{A-9}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\frac{\mathrm{S}_{\mathrm{p}}}{\mathrm{~s}_{\mathrm{n}}} \cong \frac{\mathrm{k}^{2}}{2} \tan \alpha \tag{A-47}
\end{equation*}
$$

For the wires used in the present tests, the length: diameter ratio is 333 , for which Champagne gives the value of $k=0.15$. Hence, since $\alpha=45^{\circ}$

$$
\begin{equation*}
\frac{S_{p}}{S_{n}}=0.112 \tag{A-48}
\end{equation*}
$$

Using (A-48) and (A-39), values for $S_{n}$ and $S_{p}$ may be obtained in terms of the calibration constant, $S_{c}$, as

$$
\begin{equation*}
S_{\mathrm{n}}=\frac{\mathrm{S}_{\mathrm{c}}}{2.0224 \mathrm{~A}} \quad \mathrm{~S}_{\mathrm{p}}=\frac{0.0112}{2.0224 \mathrm{~A}} \mathrm{~S}_{\mathrm{c}} \tag{A-49}
\end{equation*}
$$

Several comments should be noted at this point. First, the ratio between $S_{p}$ and $S_{n}$ given by Eq. (A-47) varies with angle in a nonlinear fashion so that for large levels of turbulence where the direction of the flow vector varies widely, this ratio will be in error due to nonlinear averaging. Nevertheless, for the wires used, $S_{p}$ is obviously much smaller than $S_{n}$, and this error can be reasonably neglected. (In fact, it would not be unreasonable to neglect $S_{p}$ entirely. For other wire configurations where $1 / \mathrm{d}$ is smaller, the entire analysis given above would have to be reconsidered including the original proposition represented by Eq. (A-9).

Another point to note in regard to Eq. (A-34) is that the rms value of the $w$ fluctuation affects the mean (DC) output of the wires and therefore the mean velocity measurements. Examination of Fig. 15 reveals that this result is physically realistic since both + w and -w fluctuations add to the voltage output whereas + and - fluctuations of $u$ and $v$ add and subtract alternately and therefore cancel. The w effect does not appear in the difference output, Eq. (A-35), since both wires are affected equally.

A correction for the error due to $\overline{w^{2}}$ may be obtained by solving (A-34), which is quadratic in $U_{m}$, using (A-49) to relate the calibration coefficient, $S_{c}$. After some algebra, the result is

$$
\begin{equation*}
\mathrm{U}_{\mathrm{m}}=\frac{\frac{\overline{E_{1}+E_{2}}}{\mathrm{~S}_{\mathrm{c}}}+\sqrt{\left(\frac{\mathrm{E}_{1}+\mathrm{E}_{2}}{S_{c}}\right)^{2}-\frac{\overline{4 w^{2}}}{1.0112}}}{2} \tag{A-50}
\end{equation*}
$$

Here, it can be noted that $\frac{\overline{E_{1}+E_{2}}}{S_{c}}$ is just the apparent velocity, $U_{I}$, indicated by the $x$-wire and $U_{m}$ is the correct velocity. Therefore

$$
\begin{equation*}
\mathrm{U}_{\mathrm{m}}=\frac{1}{2}\left[\mathrm{U}_{\mathrm{I}}+\sqrt{\mathrm{U}_{\mathrm{I}}^{2}-\frac{\overline{4 \mathrm{w}^{2}}}{1.0112}}\right] \tag{A-51}
\end{equation*}
$$

Equation (A-51) was used to correct all mean velocity measurements taken with x-wires. (When the wires are turned to the horizontal plane, $\overline{w^{2}}$ is replaced by $\overline{v^{2}}$.) As can be seen from ( $A-51$ ), the indicated velocity is too high as a result of the influence of the $w$ fluctuations.

Turning next to the $u$ fluctuations, it can be seen from Eq. (A-36) that the $w$ fluctuations also affect the fluctuating portion of the sum voltage. In these tests (and in common practice) the rms value of $e_{1}+e_{2}$ is measured. Mathenatically, if Eq. (A-36) squared and terms of order $u^{3}$ are neglected, the result becomes

$$
\begin{equation*}
\overline{\left(e_{1}+e_{2}\right)^{2}}=\overline{\left[2 A\left(S_{n}+S_{p}\right) u+2 A S_{n} \frac{w^{2}}{U_{m}}\right]^{2}} \tag{A-52}
\end{equation*}
$$

It is evident that the influence of $w^{2}$ is of order $\overline{u w^{2}} / U_{m}$, which should be small relative to $\overline{u^{2}}$. (The value of $\overline{u^{2}}$ may be either positive or negative and therefore could cause the rms voltage to be either too high or too low depending on local conditions.) Neglecting this term and using Eq. (A-39) leads to

$$
\begin{equation*}
\overline{\left(e_{1}+e_{2}\right)^{2}}=s_{c}^{2} \overline{u^{2}} \tag{A-53}
\end{equation*}
$$

whizh is identical to Eq/ (A-7) and restates the usual assumption that the sum rms voltage is directly a function of $\overline{u^{2}}$. Equation (A-53) was used for initial reduction of $\overline{u^{2}}$ data and the results were comparəd to sample yawed wire data.

Analysis of $\overline{v^{2}}$ follows from Eq. (A-37). Neglecting terms of order $u^{3} v$, the rms output of the difference voltage becomes, using (A-49)

$$
\begin{equation*}
\overline{\left(e_{1}-e_{2}\right)^{2}}=0.951 \mathrm{~S}_{c}^{2} \overline{v^{2}} \tag{A-54}
\end{equation*}
$$

The Reynolds stress $\overline{u v}$ (or $\overline{u w}$ ) was determined by feeding the fluctuating portions of the sum and difference voltages into the Prirceton correlator, which forms the instantaneous product of these inplts and time-averages the result. Mathematically, this operation is equivalent to multiplying together Eqs. (A-36) and (A-37) and forming the mean value of the product.

$$
\begin{equation*}
\overline{\left(e_{1}+e_{2}\right)\left(e_{1}-e_{2}\right)}=4 A^{2}\left(S_{n}^{2}-S_{p}^{2}\right) \overline{u v}+4 A^{2}\left(S_{n}^{2}-S_{n} S_{p}\right) \frac{\overline{v w^{2}}}{U_{m}} \tag{A-55}
\end{equation*}
$$

Neglecting the $\overline{v_{w}}{ }^{2}$ term and using (A-49), the result is

$$
\begin{equation*}
\overline{\left(e_{1}+e_{2}\right)\left(e_{1}-e_{2}\right)}=0.978 \mathrm{~s}_{c}^{2} \overline{u v} \tag{A-56}
\end{equation*}
$$

At this point it may be noted that Eq. (A-56) is very similar to Eq. (A-8) differing only in the definition of the sensitivity coefficiont, $S_{c}$, versus $S_{u}$ and $S_{v}$. If the assumptions leading to Eqs. (A-53), (A-54), and (A-56) were all reasonably correct, it could be expected that the experimentally determined quantity, $S_{v}=\frac{I}{U} \frac{\partial E}{\partial \psi}$, would be equal to $0.978 \mathrm{~S}_{\mathrm{c}}$ and $\mathrm{S}_{\mathrm{u}}=\mathrm{S}_{\mathrm{c}}$. Measurements of the value of $\frac{\partial}{\bar{u}} \frac{\partial \mathrm{E}}{\partial \psi}$ were obtained over a range of $\pm 10^{\circ}$ using a vernier angle fixture on a thermo-systems calibrator. The resulting data was
linearized by computer-fitting straight lines to each set by the least-squares procedure. (See Fig. 16, which is an example of the data and resulting least-squares lines for each wire.)

The resulting values of $S_{v}$ differed greatly from the predicted value of $0.978 \mathrm{~S}_{\mathrm{c}}$--the discrepancy being as great as 16 percent. Even though the best value obtained among the probes used in the tests differed by only one percent from the ideal value, the reason for the discrepancies in the other probes was sought in more detail.

Microscopic examination revealed that the wire angles were not exactly $45^{\circ}$ as required by the assumption leading to Eqs. (A-16) and (A-17). Ultimately, the wires were microphotographed on a Bausch and Lomb metallurgical microscope (metallograph) equipped with a traversing stage. During this procedure, the probes were clamped against a straight edge and the pictures were double-exposed--once with the wire in focus and once with the straight edge in focus. Then the wire angle was measured directly from the photographs using a precision vernier protractor. The results revealed wide variations in wire angles as well as wire curvature which meant that the wire tangent varied along the length of the wire. Two example photographs are included in Fig. 17; and since photo duplicated copies of these pictures may not be too clear, tracings of the wire shapes are included in Fig. 18.

The discrepancies in wire slope appeared to correlate with the variations in $S_{v}$ determined experimentally. To establish a more firm relationship, the angle dependencies in Eqs. (A-14) and (A-15) were retained and carried through the derivation to the same level of
aכproximation. The steps are straightforward, although tedious, and the results are

$$
\begin{align*}
& S_{n}=\frac{S_{c}}{\cos \theta_{1}+\cos \theta_{2}+\frac{1}{2} k^{2} \tan \alpha\left(\sin \theta_{1}+\sin \theta_{2}\right)}  \tag{A-57}\\
& S_{p}=S_{n}\left(\frac{1}{2} \mathrm{k}^{2} \tan \alpha\right) \tag{A-58}
\end{align*}
$$

$$
e_{1}+e_{2}=S_{n}\left[u\left(\cos \theta_{1}+\cos \theta_{2}\right)+v\left(\sin \theta_{1}-\sin \theta_{2}\right)\right]
$$

$$
\begin{equation*}
+S_{p} u\left(\sin \theta_{1}+\sin \theta_{2}\right)+S_{p} v\left(\cos \theta_{2}-\cos \theta_{1}\right) \tag{A-59}
\end{equation*}
$$

$$
e_{1}-e_{2}=S_{n}\left[u\left(\cos \theta_{1}-\cos \theta_{2}\right)+v\left(\sin \theta_{1}+\sin \theta_{2}\right)\right]
$$

$$
\begin{equation*}
+S_{\mathrm{p}} u\left(\sin \theta_{1}-\sin \theta_{2}\right)-S_{\mathrm{p}} \mathrm{v}\left(\cos \theta_{2}+\cos \theta_{1}\right) \tag{A-60}
\end{equation*}
$$

where

$$
\begin{aligned}
& \theta_{1}=90^{\circ}-\psi_{1} \\
& \theta_{2}=90^{\circ}-\psi_{2}
\end{aligned}
$$

and $\alpha$ is taken as the average of $\psi_{1}$ and $\psi_{2}$.
As can be seen from Eqs. (A-59) and (A-60), there now appears an influence of $v$ upon the sum voltage and $u$ upon the difference voltage depending on how much the wire angles deviate from $\pm 45^{\circ}$. Conputation of these terms revealed that for the worst case the cross influence of $u$ and $v$ was two or more orders of magnitude smaller than the other terms; hence these effects were neglected.

Using the measured angles from the microphotographs, the values of $S_{v} / S_{u}$ were evaluated from Eqs. (A-57) through (A-60). These results were then compared to the experimental values of $S_{v} / S_{u}$ obtained by yaw calibration (see Table II). Comparing the predicted values to the experimental values, it can be seen that the results
agree reasonably we11 for two probes (\#5236 and \#5237). In the case of the other probe, one wire was broken during the photographic efforts and the calculated value is based on the apparent angle, which may well have been altered when the wire was broken.

Examination of the computed values of $S_{v}$ from Eqs. (A-57) to (A-60) reveals that a cumulative discrepancy of $1 \frac{1}{2}^{\circ}$ in the wire angles causes a change in $S_{v}$ of roughly four percent. This extreme sensitivity to variations in the probes used underscores the importance of careful calibration for $S_{V}$. These points also suggest a likely source for some of the reported variations in x-wire data.

For data reduction the calibrated values of $S_{v}$ were used. As a further check on the x -wire results, representative data measurements were repeated using the single yawed-wire technique. Figures 19, 20 , and 21 show the comparative values obtained. It will be noted that there is considerable scatter in the yawed wire results. In subsequent review of procedures used it was determined that the probable cause for this scatter lies in the somewhat unorthodox technique used to obtain the three values needed at each data location (Eq. (A-5)). Rather than rotating the wire at each data point, the wire was traversed through all points at one angle setting; then it was rotated to the second angle position and traversed again. While this technique minimized errors due to calibration drift and angle position errors (the wire was very carefully calibrated before each traverse), small variations due to traversing position errors led to larger variations in the simultaneous solutions of Eq. (A-5). In retrospect, it would have been better to rotate the wire to three angular positions without moving the traversing mechanism.

In any case, examination of the comparison in Figs. 19, 20, and 21 reveal several facts. First, the values of $\sqrt{\overline{u^{2}}}$ and of $\overline{u v}$ are slightly higher from the $x$-wire than from the yawed wire while the values of $\sqrt{\overline{v^{2}}}$ from both methods agree very well. In addition, comparison of values obtained from different $x$-wire probes agree with one another if the correction factors are taken into account; hence the probes used seem to produce values of $\overline{u v}$ and $\sqrt{\overline{u^{2}}}$ which are consistently high by comparison with yawed wire results. The larger errors in outputs involving the sum voltage as opposed to that involving the $d i=f e r e n c e ~ v o l t a g e ~ i s ~ n o t ~ u n e x p e c t e d . ~ E q u a t i o n ~(A-52) ~ f o r ~ t h e ~ s u m ~ v o l t-~$ age contains triple correlation terms which are neglected in the data recuction while the lowest order term neglected in the difference rms vo:tage (Eq. (A-37) would be of order $\overline{\left(u^{3} v\right)}$, a fourth-order correlaticn term.

Figure 19 also reveals the effect on $\sqrt{\overline{u^{2}}}$ values of having the wines arranged in a horizontal plane rather than a vertical plane. Within two inches of the wall, higher values of $\sqrt{\overline{u^{2}}}$ are indicated by both the x -wire and single wire probes when in the horizontal plane. This effect has been discussed at length by Sandborn (47), who ascribes the cause to the steep turbulence gradients near the wall which causes a vertical wire to see considerable variation in $\sqrt{\overline{u^{2}}}$ along its length.

Considering these various effects, it is evident that the hor_zontal wire measurements of $\sqrt{\overline{u^{2}}}$ should be given more credence that the vertical measurements. (Since $\sqrt{\overline{w^{2}}}$ and $\overline{u w}$ measurements were obtained, as well as $\sqrt{\overline{v^{2}}}$ and $\overline{u v}$, both horizontal and vertical measurements of $\sqrt{\overline{u^{2}}}$ were taken throughout the data field.) To exanine the discrepancy between $x$-wire and yawed wire values of
$\sqrt{\overline{u^{2}}}, \sqrt{\overline{v^{2}}}$, and $\sqrt{\overline{w^{2}}}$, the differences were tabulated in detail, and it was found that the spread was relatively constant and equal to about four percent. The effect on $\overline{u v}$ values in Fig. 21 is also present; although it is not so clear due to the data scatter. (The average difference for $\overline{u v}$ values in Fig. 21 is closer to six percent, but with a high level of uncertainty.)

The comparisons described here were consistent among three x -wire probes used throughout the study; hence it was decided that correction factors would be applied to the $\sqrt{\overline{v^{2}}}, \sqrt{\overline{w^{2}}}, \overline{u v}$, and $\overline{u w}$ measurements based on the experimental values of $S_{V}$ for the probe used. No correction was applied for the four percent errors in $u$ values since this error might vary somewhat throughout the field. Values of $\sqrt{\overline{u^{2}}}$, $\overline{u v}$, and $\overline{u w}$ are therefore slightly high; however the results should be internally consistent.

## Velocity Gradient Effects

It was observed in the preceding section that horizontally oriented wires tended to produce higher values of $\sqrt{\overline{u^{2}}}$ than vertical wires and that this effect has been ascribed to turbulence gradient effects. As an additional note, the recent work of Gessner and Moller (49) may be considered since it pertains to the effects of mean velocity gradients upon the wire outputs. It has been recognized by various workers that hot wires exposed to velocity gradients along their lengths will be subject to errors due to skewed cooling effects (46, 47, 48, 49). Gessner and Moller derived corrections for effects of velocity gradients upon hot-wire outputs in terms of a shear parameter, S, defined by

$$
\begin{equation*}
\mathrm{S}=\frac{\Delta \mathrm{U} / \mathrm{U}}{1 / \mathrm{d}} \tag{A-61}
\end{equation*}
$$

where $U$ is the velocity at the center of the wire, $\Delta U$ is the variation in velocity along the wire, and $1 / \mathrm{d}$ is the length-tod_ameter ratio for the wire. Evaluating this parameter for the worst $c=s e$ observed in the present tests reveals that $S=0.21 \times 10^{-3}$ $(\Delta U / U=0.08,1 / d=333)$. For this value of $S$, the corrections listed by Gessner and Moller are negligible; hence no corrections for this effect are included in the data reduction.

Table I

Summary of hot-wire calibration data and regression line analysis

|  |  | Regression line analysis |  |  |  |  | Variances |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Date | ```Cali- bration run``` | $\begin{gathered} \text { Sample } \\ \text { size } \end{gathered}$ | $\begin{gathered} \text { Inter- } \\ \text { cept } \end{gathered}$ | Slope | Standard <br> Error of slope | Corre- <br> lation <br> Coeff. | Due to regression. | About regression | $\begin{gathered} \text { F } \\ \text { value } \end{gathered}$ |
| 6-22 | 1 | 6 | . 078 | . 197 | . 0037 | . 9993 | 13.8915 | . 0050 | 2794. |
|  | 2 | 5 | . 124 | . 200 | . 0022 | . 9998 | 13.4070 | . 0016 | 8422. |
|  | 3 | 5 | . 180 | . 198 | . 0029 | . 9997 | 10.4751 | . 0022 | 4769. |
|  | 4 | 6 | . 261 | . 191 | . 0036 | . 9993 | 13.1105 | . 0046 | 2865. |
| 6-23 | 1 | 6 | . 243 | . 194 | . 0045 | . 9989 | 14.5892 | . 0078 | 1868. |
|  | 2 | 5 | . 396 | . 192 | . 0047 | . 9991 | 11.5422 | . 0069 | 1684. |
| 6-24 | 1 | 6 | . 161 | . 200 | . 0042 | . 9991 | 14.1609 | . 0064 | 2231. |
|  | 2 | 6 | . 134 | . 200 | . 0032 | . 9995 | 18.3065 | . 0047 | 3895. |
| 6-25 | 1 | 8 | . 229 | . 198 | . 0039 | . 9988 | 22.8174 | . 0089 | 2577. |
|  | 2 | 5 | . 345 | . 193 | . 0049 | . 9991 | 16.0637 | . 0102 | 1582. |
| 6-26 | 1 | 6 | . 330 | . 199 | . 0048 | . 9988 | 18.7683 | . 0110 | 1713. |
|  | 2 | 6 | . 335 | . 195 | . 0035 | . 9994 | 17.9994 | . 0059 | 3053. |
| $\begin{aligned} & 6-28 \\ & 6-29 \end{aligned}$ | 1 | 6 | . 263 | . 196 | . 0032 | . 9995 | 17.6153 | . 0046 | 3822. |
|  | 1 | 6 | . 210 | . 197 | . 0040 | . 9992 | 16.6464 | . 0069 | 2425. |
|  | 2 | 4 | . 245 | . 195 | . 0018 | . 9999 | 10.2267. | . 0008 | 11931. |
|  | 3 | 4 | . 486 | . 187 | . 0065 | . 9988 | 7.6444 | . 0093 | 820 |
| 6-30 | 4 | 6 | . 223 | . 195 | . 0034 | . 9994 | 16.0067 | . 0050 | 3212. |
|  | 1 | 6 | . 053 | . 203 | . 0023 | . 9998 | 18.8320 | . 0024 | 7960. |
|  | 2 | 6 | . 317 | . 191 | . 0041 | . 9991 | 16.3041 | . 0074 | 2207. |
|  | 3 | 6 | . 306 | . 194 | . 0029 | . 9996 | 16.1582 | . 0036 | 4398. |
| 7-1 | 4 | 6 | . 321 | . 193 | . 0047 | . 9988 | 16.9025 | . 0100 | 1648. |
|  | 1 | 6 | . 173 | . 198 | . 0061 | . 9981 | 17.3858 | . 0166 | 1048. |
|  | 2 | 6 | . 055 | . 202 | . 0043 | . 9991 | 17.6148 | . .0080 | 2192. |
|  | 3 | 6 | . 103 | . 210 | . 0033 | . 9995 | 19.0141 | :. .0052 | 3649. |
| 7-2 | 1 | 6 | . 007 | . 202 | . 0027 | . 9997 | 18.5600 | . 0032 | 5826. |
|  | 2 | 6 | . 042 | . 200 | . 0029 | . 9996 | 18.3819 | . 0039 | 4723. |
|  | 3 | 6 | . 165 | . 198 | . 0029 | . 9996 | 17.8320 | . 0039 | 4530. |
|  | 4 | 6 | -. 032 | . 202 | . 0015 | . 9999 | 19.5815 | . 0011 | 17721. |
| 7-3 | 1 | 6 | . 109 | . 201 | . 0047 | . 9989 | 18.7845 | . 0101 | $1854 .$ |
|  | 2 | 6 | -. 029 | . 205 | . 0012 | . 9999 | 20.2252 | . 0007 | 31345. |
|  | 3 | 6 | . 118 | . 203 | . 0047 | . 9990 | 18.6508 | . 0098 | 1896. |
|  | 4 | 6 | . 024 | . 206 | . 0012 | . 9999 | 19.9161 | . 0007 | 29273. |
| 7-5 | 1 | 6 | . 100 | . 201 | . 0032 | . 9995 | 19.0750 | . 0049 | 3927. |
|  | 2 | 6 | . 075 | . 197 | . 0014 | . 9999 | 19.0488 | . 0009 | 20419. |
| 7-6 | 1 | 6 | -. 078 | . 196 | . 0041 | . 9992 | 18.9099 | . 0081 | $2347$ |
|  | 2 | 6 | . 064 | . 198 | . 0047 | . 9989 | 19.4164 | . 0109 | 1783. |
| ?-6 | 3 | 6 | . 133 | . 198 | . 0031 | . 9995 | 17.8797 | . 0044 | 4058. |
|  | 4 | 6 | . 016 | . 204 | . 0026 | . 9997 | 18.6060 | . 0029 | 6322. |
|  | 5 | 6 | . 001 | . 201 | . 0044 | . 9991 | 19.0979 | . 0090 | 2123. |
| 7-7 | 1 | 6 | -. 086 | . 202 | . 0015 | . 9999 | 18.6757 | . 0011 | 17817. |
|  | 2 | 6 | . 103 | . 201 | . 0044 | . 9990 | 17.8202 | . 0087 | 2057. |
|  | 3 | 6 | -. 065 | . 20 ; | . 0033 | . 9995 | 19.0216 | . 0051 | 3726. |
| 7-8 | 1 | 6 | . 006 | . 202 | . 0036 | . 9999 | 16.7856 | . 0054 | 3086. |
|  | 2 | 6 | -. 045 | . 207 | . 0024 | . 9997 | 19.8008 | . 0026 | 7745. |

## Table II

## x-wire Characteristics

| Probe Number | Wire <br> Number | $\begin{gathered} \text { Wire } \\ \text { Angle } \\ \text { (tip-to- } \\ \text { tip) } \end{gathered}$ | Range of Wire A (min.) | $\begin{aligned} & \text { f local } \\ & \text { Angle } \\ & (\max ) \end{aligned}$ | Average Angle (avg. of 10 pts.) | $\mathrm{S}_{\mathrm{v}} / \mathrm{S}_{\mathrm{u}}$ <br> Computed | $\begin{aligned} & \mathrm{S}_{\mathrm{v}} / \mathrm{S}_{\mathrm{u}} \\ & \text { from angle } \\ & \text { calibration } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5239 | 1 | $46^{\circ} 50{ }^{\prime}$ | see note |  |  | 0.916 | 1.035 |
|  | 2 | $47^{\circ} 15^{\prime}$ | $41^{\circ} 0{ }^{\prime}$. | $53^{\circ} 30^{\prime}$ | $46^{\circ} 49^{\prime}$ |  |  |
| 5237 | 1 | $46^{\circ} 10^{\prime}$ | $39^{\circ} 15^{\prime}$ | $51^{\circ} 35^{\prime}$ | $44^{\circ} 56^{\prime}$ | 0.956 | 0.971 |
|  | 2 | $47^{\circ} 35^{\prime}$ | $47^{\circ} 5^{\prime}$ | $48^{\circ} 0^{\prime}$ | $46^{\circ} 20^{\prime}$ |  |  |
| 5236 | 1 | $49^{\circ} 30^{\prime}$ | $48^{\circ} 0^{\prime}$ | $52^{\circ} 0^{\prime}$ | $49^{\circ} 32{ }^{\prime}$ | 0.830 | 0.815 |
|  | 2 | $50^{\circ} 10^{\prime}$ | $48^{\circ} 45^{\prime}$ | $50^{\circ} 15^{\prime}$ | $49^{\circ} 37{ }^{\prime}$ |  |  |

Note: Wire \#1 on probe \#5239 was broken during the photographic process. The wire angle listed is the apparent angle measured across the wire supports and is questionable.

Table III Corrected data listing

|  | ils) | $\wedge$ | 1 | 1. | VELICLIY | if KMMS | $\checkmark$ RMS | W RMS | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMBER | NUMHER | fFEI | INCHES | INCHES | fos | FPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS) X (FPS) |
| 1 | 1 | -3.000 | 0.852 | 18.714 | 25.381 | 3.491 | 1.487 |  | -1.815 |  |
| 2 | 2 | -3.000 | 0.852 | 16.111 | 27.114 | 3.437 | 1.487 |  | -1.913 |  |
| 3 | 3 | -3.000 | 0.452 | 13.504 | 27.086 | 3.356 | 1.434 |  | -1.794 |  |
| $\checkmark$ | 4. | -3.000 | 0.832 | 10.936 | 27.663 | 3.383 | 1.443 |  | -1.734 |  |
| 5 | 5 | -3.000 | 0.552 | 8.303 | 27.118 | 3.248 | 1.424 |  | -1.794 |  |
| 6 | 6 | -3.000 | 0.852 | 5.700 | 23.743 | 3.329 | 1.424 |  | -1.794 |  |
| 7 | 7 | -3.003 | 0.852 | 3.047 | 26.487 | 3.329 | 1.424 |  | -1.794 |  |
| 8 | 8 | -3.000 | 0.842 | 0.0 | 25.837 | 3.410 | 1.413 |  | -1.794 |  |
| 9 | 9 | -3.000 | 0.452 | -2.108 | 26.192 | 3.383 | 1.413 |  | -1.642 |  |
| 10 | 10 | -3.000 | 0.852 | -4.711 | 26.438 | 3.383 | 1.445 |  | -1.805 |  |
| 11 | 11 | -3.000 | 0.852 | -7.314 | 27.363 | 3.383 | 1.434 |  | -1.794 |  |
| 12 | 12 | $-3.000$ | 0.852 | -9.917 | 27.387 | 3.410 | 1.434 |  | -1.827 |  |
| 13 | 13 | -3.000 | c. 852 | -12.320 | 27.908 | 3.383 | 1.456 |  | -1.761 |  |
| 14 | $1 / 4$ | -3.000 | C. 452 | -15.122 | 27.784 | 3.491 | 1.497 |  | -1.979 |  |
| 15 | 15 | -3.100 | C. 8 ¢ 2 | -17.725 | 27.592 | 3.491 | 1.528 |  |  |  |
| 16 | 16 | -3.100 | 0.852 | 18.714 |  | 3.383 |  | 1.967 |  | -0.082 |
| 17 | : 1 | -3.020 | C.0.05 | 16.111 |  | 3.383 |  | 1.967 |  | 0.027 |
| 1 H | 18 | -3.000 | 0.852 | 13.509 |  | 3.410 |  | 1.967 |  | 0.136 |
| 17 | 19 | -3.000 | 0.052 | 10.706 |  | 3.383 |  | 1.935 |  | 0.055 |
| 20 | 70 | -3.000 | 0.852 | 8.303 |  | 3.302 |  | 1.920 |  | -0.4.62 |
| 21 | 21 | -3.003 | 0.952 | 5.700 |  | 3.379 |  | 1.935 |  | -0.217 |
| 22 | 22 | -3.20.0 | 0.842 | 3.377 |  | 3.275 |  | 1.888 |  | -0.082 |
| 23 | 23 | -3.000 | $0.4 ; 2$ | 0.0 | 26.150 | 3.329 |  | 1. HR8 |  | -0.055 |
| 24 | 24 | -3.000 | 0.852 | $-2.1 \mathrm{Cd}$ |  | 3.329 |  | 1.904 |  | 0.082 |
| 25 | 25 | -3.200 | 0.852 | -4.711 |  | 3.329 |  | 1.904 |  | 0.055 |
| 26 | 26 | -3.000 | 0.852 | -7.314 |  | 3.356 |  | 1.935 |  | 0.299 |
| 21 | 27 | -3.300 | 0.852 | -9.217 |  | 3.383 |  | 1.951 |  | 0.244 |
| $\angle 8$ | 28 | -3.800 | 0.452 | -17.520 |  | 3.410 |  | 1.983 |  | 0.055 |
| 29 | 27 | -3.000 | 0.852 | -15.122 |  | 3.464 |  | 1.983 |  | -0.109 |
| 30 | 30 | -3.3.00 | 0.852 | -17.725 | 26.915 | 3.518 |  | 2.062 |  | -0.299 |
| 31 | 31 | -3.000 | 3.052 | 18.714 | 33.727 | 2.207 | 1.298 |  | -1.287 |  |
| 32 | 32 | -3.000 | 5.057 | 13.509 | 34.391 | 2.171 | 1.246 |  | -1.160 |  |
| 33 | 33 | -3.000 | 5.052 | 8.303 | 33.415 | 2.207 | 1.308 |  | -1.213 |  |
| 34 | 34 | -3.000 | 5.052 | 3.091 | 32.437 | 2.224 | 1.308 |  | -1.371 |  |
| 35 | 35 | -3.000 | 5.052 | 0.0 | 33.116 | 2.224 | 1.308 |  | -1.298 |  |
| 36 | 30 | -3.300 | 5.052 | -2.108 | 33.343 | 2.171 | 1.267 |  | -1.076 |  |
| 37 | 37 | -3.300 | 5.052 | -7.314 | 33.565 | 2.154 | 1.277 |  | -1.086 |  |
| 33 | 38 | -3.000 | 5.052 | $-12.520$ | 35.173 | 2.119 | 1.225 |  | -1.002 |  |
| 13 | 37 | -3.030 | 5.052 | -17.125 | 34.647 | 2.137 | 1.267 |  | -1.107 |  |
| 4.0 | 40 | -3.000 | 5.052 | 18.714 |  | 2.196 |  | 1.516 |  | -0.053 |
| 41 | 41 | -3.000 | 5.052 | 13.509 |  | 2.061 |  | 1.475 |  | 0.042 |
| 42 | 42 | -3.300 | 5.052 | 8.303 |  | 2.255 |  | 1.557 |  | -0.401 |
| 43 | 43 | -1.000 | 5.052 | 3.097 |  | 2.255 |  | 1.610 |  | -0.211 |
| 4.4 | 44 | -3.000 | 5.052 | 0.0 | 32.909 | 2.196 |  | 1.568 |  | 0.074 |
| 45 | 45 | -3.000 | 5.052 | -2.108 |  | 2.121 |  | 1.547 |  | 0.021 |
| 46 | 46 | -3.000 | 5.052 | -7.314 |  | 2.107 |  | 1.495 |  | 0.138 |
| 47 | 47 | -5.000 | 5.052 | -12.520 |  | 2.077 |  | 1.475 |  | 0.116 |
| 48 | 48 | -3.000 | 5.052 | -17.125 |  | 2.107 |  | 1.475 |  | -0.053 |
| 49 | 49 | -3.000 | 0.572 | 0.0 | 24.876 | 3.366 | 1.374 | . | -1.755 |  |
| 50 | 50 | -3.000 | 0.852 | 0.0 | 26.113 | 3.232 | 1.385 |  | -1.797 |  |

Table III (Continued)

|  | test | x | $Y$ | 2 | VELOCITY | U RMS | $\checkmark$ RMS | W RMS | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMSER | NUMBER | FtET | INCHES | INCHES | FPS | FPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS)X(FPS) |
| 51 | 51 | -3.000 | 1.552 | 0.0 | 28.428 | 3.097 | 1.437 |  | -1.786 |  |
| 52 | 52 | -3.000 | 2.252 | 0.0 | 29.791 | 2.854 | 1.395 |  | -1.625 |  |
| 53 | 53 | -3.000 | 3.652 | 0.0 | 31.733 | 2.612 | 1.374 |  | -1.529 |  |
| 54 | 54 | -3.050 | 5.052 | 0.0 | 33.313 | 2.263 | 1.353 |  | -1.410 |  |
| 55 | 55 | -3.000 | 7.852 | 0.0 | 36.355 | 1.946 | 1.206 |  | -1.076 |  |
| 56 | 56 | -3.000 | 10.652 | 0.0 | 37.645 | 1.614 | 1.018 |  | -0.654 |  |
| 57 | 57 | -3.000 | 13.452 | 0.0 | 39.042 | 1.057 | 0.777 |  | -0.306 |  |
| 58 | 58 | -3.000 | 16.252 | 0.0 | 39.783 | 0.503 | 0.451 |  | -0.069 |  |
| 59 | 59 | -3.000 | 19.052 | 0.0 | 40.064 | 0.206 | 0.209 |  | -0.001 |  |
| to | 60 | -3.000 | 0.712 | 0.0 | 25.588 | 3.366 | 1.374 |  | -1.8R4 |  |
| 61 | 61 | -3.000 | 1.132 | 0.0 | 27.143 | 3.205 | 1.416 |  | -1.905 |  |
| 62 | 62 | -3.000 | 0.512 | -15.122 | 26.543 | 3.196 | 1.511 |  | -1.886 |  |
| 63 | 63 | -3.000 | 0.712 | -15.172 | 27.881 | 3.685 | 1.533 |  | -1.709 |  |
| 64 | 64 | -3.000 | 0.852 | -15.122 | 28.056 | 3.517 | 1.511 |  | -1.851 |  |
| 65 | 65 | -3.000 | 1.132 | -15.122 | 29.838 | 3.489 | 1.544 |  | -1.920 |  |
| 66 | 60 | -3.000 | 1.557 | -15.122 | 30.794 | 3.207 | 1.490 |  | -1.793 |  |
| 67 | 67 | -3.000 | 2.252 | -15.122 | 32.760 | 2.941 | 1.479 |  | -1.793 |  |
| 68 | 68 | -3.000 | 3.052 | -15.122 | 36.074 | 2.255 | 1.316 |  | -1.214 |  |
| 69 | 69 | -3.000 | 7.852 | -15.122 | 38.593 | 1.489 | 1.055 |  | -0.593 |  |
| 70 | 70 | -3.000 | 10.552 | -15.122 | 39.354 | 0.830 | 0.685 |  | -0.181 |  |
| 71 | 71 | -3.000 | 13.4 .52 | -15.122 | 40.275 | 0.436 | 0.413 |  | 0.002 |  |
| 72 | 72 | -3.000 | 16.24, | -15.122 | 40.033 | 0.256 | 0.217 |  | 0.017 |  |
| 73 | 73 | $-3.000$ | 19.032 | -15.122 | 40.471 | 0.191 | 0.153 |  | -0.017 |  |
| 74 | 74 | -3.000 | 0.572 | -15.122 | 26.163 | 3.713 |  | 2.175 |  | -0.405 |
| 75 | 75 | -3.000 | 0.712 | -15.122 |  | 3.545 |  | 2.127 |  | -0.376 |
| 76 | 76 | -3.000 | C. 8.52 | -15.122 |  | 3.601 |  | 2.150 |  | -0.261 |
| 77 | 77 | -3.000 | 1.132 | -15.122 |  | 3.517 |  | 2.045 |  | -0.231 |
| 78 | 78 | -3.000 | 1.592 | -15.122 | 31.139 | 3.251 |  | 1.746 |  | -0.231 |
| 79 | 79 | -3.000 | 2.252 | -15.122 |  | 2.875 |  | 1.530 |  | -0.144 |
| 80 | 80 | -3.000 | 5.052 | -15.122 |  | 2.411 |  | 1.168 |  | -0.002 |
| 81 | 81 | 2.000 | 0.852 | 0.0 | 17.369 | 4.535 |  | 2.829 |  | 0.028 |
| 92 | 82 | 2. 300 | 0.852 | -2.108 | 17.653 | 4.591 |  | 2.867 |  | -0.561 |
| 83 | 83 | 2.200 | 0.852 | -4.711 | 18.227 | 4.563 |  | 2.448 |  | 0.365 |
| 84 | 84 | 2.30. | 0.852 | -6.273 | 17.600 | 4.783 |  | 3.021 |  | -0.308 |
| 95 | 95 | 2.300 | 0.852 | -6.773 | 17.620 | 4.623 |  | 2.961 |  | -0.168 |
| 86 | 96 | 2.000 | 0.952 | -7.314 | 17.218 | 4.858 |  | 3.098 |  | 1.037 |
| 87 | 87 | 2.000 | 0.852 | -7.574 | 18.290 | 4.938 |  | 3.007 |  | 3.167 |
| 88 | H 8 | 2.000 | 0.852 | -7. 234 | 20.487 | 4.623 |  | 2.870 |  | 2.887 |
| 89 | 89 | 2.)00 | 0.052 | -8.095 | 21.504 | 4.413 |  | 2.665 |  | 2.326 |
| 90 | 90 | $2.0 \cup 0$ | 0.852 | -8.355 | 23.052 | 4.133 |  | 2.486 |  | 1.982 |
| 91 | 91 | 2.300 | 0.452 | -8.876 | 24.232 | 3.898 |  | 2.237 |  | 1.177 |
| 92 | 92 | 2.000 | 0.852 | -4.717 | 25.796 | 3.572 |  | 2.065 |  | 0.392 |
| 93 | 93 | 2.000 | 0.852 | $-12.5 \angle 0$ | 27.149 | 3.484 |  | 2.075 |  | 0.224 |
| 94 | 94 | 2.000 | 0.852 | -15.122 | 27.196 | 3.418 |  | 2.062 |  | -0.113 |
| 95 | 95 | 2.000 | 0.852 | -17.725 | 27.195 | 3.352 |  | 2.102 |  | 0.028 |
| 96 | 96 | 2.000 | 0.852 | -7.626 | 19.371 | 4.868 |  | 2.983 |  | 3.504 |
| 97 | 97 | 2. 000 | 0.652 | -7.704 | 19.754 | 4.728 |  | 2.963 |  | 3.587 |
| 98 | 98 | 2.000 | 0.852 | 0.0 | 17.996 | 4.238 | 2.115 |  | -3.643 |  |
| 97 | 99 | 2.000 | 0.852 | -2.108 |  | 4.342 | 2.129 |  | -3.784 |  |
| 100 | 100 | 2.000 | 0.852 | -4.711 |  | 4.342 | 2.075 |  | -3.756 |  |

Table III (Continued)

|  | test | $x$ | $Y$ | $L$ | velocity | U RMS | $\checkmark$ RMS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ficmoen | inviben | Pect | divenes | INLHES | res | rips | rHs |
| 101 | 101 | 2.300 | 0.852 | -6.273 |  | 4.413 | 2.260 |
| 102 | 102 | 2.000 | 0.852 | -6.793 | - | 4.518 | 2.273 |
| 105 | 1.33 | 2.000 | 0.452 | -7.314 |  | 4.728 | 2.432 |
| 104 | 104 | 2.000 | C. 852 | -7.574 | 19.022 | 4.693 | 2.269 |
| 105 | 105 | 2.300 | 0.852 | -7.626 |  | 4.553 | 2.173 |
| 106 | 106 | 2.000 | 0.852 | -7.104 | 19.057 | 4.553 | 2.173 |
| 107 | 107 | 2.000 | 0.852 | -7.834 |  | 4.342 | 2.014 |
| 108 | 108 | 2.000 | 0.852 | -8.095 |  | 4.238 | 1.933 |
| 109 | 109 | 2.200 | 0.952 | -8. 155 | 21.649 | 3.930 | 1.785 |
| 110 | 110 | 2.00. | 0.452 | -4.874 |  | 3.655 | 1.5 B6 |
| 111 | 111 | 2.000 | 0.852 | -9.917 |  | 3.325 | 1.415 |
| 112 | 112 | 2.000 | 0.85 C | -12.520 |  | 3.150 | 1.362 |
| 113 | 113 | 2.000 | O.R') | -13.122 |  | 3.150 | 1.362 |
| 114 | 114 | 2.000 | 0.852 | -17.725 |  | 3.188 | 1.388 |
| 115 | 115 | 2.000 | 1.152 | 0.0 | 21.342 | 4.211 |  |
| 116 | 116 | 2. 200 | 1.132 | $-2.1 \mathrm{CR}$ | 21.330 | 4.317 |  |
| 111 | 117 | 2.000 | 1.132 | -4.711 | 21.606 | 4.317 |  |
| 118 | 113 | 2.300 | 1.132 | -6.793 | 21.095 | 4.424 |  |
| 119 | 119 | 2.000 | 1.132 | -7.314 | 21.738 | 4.635 |  |
| 120 | 120 | 2.000 | 1.132 | -7.574 | 22.331 | 4.600 |  |
| 121 | 121 | 2.00 J | 1.132 | -7.674 | 23.056 | 4.459 |  |
| 122 | 122 | 2.000 | 1.137 | -7.334 | 23.901 | 4.317 |  |
| 123 | 123 | 2.000 | 1.132 | -8.035 | 24.691 | 4.247 |  |
| 124 | 124 | 2.000 | 1.132 | -8.355 | 25.566 | 3.963 |  |
| 125 | 125 | 2.000 | 1.132 | -9.917 | 28.212 | 3.433 |  |
| 126 | 126 | 2.000 | 1.132 | -12.520 | 28.311 | 3.256 |  |
| 127 | 127 | 2.000 | 1.132 | -15.122 | 28.9C8 | 3. 2.56 |  |
| 128 | 128 | 2.000 | 1.132 | -17.125 | 28.742 | 3.326 |  |
| 127 | 129 | 2.000 | 1.132 | -8.876 | 26.777 | 3.751 |  |
| 130 | 130 | 2.000 | 1.132 | -7.054 | 20.943 | 4.565 |  |
| 131 | 131 | 2.000 | 1.132 | 0.0 | 21.312 | 4.282 | 2.084 |
| 132 | 137 | 2.000 | 1.132 | -2.108 |  | 4.282 | 2.084 |
| 133 | 133 | 2.000 | 1.132 | -4.711 |  | 4.317 | 2.084 |
| 134 | 134 | 2.300 | 1.132 | -6.793 |  | 4.388 | 2.190 |
| 135 | 135 | 2.000 | 1.132 | -7. 254 |  | 4.530 | 2.257 |
| 136 | 136 | 2.000 | 1.132 | - 7.314 |  | 4.530 | 2.257 |
| 137 | 137 | 2.000 | 1.132 | -7.574 |  | 4.565 | 2.230 |
| 138 | 138 | 2.300 | 1.132 | $-7.678$ | 23.288 | 4.565 | 2.190 |
| 139 | 13.7 | 2.000 | 1.132 | -7.834 |  | 4.317 | 2.030 |
| 140 | 140 | 2.000 | 1.132 | -8.095 |  | 4.247 | 1.950 |
| 141 | 141 | 2.300 | 1.132 | -8.355 |  | 4.035 | 1.829 |
| 142 | 142 | 2.000 | 1.132 | -9.917 |  | 3.539 | 1.536 |
| 143 | 143 | 2.000 | 1.132 | -12.520 |  | 3.256 | 1.562 |
| 144 | 144 | 2.000 | 1.132 | -15.122 |  | 3.326 | 1.562 |
| 145 | 145 | 2.000 | 1.132 | -17.725 |  | 3.326 | 1.536 |
| 146 | 146 | 2.000 | 1.692 | $0 . \mathrm{C}$ | 20.415 | 3.813 |  |
| 147 | 147 | 2.000 | 1.692 | -2.1c8 | 26:404 | 3.893 |  |
| 148 | 148 | 2.000 | 1.692 | -4.711 | $25^{\circ} .671$ | 3.893 |  |
| 149 | 149 | 2.000 | 1.692 | -6. 773 | 26.000 | 3.919 |  |
| 150 | 150 | 2.000 | 1.692 | -6.793 | 26.632 | 3.919 |  |


| W RMS | UV | UW |
| :---: | :---: | :---: |
| rHs | (1-H) ${ }^{\text {a }}$ (tres) | (t-ps)x(t-ps) |
|  | -4.344 |  |
|  | -4.260 |  |
|  | -4.652 |  |
|  | -3.839 |  |
|  | -3.476 |  |
|  | -3.476 |  |
|  | -2.859 |  |
|  | -2.550 |  |
|  | -2.046 |  |
|  | -1.906 |  |
|  | -1.878 |  |
|  | -1.872 |  |
|  | -1.872 |  |
|  | -1.906 |  |
| 2.588 |  | -0.143 |
| 2.627 |  | 0.0?? |
| 2.647 |  | -0.002 |
| 2.802 |  | 0.279 |
| 2.897 |  | 1.631 |
| 2.802 |  | 2.775 |
| 2.047 |  | 2.048 |
| 2.627 |  | 2.975 |
| 2.550 |  | 2.575 |
| 2.338 |  | 2.089 |
| 2.048 |  | 0.343 |
| 2.009 |  | 0.114 |
| 2.009 |  | -0.002 |
| 2.048 |  | -0.057 |
| 2.163 |  | 1.001 |
| 2.839 |  | 0.687 |
|  | -3.949 |  |
|  | -3.891 |  |
|  | -3.862 |  |
|  | -4.349 |  |
|  | -4.521 |  |
|  | -4.149 |  |
|  | -3.891 |  |
|  | -3.520 |  |
|  | -3.204 |  |
|  | -2.804 |  |
|  | -2.432 |  |
|  | -2.146 |  |
|  | -2.146 |  |
|  | -2.232 |  |
|  | -2.175 |  |
| 2.185 |  | -0.527 |
| 2.216 |  | -0.448 |
| 2.247 |  | -0.002 |
| 2.263 |  | -0.474 |
| 2.341 |  | -0.026 |

Table III (Continued)

|  | test | x | $\gamma$ | 2 | VELOCITY | U RMS | V RMS | W RMS | uv | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMBFR | NJMAER | FEET | 1 NCHES | INCHES | FPS | FPS | FPS | FPS | (FPS)X(FPS) | (FPS) X (FPS) |
| 151 | 151 | 2.000 | 1.692 | -7.054 | 26.779 | 3.973 |  | 2.341 |  | 0.474 |
| 152 | 152 | 2.000 | 1.692 | -7.314 | 27.627 | 3.919 |  | 2.310 |  | 0.739 |
| 153 | 153 | 2.000 | 1.692 | -7.514 | 27.197 | 3.893 |  | 2.278 |  | 0.923 |
| 154 | 154 | 2.000 | 1.042 | -7.573 | 27.389 | 3.186 |  | 2.201 |  | 1.187 |
| 155 | 155 | 2.000 | 1.692 | -7.834 | 27.829 | 3.786 |  | 2.185 |  | 1.107 |
| 156 | 150 | 2.000 | 1.692 | -8.055 | 27.723 | 3.599 |  | 2.124 |  | 1.213 |
| 157 | 157 | 2.000 | 1.692 | -8.355 | 27.876 | 3.412 |  | 2.031 |  | 1.002 |
| 158 | 158 | 2.000 | 1.692 | -8.876 | 28.650 | 3.359 |  | 1.969 |  | 0.554 |
| 159 | 157 | 2.1100 | 1.652 | -9.917 | 29.326 | 3.066 |  | 1.829 |  | 0.185 |
| 160 | 160 | 2.000 | 1.642 | -12.520 | 79.756 | 3.093 |  | 1.844 |  | -0.185 |
| 161 | 161 | 2.000 | 1.652 | -15.122 | 24.930 | 3.013 |  | 1.829 |  | -0.079 |
| 162 | 162 | 2.000 | 1.692 | -17.72h | 29.997 | 3.073 |  | 1.860 |  | -0.026 |
| 163 | 163 | 2.000 | 1.697 | 0.c | 26.517 | 3.866 | 1.705 |  | -2.637 |  |
| 164 | 164 | 2.00.) | 1.697 | -2.108 |  | 3.839 | 1.705 |  | -2.637 |  |
| 165 | 1,5 | 2.000 | 1.05 .2 | -4.111 |  | 3.866 | 1.705 |  | -2.558 |  |
| 166 | 166 | 2.000 | 1.552 | -6.273 |  | 3.866 | 1.74,4 |  | -2.690 |  |
| 167 | 167 | 2.000 | $1.65 \%$ | -6.793 |  | 3.919 | 1.783 |  | -2.769 |  |
| 168 | 168 | 2.000 | 1.692 | -7.314 |  | 3.893 | 1.770 |  | -2.769 |  |
| 169 | 169 | 2.000 | 1.052 | -7.574 | 26.814 | 3.866 | 1.744 |  | -2.373 |  |
| 170 | 170 | 2.000 | 1.692 | -7.834 |  | 3.760 | 1.667 |  | -2.189 |  |
| 171 | 171 | 2.000 | 1.692 | -7.0.78 | 27.229 | 3.760 | 1.667 |  | -2.347 |  |
| 172 | 112 | 2.000 | 1.6 .92 | -1.C54 |  | 3.919 | 1.783 |  | -2.736 |  |
| 173 | 173 | 2.000 | 1.652 | -8.055 |  | 3.579 | 1.615 |  | -2.163 |  |
| 174 | 174 | 2.000 | 1.692 | -8.355 |  | 3.466 | 1.564 |  | -1.899 |  |
| 175 | 175 | 2.000 | 1.692 | -8.876 |  | 3.226 | 1.449 |  | -1.556 |  |
| 176 | 176 | 2.000 | 1.692 | -9.917 |  | 3.066 | 1.411 |  | -1.498 |  |
| 177 | 177 | 2.300 | 1.642 | -12.520 |  | 3.040 | 1.411 |  | -1.656 |  |
| 178 | 173 | 2.000 | 1.092 | -15.122 |  | 3.013 | 1.411 |  | -1.572 |  |
| 179 | 174 | 2.000 | 1.692 | -17.725 |  | 3.066 | 1.423 |  | -1.719 |  |
| 180 | 1 Ho | 2.000 | 2.252 | 0.0 | . 28.550 | 3.220 |  | 1.923 |  | -0.527 |
| 1.71 | 181 | 2.000 | 2.252 | -2.108 | 28.544 | 3.199 |  | 1.923 |  | -0.342 |
| 182 | 182 | 2.000 | 2.257 | -4.711 | 28.540 | 3.199 |  | 1.936 |  | -0.264 |
| 183 | 183 | 2.000 | 2.252 | -6.273 | 29.342 | 3.226 |  | 1.949 |  | -0.185 |
| 184 | 184 | 2.000 | 2.252 | -6.793 | 27.901 | 3.226 |  | 1.974 |  | -0.00? |
| 195 | 185 | 2.000 | 2.252 | -7.054 | 28.311 | 3.253 |  | 1.974 |  | 0.132 |
| 186 | 186 | 2.000 | 2.252 | -7.314 | 28.960 | 3.276 |  | 1.974 |  | 0.291 |
| 187 | 187 | 2.000 | 2.252 | -7.834 | 29.203 | 3.253 |  | 1.949 |  | 0.342 |
| 173 | 1 188 | 2.000 | 2.252 | -8.876 | 29.379 | 2.960 |  | 1.808 |  | 0.474 |
| $1+9$ | 187 | 2.000 | 2.252 | -9.917 | 27.546 | 2.906 |  | 1.770 |  | 0.106 |
| 170 | 190 | 2.000 | 2.25,2 | -12.520 | 25.939 | 2.826 |  | 1.744 |  | -0.002 |
| 191 | 191 | 2.Ju0 | 2.252 | $-15.122$ | 30.441 | 2.880 |  | 1.783 |  | -0.238 |
| 192 | 192 | 2.000 | 2.252 | -17.725 | 30.660 | 2.906 |  | 1.833 |  | -0.079 |
| 193 | 193 | 2.000 | 2.252 | 0.0 | 28.765 | 3.231 | 1.465 |  | -1.740 |  |
| 194 | 174 | 2.000 | 2.252 | $-2.1 \mathrm{CB}$ |  | 3.210 | 1.454 |  | -1.730 |  |
| 175 | 195 | 2.000 | 2.252 | -4.711 |  | 3.189 | 1.444 |  | -1.698 |  |
| 175 | 196 | 2.300 | 2.252 | -6.273 |  | 3.231 | 1.495 |  | -1.647 |  |
| 197 | 197 | 2.000 | 2.252 | -6.793 | . | 3.316 | 1.505 |  | -1.740 |  |
| 194 | 198 | 2.000 | 2.252 | -7.054 |  | 3.316 | 1.516 |  | -1.825 |  |
| 199 | 199 | 2.000 | 2.252 | -7.314 |  | 3.231 | 1.495 | - | -1.582 |  |
| 200 | 200 | 2.000 | 2.252 | -7.834 |  | 3.083 | 1.454 |  | -1.487 |  |

Table III (Continued)

|  | $\|+5\|$ | $x$ | $Y$ | 2 | VELOCITY | U RMS | $V$ RMS | W RMS | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMHER | Numbek | FEET | INCHES | INCHES | FPS | FPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS)X(FPS) |
| 201 | 201 | 2.000 | 2.252 | -8.876 |  | 3.019 | 1.413 |  | -1.424 |  |
| 202 | 202 | 2. 200 | 2.252 | -9.917 |  | 2.914 | 1.402 |  | -1.403 |  |
| 203 | $\angle \mathrm{C} 3$ | 2.020 | 2.252 | -12.520 |  | 2.829 | 1.402 |  | -1.540 |  |
| 204 | 20\% | 2.000 | 2.252 | -15.127 |  | 2.788 | 1.444 |  | -1.551 |  |
| 205 | 205 | 2.000 | 2.252 | -17.725 |  | 2.851 | 1.444 |  | -1.604 |  |
| 206 | 206 | 4.000 | 0.352 | 0.0 | 18.538 | 4.355 |  | 2.754 |  | -1.065 |
| 207 | 207 | 4.000 | 0.852 | -2.108 | 18.541 | 4.388 |  | 2.754 |  | -1.358 |
| 208 | 208 | 4.1000 | c. 852 | -4.711 | 18.320 | 4.453 |  | 2.754 |  | -0.479 |
| 209 | 209 | $4.0 \cup 0$ | 0.852 | -6.273 | 18.793 | 4.453 |  | 2.754 |  | -0.693 |
| 210 | 210 | 4.000 | 0.852 | -6.143 | 19.213 | 4.421 |  | 2.810 |  | -0.533 |
| 21. | 211 | 4.000 | 0.352 | -7.314 | 19.460 | 4.550 |  | 2.835 |  | -0.080 |
| 212 | 212 | 4.000 | 0.8 ¢2 | -7.834 | 2C. 418 | 4.616 |  | 2.754 |  | 1.491 |
| 213 | 213 | 4.000 | 0.352 | -8.095 | 21.686 | 4.290 |  | 2.641 |  | 1.252 |
| $\angle 14$ | 214 | 4.000 | 0.852 | -7.574 | 19.829 | 4.680 |  | 2.828 |  | 1.012 |
| 215 | $\angle 15$ | 4.000 | 0.852 | -7.939 | 21.439 | 4.485 |  | 2.735 |  | 1.518 |
| 216 | 216 | 4.000 | 0.852 | -8.355 | 21.641 | 4.160 |  | 2.566 |  | 1.145 |
| 217 | 217 | 4.000 | 0.852 | -8.876 | 24.118 | 3.932 |  | 2.266 |  | 0.825 |
| $\angle 18$ | 218 | 4.000 | 0.852 | -9.917 | 25.060 | 3.445 |  | 2.023 |  | 0.160 |
| 219 | 219 | 4.000 | 0.452 | -12.520 | 26.505 | 3.283 |  | 1.948 |  | -0.133 |
| 220 | 220 | 4.000 | 0.852 | -15.122 | 27.330 | 3.185 |  | 1.948 |  | -0.346 |
| 221 | 221 | 4.000 | 0.852 | -17.725 | 27.061 | 3.217 |  | 1.929 |  | -0.399 |
| 222 | 222 | 4.000 | 0.852 | 0.0 | 18.608 | 4.401 | 2.137 |  | -3.278 |  |
| 223 | 223 | 4.000 | 0.852 | -2.108 | 18.500 | 4.535 | 2.137 |  | -3.503 |  |
| 224 | 224 | 4.000 | C. 452 | -4.711 | 18.415 | 4.535 | 2.137 |  | -3.784 |  |
| 225 | 225 | 4.000 | 0.852 | -6.273 | 18.192 | 4.535 | 2.184 |  | $-3.867$ |  |
| 226 | 226 | 4.000 | 0.852 | -6.773 | 18.370 | 4.535 | 2.200 |  | -3.923 |  |
| 227 | 227 | 4.000 | 0.852 | -7.314 | 18.484 | 4.858 | 2.345 |  | -4.260 |  |
| 228 | 228 | 4.000 | 0.852 | -7.574 | 19.557 | 4.901 | 2.297 |  | -4.053 |  |
| 224 | 2.4 | 4.000 | 0.852 | -7.834 | 19.696 | 4.768 | 2.194 |  | -3.139 |  |
| 230 | 230 | 4.000 | 0.852 | - 1.739 | 20.145 | 4.601 | 2.105 |  | -3.195 |  |
| 231 | 231 | 4.000 | 0.852 | -8.095 | 21.168 | 4.568 | 2.105 |  | -3.092 |  |
| 232 | 232 | 4.000 | 0.852 | -3.355 | 22.292 | 4.401 | 2.024 |  | -2.802 |  |
| 233 | 233 | 4.000 | 0.852 | -8.876 | 23.370 | 4.101 | 1.831 |  | -2.017 |  |
| 234 | 234 | 4.000 | 0.852 | -9.917 | 25.733 | 3.568 | 1.622 |  | -1.737 |  |
| 235 | 235 | 4.000 | 0.852 | -12.520 | 26.671 | 3.334 | 1.478 |  | -1.626 |  |
| 236 | 230 | 4.000 | 0.852 | -15.122 | 27.572 | 3.267 | 1.446 |  | -1.569 |  |
| 237 | 237 | 4.003 | 0.852 | -17.725 | 27.732 | 3.301 | 1.446 |  | -1.636 |  |
| 238 | 238 | 4.000 | 1.412 | 0.0 | 23.450 | 4.190 |  | 2.553 |  | -0.369 |
| 239 | 239 | 4.000 | 1.412 | -2.10e | 23.106 | 4.190 |  | 2.516 |  | -0.342 |
| 240 | 240 | 4.000 | 1.412 | -4.711 | 23.450 | 4.219 |  | 2.553 |  | 0.290 |
| 241 | 24. | 4.000 | 1.412 | -6.273 | 23.790 | 4.248 |  | 2.553 |  | 0.421 |
| 24.2 | 24.2 | 4.000 | 1.412 | -6.793 | 23.765 | 4.276 |  | 2.572 |  | 0.712 |
| 243 | 243 | 4.000 | 1.412 | -7.314 | 24.824 | 4.276 |  | 2.479 |  | 1.318 |
| 244 | 244 | 4.000 | 1.412 | -7.574 | 25.399 | 4.190 |  | 2.442 |  | 1.713 |
| 245 | 245 | 4.000 | 1.412 | -7.834 | 25.351 | 4.162 |  | 2.423 |  | 1.871 |
| 246 | 246 | 4.000 | 1.412 | -7.939 | 24.790 | 4.162 |  | 2.38 .6 |  | 1.556 |
| 247 | 247 | 4.000 | 1.412 | -8.095 | 25.188 | 4.047 |  | 2.347 |  | 1.424 |
| 248 | 240 | 4.000 | 1.412 | -8.355 | 26.160 | 3.932 |  | 2.218 |  | 1.318 |
| 249 | 249 | 4.000 | 1.412 | -8.876 | 26.955 | 3.760 |  | 2.144 |  | 0.923 |
| 250 | 250 | 4.000 | 1.412 | -9.917 | 28.146 | 3.444 |  | 1.994 |  | 0.527 |

Table III (Continued)

|  | TEST | $x$ | $Y$ | $L$ | VElCCity | U RMS | $\checkmark$ RMS | W RMS | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMBER | NUMAER | FEET | INCHES | INCHES | FPS | FPS | FPS | FPS | (FPS)X(FPS) | (FPS)X(FPS) |
| 251 | 251 | 4.000 | 1.412 | -12.52C | 28.156 | 3.185 |  | 1.920 |  | 0.158 |
| 252 | 252 | 4.000 | 1.412 | -15.122 | 28.904 | 3.157 |  | 1.901 |  | -0.002 |
| 253 | 253 | 4.000 | 1.412 | -17.125 | 2.9 .367 | 3.157 |  | 1.938 |  | -0.002 |
| 254 | 254 | 4.000 | 1.412 | -13.561 | 28.467 | 3.157 | 1.920 |  |  |  |
| 255 | 255 | 4.1000 | 1.412 | 0.0 | 22.567 | 4.363 | 2.023 |  | -3.6.90 |  |
| 256 | 256 | 4.000 | 1.412 | -2.168 |  | 4.248 | 2.023 |  | -3.690 |  |
| 257 | 257 | 4.000 | 1.412 | -4.711 |  | 4.219 | 2.010 |  | -3.584 |  |
| 258 | 258 | 4.000 | 1.412 | -6.273 |  | 4.190 | 1.984 |  | -3.110 |  |
| 759 | 159 | 4.1 ) | 1.412 | -6.773 |  | 4.162 | 2.010 |  | -3.4.27 |  |
| 260 | 2 su | 4.000 | 1.412 | -7.314 | 24.241 | 4.276 | 1.997 |  | -3.427 |  |
| 201 | 25.1 | 4.000 | 1.412 | -7.514 |  | 4.133 | 1.933 |  | -3.057 |  |
| $26<$ | 26.2 | 4.0100 | 1.412 | -7.834 |  | 4.131 | 1.920 |  | -2.847 |  |
| 26.3 | 26.3 | 4.000 | 1.412 | -7.737 | 25.684 | 4.133 | 1. RRI |  | -2.847 |  |
| 264 | 264 | 4.000 | 1.412 | -8.095 |  | 3.903 | 1.792 |  | -2.636 |  |
| 265 | 265 | 4.000 | 1.412 | -8.355 | 26.450 | 3.87/4 | 1.727 |  | -2.451 |  |
| 766 | 265 | 4.100 | 1.412 | - 8.816 |  | 3.616 | 1.6549 |  | -2.003 |  |
| 267 | 26.7 | 4.0100 | 1.412 | -9.917 |  | 3.358 | 1.520 | , | -1.977 |  |
| 268 | 268 | 4.000 | 1.412 | -12.52 C |  | 3.157 | 1.444 |  | -1.845 |  |
| 169 | 26\% | 4.000 | 1.412 | -15.122 |  | 3.071 | 1.431 |  | -1.709 |  |
| 770 | 270 | 4.000 | 1.412 | $-17.725$ |  | 3.100 | 1.431 |  | -1.687 |  |
| 271 | 271 | 4.000 | 2.252 | 0.0 | 27.380 | 3.163 |  | 2.257 |  | -0.549 |
| 272 | 272 | 4.000 | 2.252 | -2.108 | 27.669 | 3.763 |  | 2.257 |  | -0.083 |
| 273 | 213 | 4.000 | 2.252 | -4.711 | 27.179 | 3.711 |  | 2.225 |  | 0.139 |
| 274 | 274 | ¢.000 | 2.252 | -6. 273 | 27.864 | 3.557 |  | 2.225 |  | 0.412 |
| 275 | 275 | 4.000 | 2.252 | -6.793 | 27.464 | 3.505 |  | 2.178 |  | 0.823 |
| 276 | 276 | 4.200 | 2.252 | -7.314 | 27.862 | 3.480 |  | 2.131 |  | 0.878 |
| 277 | 117 | 4.030 | 2.252 | -7.574 | 28.184 | 3.42 त |  | 2.131 |  | 0.797 |
| 278 | 279 | 4. 200 | 2.252 | -7.834 | 29.132 | 3.480 |  | 2.131 |  | 0.769 |
| 27.7 | 279 | 4.000 | 2.252 | -7.939 | 28.137 | 3.428 |  | 2.033 |  | 0.741 |
| 2RO | 280 | 4.000 | 2.252 | -8.cs5 | 29.306 | 3.377 |  | 2.035 |  | 0.933 |
| 281 | 281 | 4.000 | 2.252 | -8.355 | 29.215 | 3.273 |  | 1.987 |  | 0.878 |
| 282 | 282 | 4.000 | 2.252 | -8.476 | 29.114 | 3.196 |  | 1.939 |  | 0.576 |
| 283 | 183 | 4.000 | 2.252 | -9.917 | 29.468 | 7.990 |  | 1.876 |  | 0.384 |
| 284 | 234 | 4.000 | 2.252 | -10.958 | 29.840 | 2.912 |  | 1.828 |  | 0.274 |
| 235 | 235 | 4.000 | 2.252 | -12.570 | 30.559 | 2.861 |  | 1.813 |  | 0.219 |
| $\angle 86$ | 286 | 4.000 | 2.252 | -13.561 | 30.899 | 2.835 |  | 1.813 |  | 0.138 |
| 287 | 287 | 4.330 | 2.252 | -15.122 | 30.929 | 2.835 |  | 1.813 |  | 0.165 |
| 283 | 288 | 4.000 | 2.252 | -17.725 | 31.433 | 2.809 |  | 1.828 |  | 0.083 |
| 289 | 289 | 4.000 | 2.252 | 0.0 | 27.691 | 3.632 | 1.736 |  | -2.937 |  |
| 290 | 250 | 4.000 | 2.252 | -2.108 |  | 3.749 | 1.758 |  | -2.937 |  |
| 291 | 271 | 4.000 | 2.252 | -4.711 |  | 3.749 | 1.736 |  | -2.800 |  |
| 292 | 292 | 4.000 | 2.252 | -6.273 |  | 3.6661 | 1.736 |  | -2.800 |  |
| 293 | 293 | 4.000 | 2.252 | -6.793 |  | 3.661 | 1.715 |  | -2.746 |  |
| 294 | 294 | 4.000 | 2.252 | -7.314 | 28.126 | 3.515 | 1.704 |  | -2.525 |  |
| 275 | 29.5 | 4.000 | 2.252 | -7.514 |  | 3.398 | 1.683 |  | -2.470 |  |
| 290 | 296 | 4.000 | 2.252 | -7.834 |  | 3.486 | 1.651 |  | -2.389 |  |
| 297 | 257 | 4.000 | 2.252 | -7.939 |  | 3.427 | 1.619 |  | -2.278 |  |
| 298 | 298 | 4.000 | 2.252 | -8.095 |  | 3.398 | 1.619 |  | -2.306 |  |
| 29. | 299 | 4.000 | 2.252 | -8.355 | - | 3.339 | 1.608 |  | -2.196 |  |
| 300 | 300 | 4.000 | 2.252 | -8.876 |  | 3.222 | 1.566 |  | -1.839 |  |

Table III (Continued)

|  | IEST | * | Y | 1 | "ClOCITM | U 11.15 | - Mins | - Ains | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NuNbER | NuMHEK | FEt | INCHES | INCHES | FPS | FPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS)X(FPS) |
| 301 | 301 | 4.000 | 2.252 | -9.717 |  | 2.959 | 1.460 |  | -1.311 |  |
| 302 | 302 | 4.000 | 2.252 | -1c.958 |  | 2.929 | 1.449 |  | -1.734 |  |
| 303 | 305 | 4.000 | 2.252 | -12.52C |  | 2.870 | 1.470 |  | -1.811 |  |
| 304 | 304 | 4.000 | 2.252 | -13.541 |  | 2.870 | 1.449 |  | -1.811 |  |
| 305 | 305 | 4.000 | 2.352 | -15.172 |  | 2.900 | 1.481 |  | -1.811 |  |
| 306 | 306 | 4.100 | 2.252 | -17.725 |  | 2.900 | 1.481 |  | -1.811 |  |
| 307 | 307 | 4.000 | 2.952 | 0.0 | 29.360 | 3.129 |  | 1.962 |  | -0.326 |
| 304 | 3 C 8 | $4 . .303$ | 2.952 | -2.1C8 | 24.113 | 3.206 |  | 1.976 |  | -0.326 |
| 307 | 307 | 4.000 | 2.952 | -4.111 | 24.257 | 3.129 |  | 1.952 |  | 0.054 |
| 310 | 310 | 4.000 | 2.452 | -6.213 | 29.658 | 3.129 |  | 1.989 |  | 0.517 |
| 311 | 311 | 4.000 | 2.952 | -6.193 | 30.142 | 3.154 |  | 1.989 |  | 0.570 |
| 312 | 312 | 4.000 | 2.452 | -7.314 | 30.128 | 3.102 |  | 1.897 |  | 0.544 |
| 313 | 313 | 4.000 | 2.952 | - 1.314 | 30.359 | 3.107 |  | 1.897 |  | 0.652 |
| 314 | 314 | 4.000 | 2.952 | -7.834 | 30.260 | 3.077 |  | 1.910 |  | 0.489 |
| 315 | 315 | 4.000 | 2.952 | -7.939 | 29.979 | 2.974 |  | 1.827 |  | 0.489 |
| 316 | 3:6 | 4.000 | 2.952 | -d.055 | 29.830 | 3.000 |  | 1.857 |  | 0.544 |
| 317 | 3.1 | 4.300 | 2.352 | -8.355 | 30.286 | 2.923 |  | 1.944 |  | 0.544 |
| 318 | 313 | 4.000 | 2.452 | -3.876 | 30.694 | 2.872 |  | 1.844 |  | 0.408 |
| 519 | 319 | 4.000 | 2.952 | -9.917 | 31.575 | 2.795 |  | 1.753 |  | 0.489 |
| 320 | 32 C | 4.000 | 2.752 | $-10.958$ | 31.213 | 2.770 |  | 1.753 |  | 0.131 |
| 321 | 321 | 4.000 | 2.942 | -12.520 | 30.984 | 2.770 |  | 1.740 |  | 0.141 |
| 322 | 322 | 4.000 | 2.752 | -13.9の1 | $32.0 \angle 9$ | 2.718 |  | 1.753 |  | 0.033 |
| $3<3$ | 323 | 4.000 | 2.952 | -15.122 | 31.545 | 2.718 |  | 1.753 |  | 0.054 |
| 124 | 124 | 4.000 | 2.6 .52 | -17.125 | 31.994 | 2.667 |  | 1.767 |  | -0.163 |
| 325 | 325 | 4.000 | 2.952 | 0.0 | 29.699 | 3.154 | 1.536 |  | -2.228 |  |
| $3<6$ | 325 | 4.300 | 2.952 | -2.108 |  | 3.154 | 1.536 |  | -2.119 |  |
| 327 | 527 | 4.000 | 2.052 | -4.711 |  | 3.154 | 1.557 |  | -2.310 |  |
| 329 | 328 | $4.001)$ | 2.552 | -6.273 |  | 3.257 | 1.568 |  | -2.174 |  |
| 329 | 329 | 4.000 | 2.052 | -0.793 |  | 3.206 | 1.547 |  | -2.174 |  |
| 3,0 | 330 | 4.000 | 2.752 | -7.314 | 30.144 | 3.051 | 1.515 |  | -2.146 |  |
| 331 | 331 | 4.000 | 2.952 | -1.574 |  | 3.000 | 1.495 |  | -2.092 |  |
| 332 | 332 | 4.000 | 2.952 | -7.834 |  | 3.000 | 1.484 |  | -1.875 |  |
| 333 | 533 | 4.300 | 2.052 | -7.939 |  | 2.9479 | 1.463 |  | -1.760 |  |
| 334 | 334 | 4.000 | 2.952 | -8.095 |  | 2.949 | 1.452 |  | $-1.760$ |  |
| 335 | 335 | 4.000 | 2.952 | -8.355 |  | 2.923 | 1.452 |  | -1.663 |  |
| 356 | 336 | 4.000 | 2.952 | - 8.276 |  | 2.847 | 1.442 |  | -1.608 |  |
| 357 | 337 | ¢.J00 | 2.952 | -9.917 |  | 2.795 | 1.420 |  | -1.532 |  |
| 33 A | 338 | 4.000 | 2.952 | -10.958 |  | 2.692 | 1.399 |  | -1.631 |  |
| 397 | 339 | 4.000 | 2.952 | -12.520 |  | 2.615 | 1.399 |  | -1.619 |  |
| 34.0 | 340 | 4. 000 | 2.952 | -13.562 |  | 2.641 | 1.410 |  | -1.555 |  |
| 34.1 | 341 | 4. $) 00$ | 2.552 | -15.122 |  | 2.567 | 1.431 |  | -1.631 |  |
| 34.2 | 342 | 4.300 | 2.552 | -17.125 |  | 2.692 | 1.442 |  | -1.739 |  |
| 34.3 | 343 | 7.000 | 0.852 | 0.0 | 19.068 | 4.312 |  | 2.749 |  | -0.457 |
| 344 | 344 | 7.000 | 0.852 | -2.1cs | 19.336 | 4.410 |  | 2.749 |  | -0.753 |
| 345 | 345 | 7.000 | 0.352 | -4.711 | 19.643 | 4.476 |  | 2.768 |  | -0.215 |
| 346 | 345 | 7.000 | 0.852 | -7.314 | 20.182 | 4.639 |  | 2.825 |  | 0.457 |
| 347 | 347 | 7.000 | 0.857 | -7.834 | 20.876 | 4.606 |  | 2.768 |  | 2.071 |
| 348 | 318 | 7.000 | 0.052 | -8.876 | 23.716 | 4.116 |  | 2.391 |  | 1.453 |
| 349 | 349 | 7.000 | 0.852 | -9.917 | 25.334 | 3.658 |  | 2.165 |  | 0.538 |
| 350 | 350 | 7.000 | 0.852 | $-12.520$ | 26.931 | 3.430 |  | 2.015 |  | 0.269 |

Table III (Continued)

|  | test | x | $Y$ | $z$ | VElocity | U RMS | $v$ RMS | W RMS | uv | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMBER | NUMOER | FEET | INCHES | INCHES | FPS | FPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS) $\times(F P S$ ) |
| 351 | 351 | 7.000 | 0.852 | -15.122 | 27.993 | 3.299 |  | 1.977 |  | -0.215 |
| 352 | 352 | 7.000 | 0.852 | -17.725 | 27.679 | 3.332 |  | 1.977 |  | -0.323 |
| 353 | 353 | 7.000 | 0.852 | -0.807 | 19.666 |  |  |  |  |  |
| 354 | 354 | 7.000 | c. 852 | -3.410 | 19.614 |  |  |  |  |  |
| 355 | 35 | 7.000 | 0.852 | -6.2.73 | 19.665 |  |  |  |  |  |
| 356 | 356 | 7.000 | C. 8.52 | -6.793 | 19.349 |  |  |  |  |  |
| 357 | 357 | 7.000 | 0.852 | -7.574 | 20.904 | 4.039 |  | 2.806 |  | 1.372 |
| 359 | 358 | 7.000 | $0 . \mathrm{HSL}$ | -7.939 | 21.372 | 4.639 |  | 2.825 |  | 2.179 |
| 359 | 359 | 7.000 | 0.852 | -8.355 | 22.141 | 4.280 |  | 2.560 |  | 1.937 |
| 360 | 360 | 1.000 | 0.852 | -13.561 | 27.330 |  |  |  |  |  |
| 361 | 361 | 7.300 | 0.852 | -7.897 | 21.419 | 4.573 |  | 2.806 |  | 2.017 |
| 362 | 362 | 7.000 | 0.852 | -7.991 | 22.467 | 4.476 |  | 2.655 |  | 1.937 |
| 363 | 36,3 | 7.000 | 0.852 | 0.0 | 19.586 | 4.410 | 2.030 |  | -3.254 |  |
| 364 | 364 | 7.300 | 0.352 | -2.108 |  | 4.443 | 2.062 |  | -3.443 |  |
| 365 | 365 | 7.100 | 0.852 | -4.711 |  | 4.410 | 2.062 |  | -3.335 |  |
| 366 | 366 | 7.000 | 0.852 | -7.314 |  | 4.639 | 2.141 |  | -3.684 |  |
| 367 | 367 | 7.000 | C. 852 | -7.574 |  | 4.737 | 2.141 |  | -3.497 |  |
| 368 | 363 | 7.300 | 0.852 | -7.834 | 21.375 | 4.672 | 2.093 |  | -3.012 |  |
| 369 | 364 | 7.000 | 0.852 | -7.939 | 21.693 | 4.639 | 2.062 |  | -2.905 |  |
| 370 | 370 | 7.000 | 0.852 | -8.355 |  | 4.410 | 1.967 |  | -2.474 |  |
| 371 | 371 | 7.000 | $0.85 \%$ | -8.875 |  | 4.083 | 1.826 |  | -1.963 |  |
| 372 | 372 | 7.300 | C.8.52 | -9.917 |  | 3.124 | 1.652 |  | -1.694 |  |
| 373 | 373 | 7.000 | 0.852 | -12.520 |  | 3.430 | 1.495 |  | -1.910 |  |
| 374 | 574 | 7.000 | 0.852 | -15.122 |  | 3.378 | 1.464 |  | -1.748 |  |
| 375 | 375 | 7.000 | 0.852 | -17.725 |  | 3.299 | 1.448 |  | -1.748 |  |
| 376 | 376 | 7.300 | 0.852 | -18.688 |  | 3.201 | 1.432 |  | -1.641 |  |
| 377 | 377 | 7.000 | 1.634 | 0.052 | 23.740 | 4.218 |  | 2.548 |  | -0.274 |
| 378 | 378 | 7.000 | 1.634 | -0.754 | 24.057 |  |  |  |  |  |
| 379 | 379 | 1.000 | 1.634 | -2.654 | 24.108 | 4.188 |  | 2.510 |  | -0.412 |
| 380 | 380 | 7.000 | 1.634 | -3.355 | 24.012 |  |  |  |  |  |
| 391 | 381 | 7.000 | 1.634 | -4.655 | 24.570 | 4.159 |  | 2.510 |  | 0.549 |
| 382 | 382 | 7.000 | 1.634 | -6.215 | 25.683 |  |  |  |  |  |
| 383 | 383 | 7.000 | 1.634 | -6.735 | 24.958 | 4.100 |  | 2.510 |  | 0.631 |
| 344 | 384 | 7.000 | 1.614 | -7.255 | 25.311 | 4.071 |  | 2.435 |  | 0.769 |
| 385 | 385 | 7.000 | 1.634 | -7.515 | 25.589 | 3.984 |  | 2.397 |  | 1.043 |
| 386 | 386 | 7.000 | 1.634 | -7.775 | 25.775 | 4.012 |  | 2.378 |  | 1.208 |
| 387 | 387 | 7.000 | 1.634 | -7.87s | 26.115 | 3.984 |  | 2.378 |  | 1.098 |
| 389 | 378 | 7.000 | 1.634 | -8.296 | 27.323 | 3.866 |  | 2.340 |  | 1.098 |
| 389 | 389 | 7.000 | 1.634 | -8.816 | 27.219 | 3.749 |  | 2.225 |  | 0.906 |
| 390 | 340 | 7.000 | 1.6. 14 | -9.336 | 27.479 |  |  |  |  |  |
| 391 | 391 | 7.000 | 1.634 | -9.856 | 27.772 | 3.486 |  | 2.074 |  | 0.549 |
| 392 | 342 | 7.000 | 1.614 | -11.156 | 28.336 |  |  |  |  |  |
| 393 | 393 | 7.000 | 1.634 | -12.456 | 28.961 | 3.222 |  | 1.959 |  | 0.440 |
| 394 | 394 | 7.000 | 1.634 | -13.757 | 29.370 |  |  |  |  |  |
| 395 | 395 | 7.000 | 1.634 | -15.057 | 29.870 | 3.134 |  | 1.940 |  | 0.083 |
| 396 | 396 | 7.000 | 1.634 | -16.357 | 30.100 |  |  |  |  |  |
| 397 | 397 | 7.000 | 1.634 | -17.657 | 30.098 | 3.163 |  | 1.921 |  | -0.055 |
| 398 | 148 | 7.000 | 1.634 | -18.177 | 29.879 |  |  |  |  |  |
| 394 | 399 | 7.000 | 1.634 | 0.052 | 23.990 | 4.130 | 2.052 |  | -3.596 |  |
| 400 | 400 | 7.000 | 1.634 | -2.054 |  | 4.159 | 2.052 |  | -3.458 |  |

Table III (Continued)

|  | Tfit | M | V | $L$ | vilugili | U Has | $\checkmark$ RMS | W RMS | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMCER | NUMHER | Hift | INC.HFS | INC.HFS | fes | FPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS)X(FPS) |
| 401 | 401 | 7.000 | 1.634 | -4.655 |  | 4.071 | 1.999 |  | -3.239 |  |
| 402 | 402 | 7.000 | 1.634 | -6.735 |  | 4.071 | 1.972 |  | -2.882 |  |
| 403 | 403 | 7.000 | 1.634 | -7.255 | 25.425 | 4.071 | 1.933 |  | -2.800 |  |
| $40 \%$ | 404 | 7.0150 | 1.634 | -7.315 |  | 4.130 | 1.420 |  | -2.237 |  |
| 405 | 405 | 7.000 | 1.634 | -7.775 |  | 4.042 | 1.880 |  | -2.498 |  |
| 406 | 406 | 7.000 | 1.634 | -7.879 | 26.851 | 3.925 | 1.854 |  | -2.608 |  |
| 407 | 407 | 7.000 | 1.6.34 | -8.2\%6 |  | 3.866 | 1.815 |  | -2.4.70 |  |
| 408 | $4 \mathrm{C8}$ | 7.000 | 1.634 | -8.416 |  | 3.837 | 1.776 |  | -2.306 |  |
| 407 | 409 | 7.000 | 1.634 | -9.856 |  | 3.427 | 1.604 |  | -2.032 |  |
| 410 | 410 | 7.0コc | 1.634 | -12.156 |  | 3.368 | 1.538 |  | -2.087 |  |
| 411 | 411 | 7.200 | 1.634 | -15.057 |  | 3.163 | 1.486 |  | -1.647 |  |
| 412 | 412 | 7.000 | 1.534 | -17.657 |  | 3.075 | 1.460 |  | -1.702 |  |
| 413 | 413 | 7.000 | 1.634 | -18.177 |  | 3.017 | 1.460 |  | -1.730 |  |
| 414 | 414 | 1.000 | 2.335 | 0.052 | 26.221 | 3.951 |  | 2.487 |  | -0.447 |
| 415 | 415 | 7.000 | 2.335 | -C. 754 | 26.617 |  |  |  |  |  |
| 410 | 416 | 7.000 | 2.335 | -2.C54 | 26.448 | 3.898 |  | 2.421 |  | -0.239 |
| $41 /$ | 417 | 7.2.0 | 2.355 | -3.355 | 26.677 |  |  | . |  |  |
| 415 | 418 | 7.300 | 2.135 | -4.655 | 26.372 | 3.974 |  | 2.421 |  | 0.179 |
| 419 | 417 | 7.020 | 2.335 | -6.215 | 26.795 | 3.898 |  | 2.371 |  | 0.747 |
| $4>0$ | 420 | 7.000 | 2.335 | -6.735 | 27.173 | 3.763 |  | 2.387 |  | 0.597 |
| 421 | 4.1 | 7.100 | 2.335 | 0.052 | . 26.390 | 3.898 | 1.933 |  | -3.432 |  |
| 422 | 422 | 7.:100 | 2.335 | -2.054 |  | 3.871 | 1.933 |  | -3.164 |  |
| 423 | 423 | 7.100 | 2.3:5 | -4.655 |  | 3.844 | 1.947 |  | -3.045 |  |
| 424 | 424 | 7.000 | 2.335 | -6.215 |  | 3.844 | 1.920 |  | -2.836 |  |
| 425 | 425 | 7.000 | 2.335 | -6.135 |  | 3.736 | 1.865 |  | -2.477 |  |
| 426 | 426 | 7.000 | 2.335 | -7.255 | 28.546 | 3.543 |  | 2.183 |  | 1.152 |
| 427 | 427 | 7.000 | 2.335 | -7.315 | 2H.CSI | 3.505 |  | 2.176 |  | 1.263 |
| 42 d | 428 | 1.100 | 2.335 | -7.175 | 27.886 | 3.480 |  | 2.157 |  | 1.016 |
| 42.9 | 424 | 7. 000 | 2.335 | -7.479 | 27.871 | 3.454 |  | 2.118 |  | 0.988 |
| 430 | 430 | 7.000 | 2.335 | -8.2.96 | 28.030 | 3.408 |  | 2.104 |  | 1.098 |
| 411 | 431 | 7.000 | 2.335 | -8.816 | 29.424 | 3.247 |  | 2.025 |  | 0.961 |
| 432 | 432 | 7.000 | 2.335 | -9.856 | 29.937 | 3.016 |  | 1.893 |  | 0.961 |
| 433 | 433 | 1.000 | 2.335 | -11.156 | 30.031 | 2.938 |  | 1.827 |  | 0.604 |
| 434 | 434 | 7.000 | 2.335 | -12.456 | 30.128 | 2.346 |  | 1.789 |  | 0.302 |
| 435 | 435 | 7.000 | 2.335 | -13.757 | 30.216 | 2.309 |  | 1.762 |  | 0.329 |
| 436 | 436 | 7.000 | 2.335 | -15.057 | 30.195 | 2.758 |  | 1.762 |  | 0.219 |
| 437 | 4.37 | 7.000 | 2.335 | -16.357 | 30.986 | 2.706 |  | 1.776 |  | 0.138 |
| 43 H | 43 s | 7.000 | 2.335 | -17.657 | 31.378 | 2.784 |  | 1.789 |  | 0.083 |
| 454 | 434 | 7.000 | 2.335 | -18.177 | 31.113 | 2.784 |  | 1.802 |  | 0.138 |
| 440 | 440 | 7.000 | 2.335 | -7.255 |  | 3.593 | 1.789 |  | -2.800 |  |
| 441 | 441 | 7.000 | 2.325 | -7.515 |  | 3.531 | 1.789 |  | -2.746 |  |
| 442 | 442 | 7.000 | 2.335 | -7.175 |  | 3.480 | 1.723 |  | -2.608 |  |
| 443 | 1.43 | 7.000 | 2.335 | -8.296 |  | 3.403 | 1.710 |  | -2.4.70 |  |
| 444 | 444 | 7.000 | 2.335 | -8.816 |  | 3.350 | 1.644 |  | -2.336 |  |
| 445 | 445 | 7.000 | 2.315 | -9.456 |  | 3.145 | 1.578 |  | -2.004 |  |
| 445 | 446 | 7.000 | 2.335 | -11.156 |  | 3.042 | 1.512 |  | -1.713 |  |
| 447 | 447 | 7.000 | 2.335 | -12.456 |  | 2.912 | 1.486 |  | -1.790 |  |
| 448 | 448 | 7.000 | 2.335 | -13.757 |  | 2.886 | 1.486 |  | -1.746 |  |
| 449 | 449 | 7.000 | 2.335 | -15.057 |  | 2.835 | 1.486 |  | -1.757 |  |
| 450 | 450 | 7.000 | 2.335 | -17.657 |  | 2.835 | 1.473 |  | -1.888 |  |

Table III (Continued)

|  | test | $x$ | $Y$ | z | VELCCITY | U RMMS | $\checkmark$ RMS | W RMS | uv | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMISER | Number | HEET | INCHES | INCHES | FPS | FPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS) X (FPS) |
| 451 | 451 | 7.000 | 2.335 | -18.171 |  | 2.835 | 1.473 |  | -1.757 |  |
| 457 | 452 | 7.000 | 3.036 | 0.026 | 28.391 | 3.421 |  | 2.149 |  | -0.171 |
| 453 | 453 | 7.000 | $3.03 t$ | -0.754 | 28.317 |  |  |  |  |  |
| 454 | 4.44 | 7.000 | 3.036 | -2.054 | 28.175 | 3.395 |  | 2.161 |  | -0.057 |
| 455 | 455 | 7.000 | 3.036 | -3.355 | 28.366 | 3.421 |  | 2.149 |  | 0.315 |
| 456 | 4 bb | 7.000 | 3.036 | -4.655 | 28.188 | 3.368 |  | 2.161 |  | 0.429 |
| 457 | $4{ }^{\text {b }} 7$ | 7.000 | 3.036 | -6.215 | 29.062 | 3.290 |  | 2.068 |  | 0.515 |
| 45 H | 45 A | 7.000 | $3.03 t$ | -6.735 | 29.081 | 3.211 |  | 2.027 |  | 0.916 |
| 459 | 459 | 7.000 | 3.036 | -7.255 | 28.920 | 3.211 |  | 2.027 |  | 0.772 |
| 460 | 460 | 7.000 | 3.036 | -7.515 | 29.293 | 3.194 |  | 2.027 |  | 0.830 |
| 461 | 401 | 7.000 | 3.036 | -7.775 | 30.063 | 3.131 |  | 1.974 |  | 0.716 |
| 402 | 452 | 7.000 | 3.036 | -8.296 | 29.708 | 3.105 |  | 1.906 |  | 0.601 |
| 463 | 463 | 7.000 | 3.036 | -8.815 | 29.273 | 2.947 |  | 1.826 |  | 0.687 |
| 464 | 464 | 7.000 | 3.036 | -9.956 | 30.051 | 2.895 |  | 1.839 |  | 0.572 |
| 465 | 465 | 7.0.00 | 3.036 | -11.156 | 31.342 | 2.711 |  | 1.732 |  | 0.390 |
| 465 | 466 | 7.020 | 3.036 | -12.456 | 30.768 | 2.659 |  | 1.719 |  | 0.332 |
| 467 | 467 | 7.000 | 3.036 | -13.757 | 31.437 | 2.578 |  | 1.705 |  | 0.297 |
| 46.3 | 46,8 | 7.000 | 3.036 | -15.057 | 31.507 | 2.552 |  | 1.678 |  | 0.194 |
| 469 | 469 | 7.000 | 3.036 | $-17.657$ | 31.465 | 2.552 |  | 1.705 |  | 0.091 |
| 470 | 468 | 7.000 | 3.036 | 0.026 | 29.034 | 3.420 | 1.724 |  | -2.857 |  |
| 471 | 467 | 7.000 | 3.036 | -2.054 |  | 3.472 | 1.756 |  | -2.635 |  |
| 472 | 410 | 7.000 | 3.036 | -4.655 |  | 3.470 | 1.745 |  | -2.551 |  |
| 413 | 471 | 7.000 | ${ }^{7} .036$ | -6.215 |  | 3.368 | 1.702 |  | -2.413 |  |
| 47.4 | 412 | 7.000 | 3.036 | -6.135 |  | 3.239 | 1.670 |  | -2.385 |  |
| 475 | 413 | 7.000 | 3.036 | -7.255 | 29.438 | 3.212 | 1.670 |  | -2.080 |  |
| 476 | 474 | 7.000 | 3.036 | -7.515 |  | 3.212 | 1.617 |  | -2.108 |  |
| 417 | 475 | 7.000 | 3.036 | -7.775 |  | 3.160 | 1.617 |  | -1.897 |  |
| 478 | 476 | 7.000 | $3.03 t$ | -8.296 |  | 3.083 | 1.552 |  | -1.653 |  |
| 479 | 417 | 7.000 | 3.036 | -H. 816 |  | 2.979 | 1.531 |  | -1.719 |  |
| 4 HO | 478 | 7.000 | 3.036 | -9.856 |  | 2.876 | 1.509 |  | -1.564 |  |
| 451 | 474 | 7.000 | 3.036 | -11.156 |  | 2.112 | 1.446 |  | -1.464 |  |
| 482 | 480 | 7.000 | 2.036 | -12.456 |  | 2.668 | 1.414 |  | -1.476 |  |
| 403 | 4 Cl | 7.000 | 3.036 | $-13.757$ | . | 2.617 | 1.381 |  | -1.554 |  |
| 434 | $4 \mathrm{H2}$ | 7.000 | 3.036 | -15.057 |  | 2.617 | 1.403 |  | -1.576 |  |
| 485 | $4{ }^{4} 3$ | 7.000 | 3.036 | -17.657 |  | 2.617 | 1.403 |  | -1.531 |  |
| 486 | 484 | 7.000 | 3.738 | 0.026 | 30.418 | 3.195 |  | 1.993 |  | -0.141 |
| 487 | 485 | 7.000 | 3.738 | -2.C54 | 29.809 | 3.107 |  | 1.993 |  | -0.114 |
| 488 | 486 | 7.000 | 3.738 | -4.655 | 30.018 | 3.129 |  | 1.993 |  | 0.170 |
| 489 | 487 | 7.000 | 3.738 | -6.715 | 3 J .711 | 3.064 |  | 1.926 |  | 0.368 |
| $4 \% 0$ | 498 | 7.000 | 3.738 | -6.735 | 31.508 | 3.04 ? |  | 1.940 |  | 0.283 |
| 4.1 | $4 \mathrm{HF}^{7}$ | 7. 100 | 3.738 | -7.255 | 31.375 | 2.955 |  | 1.860 |  | 0.567 |
| 442 | 490 | 7.000 | 3.738 | -7.175 | 31.393 | 2.955 |  | 1.846 |  | 0.396 |
| 493 | 491 | 7.000 | 3.758 | -8.296 | 31.080 | 2.867 |  | 1.807 |  | 0.510 |
| 444 | 492 | 7.000 | 3.738 | -8.416 | 31.241 | 2.823 |  | 1.781 |  | 0.425 |
| 495 | 493 | 7.000 | 3.738 | -9.456 | 31.761 | 2.736 |  | 1.754 |  | 0.396 |
| 496 | 494 | 7.000 | 3.738 | -11.156 | 32.904 | 2.648 |  | 1.701 |  | 0.198 |
| 4.7 | 495 | 7.000 | 3.738 | -12.456 | 32.940 | 2.560 |  | 1.674 |  | 0.396 |
| 498 | 496 | 7.000 | 3.738 | -13.757 | 32.829 | 2.582 |  | 1.661 |  | 0.085 |
| 499 | 497 | 7.000 | 3.738 | -15.057 | 32.833 | 2.582 |  | 1.674 |  | 0.057 |
| 500 | 498 | 7.000 | 3.738 | $-17.657$ | 32.792 | 2.626 |  | 1.687 |  | 0.057 |

Table III (Continued)

|  | Tist | 14 | 1 | $L$ | velulilit | (1) kus | $\checkmark \mathrm{HMMS}$ | W KMMS | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMBER | Nu\%3ER | FEET | INCHIS | INCHES | FPS | EPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS) $\times(F P S$ ) |
| 501 | 499 | 7.000 | 3.138 | c. 026 | 30.641 | 3.107 | 1.571 |  | -2.209 |  |
| 502 | 500 | 7.000 | 3.738 | -2.05/ |  | 3.086 | 1.603 |  | -2.152 |  |
| 503 | S01 | 7.000 | 3.738 | -4.655 |  | 3.107 | 1.582 |  | -1.699 |  |
| 504 | 502 | 7.000 | 3.738 | -6.215 |  | 3. 364 | 1.593 |  | -1.983 |  |
| 505 | 503 | 7. 300 | 3.758 | -6.735 |  | 3.042 | 1.571 |  | -1.785 |  |
| 505 | 504 | 7.300 | 3.738 | -7.255 | 31.598 | 2.976 | 1.549 |  | -1.840 |  |
| 507 | 505 | 7.000 | 3.738 | -7.775 |  | 2.867 | 1.517 |  | -1.671 |  |
| 508 | 506 | 7.000 | 3.738 | -8.276 |  | 2.823 | 1.486 |  | -1.530 |  |
| 507 | 501 | 1.000 | 3.77 H | -8.816 |  | 2.714 | 1.453 |  | -1.4.95 |  |
| 510 | 5 SH | 7.000 | 3.718 | -9.856 |  | 2.736 | 1.432 |  | -1.461 |  |
| 511 | 509 | 7.000 | 3.73 H | -11.156 |  | 2.670 | 1.421 |  | -1.506 |  |
| 512 | 510 | 7.000 | 3.738 | -12.456 |  | 2.605 | 1.399 |  | -1.461 |  |
| 513 | 511 | 7.000 | 3.734 | $-13.157$ |  | 2.539 | 1.378 |  | -1.428 |  |
| 514 | 512 | 7.000 | 3.738 | -15.057 |  | 2.582 | 1.399 |  | -1.518 |  |
| 515 | 513 | 7.000 | 3.738 | -17.657 |  | 2.605 | 1.432 |  | -1.608 |  |
| 516 | 514 | 7.000 | 0.652 | 0.0 | 16.356 | 4.324 |  | 2.813 |  | 0.108 |
| 517 | 315 | 7.00C | 0.932 | 0.0 | 13.931 | 4.461 |  | 2.813 |  | 0.054 |
| 518 | 516 | 7.000 | 1.213 | 0.0 | 21.331 | 4.324 |  | 2.716 |  | -0.054 |
| 519 | 517 | 7.000 | 1.474 | 0.0 | 22.425 | 4.221 |  | 2.660 |  | -0.002 |
| 520 | 518 | 7.000 | 1.714 | 0.0 | 24.234 | 4.282 |  | 2.585 |  | -0.002 |
| 521 | 519 | 7.Ju0 | 2.0.5 | 0.0 | 25.030 | 4.202 |  | 2.497 |  | -0.002 |
| 522 | 520 | 7.000 | 2.335 | 0.0 | 2h.982 | 4.094 |  | 2.459 |  | 0.162 |
| 523 | 521 | 7.000 | 2.4.6 | 0.0 | 23.119 | 3.874 |  | 2.150 |  | -0.081 |
| 524 | 522 | 7.000 | 3.457 | 0.0 | 24.347 | 3.474 |  | 2.083 |  | -0.108 |
| 525 | 523 | 7.000 | 4.018 | 0.0 | 30.452 | 3.232 |  | 2.036 |  | -0.002 |
| 526 | 524. | 7.)00 | 4.515 | 0.0 | 32.376 | 2.963 |  | 1.879 |  | -0.054 |
| 527 | 525 | 7.000 | 5.14.C | 0.0 | 33.153 | 2.635 |  | 1.752 |  | 0.054 |
| 528 | 526 | 7.000 | 6.51.3 | 0.0 | 34.269 | 2.406 |  | 1.657 |  | -0.002 |
| 529 | 527 | 7.000 | 7. $: 1,6$ | 0.0 | 35.054 | 2.011 |  | 1.427 |  |  |
| 530 | 528 | 7.000 | 5.34.8 | 0.0 | 35.897 | 1.878 |  | 1.374 |  |  |
| 531 | 529 | 7.000 | 1 C .751 | c. 0 | 37.585 | 1.734 |  | 1.311 |  |  |
| 532 | 530 | 7.000 | $13.55 t$ | 0.0 | 39.781 | 1.180 |  | 0.787 |  |  |
| 533 | 531 | 7.000 | 16.361 | c. 0 | 40.041 | 0.595 |  | 0.409 |  |  |
| 534 | 532 | 7.coc | C.65, | 0.0 | 16.1.22 | 4.238 | 2.011 |  | -2.999 |  |
| 535 | 533 | 7.000 | C. 932 | $0 . \mathrm{c}$ | 19.462 | 4.272 | 2.170 |  | -3.412 |  |
| 530 | 534. | 7.000 | 1.213 | 0.0 | 21.411 | 4.339 | 2.133 |  | -3.541 |  |
| 537 | 535 | 7.0100 | 1.4 i 4 | U.C |  | 4.238 | 2.120 |  | -3.671 |  |
| 538 | 536 | 7.0.0 | 1.714 | 0.0 |  | 4.137 | 2.120 |  | -3.412 |  |
| 539 | 537 | 7.0.0 | 2.045 | 0.0 |  | 4.053 | 2.0144 |  | -3.309 |  |
| 540 | 539 | 7.000 | 2.335 | 0.0 | 27.135 | 4.092 | 1.968 |  | -3.231 |  |
| 54.1 | 539 | 7.000 | 2.8.36 | 0.0 |  | 3.590 | 1.828 |  | -2.922 |  |
| 542 | 540 | 7.000 | 3.4 .7 | 0.0 |  | 3.432 | 1.727 |  | -2.456 |  |
| 543 | 541 | 7.000 | 4.018 | 0.0 |  | 3.220 | 1.599 |  | -2.275 |  |
| 54.4 | 542 | 7.000 | 4.575 | 0.0 |  | 3.062 | 1.548 |  | -1.861 |  |
| 5:5 | 543 | 7.000 | 5.14 C | 0.0 | 32.544 | 2.666 | 1.419 |  | -1.758 |  |
| 546 | 544 | 7.000 | E.543 | c. 0 |  | 2.243 | 1.326 |  | -1.158 |  |
| 54.7 | 545 | 7. 000 | 7.946 | 0.0 |  | 1.991 | 1.213 |  | -1.096 |  |
| 548 | 546 | 7.000 | 9.348 | 0.0 |  | 1.901 | 1.172 |  | -0.962 |  |
| 549 | 547 | 7.000 | 10.751 | 0.0 |  | 1.669 | 1.070 |  | -0.775 |  |
| 550 | 548 | 7.000 | 13.556 | 0.0 |  | 1.167 | 0.792 |  | -0.424 |  |

Table III (Continued)

|  | TEST | $x$ | $Y$ | 2 | VELOCITY | U RMS | $\checkmark$ RMS | W RNS | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMBER | NuMnek | Ffet | INCHES | INCHES | FPS | FPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS)X(FPS) |
| 551 | 549 | 1.000 | 16.361 | 0.0 |  | 0.603 | 0.606 |  | -0.099 |  |
| 552 | 550 | 7.000 | 0.652 | -7.255 | 16.013 | 4.530 |  | 2.968 |  | -0.314 |
| 553 | 551 | 7.00 C | 0.932 | -7.255 | 20.461 | 4.428 |  | 2.793 |  | 1.278 |
| 554 | 552 | 7.000 | 1.213 | -7.255 | 22. 388 | 4.293 |  | 2.638 |  | 1.201 |
| 553 | $\bigcirc 33$ | 7.000 | 1.434 | -7.255 | 24.484 | 4.023 |  | 2.528 |  | 1.436 |
| 556 | 354 | 7.000 | 1.774 | -7.255 | 23.924 | 4.033 |  | 2.455 |  | 1.149 |
| 557 | 595 | 7.000 | 2.055 | -7.255 | 27.400 | 3.846 |  | 2.362 |  | 1.175 |
| 52 H | 556 | 7.000 | 2.335 | -7.255 | 27.628 | 3.608 |  | 2.190 |  | 0.714 |
| 55.7 | 557 | 7.000 | 2.876 | -7.255 | 29.222 | 3.449 |  | 2.113 |  | 0.757 |
| 500 | 559 | 7.000 | 3.457 | -7.255 | 29.751 | 3.237 |  | 2.005 |  | 0.679 |
| 561 | 559 | 7.000 | 4.018 | -7.275 | $3 \mathrm{C}$. | 2.971 |  | 1.835 |  | 0.626 |
| 50\%. | boo | 1.000 | 4.575 | -7.255 | 32.016 | 2.614 |  | 1.726 |  | 0.600 |
| 503 | 501 | 7.000 | 5.14 C | -7.255 | 33.320 | 2.492 |  | 1.695 |  | 0.387 |
| 56,4 | 502 | 7.000 | 6.543 | -7.255 | 34.228 | 2.161 |  | 1.508 |  | 0.292 |
| 56.5 | 263 | 1. UuS | 7.746 | -7.255 | 34.529 | 1.931 |  | 1.406 |  | 0.198 |
| 560 | be4 | 7.000 | 9.342 | -7.255 | 35.921 | 1.760 |  | 1.271 |  | 0.167 |
| 561 | 305 | 7.2.30 | 10.751 | -7.255 | 37.001 | 1.527 |  | 1.075 |  | 0.146 |
| Sted | 364 | 7.000 | 12.154 | -7.255 | 3 P .108 | 1.314 |  | 0.930 |  | 0.084 |
| 564 | 567 | 7.000 | 13.556 | -7.255 | 39.028 | 1.132 |  | 0.765 |  | 0.046 |
| 570 | 568 | 7.000 | 16.361 | -7.255 | 39.005 | 0.626 |  | 0.465 |  | 0.029 |
| 571 | 56,9 | 7.006 | c. 652 | -7.255 | -18.183 | 4.474 | 2.194 |  | -4.007 |  |
| 572 | 510 | 7.090 | C.931 | -7.255 | 20.913 | 4.440 | 2.103 |  | -4.033 |  |
| 573 | 571 | 7.000 | 1.213 | -7.255 | 23.219 | 4.356 | 2.057 |  | -3.153 |  |
| 574. | 572 | 7.000 | 1.494 | -7.255 |  | 4.224 | 2.019 |  | -3.128 |  |
| 515 | 373 | 1.1.20 | 1.774 | -7.155 |  | 4.042 | 1.979 |  | -3.025 |  |
| 576 | 514 | 7.060 | 2.055 | -1.255 |  | 3.854 | 1.828 |  | -2.037 |  |
| 517 | 575 | 7.000 | 2.335 | -7.755 | 28.840 | 3.696 | 1.803 |  | -2.482 |  |
| 勺7\% | 576 | 7.0.00 | 2.846 | -7.255 |  | 3.326 | 1.688 |  | -2.171 |  |
| 317 | . 11 | 1.000 | 3.457 | -7.255 |  | 3.156 | 1.594 |  | $-7.145$ |  |
| 560 | 278 | 7.000 | 4.01 H | -7.255 |  | 2.861 | 1.521 |  | -1.861 |  |
| 581 | 579 | 7.000 | 4.575 | -7.255 |  | 2.601 | 1.430 |  | -1.758 |  |
| 592 | 520 | 7.000 | 5.14 C | -7.255 | 33.313 | 2.428 | 1.388 |  | -1.551 |  |
| $5+3$ | 5351 | 7.000 | t. 5.54 | -7.255 |  | 2.172 | 1.275 |  | -1.318 |  |
| 514 | 9.2 | 7.360 | 7.746 | -7.255 |  | 1.711 | 1.192 |  | -1.096 |  |
| 545 | 533 | 7.000 | 9.34 .8 | -7.255 |  | 1.820 | 1.121 |  | -0.797 |  |
| 580 | $5{ }^{4} 4$ | 7.000 | 1 C .751 | -7.255 |  | 1.640 | 1.028 |  | -0.062 |  |
| 537 | ¢85 | 7.000 | 12.154 | -7.255 |  | 1.308 | 0.863 |  | -0.459 |  |
| 5 ¢9 | 586 | 7.000 | 16.361 | -7.255 |  | 0.6654 | 0.514 |  |  |  |
| 543 | 547 | 4.000 | 0.530 | 0.0 | 14.935 | 4.292 |  | 2.782 |  | 0.053 |
| 540 | 980 | 4.000 | 0.811 | 0.0 | 18.352 | 4.313 |  | 2.745 |  | -0.002 |
| $5 \rightarrow 1$ | bis | 4.000 | 1.051 | 0.0 | 21.342 | 4.512 |  | 2.671 |  |  |
| 542 | $5 \% 0$ | 4.000 | 1.372 | c. 0 | 23.257 | 4.540 |  | 2.540 |  |  |
| 543 | 591 | 4.000 | 1.653 | 0.0 | 24.792 | 4.255 |  | 2.374 |  |  |
| 594 | 572 | 4.000 | 1.533 | 0.0 | 26.489 | 3.884 |  | 2.281 |  |  |
| 595 | 593 | 4.000 | 2.214 | 0.0 | 27.717 | 3.694 |  | 2.201 |  | -0.002 |
| 596 | 594 | 4.003 | 2.775 | 0.0 | 29.493 | 3.292 |  | 2.015 |  |  |
| 597 | 595 | 4.000 | 3.336 | 0.0 | 30.594 | 3.141 |  | 1.838 |  |  |
| 598 | 596 | 4.000 | 3.898 | 0.0 | . 31.261 | 2.663 |  | 1.735 |  |  |
| 539 | 597 | 4.000 | 4.455 | 0.0 | 31.756 | 2.513 |  | 1.703 |  |  |
| 600 | 598 | 4.000 | 5.020 | 0.0 | 32.766 | 2.412 |  | 1.662 |  | -0.021 |

Table III (Continued)

|  | T: St | $x$ | Y | 2 | VELOCITY | U RMS | $\checkmark$ RMS | W RMS | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NuMatr | NUMAEK | fett | INCHES | INCHES | FPS | FPS | FPS | FPS | 1695IYIERSt | fencivienet |
| Bui | 549 | 4.000 | 6.423 | 0.0 | 33.333 | 2.237 |  | 1.568 |  |  |
| 602 | 600 | 4.000 | 7.826 | 0.0 | 34.728 | 2.110 |  | 1.436 |  |  |
| 603 | 601 | 4.000 | 10.633 | 0.0 | 36.758 | 1.634 |  | 1.173 |  |  |
| 604 | 602 | 4.000 | 13.439 | 0.0 | 38.499 | 1.206 |  | 0.769 |  |  |
| 605 | 603 | 4.000 | 16.245 | 0.0 | 39.623 | 0.653 |  | 0.447 |  |  |
| 603 | 804 | 4.000 | 0.53 C | 0.0 |  | 4.211 | 2.059 |  | -2.729 |  |
| 607 | cus | 4.000 | 0.811 | 0.0 |  | 4.356 | 2.085 |  | -3.395 |  |
| 508 | 606 | 4.000 | 1.051 | 0.0 |  | 4.411 | 2.137 |  | -3.755 |  |
| 60\% | 6ut 7 | 4.000 | 1.372 | 0.0 |  | 4.356 | 2.072 |  | -3.438 |  |
| 610 | ouo | 4.1910 | 1.653 | 0.0 |  | 4.127 | 1.959 |  | -3.195 |  |
| 611 | 60. | 4.300 | 1.033 | 0.0 |  | 3.894 | 1.865 |  | -3.142 |  |
| 612 | 610 | 4.000 | 2.214 | 0.0 |  | 3.655 | 1.749 |  | -2.743 |  |
| 613 | 611 | 4.000 | 2.775 | 0.0 |  | 3.300 | 1.619 |  | -2.290 |  |
| 614 | 6.12 | 4.000 | 3.336 | 0.0 |  | 2.944 | 1.515 |  | -1.726 |  |
| 0.15 | 613 | 4.200 | 3.898 | 0.0 |  | 2.640 | 1.438 |  | -1.416 |  |
| 616 | 614 | 4.3.00 | 4.459 | 0.0 |  | 2.513 | 1.416 |  | -1.353 |  |
| 617 | 615 | 4.000 | 5.02 C | 0.0 |  | 2.360 | 1.395 |  | -1.353 |  |
| 618 | 616 | 4.000 | t. 423 | 0.0 |  | 2.234 | 1.332 |  | -1.203 |  |
| 619 | 617 | 4.000 | 1.626 | 0.0 |  | 2.030 | 1.238 |  | -1.161 |  |
| $6>0$ | 618 | 4.000 | 10.633 | 0.0 |  | 1.025 | 1.049 |  | -0.767 |  |
| $n>1$ | 619 | 4.30 | 13.439 | c. 0 |  | 1.117 | 0.819 |  | -0.384 |  |
| 6.22 | 620 | 4.000 | 16.245 | 0.0 |  | 0.533 | 0.483 |  | -0.117 |  |
| $\mathrm{A}<3$ | 621 | 4.300 | c.5sc | -7.532 | 14.280 | 4.970 |  | 2.956 |  | 2.239 |
| 624 | 622 | $4 . \mathrm{vev}$ | 0.811 | -7.532 | 19.565 | 4.633 |  | 2.827 |  | 1.918 |
| 675 | 623 | 4.000 | 1.091 | -7.532 | 22.352 | 4.397 |  | 2.607 |  | 1.535 |
| 626 | 624 | 4.030 | 1.372 | -7.532 | 24.447 | 4.046 |  | 2.406 |  | 1.739 |
| $6<7$ | 625 | 4.000 | 1.6 .53 | -7.532 | 2h. 114 | 3.855 |  | 2.25 H |  | 1.330 |
| 628 | 6.26 | 4.000 | 1.733 | -7.532 | 29.351 | 3.632 |  | 2.112 |  | 1.100 |
| $6{ }^{\circ} 9$ | 6.27 | 4.000 | 2.214 | -7.532 | 28.337 | 3.334 |  | 2.146 |  | 0.793 |
| 630 | 624 | 4.000 | 2.775 | -7.532 | 29.542 | 3.135 |  | 1.830 |  | 0.605 |
| 631 | 029 | 4.000 | 3.336 | -7.532 | 31.298 | 2.712 |  | 1.759 |  | 0.563 |
| 632 | 530 | 4.000 | 3.189 | -7.532 | 31.973 | 2.563 |  | 1.697 |  | 0.409 |
| -33 | 631 | 4.000 | 4.459 | -7.532 | 32.386 | 2.48 B |  | 1.655 |  | 0.409 |
| 634 | 632 | 4.000 | 5.02 C | -7.532 | 32.636 | 2.240 |  | 1.594 |  | 0.307 |
| 035 | 033 | 4.000 | t. 423 | -7.532 | 33.831 | 2.040 |  | 1.450 |  | 0.379 |
| 6,6 | 634 | 4.000 | 7.826 | -7.532 | 34.765 | 1.961 |  | 1.326 |  | 0.225 |
| 037 | 635 | 4.00 | $10 .+33$ | -7.532 | 36.674 | 1.443 |  | 1.039 |  | 0.092 |
| 638 | 636 | 4.1200 | 13.439 | -7.532 | 38.516 | 0.971 |  | 0.679 |  | 0.041 |
| 039 | 637 | 4.000 | 16.245 | -7.532 | 39.056 | 0.473 |  | 0.350 |  | 0.020 |
| 640 | 639 | 4.030 | C. 530 | -7.53? |  | 4.874 | 2.256 |  | -3.965 |  |
| 641 | 639 | 4.000 | 0.811 | -7.532 |  | 4.583 | 2.179 |  | -3.837 |  |
| 642 | 640 | 4.000 | 1.091 | -7.532 |  | 4.397 | 2.041 |  | -3.709 |  |
| 64, | 641 | 4.000 | 1.372 | -7.532 |  | 4.110 | 1.918 |  | -3.326 |  |
| 644 | 642 | 4.000 | 1.453 | -7.532 |  | 3.855 | 1.796 |  | -2.686 |  |
| 645 | 6\%3 | 4.000 | 1.933 | -7.532 |  | 3.632 | 1.704 |  | -2.558 |  |
| 646 | 644 | 4.000 | 2.214 | -7.532 |  | 3.334 | 1.625 |  | -2.302 |  |
| 647 | 045 | 4.000 | 2.775 | -7.532 |  | 3.011 | 1.501 |  | -1.816 |  |
| 648 | 646 | 4.000 | 3.336 | -7.532 |  | 2.688 | 1.450 |  | -1.714 |  |
| 649 | 647 | 4.000 | 3.898 | -7.532 |  | 2.488 | 1.357 |  | -1.586 |  |
| cso | 648 | 4.000 | 4.455 | -7.512 |  | 2.363 | 1.357 |  | -1.351 |  |

Table III (Continued)

|  | test | $x$ | $r$ | $L$ | VELOCITY | U RYS | $\checkmark$ RMS | W RMS | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| numater | NuMCER | FELT | INCHES | INCHES | FPS | FPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS) $\times(F P S$ ) |
| $6{ }_{6} 1$ | 649 | 4.300 | 5.020 | -7.532 |  | 2.314 | 1.337 |  | -1.279 |  |
| 652 | 650 | 4.000 | 6.423 | -7.532 |  | 2.040 | 1.244 |  | -1.126 |  |
| 653 | 051 | 4.000 | 7.826 | -7.532 |  | 1.866 | 1.152 |  | -0.890 |  |
| 654 | 652 | 4.000 | 10.633 | -7.532 |  | 1.518 | 0.987 |  | -0.645 |  |
| 655 | 653 | 4.300 | 13.439 | -7.532 |  | 1.094 | 0.741 |  | -0.276 |  |
| 656 | 654 | 4.000 | 16.245 | -7.532 |  | 0.597 | 0.494 |  | -0.102 |  |
| 657 | 655 | 2.000 | C. 500 | 0.0 | 14.361 | 4.233 |  | 2.768 |  | -0.002 |
| 658 | 656 | 2.000 | C. 7 HC | c. 0 | 18.923 | 4.376 |  | 2.731 |  | 0.064 |
| 659 | 657 | 2.500 | 1.059 | 0.0 | 22.072 | 4.404 |  | 2.539 |  | -0.002 |
| tho | 658 | 2.300 | 1.334 | 0.0 | 24.776 | 4.233 |  | 2.436 |  |  |
| 661 | 659 | 2.000 | 1.618 | 0.0 | 26.025 | 3.865 |  | 2.251 |  |  |
| 6 H 2 | 6\%0 | 2.000 | 1.898 | 0.0 | 27.807 | 3.580 |  | 2.085 |  |  |
| 663 | 661 | 2.000 | 2.178 | 0.0 | 29.318 | 3.151 |  | 1.965 |  | 0.052 |
| 664 | 0.52 | 2.000 | 2.737 | 0.0 | 30.254 | 2.951 |  | 1.849 |  |  |
| 6th | 66.3 | 2.000 | 3.246 | 0.0 | 30.626 | 2.775 |  | 1.799 |  |  |
| cris | 0.64 | 2.0.00 | 3.855 | 0.0 | 31.4 ? 0 | 2.626 |  | 1.748 |  |  |
| 667 | 665 | 2.3.30 | 4.414 | 0.0 | 32.275 | 2.525 |  | 1.722 |  |  |
| 668 | 666 | 2.000 | 4.914 | 0.0 | 33.080 | 2.376 |  | 1.653 |  | -0.103 |
| 669 | 667 | 2.000 | t. 372 | 0.0 | 34.653 | 2.225 |  | 1.560 |  |  |
| 670 | 668 | 2.000 | 7.77 C | 0.0 | 35.642 | 1.975 |  | 1.437 |  |  |
| 671 | 669 | 2.000 | 10.566 | 0.0 | 37.422 | 1.600 |  | 1.116 |  |  |
| 672 | 670 | 2.000 | 13.362 | 0.0 | 38.413 | 1.075 |  | 0.630 |  |  |
| 673 | 671 | 2.330 | 1t.158 | 0.0 | 39.574 | 1.200 |  | 0.341 |  |  |
| 674 | 612 | 2.Jコ0 | c. 500 | 0.0 | 14.056 | 4.067 | 2.001 |  | -2.919 |  |
| 675 | 673 | 2.200 | C. 780 | 0.0 | 18.856 | 4.318 | 2.050 |  | -3.602 |  |
| 676 | 674 | 2.000 | 1.059 | 0.0 | 22.229 | 4.123 | 1.962 |  | -3.4.78 |  |
| 677 | 675 | 2.000 | 1.337 | 0.0 |  | 4.067 | 1.862 |  | -3.291 |  |
| 678. | 676 | 2.000 | 1.618 | 0.0 |  | 3.817 | 1.687 |  | -2.671 |  |
| 674 | 677 | 2.000 | 1.898 | 0.0 |  | 3.427 | 1.537 |  | -2.236 |  |
| 680 | 678 | 2.000 | 2.178 | 0.0 | 28.555 | 3.148 | 1.451 |  | -1.987 |  |
| 681 | 679 | 2.000 | 2.737 | 0.0 |  | 2.795 | 1.378 |  | -1.589 |  |
| 682 | 680 | 2.300 | 3.256 | 0.0 |  | 2.575 | 1.348 |  | -1.315 |  |
| 683 | 681 | 2.000 | 3.855 | 0.0 |  | 2.452 | 1.36 \% |  | -1.540 |  |
| 684 | 632 | 2.000 | 4.414 | 0.0 |  | 2.378 | 1.358 |  | -1.441 |  |
| 685 | 683 | 2.000 | 4.714 | 0.0 |  | 2.231 | 1.297 |  | -1.341 |  |
| 686 | 684 | 2.000 | 6.312 | 0.0 |  | 2.109 | 1.287 |  | -1.162 |  |
| 6.7 | 685 | 2.000 | 7.710 | 0.0 |  | 1.937 | 1.175 |  | -0.983 |  |
| 689 | 686 | 2.000 | 10.566 | 0.0 |  | 1.520 | 0.983 |  | -0.636 |  |
| 689 | 687 | 2.000 | 13.36.? | 0.0 |  | 1.030 | 0.770 |  | -0.308 |  |
| 640 | 688 | 2.000 | 16.158 | 0.0 |  | 0.539 | 0.497 |  | -0.110 |  |
| 691 | 689 | 2.し.Jo | 0.500 | -7.791 | 16.025 | 4.882 |  | 2.960 |  | 2.680 |
| 692 | 690 | 2.000 | C. 780 | $-7.771$ | 20.933 | 4.592 |  | 2.759 |  | 3.482 |
| 093 | 691 | 2.000 | 1.059 | -7.791 | 23.606 | 4.534 |  | 2.613 |  | 3.040 |
| 694 | 692 | 2.1500 | 1.339 | -7.791 | 25.463 | 4.184 |  | 2.394 |  | 2.280 |
| 695 | 693 | 2.000 | 1.618 | -7.791 | 27.356 | 3.740 |  | 2.192 |  | 1.469 |
| 696 | 694 | 2.030 | 1.898 | -7.191 | 27.835 | 3.424 |  | 2.065 |  | 0.963 |
| 697 | 655 | 2.000 | 2.178 | -7.791 | 29.463 | 3.144 |  | 1.958 |  | 0.836 |
| 698 | 696 | 2.000 | 2.737 | -7.791 | 30.408 | 2.748 |  | 1.819 |  | 0.557 |
| 699 | 697 | 2.000 | $3.29 t$ | -7.791 | 31.079 | 2.649 |  | 1.740 |  | 0.431 |
| 700 | 698 | 2.000 | 3.855 | -7.791 | 31.661 | 2.550 |  | 1.699 |  | 0.431 |

Table III (Continued)

|  | Tift | $Y$ | " | 1 | WFEIIIT | $\checkmark$ mils | - [1/15 | $n$ uns | uv | (1ヵ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMRFR | Numater | HEET | INCHES | Incous | FPS | fps | FPS | FPS | (FPS) X(FPS) | (t-PS) X(t-PS) |
| 701 | 699 | 2.000 | 4.414 | -7.791 | 33.123 | 2.476 |  | 1.647 |  | 0.380 |
| 702 | 730 | 2.000 | 4.974 | -7.791 | 33.544 | 2.302 |  | 1.627 |  | 0.324 |
| 703 | 701 | 2.00) | 6.372 | -7.171 | 35.205 | 2.179 |  | 1.524 |  | 0.324 |
| 704 | $70 \%$ | 7.000 | 7.116 | -7.14i | 36.076 | 1.756 |  | 1.381 |  | 0.213 |
| 705 | 703 | 2.000 | 10.566 | -7.791 | 37.238 | 1.461 |  | 1.044 |  | 0.172 |
| 706 | 704 | 2.000 | 13.362 | -7.141 | 36.260 | 0.916 |  | 0.634 |  | 0.040 |
| 707 | 705 | 2.000 | 16.158 | -7.791 | 39.116 | 0.544 |  | 0.389 |  | 0.025 |
| 703 | 706 | 2.000 | C. 500 | -7.791 | 16.211 | 4.655 | 2.153 |  | -3.506 |  |
| 709 | 707 | 2.000 | C. 78 C | -7.791 | 21.155 | 4.717 | 2.092 |  | -3.013 |  |
| 71.$)$ | 105 | 2.000 | 1.C5S | -7.791 | 23.507 | 4.436 | 1.967 |  | -2.890 |  |
| 711 | 109 | 2.300 | 1.319 | -1.171 |  | 3.792 | 1.818 |  | -2.645 |  |
| 712 | 110 | 2.000 | 1.618 | -1.791 |  | 3.659 | 1.664 |  | -2.337 |  |
| 713 | 711 | 2.000 | 1.898 | -7.7̇1 |  | 3.367 | 1.593 |  | -2.029 |  |
| 714 | 712 | 2.000 | 2.178 | -7.791 | 29.729 | 3.049 | 1.684 |  | -1.784 |  |
| 715 | 713 | 2.000 | 2.737 | -7.791 |  | 2.708 | 1.142 |  | -1.397 |  |
| 715 | 714 | 2.000 | 3.2 \% | -7.791 |  | 2.610 | 1.331 |  | -1.446 |  |
| 717 | 715 | 2.100 | 3.855 | -7.771 |  | 2.489 | 1.270 | . | -1.299 |  |
| 719 | 716 | 2.000 | 4.414 | -7.791 |  | 2.366 | 1.240 |  | -1.357 |  |
| 717 | 717 | 2.000 | 4.974 | -7.771 |  | 2.294 | 1.169 |  | -1.279 |  |
| 120 | 718 | 2.000 | t. 372 | -7.791 |  | 2.147 | 1.079 |  | -1.082 |  |
| 721 | 717 | 2.000 | 7.770 | -1.791 | . | 1.879 | 0.948 |  | -0.875 |  |
| 722 | 723 | 2.3.0 | 10.566 | -7.771 |  | 1.440 | 0.645 |  | -0.580 |  |
| 723 | 771 | 2.300 | $13.3+2$ | -7.7.1 |  | 0.927 | 0.414 |  | -0.226 |  |
| 724 | 722 | 2.000 | 16.158 | -7.741 |  | 0.562 | 0.242 |  | -0.044 |  |
| 725 | 723 | 11.000 | $2 . C 54$ | 0.0 | 25.724 | 3.901 |  | 2.514 |  | -0.002 |
| 726 | 724 | 11.200 | 2.084 | -2.1.37 | 25.134 | 3.926 |  | 2.484 |  | -0.002 |
| 727 | 125 | 11.000 | 2.094 | -4.821 | 25.181 | 3.975 |  | 2.494 |  | 0.50 .9 |
| 728 | 725 | 11.)U0 | 2.094 | -3.534 | 25.138 | 3.901 |  | 2.468 |  | 0.543 |
| 179 | 771 | 11. 100 | 2.004 | -2.714 | 25.615 | 4.076 |  | 2.514 |  | 0.414 |
| 730 | 123 | 11. 100 | 2.094 | -t.lis | 25.716 | 3.7.)1 |  | 2.458 |  | 1.057 |
| 731 | 12\% | 11.000 | 2.094 | -6.929 | 26.049 | 3.776 |  | 2.375 |  | 1.007 |
| 732 | 730 | 11.000 | 2.094 | -7.456 | 26.569 | 3.850 |  | 2.375 |  | 1.447 |
| 733 | 731 | 11.000 | 2.044 | -7.983 | 27.033 | 3.676 |  | 2.329 |  | 1.18 A |
| 734 | 732 | 11.000 | 2.044 | - 2.773 | 28.595 | 3.526 |  | 2.190 |  | 1.369 |
| 735 | 733 | 11.000 | 2.694 | -10.091 | 27.348 | 3.251 |  | 2.036 |  | 0.826 |
| 136 | 134 | 11.300 | 2.094 | -11.408 | 28.918 | 3.126 |  | 1.943 |  | 0.575 |
| 737 | 735 | 11.000 | 2.094 | -12.725 | 29.134 | 3.025 |  | 1.881 |  | 0.465 |
| 733 | 736 | 11.000 | 2.094 | -14.043 | 29.914 | 2.976 |  | 1.850 |  | 0.414 |
| 73\% | 737 | 11.000 | 2.094 | $-15.360$ | 30.239 | 2.976 |  | 1.866 |  | 0.414 |
| 7\%0 | 733 | 11.300 | 2.094 | -16.077 | 30.344 | 2.901 |  | 1.835 |  | 0.414 |
| 741 | 739 | 11.000 | 2.044 | -17.335 | 30.063 | 2.876 |  | 1.835 |  | 0.388 |
| 742 | 140 | 11.000 | 2.094 | -18.522 | 30.534 | 2.876 |  | 1.866 |  | 0.233 |
| 74.3 | 741 | 11.000 | 2.094 | 0.0 | 25.237 | 4.006 | 2.018 |  | -3.497 |  |
| 744 | 742 | 11.000 | 2.094 | -2.187 |  | 3.980 | 2.044 |  | -3.578 |  |
| 74.5 | 743 | 11.000 | 2.054 | -2.714 |  | 4.031 | 2.031 |  | -3.281 |  |
| 740 | 74.4 | 11.000 | 2.094 | -3.504 |  | 4.006 | 2.005 |  | -3.518 |  |
| 74.7 | 745 | 11.000 | 2.c\%4 | -4.821 |  | 3.801 | 1.977 |  | -3.120 |  |
| 740 | 740 | 11.000 | 2.094 | -6.139 | , | 3.877 | 1.965 |  | -3.362 |  |
| 749 | 747 | 11.000 | 2.094 | -6.929 |  | 3.801 | 1.913 |  | -3.228 |  |
| 750 | 748 | 11.000 | 2.094 | -7.456 | 27.030 | 3.776 | 1.926 |  | -2.851 |  |

Table III（Continued）

|  | TEST | x | $Y$ | 2 | VELOCITY | U RMS | $\checkmark$ RMS | W RMS | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| f．UMAER | t．unser | FFFT | INCHES | INC．HES | FPS | FPS | FPS | FPS | （FPS）$\times(F P S$ ） | （FPS）X（FPS） |
| 751 | 749 | 11．200 | 2.094 | －7．383 |  | 3.649 | 1．961 |  | －2．932 |  |
| 752 | 750 | 11.000 | 2.034 | －8．773 |  | 3.444 | 1.744 |  | －2．393 |  |
| 753 | 751 | 11.000 | 2.044 | －10．091 |  | 3.266 | 1.640 |  | －2．206 |  |
| 754 | 152 | 11.000 | 2.094 | －11．408 |  | 3.163 | 1.601 |  | －2．001 |  |
| 155 | 193 | 11.000 | 2.054 | $-12.125$ |  | 3.062 | 1.575 |  | －2．044 |  |
| 756 | 754 | 11． 1 ） | 2.054 | －14．043 |  | 2.934 | 1.509 |  | －1．905 |  |
| 757 | 755 | 11.000 | 2.094 | －15．36C |  | 2.960 | 1.509 |  | －1．926 |  |
| 753 | 756 | 11.000 | 2.094 | －16．677 |  | 2.934 | 1.496 |  | －1．839 |  |
| 7 ba | 157 | 11．00．） | 2.074 | －17．995 |  | 2.909 | 1.484 |  | －1．618 |  |
| 150 | 7．98 | 11.000 | 2.094 | $-18.522$ |  | 2.883 | 1.476 |  | －1．743 |  |
| 76.1 | 754 | 15.300 | 0.750 | 0.0 | 17.383 | 4.385 | 2.015 |  | －3．179 |  |
| 763 | 760 | 15．0．00 | 1.030 | 0.0 | 19.377 | 4.232 | 2.080 |  | －3．424 |  |
| 763 | 761 | 15.000 | 1.31 C | $0 . \mathrm{C}$ | 22.389 | 4.257 | 2.080 |  | －3．424 |  |
| 164 | 762 | 15.000 | 1.590 | c． 0 | 23.422 | 4.128 | 2.080 |  | －3．532 |  |
| 765 | 763 | 15.000 | 1.270 | 0.0 | 24.209 | 4.103 | 2.090 |  | －3．315 |  |
| 766 | 16.4 | 15.000 | 2.150 | 0.0 | 75．4．76 | 4.000 | 2.054 |  | －3．532 |  |
| 767 | 163 | 19．ひJ0 | 7.710 | 0.0 | 26．871 | 3.820 | 2．0．1 |  | －3．125 |  |
| 76．8 | 160 | 1\％．000 | 1．27C | 0.0 | 28．547 | 3.590 | 1.936 |  | －2．989 |  |
| 787 | 161 | 15.300 | 3.83 C | C． 0 | 29.205 | 3.461 | 1.344 |  | －2．798 |  |
| 770 | フヵ8 | 15．000 | 4.390 | 0.0 | 30.314 | 3.359 | 1.831 |  | －2．554 |  |
| 711 | 769 | 15.000 | 4.450 | 0.0 | 30.735 | 3.180 | 1.780 |  | －2．500 |  |
| 772 | 110 | 15.000 | 5.650 | 0.0 | 31.808 | 2.974 | 1.635 |  | －1．984 |  |
| 713 | 771 | 15．300 | 6． 150 | 0.0 | 33.136 | 2.821 | 1.570 |  | －1．929 |  |
| 71\％ | 772 | 15.000 | 1.15 C | O．C | 35.097 | 2.436 | 1.413 |  | －1．413 |  |
| 775 | 773 | 15．300 | 10.54 .5 | 0.0 | 37.754 | 1.770 | 1.139 |  | －0．837 |  |
| 776 | 77\％ | 15.000 | 13.345 | 0.0 | 39.053 | 1.282 | 0.879 |  | －0．521 |  |
| 777 | 715 | 15.000 | $1 t .145$ | 0.0 | 38.733 | 0.820 | 0.646 |  | －0．158 |  |
| 714 | 716 | 13．00c | C． 750 | 0.0 |  | 4.356 |  | 2.903 |  | 0.266 |
| 779 | 117 | 13.000 | $1 . C 3 C$ | 0.0 | 19.209 | 4.500 |  | 2.866 |  | 0.066 |
| 7 HO | 718 | 15.000 | 1.310 | 0.0 |  | 4.471 |  | 2.792 |  |  |
| 7 cl | 779 | 15.000 | 1.590 | 0.0 |  | 4.413 |  | 2.735 |  |  |
| 182 | 180 | 13．000 | $1.8 心$ | 0.0 |  | 4.211 |  | 2.641 |  |  |
| 733 | 781 | $1 \% .000$ | 2.150 | 0.0 | 25.092 | 4.010 |  | 2.585 |  | －0．002 |
| $79 / 4$ | 78，2 | 15.000 | 2.710 | c． 0 |  | 3.957 |  | 2.492 |  |  |
| 795 | 7ヶ3 | 15．J00 | 3.270 | 0.0 |  | 3.365 |  | 2.379 |  |  |
| $7 \% 6$ | 784 | 13．200 | 3.836 | 0.0 |  | 3.519 |  | 2.285 |  |  |
| 797 | 785 | 15．）00 | 4．350 | 0.0 |  | 3.318 |  | 2.210 |  |  |
| 792 | 786 | 15.000 | 4.750 | 0.0 |  | 3.231 |  | 2.117 |  |  |
| 740 | 787 | 15.000 | 5.050 | 0.0 |  | 3.115 |  | 2.051 |  |  |
| 70 J | 789 | 15．300 | $t .350$ | 0.0 |  | 2.799 |  | 1.929 |  |  |
| 791 | 789 | 15.000 | 7.75 C | 0.0 |  | 2.423 |  | 1.742 |  |  |
| 792 | 790 | 15.000 | 10.545 | 0.0 |  | 1.846 |  | 1.349 |  |  |
| 793 | 791 | 15.000 | 13.345 | 0.0 |  | 1.356 |  | 0.936 |  |  |
| 794 | 792 | 15.000 | 1t．14s | 0.0 |  | 0.366 |  | 0.631 |  |  |
| 795 | 773 | 15.300 | C． 750 | 0.0 | 16.781 | 4.500 |  | 2.903 |  | －0．027 |
| 720 | 774 | 15.000 | c． 750 | －2．138 | 16.918 | 4.500 |  | 2.885 |  | －0．002 |
| 797 | 775 | 15.300 | C． 750 | －3．426 | 16.938 | 4.471 |  | 2.866 |  | 0.319 |
| 799 | 716 | 15.000 | C． 750 | －4．714 | 17.066 | 4.587 |  | 2.978 |  | 0.693 |
| 799 | 717 | 15.000 | 0.750 | －6．002 | 17.078 | 4.529 |  | 2.903 |  | －0．002 |
| 800 | 778 | 15.000 | 0.750 | －6．775 | 17.086 | 4.587 |  | 2.978 |  | －0．266 |

Table III (Continued)

|  | いう | $\hat{\lambda}$ | 1 | $L$ | Veliulily | 3 HMS | $\checkmark$ RMS | W RMS | uv | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMBEK | NUMPEK | Ftti | INCHFS | 1 VCHES | FPS | FPS | FPS | FPS | (FPS)X(FPS) | (FPS)X(FPS) |
| 801 | 777 | 15.000 | 0.750 | -7.290 | 17.196 | 5.019 |  | 3.054 |  | 0.613 |
| H02 | 780 | 15.000 | C. 750 | -7.806 | 13.506 | 4.730 |  | 2.978 |  | 2.579 |
| 4,3 | 181 | 15.030 | C. 750 | -8.3)1 | 20.129 | 4.413 |  | 2.735 |  | 2.609 |
| 804 | 732 | 15.1) ${ }^{\text {1 }}$ | C. 750 | -8.836 | 22.205 | 4.125 |  | 2.510 |  | 2.264 |
| 305 | 183 | 15.000 | c. 75 C | -9.867 | 23.518 | 3.663 |  | 2.266 |  | 1.491 |
| 806 | 184 | 15.000 | C. 750 | -11.155 | 24.203 | 3.519 |  | 2.191 |  | 0.719 |
| 807 | 145 | 15.000 | c. 750 | $-12.443$ | 24.439 | 3.490 |  | 2.155 |  | 0.746 |
| 808 | 786 | 15.000 | c. 75 C | $-13.731$ | 24.871 | 3.490 |  | 2.136 |  | 0.825 |
| $8 ว 9$ | 787 | 15.000 | c. 750 | -1'.)19 | 25.472 | 3.404 |  | 2.080 |  | 0.372 |
| 810 | 739 | 15.000 | C. 75 C | -16.307 | 25.930 | 3.375 |  | 2.098 |  | 0.613 |
| R1: | 783 | 15.000 | 0.750 | -17.545 | 26.544 | 3.404 |  | 2.080 |  | 0.399 |
| $\mathrm{H}_{12}$ | 190 | 15.300 | C.75C | -18.110 | 26.106 | 3.433 |  | 2.061 |  | 0.187 |
| 813 | 791 | 15.000 | C. 750 | -9.351 | 22.267 | 3.750 |  | 2.285 |  | 1.278 |
| 814 | 792 | 15.000 | C. 75 C | 0.0 | 17.191 | 4.312 | 2.011 |  | -3.324 |  |
| 815 | 743 | 15.000 | C.750 | -2.138 |  | 4.535 | 2.036 |  | -3.637 |  |
| 816 | 194 | 15.300 | C. 750 | -3.476 |  | 4.452 | 2.049 |  | -3.511 |  |
| 817 | 795 | 15.000 | C. 75.0 | -4.714 |  | 4.424 | 2.049 |  | -3.511 |  |
| H13 | 796 | 15.300 | C. 750 | -6.002 |  | 4.284 | 2.04 .9 |  | -3.700 |  |
| 819 | 797 | 15.300 | C. 750 | -6.775 |  | 4.508 | 2.100 |  | -3.574 |  |
| H 2 O | 798 | 15.000 | C.75C | -7.2'30 |  | 4.927 | 2.250 |  | -4.201 |  |
| H21 | 744 | 15.200 | c.75c | -1.806 | 18.652 | 4.591 | 2.074 |  | -3.324 |  |
| $\mathrm{H}_{2} 2$ | 800 | 15.030 | C. 750 | $-8.321$ |  | 4.340 | 1.999 |  | -2.822 |  |
| 823 | 2 Cl | 15.000 | c.750 | -8.836 |  | 4.004 | 1.798 |  | -2.383 |  |
| 424 | 802 | 15.000 | 0.750 | -9.351 |  | 3.724 | 1.684 |  | -2.069 |  |
| $3<5$ | 303 | 15.000 | 0.75 C | -9.867 |  | 3.584 | 1.621 |  | -1.882 |  |
| 326 | 804 | 15.000 | c. 150 | -11.155 |  | 3.444 | 1.533 |  | -2.032 |  |
| 837 | 405 | 15.200 | c. 750 | -12.443 |  | 3.416 | 1.495 |  | -1.896 |  |
| (208 | 400 | 15.000 | 0.750 | -13.731 |  | 3.360 | 1.433 |  | -1.806 |  |
| 827 | 007 | 15.000 | 0.750 | -15.c19 |  | 3.303 | 1.421 |  | -1.756 |  |
| 030 | hus | 15.200 | 0.750 | -15. 307 |  | 3.331 | 1.421 |  | -1.826 |  |
| $\checkmark 31$ | 809 | 15.000 | c. 750 | -17.595 |  | 3.331 | 1.421 |  | -1.776 |  |
| 837 | 810 | 15.000 | C. 75 C | -18.110 |  | 3.331 | 1.408 |  | -1.756 |  |
| 833 | 811 | 15. 100 | 1.87 C | 0.0 | 23.901 | 4.076 |  | 2.560 |  | 0.103 |
| 834 | 812 | 15.300 | 1.87 C | $-2.138$ | 24.461 | 4.026 |  | 2.591 |  | 0.078 |
| 835 | 813 | 15.300 | 1.870 | -3.426 | 24.421 | 3.976 |  | 2.484 |  | 0.078 |
| 836 | 814 | 15.000 | 1.87 C | -4.714 | 24.112 | 4.125 |  | 2.560 |  | 0.505 |
| 837 | 815 | 15.000 | 1.870 | -6.002 | 24.419 | 4.001 |  | 2.529 |  | 0.723 |
| 838 | 816 | 15.000 | 1.870 | -6.775 | 24.757 | 4.001 |  | 2.529 |  | 0.852 |
| 837 | 617 | 15.300 | 1.87 C | -7.290 | 24.870 | 4.051 |  | 2.529 |  | 1.085 |
| 840 | 818 | 15.300 | 1.87 C | -7.806 | 25.796 | 3.901 |  | 2.468 |  | 1.205 |
| 841 | 319 | 15.000 | 1.870 | -8.321 | 26.867 | 3.751 |  | 2.329 |  | 1.240 |
| 842 | 820 | 15.300 | 1.87 C | -8.836 | 27.370 | 3.575 |  | 2.252 |  | 1.344 |
| 843 | 821 | 15.300 | 1.870 | -9.351 | 27.758 | 3.501 |  | 2.205 |  | 1.318 |
| त444 | 822 | 15.300 | 1.87 C | -9.867 | 27.581 | 3.376 |  | 2.093 |  | 0.456 |
| H45 | 823 | 15.ccc | 1.87 C | -11.155 | 28.101 | 3.251 |  | 2.005 |  | 0.620 |
| $8 / 6$ | 824 | 15.200 | 1.87 C | -12.443 | 27.791 | 3.126 |  | 1.912 |  | 0.723 |
| 847 | 825 | 15.000 | 1.87 C | -13.731 | 28.600 | 3.176 |  | 1.912 |  | 0.543 |
| n 4 H | 876 | 15.000 | 1.87 C | -15.C19 | 28.836 | 3.126 |  | 1.928 |  | 0.504 |
| 849 | 827 | 15.000 | 1.870 | -17.595 | 29.953 | 2.926 |  | 1.881 |  | 0.129 |
| 850 | 828 | 15.000 | 1.870 | -18.11C | 29.852 | 2.976 |  | 1.881 |  | 0.207 |

Table III（Continued）

|  | test | x | $Y$ | $L$ | VELOCITY | $U$ RMS | $\checkmark$ RMS | W RMS | UV | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMAER | NUMAER | feet | INCHES | INCHES | FPS | FPS | FPS | FPS | （FPS）$\times(F P S$ ） | （FPS）$\times(F P S$ ） |
| R 51 | 828 | 15.000 | 1．R7C | 0.0 | 23.776 | 3.961 | 2.034 |  | －3．293 |  |
| RS2 | $8<9$ | 15.000 | 1．87C | －2．138 |  | 4.011 | 2.047 |  | －3．420 |  |
| 453 | （3） | 15.000 | 1.970 | －3．426 |  | 3.961 | 2.021 |  | －3．141 |  |
| P5\％ | 831 | 15.000 | 1.870 | －4．714 |  | 4.095 | 2.021 |  | －3．496 |  |
| 355 | 832 | 15.000 | 1.870 | －6．0．02 |  | 3.897 | 1.958 |  | －3．106 |  |
| 850 | 833 | 15.000 | 1.477 | －6． 175 |  | 4.011 | 1.983 |  | －3．217 |  |
| 857 | 834 | 15.000 | 1.87 C | －7．290 |  | 3.986 | 1.996 |  | －3．166 |  |
| 858 | A35 | 15.000 | 1．87C | －7． 806 | 26.046 | 3.862 | 1.933 |  | －2．862 |  |
| 854 | 830 | 15.000 | 1． R 70 | －8．321 |  | 3.714 | 1.844 |  | －2．736 |  |
| अヶ0 | 837 | 15.000 | 1.870 | $-4.030$ |  | 3.615 | 1.781 |  | －2．457 |  |
| 661 | $8: 8$ | 15.000 | 1．47C | －9．351 |  | 3.456 | 1.731 |  | －2．406 |  |
| 862 | \％39 | 15.000 | 1.87 C | －9．867 |  | $3.31{ }^{\text {a }}$ | 1.680 |  | －2．153 |  |
| 863 | 340 | 15.000 | 1.87 C | －11．155 |  | 3.218 | 1.617 |  | －2．153 |  |
| $8 \times 4$ | 81.1 | 15.200 | 1.87 C | －12．443 |  | 3.218 | 1.604 |  | －2．280 |  |
| 865 | 342 | 15.300 | 1.870 | $-13.731$ |  | 3.169 | 1.528 |  | －2．204 |  |
| 866 | 84.3 | 15.000 | 1.87 C | －15．019 |  | 3.025 | 1.503 |  | －1．844 |  |
| 867 | 344 | 15.000 | 1.870 | －17．595 |  | 3.046 | 1.491 |  | －1．784 |  |
| 8 ¢3 | 815 | 15.000 | 1.870 | －18．110 |  | 3.046 | 1.478 |  | －1．824 |  |
| 864 | 846 | 15.000 | 3.550 | 0.0 | 28.766 | 3.551 |  | 2.360 |  | －0．103 |
| 810 | 347 | 15.000 | 3.550 | －2．138 | 28.554 | 3.551 |  | 2.360 |  | 0.129 |
| RII 1 | $0 \% 8$ | 15．320 | 3.550 | －3．426 | 29．404 | 3.575 |  | 2.375 |  | －0．002 |
| 812 | 849 | 15.000 | 3.550 | －4．714 | 28.650 | 3.476 |  | 2.360 |  | 0.284 |
| 673 | 850 | 15.030 | 3.540 | －6．002 | 29.294 | 3.501 |  | 2.267 |  | 0.310 |
| 274 | 851 | 15.000 | 3.550 | －6．175 | 30.470 | 3.376 |  | 2.283 |  | 0.465 |
| 875 | 852 | 15.000 | 3.550 | －7．2＇；0 | 30.071 | 3.350 |  | 2.190 |  | 0.491 |
| 876 | 853 | 15.000 | 3.550 | －7． 706 | 30.082 | 3.350 |  | 2.190 |  | 0.801 |
| 871 | E54 | 1ヶ．000 | 3.550 | －8． 221 | 30.087 | 3.325 |  | 2．14，4 |  | 0.826 |
| 978 | 8 bs | 15.200 | 3.550 | －8．9．96 | 30.240 | 3.201 |  | 2.098 |  | 0.646 |
| 874 | 8，${ }^{\text {a }}$ | 15.000 | 3.550 | －9．867 | 30.729 | 3.025 |  | 1.990 |  | 0.545 |
| どう | 051 | 15．000 | 3.550 | －11．155 | 30.409 | 3.025 |  | 1.943 |  | 0.362 |
| 881 | $8 ゝ 8$ | 15.000 | 3.350 | －12．443 | 31.572 | 2.951 |  | 1.912 |  | 0.388 |
| 892 | 859 | 15.000 | 3.550 | －15．019 | 32.211 | 2.826 |  | 1.881 |  | 0.362 |
| 883 | 860 | 15.000 | 3.550 | －17．545 | 32.504 | 2.750 |  | 1.881 |  | 0.233 |
| 884 | 861 | 15.000 | 3.550 | －18．110 | 32.403 | 2.750 |  | 1.866 |  | 0.103 |
| $8+5$ | $85 \%$ | 15.000 | 3.550 | 0.0 | 28.452 | 3.626 | 1.965 |  | －2．868 |  |
| 836 | 363 | 15．J00 | 3.550 | －2．138 |  | 3.575 | 1.990 |  | －2．972 |  |
| 881 | 864 | 15．j00 | 3.550 | －3．426 |  | 3.575 | 1．95？ |  | －2．842 |  |
| 8－4 | 855 | 15.000 | 3.550 | －4．114 |  | 3.526 | 1.875 |  | －2．635 |  |
| 889 | 36t | 15.000 | 3．55C | － 5.002 |  | 3.476 | 1.862 |  | －2．429 |  |
| 090 | 367 | 15.000 | 3.550 | －6．175 |  | 3.426 | 1.862 |  | －2．480 |  |
| 891 | 968 | 15.300 | 3.550 | －7．290 |  | 3.401 | 1.825 |  | －2．429 |  |
| 892 | 869 | 15.300 | 3.550 | －7．806 |  | 3.275 | 1.761 |  | －2．297 |  |
| 893 | 870 | 15.000 | 3.550 | －8．321 |  | 3.226 | 1.735 |  | －7．144 |  |
| 894 | 871 | 15.000 | 3.550 | －8．835 |  | 3.151 | 1.710 |  | －2．015 |  |
| 895 | 572 | 15.000 | 3.550 | －9．857 |  | 3.075 | 1.671 |  | －1．886 |  |
| 495 | 875 | 15.000 | 3.55 C | －11．155 |  | 3.000 | 1.620 |  | －1．937 |  |
| 877 | 614 | 15.000 | 3.550 | －12．443 |  | 2.876 | 1.569 |  | －1．757 |  |
| 89\％ | 815 | 15.000 | 3.550 | －15．019 |  | 2.876 | 1.569 |  | －1．911 |  |
| 899 | 876 | 15.000 | 3.550 | －17．595 |  | 2.826 | 1.543 |  | －1．886 |  |
| 900 | 377 | 15.000 | 3.55 C | $-18.110$ | ． | 2.800 | 1.543 |  | －1．731 |  |

Table III (Continued)

|  | 1!19 | " | 1 | 2 | VFLIGIIY | U RMS | $\checkmark$ RMS | h KMS | uv | Uw |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMHER | NJMHER | rekt | INCHES | INCHES | FPS | FPS | FPS | FPS | (FPS) $\mathrm{X}(\mathrm{FPS}$ ) | (FPS)X(FPS) |
| 901 | 878 | 15.000 | t. 35 C | 0.0 | 32.383 | 2.686 |  | 1.700 |  | -0.040 |
| 902 | $57 \%$ | 15.000 | t. 350 | -2.138 | 32.867 | 2.611 |  | 1.731 |  |  |
| 903 | 830 | 15.300 | t. 350 | -4.714 | 32:634 | 2.538 |  | 1.731 |  | 0.131 |
| 904 | S81 | 15.000 | t. 350 | -6.002 | 32.433 | 2.489 |  | 1.680 |  | 0.201 |
| 405 | \ब2 | 15.100 | 6.350 | -7.290 | 32.290 | 2.440 |  | 1.639 |  | 0.251 |
| 906 | 083 | 15.000 | t. 350 | -8.573 | 33.318 | 2.365 |  | 1.603 |  | 0.231 |
| 907 | H84 | 15.000 | 6. 350 | -9.c67 | 34.075 | 2.291 |  | 1.578 |  | 0.431 |
| $30^{48}$ | उA5 | 15.0 .10 | t. 1501 | $-17.419$ | 34.052 | 2.143 |  | 1.487 |  | 0.150 |
| 907 | ¢ Cl | 15.000 | 6. ${ }^{\text {a }} 3$ | -15.019 | 34.718 | 2.0\%\% |  | 1.1446 |  | 0.090 |
| 910 | 857 | 15.1000 | t.350 | -17.595 | 34.156 | 2.021 |  | 1.456 |  | -0.002 |
| 911 | (8is | 15.000 | 6.350 | 0.0 |  | 2.6651 | 1.456 |  | -1.405 |  |
| 912 | 849 | 15.00 C | t.350 | -2.134 |  | 2.587 | 1.477 |  | -1.405 |  |
| 913 | 090 | 15.000 | t. 35.0 | -4.71/, |  | 2.513 | 1.416 |  | -1.455 |  |
| 914 | 891 | 15.000 | 6.350 | -6.002 |  | 2.464 | 1.395 |  | -1.405 |  |
| $\bigcirc 15$ | -9\% | 13.000 | (.3) 50 | -7.2.0 |  | 2.464 | 1.345 |  | -1.304 |  |
| \%1' | 5.3 | 1'.0.00 | (.2.5) | -3.)14 |  | 2.26.7 | 1. 34.4 |  | -1.174 |  |
| 417 | 294 | 15.000 | 0.3) $3 \leq 0$ | $-9.967$ |  | 2.218 | 1.283 | , | -1.164 |  |
| $\bigcirc 15$ | 895 | 15.000 | 6.350 | -12.443 |  | 2.119 | 1.252 |  | -1.124 |  |
| $31 \%$ | 996 | 15.200 | f.350 | -15.c19 |  | 2.119 | 1.252 |  | -1.153 |  |
| 920 | 407 | 15.000 | t. 550 | -11.595 |  | 2.119 | 1.252 |  | -1.174 |  |
| 921 | 898 | 15.000 | $2.8>0$ | 0.0 | 27.150 | 3.657 |  | 2.425 |  | -0.154 |
| 922 | RS9 | 15.000 | 2.450 | $-2.138$ | 26.744 | 3.782 |  | 2.456 |  | 0.077 |
| 423 | 900 | 1'.000 | 2.1850 | -3.426 | 26.814. | 3.6832 |  | 2.410 |  | 0.256 |
| 924 | 401 | 15.000 | 2.850 | -4.714 | 27.234 | 3.657 |  | 2.394 |  | 0.384 |
| 925 | 902 | 15.J00 | 2.85 C | -6.002. | 27.523 | 3.583 |  | 2.394 |  | 0.537 |
| 225 | 903 | 15.000 | 2.950 | -6.775 | 28.184. | 3.608 |  | 2.364 |  | 0.717 |
| ว) 7 | 9.04 | 15.200 | 2.850 | -7.290 | 29.292 | 3.494 |  | 2.287 |  | 0.537 |
| $9<9$ | 905 | 15.000 | 2.850 | -7.806 | 29.391 | 3.459 |  | 2.240 |  | 0.691 |
| 929 | 9.36 | 15.000 | 2.250 | -9. 321 | 29.227 | 3.394 |  | 2.210 |  | 0.768 |
| 93) | ¢O7 | 15.000 | 2.850 | $-4.936$ | 29.216 | 3.235 |  | 2.103 |  | 0.640 |
| 431 | 908 | 15.000 | 2.850 | -9.351 | 29.285 | 3.260 |  | 2.103 |  | 0.435 |
| 932 | $90 \%$ | 15.0.)0 | 2. -5.2 | -9.pat | 24.315 | 3.110 |  | 2.057 |  | 0.640 |
| 931 | 910 | 15.000 | 2.650 | -11.155 | 29.720 | $3.0: 1$ |  | 1.995 |  | 0.384 |
| 934 | 411 | 15.000 | 2.850 | -12.443 | 30.458 | 2.786 |  | 1.934 |  | 0.307 |
| 935 | 912 | 15.)00 | 2.850 | -13.731 | 31.122 | 3.011 |  | 1.903 |  | 0.102 |
| 936 | 923 | 15.300 | 2.850 | -15.019 | 31.243 | 2.961 |  | 1.903 |  | 0.051 |
| 937 | 914 | 15.000 | 2.850 | -17.595 | 31.584 | 2.812 |  | 1.987 |  | 0.128 |
| 938 | 915 | 15.000 | 2.850 | $-18.110$ | 31.609 | 2.787 |  | 1.857 |  | 0.026 |
| 934 | 916 | 15.000 | 2.65 C | c. 0 | 27.267 | 3.657 | 1.980 |  | -2.942 |  |
| 540 | 417 | 15.000 | 2.850 | -2.138 |  | 3.856 | 2.057 |  | -3.172 |  |
| 441 | 915 | 15.J0\% | 2.850 | -3.476 |  | 3.837 | 2.006 |  | -2.763 |  |
| 942 | 914 | 15.300 | 2.85C | -4.714 |  | 3.632 | 1.968 |  | -2.814 |  |
| 943 | 920 | 15.000 | 2.850 | -6.002 |  | 3.682 | 1.929 |  | -2.609 |  |
| 944 | 921 | 15.000 | 2.850 | -6.775 |  | 3.608 | 1.917 |  | -2.481 |  |
| 445 | 922 | 15.200 | 2.850 | -7.290 |  | 3.583 | 1.886 |  | -2.4.56 |  |
| 946 | 923 | 15.000 | 2.85 C | -7.8C6 | 28.753 | 3.484 | 1.816 |  | -2.328 |  |
| 947 | 924 | 15.000 | 2.850 | -8.321 |  | $3.38 / 4$ | 1.765 |  | -2.328 |  |
| 948 | 925 | 15.000 | 2.850 | -8.836 |  | 3.309 | 1.778 |  | -2.174 |  |
| 949 | 926 | 15.000 | 2.850 | -9.351 | - | 3.135 | 1.701 |  | -2.123 |  |
| 950 | 927 | 15.000 | 2.850 | -9.867 |  | 3.210 | 1.688 |  | -2.046 |  |

Table III (Continued)

|  | TEST | $x$ | $Y$ | 2 | VELOCITY | U RMS | $\checkmark$ RMS | W RMS | uv | UW |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMOER | NuMuEk | FEET | INCHES | INCHES | FPS | FPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS)X(FPS) |
| 951 | 928 | 15.JJO | 2.850 | -11.155 |  | 3.095 | 1.612 |  | -1.842 |  |
| 952 | 729 | 15.000 | 2.850 | $-12.443$ |  | 3.036 | 1.599 |  | -1.790 |  |
| 453 | 433 | 15.000 | 2.850 | -13.731 |  | 3.036 | 1.587 |  | -2.046 |  |
| 954 | 431 | 15.000 | 2.850 | -15.019 |  | 2.736 | 1.536 |  | -1.842 |  |
| 255 | 432 | 15.000 | 2.850 | -17.595 |  | 2.836 | 1.510 |  | -1.714 |  |
| 95, | 933 | 15.000 | 2.850 | -18.11C |  | 2.836 | 1.497 |  | -1.688 |  |
| 957 | 934 | 15.000 | C. 750 | -1.806 | 18.683 | 4.580 |  | 2.885 |  | 2.315 |
| GS8 | 935 | 15.000 | 1.030 | -7.806 | 21.333 | 4.498 |  | 2.776 |  | 2.022 |
| 959 | ?36 | 15.000 | 1.310 | -7.9C6 | 23.048 | 4.387 |  | 2.706 |  | 1.706 |
| 960 | 937 | 15.000 | 1.59 C | -7.836 | 24.524 | 4.084 |  | 2.544 |  | 1.461 |
| 951 | 934 | 15.000 | 2.150 | $-7.806$ | 25.218 | 3.725 |  | 2.329 |  | 1.194 |
| 961 | 434 | 15.000 | 2.710 | $-7.8 \mathrm{Ch}$ | 27.585 | 3.448 |  | 2.227 |  | 0.828 |
| 963 | 940 | 15.000 | 3.270 | -7.9.06 | 28.792 | 3.326 |  | 2.138 |  | 0.536 |
| 964 | 941 | 15.300 | 3.83 C | -7.3J6 | 30.192 | 3.132 |  | 2.067 |  | 0.585 |
| 965 | 9.2 | 15.000 | 4.390 | -7.806 | 31.212 | 2.937 |  | 1.967 |  | 0.453 |
| 966 | 943 | 15.000 | 4.450 | -7.806 | 32.396 | 2.841 |  | 1.916 |  | 0.414 |
| 907 | 41,4 | 15.000 | $t \cdot 3 \leq 0$ | -7.806 | 33.949 | 2.398 |  | 1.736 |  | 0.3 ks |
| 965 | 44.5 | 15.020 | 7.75 C | -7.806 | 34.542 | 2.185 |  | 1.575 |  | 0.170 |
| 969 | 946 | 15.30) | 10.54 s | -7.806 | 36.116 | 1.749 |  | 1.234 |  | 0.097 |
| 910 | 447 | 15.000 | 13.349 | -7.806 | 37.770 | 1.311 |  | 0.913 |  | 0.097 |
| 971 | 948 | 15.000 | 16.149 | -7. 806 | 38.981 | 0.825 |  | 0.541 |  | 0.049 |
| Ct? | 4,49 | 1\%.)00 | c. 750 | -7.806 |  | 4.635 | 2.112 |  | -3.045 |  |
| 473 | 450 | 15.000 | 1.030 | -7.806 |  | 4.415 | 2.042 |  | -3.045 |  |
| 474 | 951 | 15.000 | 1.310 | $-7.806$ |  | 4.381 | 2.067 |  | -3.167 |  |
| 975 | 952 | 13.000 | 1.590 | -7.806 |  | 4.139 | 2.007 |  | -2.972 |  |
| 976 | 953 | 15.000 | 2.150 | -7.806 |  | 3.725 | 1.887 |  | -2.728 |  |
| 971 | 954 | 15.000 | 2.710 | -7.8.6 |  | 3.449 | 1.798 |  | -2.363 |  |
| 978 | 955 | 15.0.0) | 3.27 C | -7.806 |  | 3.339 | 1.737 |  | -2.143 |  |
| 979 | 950 | 15.j0c | 3.83 C | -7.806 |  | 3.173 | 1.707 |  | -1.949 |  |
| G80 | 957 | 13.000 | 4.39 C | -7.806 |  | 3.063 | 1.662 |  | -1.754 |  |
| 951 | 958 | 15.000 | 4.950 | -7.806 |  | 2.925 | 1.602 |  | -1.730 |  |
| 982 | 959 | 15.000 | 6.350 | $-7.806$ | - | 2.594 | 1.497 |  | -1.583 |  |
| 983 | 960 | 15.000 | 7.75 c | -7.806 |  | 2.180 | 1.333 |  | -1.194 |  |
| 984 | 961 | 15.000 | 10.549 | -7.806 |  | 1.793 | 1.154 |  | -0.352 |  |
| 985 | 962 | 15.000 | 13.345 | -7.806 |  | 1.297 | 0.868 |  | -0.512 |  |
| 986 | 963 | 15.000 | $1 t .14 \mathrm{~s}$ | -7.806 |  | 0.800 | 0.599 |  | -0.195 | $\cdots$ |

Table III (Continued)

|  | Ptest | ${ }_{\text {F }}{ }^{\text {E E }}$ | Y | $\stackrel{2}{\text { INCHES }}$ | VEELOCtity | U KMS fFS | $V$ RMS FPS | W RMS FHS | $\operatorname{UV}_{(F P S) \times(F P S)}$ | $\mathrm{UW}_{(F+S) \times(F F S)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMM-CR | NUM-t R | FEET | INCHES | INCHES | FPS | FPS | FPS | FHS | (FPS)X(FPS) | (FHS) $\times($ FFS $)$ |
| 947 | 987 | 9.000 | . 4.38 | 0.000 | 14.161 | $4.0<0$ | 2.207 | 3.034 |  |  |
| $9 \times 8$ | 984 | 9.000 | . 716 | 0.000 | 17.061 | $4.1<1$ | 2.195 | 2.947 |  |  |
| 949 | 9 HF | 9.000 | . 994 | 0.000 | 21.537 | 4.111 | 2.220 | 2.806 |  |  |
| 990 | 990 | 9.000 | 1.273 | 0.000 | 22.115 | 3.804 | 2.183 | 2.849 |  |  |
| 441 | $\rightarrow 91$ | \%.000 | 1.968 | 0.000 | 28.146 | 3.719 | 2.107 | 2.651 |  |  |
| 4.8, | $4 \rightarrow 2$ | 9.600 | 2.664 | 0.000 | $29.50<$ | 3.518 | 2.047 | 2.442 |  |  |
| $\mathrm{Y}^{\prime}, 3$ | 973 | $\cdots .000$ | 4.055 | 0.000 | 31.474 | 3.015 | 1.739 | 2.035 |  |  |
| 944 | 99: | 9.000 | 5.446 | 0.000 | 33.814 | 2.472 | 1.517 | 1.776 |  |  |
| 945 | Y9\% | 4.000 | 6.818 | 0.000 | 35.421 | 2.241 | 1.373 | 1.628 |  |  |
| 996 | 495 | 9.000 | 8.229 | 0.000 | 37.066 | 1.9>0 | 1.282 | 1.467 |  |  |
| 947 | 997 | 9.000 | 9.620 | 0.000 | 31.670 | 1.749 | 1.159 | 1.307 |  |  |
| 49 H | 493 | 9.000 | 11.011 | 0.000 | 37.865 | 1.518 | 1.045 | 1.221 |  |  |
| 499 | 497 | 9.000 | 12.403 | 0.000 | 38.344 | 1.286 | . 962 | - 974 |  |  |
| 1000 | 1000 | 7.000 | 13.794 | 0.000 | 39.975 | 1.045 | . 820 | . 740 |  |  |
| 1001 | 1001 | 4.000 | 15.155 | 0.000 | 40.631 | . 754 | . 678 | . 029 |  |  |
| 100? | 1002 | 9.000 | 10.576 | 0.000 | 46.512 | . 472 | . 506 | . 419 |  |  |
| 1003 | 1003 | 9.000 | 17.908 | 0.000 | 40.285 | . 312 | . 407 | . 321 |  |  |
| 1004 | 1004 | 9.000 | 20.750 | 0.000 | 39.988 | . $1 \times 1$ | . 247 | .197 |  |  |
| 1005 | 1005 | 11.000 | . 625 | 0.000 | 16.311 | 4.211 | 2.183 | 3.009 |  |  |
| 1004 | 1005 | 11.000 | .736 | 0.000 | 17.332 | $4.3<2$ | 2.158 | 3.034 |  |  |
| 1007 | 1007 | 11.00 C | 1.014 | 0.000 | 19.106 | 4.010 | 2.170 | L. 910 |  |  |
| 100 A | 1004 | 11.000 | 1.291 | 0.000 | 22.050 | 4.121 | 2.220 | 2.824 |  |  |
| 1009 | 1004 | 11.000 | 1.569 | 0.000 | 24.170 | 3.910 | 2.220 | 2.680 |  |  |
| 1010 | 1010 | 11.000 | 2.203 | 0.000 | 26.475 | 3.610 | 2.133 | 2.540 |  |  |
| 1011 | 1011 | 11.00 C | 2.957 | 0.000 | 27.433 | 3.417 | 2.010 | 2.442 |  |  |
| 101 ? | 1012 | 11.000 | 4.345 | 0.000 | 31.180 | 3.015 | 1.862 | 2.047 |  |  |
| 1013 | 1013 | 11.006 | 5.733 | 0.000 | 32.434 | 2.503 | 1.578 | 1.788 |  |  |
| 1014 | 1014 | 11.000 | 1.121 | 0.000 | 35.615 | 2.412 | 1.430 | 1.040 |  |  |
| 1015 | 1015 | 11.000 | 8.509 | 0.000 | 30.538 | 2.000 | 1.282 | 1.400 |  |  |
| 1015 | 1016 | 11.000 | 4.856 | 0.000 | 36.672 | 1.749 | 1.245 | 1.356 |  |  |
| 1017 | 1017 | 11.000 | 11.204 | 0.000 | 38.349 | 1.500 | 1.050 | 1.184 |  |  |
| 1018 | 1018 | 11.000 | 12.672 | 0.000 | 37.483 | $1.2<6$ | . 450 | . 987 |  |  |
| 1017 | 1017 | 11.000 | 14.060 | 0.000 | 34.404 | 1.085 | . 851 | . 752 |  |  |
| $10 \geqslant 0$ | 1020 | 11.00 C | 15.448 | 0.000 | 40.087 | . 804 | . 715 | .617 |  |  |
| $10<1$ | 1021 | 11.000 | 18.224 | 0.000 | 37.123 | . 302 | .432 | . 234 |  |  |
| 1022 | 10?? | 11.000 | 21.000 | 0.000 | 40.450 | . 181 | . 210 | . 197 |  |  |
| 10-3 | 1023 | 13.000 | . 555 | 0.000 | 15.334 | $4.0<0$ | 2.121 | 3.083 |  |  |
| 10.4 | 1024 | 13.000 | . 625 | 0.000 | 14.967 | 3.910 | 2.096 | 3.009 |  |  |
| 10,5 | 1025 | 13.000 | . 904 | 0.000 | 19.024 | 4.171 | 2.195 | 2.423 |  |  |
| 10 en | 1000 | 13.000 | 1.183 | 0.000 | 21.481 | $4.1<1$ | 2.183 | 2.836 |  |  |
| 1027 | 1021 | 13.000 | 1.462 | 0.000 | 22.904 | $3.9<0$ | 2.170 | 2.812 |  |  |
| $10>A$ | 1023 | 13.000 | 2.150 | 0.000 | 25.944 | 3.707 | 2.104 | 2.590 |  |  |
| $10>9$ | 102\% | 13.000 | 2.858 | 0.000 | 28.340 | 3.518 | 2.070 | 2.429 |  |  |
| 1030 | 1030 | 13.000 | 4.253 | 0.000 | 31.464 | 3.116 | 1.911 | 2.140 |  |  |
| 1031 | 1031 | 13.000 | 5.649 | 0.000 | 33.293 | 2.513 | 1.603 | 1.948 |  |  |
| 103) | 1032 | 13.000 | 7.045 | 0.000 | 34.408 | 2.302 | 1.455 | 1.702 |  |  |
| 1033 | 1023 | 13.000 | 8.440 | 0.000 | 35.076 | 2.070 | 1.350 | 1.506 |  |  |
| 1034 | 1034 | 13.000 | 4.336 | 0.000 | 37.334 | 1.749 | 1.184 | 1.393 |  |  |
| 1035 | 1035 | 13.000 | 11.231 | 0.000 | 38.180 | 1.533 | 1.110 | 1.159 |  |  |
| 1036 | 1036 | 13.000 | 12.627 | 0.000 | 38.504 | 1.407 | 1.048 | . 974 |  |  |

Table III (Continued)

|  | TEST | X | $Y$ | 2 | VELOCITY | $\checkmark$ RMS | $\checkmark$ RMS | W RMS | uv | Uw |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NuMESt | NUMHER | FEET | INCHES | INCTES | fos | FPS | FPS | FPS | (FPS) $\times(F P S$ ) | (FPS) $\times(F P$ S $)$ |
| 1037 | 1031 | 13.000 | 15.418 | 0.000 | 39. 10 c | .804 | .728 | . 017 |  |  |
| 1638 | 1034 | 13.000 | 18.209 | 0.000 | 40.014 | . 304 | . 432 | . 308 |  |  |
| 1037 | 1039 | 13.000 | 21.000 | 0.000 | $40.20 y$ | .231 | . 247 | . 173 |  |  |


|  | TEST | $\times$ | $Y$ | $z$ | VELOCITY | U HMS | $\checkmark$ RMS | w RMS | uv | Uw |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HUMAEN | NHMCER | -EET | INCHES | INCMES | FPS | FPS | FPS | firs | (FPS) $\times$ (FPS) | (FPS) $\times$ (FPPS) |
| 10C0 | 1040 | 15.000 | 20.742 | 0.000 | 29.498 | . 158 | .200 | .145 |  |  |
| 1041 | 1041 | 15.000 | 19.657 | 0.000 | 2 2.800 | . $1 \times 7$ | . 266 | . 142 |  |  |
| 10.2 | 1042 | 15.000 | 18.255 | 0.000 | 29.610 | . 310 | . 339 | . 218 |  |  |
| 1043 | 1043 | 15.006 | 16.853 | 0.000 | 29.359 | . 305 | .412 | . 327 |  |  |
| 1044 | 1044 | 15.000 | 15.451 | 0.000 | 28.494 | . 661 | .569 | . 436 |  |  |
| 1045 | 1045 | 15.000 | 14.050 | 0.000 | 20.676 | . 84.9 | .605 | . 005 |  |  |
| 1.14 h | 1046 | 15.000 | 12.648 | 0.000 | 20.801 | .9y7 | .690 | . 739 |  |  |
| 1047 | 1041 | 15.000 | 11.246 | 0.000 | 28.370 | 1.125 | . 860 | - 932 |  |  |
| 16.4 | 10.9 | 15.000 | 4.844 | 0.000 | 27.644 | 1.283 | .957 | 1.120 |  |  |
| 1040 | 1044 | 15.000 | 8.443 | 0.000 | 26.437 | 1.589 | 1.060 | 1.247 |  |  |
| $10 \sim 0$ | 1050 | 15.000 | 7.041 | 0.000 | ch. 501 | $1.7+7$ | 1.150 | 1.350 |  |  |
| 10-1 | 1051 | 15.000 | 5.639 | 0.000 | 24.224 | 2.002 | 1.308 | 1.514 |  |  |
| 105? | 1052 | 15.000 | 4.237 | 0.000 | 22.153 | 2.407 | 1.453 | 1.717 |  |  |
| $10 \sim 3$ | 1051 | 15.000 | 3.536 | 0.000 | 21.637 | 2.615 | 1.514 | 1.816 |  |  |
| $10>4$ | 1054 | 15.000 | 2.835 | 0.000 | 20.416 | 2.842 | 1.580 | 1.925 |  |  |
| 1055 | 1055 | 15.000 | 2.135 | 0.000 | 18.341 | 2.901 | 1.610 | 2.071 |  |  |
| 10 St | 1055 | 15.000 | 1.434 | 0.000 | 10.050 | 3.130 | 1.647 | 2.045 |  |  |
| 1057 | 1057 | 15.000 | 1.153 | 0.000 | 14.619 | 3.009 | 1.623 | 2.192 |  |  |
| 1058 | 1058 | 15.000 | . 873 | 0.000 | 12.730 | 3.019 | 1.574 | 2.204 |  |  |
| 1059 | 1059 | 15.000 | . 688 | 0.000 | 11.622 | 3.030 | 1.520 | 2.252 |  |  |

Table IV
Summary of results from carriage-effect potential solution

| $\begin{gathered} y \\ \text { (inches) } \end{gathered}$ | $\begin{gathered} \overline{\mathrm{U}} \\ (\mathrm{fps}) \end{gathered}$ | $\begin{gathered} \overline{\mathrm{V}} \\ (\mathrm{fps}) \end{gathered}$ | $\begin{gathered} q^{2} \\ (\mathrm{fps}) \end{gathered}$ | $\begin{aligned} & (\mathrm{p}-\mathrm{p}) / \\ & (\mathrm{fps})^{2} \end{aligned}$ | Notes |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 42000 | 39.755 | 0.000 | 1580.433 | 9.784 | Carriage |
| 40800 | 39.756 | -0.018 | 1580.516 | 9.742 | Centerline |
| 39600 | 39.759 | -0.036 | 1580.763 | 9.619 |  |
| 38400 | 39.764 | -0.054 | 1581.168 | 9.416 |  |
| 37200 | 39.771 | -0.071 | 1581.723 | 9.139 |  |
| 36000 | 39.779 | -0.086 | 1582.415 | 8.792 |  |
| 34800 | 39.790 | -0.101 | 1583.232 | 8.384 |  |
| 33600 | 39.801 | -0.114 | 1584.155 | 7.922 |  |
| 32400 | 39.814 | -0.125 | 1585.169 | 7.415 |  |
| 31200 | 39.828 | -0.135 | 1586.255 | 6.873 |  |
| 30000 | 39.842 | -0.143 | 1587.394 | 6.303 |  |
| 28800 | 39.857 | -0.150 | 1588.569 | 5.715 |  |
| 27600 | 39.872 | -0.155 | 1589.764 | 5.118 |  |
| 26400 | 39.887 | -0.158 | 1590.963 | 4.519 |  |
| 25200 | 39.901 | -0.160 | 1592.151 | 3.925 |  |
| 24000 | 39.916 | -0.160 | 1593.316 | 3.342 |  |
| 22800 | 39.930 | -0.159 | 1594.448 | 2.776 |  |
| 21600 | 39.944 | -0.157 | 1595.538 | 2.231 |  |
| 20400 | 39.957 | -0.154 | 1596.579 | 1.711 |  |
| 19200 | 39.969 | -0.149 | 1597.564 | 1.218 |  |
| 18000 | 39.981 | -0.144 | 1598.489 | 0.756 |  |
| 16800 | 39.992 | -0.138 | 1599.351 | 0.324 |  |
| 15600 | 40.002 | -0.131 | 1600.149 | -0.074 |  |
| 14400 | 40.011 | -0.123 | 1600.880 | -0.440 |  |
| 13200 | 40.019 | -0.115 | 1601.545 | -0.773 |  |
| 12000 | 40.027 | -0.107 | 1602.144 | -1.072 |  |
| 10800 | 40.033 | -0.098 | 1602.676 | -1.338 |  |
| 9600 | 40.039 | -0.088 | 1603.144 | -1.572 |  |
| 8400 | 40.044 | -0.079 | 1603.547 | -1.774 |  |
| 7200 | 40.049 | -0.069 | 1603.888 | -1.944 |  |
| 6000 | 40.052 | -0.059 | 1604.167 | -2.083 |  |
| 4800 | 40.055 | -0.049 | 1604.384 | -2.192 |  |
| 3600 | 40.057 | -0.039 | 1604.542 | -2.271 |  |
| 2400 | 40.058 | -0.029 | 1605.640 | -2.320 |  |
| 1200 | 40.058 | -0.019 | 1604.680 | -2.340 |  |
| 0000 | 40.058 | -0.009 | 1604.661 | -2.330 | Tunnel Floor |
| -1 200 | 40.057 | 0.002 | 1604.583 | -2.291 |  |

Note: The solution is based upon an oncoming mean velocity of 40 fps . Values are computed for the location corresponding to the probe location used in the tests (three feet upstream from the cylinder representing the carriage).

Table V
Cross-flow (W) data

|  |  |  |  |  |  |  | Copracten |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| test | X | $Y$ | 2 | velocity | mean | RIAS | velocity |
| number | FEET | inches | INCHES | (FOS)(\%) | volitage | volitag | (FPS) (W) |
| 1 | 1\%.0) | 20.10) | 0.0 | 0.055 | 0.006 | 0.059 | 0.053 |
| 2 | 12.000 | 17.987 | 0.0 | 0.020 | 0.002 | 0.052 | 0.013 |
| 3 | 15.030 | 15.176 | 0.0 | -0.022 | 0.0 | 0.063 | -0.00? |
| 4 | 15.0 .00 | 12.306 | 0.0 | 0.019 | 0.00? | 0.053 | 0.019 |
| 5 | 15.000 | 9.556 | 0.0 | 0.062 | 0.006 | 0.087 | 0.050 |
| 5 | 15.000 | 6.746 | 0.0 | 0.043 | 0.004 | 0.057 | 0.042 |
| 7 | 15.000 | 3.935 | 0.0 | -0.048 | -0.007 | 0.056 | -0.086 |
| 8 | 15.030 | 1.125 | 0.0 | -0.240 | -0.025 | 0.050 | -0.241 |
| 9 | 15.000 | 0.553 | 0.0 | -0.573 | -0.058 | 0.045 | -0.554 |
| - 10 | 15.000 | 1.125 | 14.954 | 0.201 | 0.020 | 0.006 | 0.194 |
| 11 | 15.000 | 1.125 | 12.312 | 0.291 | 0.029 | 0.055 | 0.231 |
| 12 | 15.000 | 1.125 | 9.670 | 0.202 | 0.020 | 0.066 | 0.195 |
| 13 | 15.030 | 1.12, | 7.028 | 0.157 | 0.016 | 0.070 | 0.15 ? |
| 14 | 15.000 | 1.125 | 4.386 | -0.021 | -0.00? | 0.062 | -0.02. |
| 15 | 15.070 | 1.125 | -0.898 | -0.191 | -0.019 | 0.059 | -3.175 |
| -16 | 15.000 | 1.125 | -6.182 | -0.358 | -0.036 | 0.052 | -0.346 |
| 17 | 15.000 | 1.125 | -8.824 | -0.162 | -0.016 | 0.066 | -0.157 |
| 18 | 15.000 | 1.125 | -11.4.6.6 | -0.156 | -0.016 | 0.071 | -0.151 |
| 19 | 15.000 | 1.125 | $-14.103$ | -0.096 | -0.010 | 0.053 | -0.023 |
| 20 | 15.000 | 1.125 | $-16.750$ | 0.021 | 0.002 | 0.071 | 0.020 |
| 21 | 15.000 | 1.125 | -19.392 | 0.073 | 0.007 | 0.072 | 0.071 |
| 22 | 15.030 | 0.563 | -19.392 | 0.039 | 0.004 | 0.065 | 0.0323 |
| 23 | 15.000 | 0.553 | -16.750 | -0.036 | -0.004 | 0.065 | -0.035 |
| 24 | 15.000 | 0.553 | -14.108 | -0.185 | -0.019 | 0.065 | -0.179 |
| 25 | 15.0.)0 | 0.563 | -11.466 | -0.398 | -0.040 | 0.012 | -0.385 |
| 26 | 15.000 | ). 563 | -10.145 | -0.445 | -0.045 | 0.051 | -0.430 |
| 27 | 15.000 | 0.56 .3 | -8.824 | -0.341 | -0.034 | 0.050 | -0.329 |
| 23 | 15.010 | 1.83 .3 | 23.238 | 0.020 | 0.002 | 0.068 | 0.019 |
| 29 | 15.000 | 1.828 | 17.596 | 0.061 | 0.006 | 0.067 | 0.059 |
| 30 | 15.000 | 1.828 | 12.312 | 0.115 | 0.012 | 0.069 | 0.111 |
| 31 | 15.000 | 1.823 | 7.028 | 0.089 | 0.009 | 0.065 | 0.086 |
| 32 | 15.030 | 1.829 | 1.744 | -0.072 | -0.037 | 0.062 | -0.070 |
| 33 | 15.000 | 1.82.3 | -3.540 | -0.155 | -0.016 | 0.067 | -0.150 |
| 34 | 15.000 | 1.828 | -8.824 | -0.041 | -0.004 | 0.070 | -0.040 |
| 35 | 15.030 | 1.828 | -14.108 | 0.003 | 0.0 | 0.074 | 0.003 |
| 36 | 15.000 | 1.828 | -19.392 | 0.103 | 0.011 | 0.070 | 0.100 |
| 37 | 15.000 | 3.233 | 20.238 | 0.048 | 0.005 | 0.071 | 0.045 |
| 38 | 15.030 | 3.233 | 12.312 | 0.007 | 0.001 | 0.073 | 0.007 |
| 39 | 15.000 | 3.233 | 7.028 | -0.037 | -0.03' | 0.070 | -0.035 |
| 40 | 15.070 | 3.233 | 1.744 | -0.c19 | -0.002 | 0.056 | -0.018 |
| 41 | 15.000 | 3.233 | -3.540 | -0.039 | -0.013 | 0.054 | -0.038 |
| 42 | 15.030 | 3.233 | -8.824 | 0.039 | 0.004 | 0.070 | 0.038 |
| 43 | 15.030 | 3.233 | -14.108 | 0.061 | 0.006 | 0.077 | 0.059 |
| 44 | 15.030 | 3.233 | -19.392 | 0.081 | 0.008 | 0.073 | 0.078 |
| 45 | 15.030 | 5.340 | 2C. 238 | 0.143 | 0.014 | 0.074 | 0.139 |
| 46 | 15.010 | 5.340 | 12.312 | 0.031 | 0.008 | 0.018 | 0.078 |
| 47 | 15.030 | 5.340 | 7.028 | -0.014 | -0.001 | 0.025 | -0.014 |
| 48 | 15.030 | 5.34 C | 1.744 | 0.049 | 0.005 | 0.030 | 0.047 |
| 49 | 15.020 | 5.34 C | -3.540 | 0.017 | 0.002 | 0.032 | 0.016 |
| 50 | 15.0)0 | 5.34 C | -8.824 | 0.069 | 0.007 | 0.037 | 0.067 |

Table V (Continued)

| $Y$ | 2 |
| :---: | :---: |
| INCHES | INCHES |
| 5.340 | -14.108 |
| 5.34.) | -19.392 |
| 5.340 | -0.80.4 |
| 9.556 | 20.2.38 |
| 9.556 | 12.312 |
| 9.556 | 7.028 |
| 7.556 | 1.744 |
| 9.556 | $-3.540$ |
| 7.556 | -8.924 |
| 9.556 | -14.103 |
| 9.556 | $-19.392$ |
| 19.392 | 2C. 238 |
| 19.392 | 12.312 |
| 13.392 | 7.028 |
| 17.392 | 1.744 |
| 19.392 | -3.540 |
| 19.392 | -8.824 |
| 19.392 | -14.108 |
| 19.392 | -19.392 |
| 13.771 | 20.239 |
| 13.771 | 12.312 |
| 13.771 | 7.028 |
| 13.771 | 1.744 |
| 13.771 | -3.540 |
| 13.771 | -8.824 |
| 13.771 | -14.108 |
| 13.771 | -19.392 |


| VELOCITY | MEAN |
| :---: | ---: |
| (FPS)(h) | VIDLTACE |
| 0.030 | 0.003 |
| -0.053 | -9.005 |
| -0.004 | 0.0 |
| 0.188 | 0.019 |
| 0.110 | 0.011 |
| 0.079 | 0.008 |
| 0.022 | 0.002 |
| 0.007 | 0.001 |
| -0.033 | -0.003 |
| -0.023 | -0.008 |
| -0.138 | -0.014 |
| 0.058 | 0.008 |
| 0.119 | 0.012 |
| 0.090 | 0.009 |
| 0.045 | 0.005 |
| 0.043 | 0.004 |
| 0.028 | 0.003 |
| -0.052 | -0.005 |
| -0.046 | -0.005 |
| 0.218 | 0.022 |
| 0.170 | 0.017 |
| 0.080 | 0.008 |
| 0.053 | 0.005 |
| -0.047 | -0.004 |
| -0.053 | -0.008 |
| -0.093 | -0.009 |
| 0.001 | 0.0 |

BIAS
VOLTAGE
0.034
0.037
0.037
0.042
0.182
0.106
0.075
0.021
0.009
$-0.032$
$-0.080$
$-0.133$
0.054
0.115
0.087
0.043
0.042
0.027
$-0.050$
-0.044
0.211
0.2111
0.154
0.077
0.051
$-0.041$
$-0.061$
-0.087
0.001
CORRECTED
VELOCITY
(FPS) (W)
0.029
$-0.051$
$-0.004$

0.045
0.042
0.041 $\square$

相

## 相

## 

| IEST | $x$ |
| :---: | :---: |
| NUMER | FEET |
| 51 | 15.000 |
| 5 | 15.000 |
| 53 | 15.000 |
| 57 | 15.000 |
| 53 | 15.000 |
| 53 | - 158.000 |
| 53 | 15.000 |
| 53 | 15.000 |
| 53 | 15.000 |
| 6) | 15.000 |
| 61 | 15.000 |
| 63 | 15.000 |
| 63 | 15.000 |
| 6. | 15.000 |
| 63 | 15.000 |
| 60 | 15.000 |
| 6. | 15.000 |
| 63 | 15.000 |
| 65 | 15.000 |
| 7 - | 15.000 |
| 7 | 15.000 |
| 7. | 15.000 |
| 7. | 15.000 |
| 7 7 | 15.000 |
| 75 | 15.000 |
| 76 | 15.000 |
| 7 | 15.000 |

15.000

Table V (Continued)

| IFST | X | Y | $L$ | VtLiSCITY | vesin | RIAS | $\begin{aligned} & \text { CCRRECTEU } \\ & \text { VELCCITY } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUNHER | FEt ${ }^{\text {d }}$ | INCHES | INCHES | (frs)(n) | Vinitage | voltauf | (FDS) (W) |
| 129 | 7.00) | 20.375 | -2.720 | 0.28 d | 0.0.) | 0.010 | 0.108 |
| 130 | 7.000 | 14.04\% | -2.7.0 | -C.03' | $\therefore .3$ | 0.031 | -3.005 |
| 131 | 7.JuJ | 8.444 | $-2.120$ | U.097 | 0.010 | -0.001 | 0.119 |
| 132 | 7.000 | 5.6.1 | -2.720 | 0.047 | 0.205 | -0.0.02 | 0.058 |
| 133 | 1.c00 | 2.8313 | $-2.720$ | -0.038 | -0.004 | 0.002 | -0.047 |
| 134 | 7.c00 | 2.207 | -2.720 | -0.071 | -0.308 | 0.001 | -0.094 |
| 135 | 7.050 | 2.137 | $-19.2<5$ | 0.219 | -. 222 | -0.019 | 0.269 |
| 136 | 7.000 | 2.131 | $-14.363$ | U. 200 | J. 21 | -0.0)21 | 0.253 |
| 137 | 7.000 | 2.137 | -9.990 | ט. 076 | ). .008 | -0.017 | 0.053 |
| 138 | 7.0.Ju | 2.137 | --. 0.073 | -0.04, | -0.004 | -3.014 | -0.054 |
| 139 | 7.000 | 2.137 | $-1.356$ | 0.010 | U. .01 | -0.017 | 0.012 |
| 140 | 7.000 | 2.137 | 2.962 | 0.047 | 0.005 | -0.014 | 0.058 |
| 141 | 7.000 | 2.131 | 7.279 | 0.109 | 0.011 | -0.02.1 | 0.134 |
| 142 | 7.000 | 2.137 | 13.755 | L. 125 | 0.013 | -0.021 | 0.153 |
| 143 | 1.000 | 1.150 | -18.625 | 0.130 | $0 . C 13$ | -0.02.1 | 0.150 |
| 144 | 7.000 | 1.156 | -14.308 | C.lv2 | 0.010 | -0.021 | 0.125 |
| 145 | $7.0 \cup 0$ | 1.156 | -9.990 | 0.073 | 0.007 | -0.021 | 0.090 |
| 146 | 7.000 | 1.156 | $-5.673$ | 0.072 | 0.007 | -0.021 | 0.088 |
| 147 | 7.000 | 1.156 | -1.350 | C.C87 | 0.009 | -0.021 | 0.107 |
| 148 | 7.000 | 1.156 | 2.962 | 0.127 | 0.013 | -0.021 | 0.156 |
| 147 | 7.000 | 1.155 | 7.274 | 0.112 | 0.011 | -0.021 | 0.137 |
| 150 | 7.000 | 1.156 | 13.755 | 0.047 | 0.005 | -0.022 | 0.058 |
| 151 | 7.000 | 0.875 | 2.962 | 0.192 | 0.019 | -0.022 | 0.236 |
| $1)^{2}$ | 7.000 | 0.876 | -1.356 | 0.055 | 0.006 | -0.022 | 0.067 |
| 153 | 7.000 | 0.876 | -5.6.73 | 0.039 | 0.034 | -0.322 | 0.048 |
| 154 | 7.000 | 0.870 | -9.950 | 0.008 | 0.001 | -0.022 | 0.010 |
| 155 | 7.000 | 0.876 | -14.308 | 0.080 | 0.008 | -0.022 | 0.098 |
| 156 | 7.000 | 0.876 | $-18.625$ | 0.130 | 0.013 | -0.022 | 0.160 |
| 157 | 7.000 | 0.596 | -18.t25 | 0.137 | 0.014 | -0.022 | 0.168 |
| 158 | 7.000 | 0.596 | -14.308 | 0.049 | 0.005 | -0.022 | 0.050 |
| 159 | 7.000 | 0.596 | -9.950 | -0.035 | -0.004 | -0.022 | -0.043 |
| 160 | -3.000 | 20.625 | O.C | C. 039 | O. 004 | 0.0 | 0.049 |
| 161 | -3.0JU | 16.817 | 0.0 | -0.034 | $-0.003$ | 0.0 | -0.042 |
| 162 | -3.000 | 14.037 | 0.C | -0.cs4 | -0.009 | 0.003 | -0.115 |
| 163 | -3.000 | 11.251 | 0.0 | -0.056 | -0.006 | 0.003 | -0.069 |
| 164 | -3.0)0 | 8.478 | 0.0 | -0.072 | -0.007 | 0.0 | -0.088 |
| 165 | -3.000 | 5.699 | C. 0 | -0.033 | -0.004 | 0.002 | -0.048 |
| 166 | -3.0) J | 2.918 | 0.0 | -0.010 | -0.001 | -0.0.02 | -0.012 |
| 167 | -3.0J0 | 1.523 | 0.0 | -0.120 | -0.012 | -0.306 | -0.147 |
| 168 | $-3.000$ | 0.973 | 0.0 | $-0.01 .2$ | -0.004 | -0.036 | -0.052 |
| 169 | -3.050 | 0.417 | 0.0 | -0.001 | -0.008 | -0.006 | -0.099 |
| 170 | -3.000 | 1.8 Co | 19.000 | -0.017 | -0.011 | -0.004 | -0.021 |
| 171 | -3.000 | 1.806 | 13.933 | 0.046 | -0.004 | -0.003 | 0.056 |
| 172 | -3.000 | 1.806 | ع. 867 | -0.015 | - C. 010 | -0.002 | -0.018 |
| 173 | -3.000 | 1.806 | 3.800 | 0.033 | -0.006 | -0.004 | 0.043 |
| 174 | -3.0uc | 1.800 | -1.267 | 0.019 | -0.007 | -0.006 | 0.023 |
| 175 | -3.000 | 1.800 | -t. 323 | C. 117 | 0.003 | -0.002 | 0.144 |
| 176 | -3.000 | 1.806 | -11.400 | 0.240 | 0.015 | -0.002 | 0.274 |
| 177 | -3.000 | 1.806 | $-16.467$ | 0.231 | 0.014 | -0.001 | 0.284 |
| 178 | -3.000 | 1.800 | -19.cco | 0.275 | 0.019 | -0.0.52 | 0.337 |

Table V（Continued）

| TEうT | $x$ | $\gamma$ | $L$ | VtLOCITY | NEIN | 4145 | VELOCITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUN3ER | FEET | INCMES | INCHES | （FPS）（i，） | ViJl IAGE | vCl．tage | （FPS）（w） |
| 17 y | －3．0．） 0 | 0.550 | 19.000 | －0．003 | －0．009 | －0．002 | $-0.00 \%$ |
| 130 | －3．000 | $0.5 り 5$ | 13.533 | －． 351 | －0．10＇4 | －J．002 | 0.063 |
| 131 | －3．000 | 0．356 | 8. ct 1 | 0.629 | －0．006 | －J．002 | 0.033 |
| 132 | －3．000 | ט．bから | 3.800 | －0．029 | －0．012 | －0．002 | －0．0．35 |
| 133 | －3．0J0 | 0．550 | －1．267 | －0．C42 | －0．013 | －．）．002 | －0．052 |
| 134 | －3．000 | 0.550 | －6．333 | U． 311 | － 0.008 | －0．0．02 | 0．038 |
| 135 | －3．0．00 | J．555 | －11．400 | 0.129 | 0.004 | －0．002 | 0.158 |
| 175 | －3．000 | 0.550 | －16．461 | 0.119 | 0.003 | －9．0．J2 | 0.146 |
| 137 | －3．000 | 0.550 | －19．000 | 0.174 | 0.008 | －0．002 | 0.213 |
| 138 | －3．000 | 4.303 | 19.000 | 0.015 | －0．008 | 0.0 | 0.018 |
| 139 | －3．000 | 4.303 | 13.933 | 0.015 | －0．008 | 0.003 | 0.018 |
| 190 | －3．000 | 4.303 | 8.867 | 0.006 | －0．008 | －0．001 | 0.007 |
| $1=1$ | －3．000 | 4.303 | 3.800 | －0．004 | －0．016 | 0.004 | －0．079 |
| $1 \rightarrow 2$ | －3．000 | 4.308 | －1．267 | －0．060 | －0．015 | 0.0 | －0．074 |
| 173 | $-3.000$ | 4.308 | －t． 333 | －0．011 | －0．010 | 0.004 | －0．014 |
| 174 | －3．000 | 4.3 しく | －11．400 | 0.060 | －0．003 | －0．001 | 0.074 |
| 155 | －3．000 | 4.3 Cb | $-16.467$ | 0.040 | －0．005 | 0.0 | 0.049 |
| 196 | －3．000 | 4.303 | －19．000 | 0.028 | －C．006 | 0.001 | 0.034 |
| 1－7 | －3．000 | 11.257 | 19.000 | 0.121 | 0.003 | －0．009 | 0.149 |
| $1-8$ | －3．000 | 11.257 | 13.933 | C． 058 | －0．002 | －0．010 | 0.084 |
| $1=9$ | －3．000 | 11.257 | 8．t．t． 7 | 0.102 | 0.001 | －0．010 | 0.125 |
| 2＝0 | －3．000 | 11.257 | 3.800 | －0．086 | －0．018 | －0．010 | －0．105 |
| 2 Cl | －3．000 | 11.257 | －1．267 | －0．152 | －0．025 | －0．010 | －0．199 |
| $2 \in 2$ | $-3.000$ | 11.257 | －6．333 | －0．238 | －0．033 | －0．008 | －0．2．92 |
| $2 C 3$ | －3．000 | 11.257 | $-11.400$ | －0．231 | －0．032 | －0．009 | －0． 0.284 |
| 2.4 | －3．000 | 11.257 | －1t．467 | －0．254 | －0．036 | －0．009 | －0．324 |
| 2 C 5 | －3．000 | 11.257 | －19．000 | －0．289 | －0．030 | －0．011 | －0．354 |
| 2.6 | －3．00J | 19.591 | 19.000 | 0.004 | －6．008 | －0．013 | 0.011 |
| 2С7 | －3．000 | 19．397 | 13.933 | －0．020 | －0．011 | －0．011 | －0．024 |
| 2 C 8 | －3．000 | 19.597 | 8.807 | －0．029 | －0．012 | －0．011 | －0．035 |
| 219 | $-3.000$ | 19.597 | 3.800 | －0．057 | －0．015 | －0．013 | －0．070 |
| 210 | －3．000 | 19.597 | －1．267 | －C．110 | －0．020 | －0．011 | －0．135 |
| 211 | －3．000 | 19.597 | －6．333 | －C． 112 | －0．020 | －0．012 | －0．138 |
| 212 | －3．000 | 19.597 | －11．400 | －0．161 | －0．025 | －0．012 | －0．197 |
| 213 | －3．000 | 19.597 | －16．467 | －0．180 | －0．027 | －0．010 | －0．221 |
| 214 | －3．000 | 19.597 | $-19.000$ | －0．153 | －0．024 | －0．010 | －0． 0.138 |

Table V（Continued）

CROSDFLUN CATA $U=30$ FEET PER SECO．O

| TEST | X | $Y$ | 2 | VELJCITY | MFAN | 81／${ }^{\text {d }}$ | CORRECTEO VELCCITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUNBER | FEET | INCHES | INCHES | （FPS）（a） | VOLTAGE | VCLTAGE | （FPS）（W） |
| 263 | 15．00） | 20.750 | －8．500 | C．C8O | 0.008 | 0.0 | 0.078 |
| 264 | 15.000 | 16.853 | $-8.500$ | －0．011 | －0．001 | －0．002 | $-0.013$ |
| 265 | 1ら．いひ」 | 14.055 | －8．500 | 2． 013 | 0.001 | －0．004 | 0.016 |
| 266 | 15．000 | $11.24 t$ | －8．500 | 0.028 | 0.003 | －0．005 | 0.034 |
| 267 | 15.000 | 8.443 | $-8.500$ | c． 063 | 0.006 | 0.032 | 0.071 |
| 268 | 15.000 | 5.639 | －3．500 | U．159 | 0.010 | 0.001 | 0.195 |
| 269 | 15．0：00 | 4.237 | －8．500 | 0.211 | 0.021 | 0.053 | 0.259 |
| 270 | 15.000 | 3.536 | －8．500 | 0.112 | 0.017 | 0.009 | 0.211 |
| 271 | 15.000 | 2.835 | －9．500 | 0.103 | 0.010 | 0.005 | 0.126 |
| 272 | 15.000 | 2.135 | －8．500 | 0.031 | 0.003 | 0.002 | 0.038 |
| 273 | 15.000 | 1.714 | －8．500 | $-0.00{ }^{4}$ | 0.0 | 0.302 | －0． 005 |
| 274 | 15.000 | 1.434 | －3．500 | $-0.004$ | 0.0 | 0.002 | －0．005 |
| 275 | 15．0．Ju | 1.153 | －8．500 | －0．014 | －0．001 | 0.002 | －0．017 |
| 276 | 15.000 | ט．873 | －8．5C0 | －0．035 | －0．004 | 0.032 | －0．043 |
| 277 | 15．000 | 0.573 | －8．500 | －0．002 | 0.0 | 0.032 | －0．002 |

Table VI
Cross-flow (V) data

| TEST | x | Y | 2 | VELOCITY | ucan | 91as | $\begin{aligned} & \text { COARECTED } \\ & \text { VELOCITY } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | FEFT | INC.HES | IV.CHES | (F, S) | VOLTAGE | voltace | (ros) (V) |
| 73 | 15.000 | 19.392 | 20.234 | -0.3)0 | -).025 | ). 0135 | -0.338 |
| 13 | (5.0.) ) | 13.392 | 17.312 | -1. 1,75 | -0.033 | 1.02.2 | -3.331 |
| $8)$ | 15.000 | 19.342 | 7.029 | - 0.306 | -0.0.030 | 0.028 | -0.2.98 |
| 2. | 15.000 | 17.39? | 1.74 .4 | - - 360 | -0.030 | 0.030 | -0.2.92 |
| 83 | 15.00) | 17.372 | -3.510 | -0.265 | -3.022 | ). 029 | -0.177 |
| 83 | 15.0.0) | 17.392 | -8.8) | -0.204 | -0.017 | )., 31 | -0.13 |
| 87 | 15.00) | 19.372 | $-14.102$ | -0.207 | -0.017 | 0.) 29 | -0.14) |
| R3 | 15.0)0 | 19.39? | $-19.3 \%$ | -0.151 | -0.017 | 0.025 | -3.1)32 |
| 83 | 15.000 | 13.711 | 20.233 | -0.153 | -0.013 | ग.03) | -0.374 |
| $8{ }^{7}$ | 15.000 | 13.771 | 12.312 | -0.330 | -0.027 | 0.034 | -0.270 |
| 83 | 15.000 | 13.771 | 7.078 | -0.302 | -0.025 | 0.031 | $-0.247$ |
| 87 | 15.000 | 13.771 | $1.74 \%$ | -0.270 | -0.02.2 | 0.032 | -0.210 |
| 93 | 15.000 | 13.771 | -3.540 | -0.1ヶ0 | -0.013 | 0.077 | -0.100 |
| 9. | 15.000 | 13.771 | $-8.874$ | -0.118 | -).010 | 1.1)30 | -0.052 |
| 93 | 15.000 | 13.711 | $-14.103$ | -0.185 | -0.015 | ). 22 is | $-0.126$ |
| 93 | 15.000 | 13.771 | $-19.302$ | -0.211 | -0.017 | 0.030 | -).151 |
| 9. | 15.000 | 9.556 | 20.238 | -0.106 | -0.009 | J.076 | -0.057 |
| 93 | 15.070 | 9.556 | 12.312 | -0.195 | -0.016 | 9.025 | -0.14 |
| $9 \%$ | 15.000 | 9.556 | 7.029 | -0.2.4? | -0.020 | 0.027 | -0.193 |
| 9 - | 15.000 | 9.556 | 1.744 | -0.2.25 | -0.018 | 0.02 .3 | -0.176 |
| 93 | 1\%.000 | 9.556 | -3.540 | -0.177 | -0.009 | 0.026 | -0.058 |
| 93 | 15.000 | -. 556 | -9.974 | -0.072 | -0.006 | 0.026 | -0.024 |
| 103 | 15.000 | 9.556 | $-14.103$ | -0.127 | -0.011 | 0.025 | -0.083 |
| 10. | 15.000 | 9.556 | -19.372 | -0. 172 | -0.014 | 0.02 .5 | -0.123 |
| 10: | 15.000 | 5.340 | 20.239 | -0.004 | 0.0 | 0.0? 5 | 0.031 |
| 103 | 15.000 | 5.340 | 17.31? | -0.184 | -0.015 | 0.025 | -0.147 |
| 10. | 15.000 | 5.340 | 7.028 | -0.202 | -0.017 | 0.027 | -j) 168 |
| 10. | 15.000 | 5.340 | 1.744 | -0.172 | -0.014 | 0.32 .4 | -0.137 |
| 10. | 15.000 | 5.340 | -3.54) | -0.055 | -0.005 | 0.026 | -0.020 |
| $10^{\circ}$ | 15.000 | 5.340 | -8.82' | -0.023 | -0.002 | 9.025 | 0.312 |
| $10=$ | 15.000 | 5.340 | $-14.103$ | -0.0) 22 | 0.0 | 0.377 | 0.032 |
| $10 \%$ | 15.000 | 5.340 | -19.392 | -0.143 | -0.003 | 0.026 | -0.008 |
| 114 | 15.000 | 3.233 | 20.238 | 0.343 | 1).003 | 0.024 | 0.068 |
| 11 | 15.000 | 3.233 | 12.312 | -0.049 | -0.004 | ग. 022 | -0.022 |
| 112 | 15.000 | 3.233 | 7.028 | -0.102 | -0.008 | 0.020 | -0.075 |
| 11. | 15.000 | 3.233 | 1.744 | -0.152 | -0.012 | 0.023 | -0.125 |
| 11- | 15.000 | 3.233 | -3.540 | -0.016 | -0.001 | 0.020 | 0.211 |
| 115 | 15.000 | 3.233 | -9.82'4 | -0.015 | -0.001 | 0.020 | 0.013 |
| 110 | 15.000 | 3.233 | -14.103 | 0.107 | ).009 | 0.023 | 0.134 |
| $11^{-}$ | 15.000 | 3.233 | $-19.392$ | 0.039 | 0.003 | 0.022 | 0.065 |
| $11=$ | 15.000 | 1.878 | 20.238 | -0.115 | -0.009 | 1).072 | -0.093 |
| $11^{\circ}$ | 15.000 | 1.829 | 12.312 | -0.117 | -0.010 | 0.012 | -0.794 |
| 12. | 15.000 | 1.929 | 7.028 | -0.173 | -0.014 | 0.3)2 | -0.151 |
| 12 | 15.000 | 1.929 | 1.744 | $-0.192$ | -0.015 | J. 222 | -0.150 |
| 12: | 15.000 | 1.828 | -3.54 | -0.166 | -3.014 | 0.022 | -0.14\% |
| 12: | 15.000 | 1.823 | -8.87 | -0.175 | -7.014 | 9.022 | -0.153 |
| $12=$ | 15.000 | 1.928 | -14.102 | -0.055 | -0.095 | 0.072 | -0.033 |
| $12^{\circ}$ | 15.000 | 1.929 | -19.392 | -0.110 | -0.0.09 | 0.)? | -0.099 |
| 128 | 15.000 | 1.125 | -19.392 | -0.134 | -3.011 | 0.922 | -0.114 |
| $12^{-}$ | 15.000 | 1.125 | $-14.10^{2}$ | -0.091 | -3.003 | 0.022 | -0.071 |

Table VI (Continued)

| TEST | X | $Y$ | 2 | VEI.JCITY | MEAN | 31.5 | VELECIIT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUARER | FFFT | IVCris | [*CHES | ( 1 -2s) | V SLAGES | V T. T1SE | (fos) (v) |
| 128 | is.0.0 | 1.125 | -4.824 | -0.211 | -0.711 | 0.032 | -0.18) |
| 215 | -3.030 | 10.502 | $-18.341$ | -0.32) | $-3.076$ | -0.0.)/4 | -0.250 |
| 210 | -3.030 | 1).502 | $-11.400$ | -0.258 | $-9.721$ | - 0.010 | -0.20s |
| 217 | -3.0.00 | 10.502 | $-6.323$ | -0.182 | -0.015 | -0.037 | -0.138 |
| 218 | -3.050 | 10.532 | -1.267 | -). 123 | -0.010 | -0.004 | -0.071 |
| 219 | $-3.070$ | 10.552 | 3.800 | -3.088 | -0.007 | - -.077 | -0.037 |
| 220 | $-3.070$ | 10.5>2 | 8.847 | -0.027 | -0.007 | 3.0 | -0.035 |
| 221 | -3.100 | 1.).5.)? | 13.933 | -0.0.02 | -.).023 | -0.0.36 | 0.010 |
| 222 | $-3.000$ | 10.502 | 17.987 | 0.111 | 0.006 | $-3.038$ | 0.123 |
| 22.3 | -3.0)0 | 14.037 | $-19.341$ | -0.115 | -0.009 | -0.010 | -0.055 |
| 224 | -3.000 | 14.037 | -11.400 | -). 144 | -0.012 | -). .009 | -0.083 |
| 275 | $-3.000$ | 14.037 | -5.333 | -0.093 | -0.003 | -0.009 | -0.038 |
| 226 | $-3.000$ | 14.037 | $-1.267$ | -0.050 | -0.00\% | -0.007 | 0.010 |
| 227 | $-3.030$ | 14.037 | 3.800 | 0.036 | 0.003 | $-0.078$ | 0.098 |
| 228 | -3.0)0 | 14.037 | 4. 84.7 | 0.087 | 0.007 | -0.007 | 0.147 |
| 229 | -3.000 | 14.037 | 13.933 | 0.010 | 0.001 | -0.007 | 0.070 |
| 230 | -3.000 | 14.037 | 17.987 | 0.042 | 0.003 | -0.007 | 0.102 |
| 231 | -3.030 | 16.817 | $-18.341$ | -0.047 | -0.004 | -0.011 | 0.016 |
| 232 | $-3.070$ | 16.817 | -11.400 | -0.137 | -0.011 | -9.010 | -0.072 |
| 233 | $-3.000$ | 16.817 | -6.333 | -0.117 | -0.010 | -0.011 | -0.051 |
| 2.34 | -3.000 | 18.817 | -1.267 | -0.082 | -0.007 | -0.012 | -0.017 |
| 235 | -3.000 | 16.817 | 3.800 | -0.040 | -0.013 | -0.006 | 0.025 |
| 236 | -3.000 | 16.817 | 8.867 | -0.054 | -0.004 | -0.006 | 0.011 |
| 237 | -3.000 | 16.817 | 13.933 | - 0.097 | -0.008 | 0.0 | -0.0.03? |
| 238 | -3.000 | 16.917 | 17.047 | -0.024 | - 0.002 | 0.0 | 0.036 |
| 239 | -3.020 | 20.986 | $-19.341$ | -0.257 | -.).022 | -0.008 | -0.197 |
| 240 | -3.000 | 20.938 | $-11.400$ | -0.3)7 | -9.025 | -0.009 | -0.238 |
| 241 | -3.030 | 20.92 s | -6.3?3 | -0.283 | -0.023 | -0.009 | -0.215 |
| 242 | -3.000 | 20.986 | $-1.267$ | -0.253 | -0.022 | -0.008 | -0.194 |
| 243 | . -3.000 | 20.996 | 3.307 | -0.193 | -0.016 | -0. 306 | -0.124 |
| 244 | -3.000 | 20.936 | 8.94.7 | -0.148 | -0.012 | $-3.007$ | -0.030 |
| 245 | -3.000 | 20.086 | 13.933 | -0.080 | -0.097 | -0.004 | -0.011 |
| 246 | -3.030 | 20.986 | 17.987 | 0.017 | 0.001 | -0.004 | 0.085 |
| 247 | -3.000 | 20.625 | 3.80) | -0.135 | -0.011 | $-0.038$ | -0.067 |
| 248 | -3.000 | 16.917 | 3.80) | -0.123 | -0.010 | -3.027 | -0.057 |
| 249 | $-3.000$ | 14.037 | 3.800 | -0.07/4 | -0.006 | -0.022 | -0.013 |
| 250 | -3.000 | 11.257 | 3.807 | -0.061 | -0.035 | -3.014 | -0.008 |
| 251 | -3.000 | 8.478 | 3.903 | -0.051 | -0.005 | -0.039 | -0.016 |
| 252 | $-3.000$ | 5.698 | 3.8コ) | -0.049 | -0.004 | -0.010 | -0.013 |
| 253 | -3.000 | 2.918 | 3.803 | -0.037 | -0.003 | $-9.034$ | -0.011 |
| 254 | -3.050 | 0.895 | 3.900 | -0.037 | -0.003 | 0.004 | -0.019 |
| 255 | -3.000 | 20.625 | 8.867 | -0.099, | -0.008 | -0.034 | -0.030 |
| 256 | -3.0.00 | 16.817 | 8.88 .7 | -9.085 | -0.007 | -0.034 | -0.021 |
| 257 | -3.020 | 14.037 | 8.957 | -1. 074 | - .0 .006 | -0.333 | -0.013 |
| 258 | -3.030 | 11.257 | 8.987 | -0.110 | -0.009 | -0.026 | -0.057 |
| 259 | $-3.000$ | 8.413 | 8.857 | -0.086 | -0.007 | -0.022 | -0.041 |
| 260 | -3.000 | 5.679 | 8.457 | -0.123 | -0.010 | -0.015 | -0.087 |
| 261 | -3.000 | 2.918 | 8.857 | -0.061 | -0.005 | -0.008 | -0.035 |
| 262 | -3.000 | 0.895 | 8.an7 | -0.061 | -0.005 | 0.0 | -0.043 |

Table VII
Evaluation of Terms in Eq. 5-17

| $x$ | $y$ | $z$ | $U$ | $\frac{\partial U}{\partial z}$ | $\frac{\partial U}{\partial x}$ | $W$ | $\frac{\partial u v}{\partial y}$ | $\frac{\partial u w}{\partial z}$ | $U \frac{\partial U}{x}$ | $W \frac{\partial U}{\partial z}$ | Residual <br> $($ see note) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ft | in | in | fps | $\frac{\mathrm{fps}}{\mathrm{ft}}$ | $\frac{\mathrm{fps}}{\mathrm{ft}}$ | fps | $\frac{(\mathrm{fps})^{2}}{\mathrm{ft}}$ | $\frac{(\mathrm{fps})^{2}}{\mathrm{ft}}$ | $\frac{(\mathrm{fps})^{2}}{\mathrm{ft}}$ | $\frac{(\mathrm{fps})^{2}}{\mathrm{ft}}$ | $\frac{(\mathrm{fps})^{2}}{\mathrm{ft}}$ |
| 15 | 0.75 | -7.81 | 19.0 | -35.2 | -0.25 | -0.27 | -2.92 | -1.62 | -4.75 | +9.50 | +0.21 |
| 15 | 1.87 | -7.81 | 26.0 | -22.8 | -0.24 | -0.09 | +5.20 | -1.20 | -6.24 | -2.05 | -0.19 |
| 15 | 2.85 | -7.81 | 29.6 | -6.0 | -0.14 | -0.02 | +3.56 | -0.16 | -4.14 | +0.12 | -0.62 |
| 15 | 3.55 | -7.81 | 30.6 | -2.8 | -0.13 | +0.06 | +4.00 | 0.00 | -3.98 | -0.17 | -0.15 |
| 15 | 6.35 | -7.81 | 33.0 | -3.6 | -0.12 | +0.01 | +4.00 | 0.00 | -3.96 | -0.04 | 0.00 |

Note: The residual may be expected to reflect the effects of the viscous terms as well as uncertainties in the determinations of the various quantities.

## Table VIII

## Boundary Layer Parameters

|  |  |  |  |  |  |  | timates | $y_{i}$ (in |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} x \\ (\mathrm{ft} .) \end{gathered}$ | $\begin{gathered} \delta^{*} \\ \text { (in.) } \end{gathered}$ | $\begin{gathered} \theta \\ \text { (in.) } \end{gathered}$ | H | $\begin{gathered} \mathrm{u}_{*}^{(1)} \\ (\mathrm{ft} / \mathrm{sec}) \end{gathered}$ | $\begin{gathered} \mathrm{u}_{*}^{(2)} \\ (\mathrm{ft} / \mathrm{sec}) \end{gathered}$ | $\begin{gathered} \text { Based on } \\ U \\ \text { data } \end{gathered}$ | $\begin{aligned} & \frac{\text { Based on }}{\overline{u^{2}}} \\ & \text { data } \end{aligned}$ | $\begin{aligned} & \text { Based on } \\ & \frac{v^{2}}{\text { data }} \end{aligned}$ | $\begin{aligned} & \text { Based on } \\ & \overline{\text { uv }} \\ & \text { data } \end{aligned}$ | Average | $\begin{gathered} \mathrm{U}_{\mathrm{I}} \\ (\mathrm{ft} / \mathrm{sec}) \end{gathered}$ |
| I. Centerline Data |  |  |  |  |  |  |  |  |  |  |  |
| -3 | 2.25 | 1.67 | 1.35 | 1.39 | 1.4 |  |  |  |  |  |  |
| 2 | 2.69 | 1.79 | 1.50 | 3.89 | 2.1 | 2.8 | 3.0 | 2.7 | 2.8 | 2.76 |  |
| 4 | 2.87 | 1.89 | 1.52 | 3.57 | 2.0 | 4.4 | 3.9 | 4.5 | 4.4 | 4.18 | 31.5 |
| 7 | 2.49 | 1.78 | 1.40 | 3.15 | 2.0 | 5.0 | 7.2 | 7.4 | 4.8 | 6.28 | 34.1 |
| 9 | 2.50 | 1.57 | 1.59 | 3.13 |  | 6.1 | 7.8 | 8.7 |  | 7.55 | 36.2 |
| 11 | 2.64 | 1.73 | 1.53 | 3.08 |  | 7.1 | 9.5 | 9.3 |  | 8.43 | 36.5 |
| 13 | 2.77 | 1.80 | 1.54 | 3.07 |  | 9.4 | 10.2 | 9.7 |  | 9.55 | 37.0 |
| 15 | 2.95 | 1.90 | 1.55 | 3.05 | 1.8 | 10.4 | 10.7 | 10.0 | 10.5 | 10.32 | 37.5 |
| $15^{(3)}$ | 3.11 | 1.98 | 1.57 | 2.49 |  | 12.65 | 12.3 | 12.8 | $12.7{ }^{(4)}$ | 12.61 | 28.8 |

II. Data Near Edge of Roughness

| 2 | 2.49 | 1.74 | 1.43 | 3.87 |
| ---: | ---: | ---: | ---: | ---: |
| 4 | 2.85 | 1.93 | 1.48 | 3.70 |
| 7 | 2.83 | 1.82 | 1.56 | 3.35 |
| 15 | 3.12 | 2.07 | 1.51 | 3.12 |

Notes: (1) From Semi-1ogarithmic plots
(2) From $\overline{u v}$ data
(3) Values for $U_{\infty}=30 \mathrm{ft} / \mathrm{sec}$
4) From $w^{2}$ data


Fig. 1 Plan view of wind tunnel.


Fig. 2 Roughness pattern.


Fig. 3 Photograph of roughness model.


Fig. 4 Close-up photograph of roughness.


Fig. 5 Block diagram of voltage integration circuit.


Fig. 6 Block diagram of pressure measurement circuit.


Fig. 7 MKS Baratron calibration curve--low pressures.


F_g. 8 MKS Baratron calibration curve--intermediate pressures.


Fig. 9 Pitot-static tube calibration curve.
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Fig. 13 Schematic of voltage dividers.
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Fig. 14 Typical phase-shift check.
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Fig. 17 Typical $x$-wire microphotographs.
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Fig. 21 Comparison of $\overline{u v}$ and $\overline{u w}$ values obtained by different methods.


Fig. 22 Diagram of instrument carriage and image cylinders.


Fig. 23 Measured and calculated pressure distributions ahead of carriage.


Fig. 24 Effects of small errors in hot-wire calibrations.


Fig. 25 Coordinate system and general view of flow pattern.


Fig. 26 Cross section flow looking downstream.
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Fig. 27 Horizontal velocity profiles at $x=-3$ feet.
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Fig. 29 Horizontal velocity profiles at $x=4$ feet.


Fig. 30 Horizontal velocity profiles at $x=7$ feet.


Fig. 31 Horizontal velocity profiles at $x=11$ feet.
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Fig. 32 Horizontal velocity profiles at $x=15$ feet.


Fig. 33 Vertical velocity profiles at centerline ( $z=0$ ).
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Fig. 34 Vertical velocity profiles near edge of roughness.
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Fig. $35 \overline{u^{2}}$ horizontal profiles at $x=-3$ feet.


Fig. $36 \overline{u^{2}}$ horizontal profiles at $x=2$ feet.
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Fig. $37 \overline{u^{2}}$ horizontal profiles at $x=4$ feet.


Fig. $38 \overline{u^{2}}$ horizontal profiles at $x=7$ feet.


Fig. $39 \overline{u^{2}}$ horizontal profiles at $x=11$ feet.


Fig. $40 \overline{u^{2}}$ horizontal profiles at $x=15$ feet.


Fig. $41 \overline{u^{2}}$ vertical profiles at centerline $(z=0)$.


Fig. $42 \overline{u^{2}}$ vertical profiles near edge of roughness.
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Fig. $44 \overline{v^{2}}$ horizontal profiles at $\mathrm{x}=2$ feet.
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Fig. $48 \overline{v^{2}}$ horizontal profiles at $\mathrm{x}=15$ feet.


Fig. $49 \bar{v}^{2}$ vertical profiles at centerline $(z=0)$.
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Fig. $50 \overline{v^{2}}$ vertical profiles near edge of roughness.
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Fig. $57 \overline{w^{2}}$ vertical profiles at centerline $(z=0)$.


Fig. $58 \mathrm{w}^{2}$ vertical profiles near edge of roughness.
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Fig. $62 \overline{\mathrm{uv}}$ horizontal profiles at $\mathrm{x}=7$ feet.


Fig. $63 \overline{\mathrm{uv}}$ horizontal profiles at $\mathrm{x}=11$ feet.


Fig. $64 \overline{\mathrm{uv}}$ horizontal profiles at $\mathrm{x}=15$ feet.


Fig. $65 \overline{\mathrm{uv}}$ vertical profiles at centerline $(z=0)$.
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Fig. $66 \overline{\mathrm{uv}}$ vertical profiles near edge of roughness.


Fig. $67 \overline{\mathrm{uw}}$ horizontal profiles at $\mathrm{x}=-3$ feet.


Fig. $68 \overline{\mathrm{uw}}$ horizontal profiles at $\mathrm{x}=2$ feet.


Fig. $69 \overline{\mathrm{uv}}$ vertical profiles near edge of roughness.
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Fig. $71 \overline{u w}$ horizontal profiles at $x=11$ feet.


Fig. $72 \overline{u w}$ horizontal profiles at $x=15$ feet.


Fig. $73 \overline{\text { uw }}$ vertical profiles at centerline $(z=0)$.


Fig. $74 \overline{\mathrm{uw}}$ vertical profiles near edge of roughness.


Fig. 75 Lateral velocity (W) map at $x=-3$ feet.


Fig. 76 Lateral velocity $(W)$ map at $x=7$ feet.


Fig. 77 Lateral velocity (W) map at $x=15$ feet.


Fig. 78 Vertical velocity (V) map at $x=-3$ feet.


Fig. 79 Vertical velocity (V) map at $x=15$ feet.


Fig. 80 Distribution of boundary layer parameters.


Fig. 81 Centerline velocity profiles plotted on similarity coordinates.


Fig. 82 Internal layer growth in streamwise direction.


Fig. 83 Logarithmic plot of internal layer growth.


Fig. 84 Streamwise growth of edge shear region.
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