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Preface

In this monograph we develop the spectral theory for an nth order two-point
differential operator L in the Hilbert space L2[0, 1], where L is determined
by a formal differential operator ` having variable coefficients and by linearly
independent boundary valuesB1, . . . , Bn. This new work is a natural extension
of our earlier work in [34]. Using the Birkhoff approximate solutions zk(t, ρ,m),
k = 0, 1, . . . , n− 1, of the differential equation

(ρnI − `)u(t) = 0,

together with the associated approximate characteristic determinant ∆̂(ρ,m),
we proceed to classify L as belonging to one of three possible classes: regular,
simply irregular, or degenerate irregular. The regular class has been studied
extensively, and has a more or less complete spectral theory; the simply irreg-
ular class is a new and unexplored class, and its spectral theory, together with
the regular class, is the main subject of this book; the degenerate irregular
class has never been studied, and is a topic for future work. Throughout we
assume that L is regular or simply irregular.

Working on two sectors T0 and T1 having angular opening π/n, we use high
order asymptotic expansions to construct two independent sets of solutions of
the differential equation (ρnI − `)u(t) = 0:

v00(t, ρ), v01(t, ρ), . . . , v0 n−1(t, ρ) for ρ ∈ T0

and
v10(t, ρ), v11(t, ρ), . . . , v1 n−1(t, ρ) for ρ ∈ T1.

The v0k(t, ρ), v1k(t, ρ) behave asymptotically like the Birkhoff approximate
solutions zk(t, ρ,m). They are used to construct characteristic determinants
∆0(ρ) and ∆1(ρ) on the sectors T0 and T1, and to construct representations
of the resolvent Rλ(L) and the corresponding Green’s function G(t, s;λ) for
λ = ρn with ρ in either T0 or T1. The spectrum of L is then computed; it
consists of two sequences of eigenvalues,
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λ′k = (ρ′k)n, k = k0, k0 + 1, . . . ,

and
λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

plus a finite number of additional points, where the ρ′k are zeros of ∆0(ρ)
in T0 and the ρ′′k are zeros of ∆1(ρ) in T1. We establish asymptotic formulas
that detail the structure of the ρ′k, ρ′′k . After deriving growth rates for the
resolvent Rλ(L) on various regions of the λ plane, we show that the generalized
eigenfunctions of L are complete in L2[0, 1].

Our method for obtaining the higher order expansion of solutions is much
simpler than previous expansion methods, and the results for the eigenvalues
and the completeness of the generalized eigenfunctions are the first that we are
aware of for a large class of nth order irregular differential operators having
variable coefficients.

Fort Collins, Colorado, John Locker
August 2003



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Two-Point Differential Operators . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Historical Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Summary of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Approximate Solutions and Formal Solutions . . . . . . . . . . . . . . 25
2.1 Birkhoff Approximate Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Formal Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3 The Approximate Characteristic Determinant: Classification 37
3.1 The Approximate Characteristic Determinant . . . . . . . . . . . . . . . 37
3.2 Classification for n Even . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Classification for n Odd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4 Tests for Regularity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4 Asymptotic Expansion of Solutions . . . . . . . . . . . . . . . . . . . . . . . . 67
4.1 Expansions for n Even . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 Expansions for n Odd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5 The Characteristic Determinant . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.1 The Characteristic Determinant for n Even . . . . . . . . . . . . . . . . . 95
5.2 Special Case: n = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.3 The Characteristic Determinant for n Odd . . . . . . . . . . . . . . . . . . 118

6 The Green’s Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.1 The Green’s Function for n Even . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.2 The Green’s Function for n Odd . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

7 The Eigenvalues for n Even . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
7.1 Case 1. p = q, ξ0 6= η0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
7.2 Case 2. p = q, ξ0 = η0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
7.3 Case 3. p < q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195



VI Contents

8 The Eigenvalues for n Odd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
8.1 Case 1. p = q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
8.2 Case 2. p < q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
8.3 Case 3. p > q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235

9 Completeness of the Generalized Eigenfunctions . . . . . . . . . . . 251
9.1 Completeness for n Even . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
9.2 Completeness for n Odd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

10 Special Case L = T and Degenerate Irregular Differential
Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
10.1 The Special Case L = T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
10.2 Two Degenerate Irregular Examples . . . . . . . . . . . . . . . . . . . . . . . 271
10.3 The Special Case n = 4, L = T . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275
10.4 Some Results for the Special Case n = 2ν, L = T . . . . . . . . . . . . 288

11 Unsolved Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295

12 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309



1

Introduction

In this monograph we develop the spectral theory of an nth order two-point
differential operator L in the Hilbert space L2[0, 1]. The differential operator
is determined by a formal differential operator ` having variable coefficients,
and by independent boundary values B1, . . . , Bn that may be either regular or
irregular. This initial chapter summarizes the basic spectral properties of the
differential operator, presents some historical remarks concerning earlier stud-
ies of the spectral theory, and gives an overview of the results established here.
The spectral theory for these differential operators is by no means complete
— there remain many unsolved problems.

1.1 Two-Point Differential Operators

Throughout we work in the complex Hilbert space L2[0, 1]. Let n be a positive
integer with n ≥ 2, and let Hn[0, 1] denote the subspace of L2[0, 1] consisting
of all functions u ∈ Cn−1[0, 1] with u(n−1) absolutely continuous on [0, 1] and
with u(n) ∈ L2[0, 1]. Let

` =
n∑

p=0

ap(t)
(
d

dt

)p

be an nth order formal differential operator on [0, 1], where the leading coef-
ficients are assumed to be an(t) = 1/ in and an−1(t) = 0; let

Bi(u) =
n−1∑
p=0

αipu
(p)(0) +

n−1∑
p=0

βipu
(p)(1), i = 1, . . . , n,

be a set of n linearly independent boundary values on Hn[0, 1]; and let L be
the nth order two-point differential operator in L2[0, 1] defined by

D(L) = {u ∈ Hn[0, 1] | Bi(u) = 0, i = 1, . . . , n}, Lu = `u.
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We assume that the coefficients ap are infinitely differentiable on [0, 1]. The
basic spectral theory of the differential operator L is developed in [28, 34].

Let us review some of the spectral properties of the differential operators.
First, L is a Fredholm operator in the Hilbert space L2[0, 1]. Consequently,
as a foundation for our work, we know that (a) L is a densely defined closed
linear operator in L2[0, 1], (b) the range R(L) is a closed subspace of L2[0, 1],
and (c) the null spaces N (L) and N (L∗) are finite-dimensional subspaces of
L2[0, 1], with their respective dimensions less than or equal to n. Since the
adjoint operator L∗ is also a two-point differential operator, it shares these
same properties. For the dimensions of the null spaces N (L) and N (L∗), we
have the relation

dimN (L) = dimN (L∗), (1.1)

so L is a Fredholm operator of index 0.
Second, for each λ ∈ C the operator λI−L is again a two-point differential

operator, which implies that λI −L is a Fredholm operator in L2[0, 1], as are
all its powers (λI −L)k, k = 0, 1, 2, . . .. It follows that the Fredholm set for L
is Φ(L) = C, and for the index

i(λI − L) = dimN (λI − L)− dimN (λI − L∗) = 0 (1.2)

for all λ ∈ C. These results are useful for studying the eigenspaces and gener-
alized eigenspaces of L.

Third, for each λ ∈ C we can form the subspace

Mλ =
∞⋃

k=1

N ((λI − L)k).

Relevant to this subspace is its dimension

ν(λ) = dimMλ = lim
k→∞

dimN ((λI − L)k),

which is the algebraic multiplicity of λ; and relevant to the differential operator
λI − L is its ascent α(λI − L), which is the smallest integer k ≥ 0 such that
N ((λI−L)k) = N ((λI−L)k+1). In case Mλ 6= {0}, then λ is an eigenvalue of
L andMλ is the generalized eigenspace of L corresponding to λ. The algebraic
multiplicity ν(λ) is finite if and only if the ascent α(λI − L) is finite.

Fourth, the spectrum σ(L) is precisely the set of all eigenvalues of L; it is
either a countable set having no limit points in C or it is equal to all of C. The
complement of the spectrum is the resolvent set ρ(L). For each λ belonging to
ρ(L), the resolvent Rλ(L) = (λI−L)−1 is an L2-integral operator on L2[0, 1],
and the Green’s function G(t, s;λ) for λI − L is the L2-kernel of Rλ(L):

Rλ(L)u(t) =
∫ 1

0

G(t, s;λ)u(s) ds, 0 ≤ t ≤ 1, (1.3)
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for u ∈ L2[0, 1]. Thus, for each λ ∈ ρ(L) the resolvent Rλ(L) is a Hilbert-
Schmidt operator on L2[0, 1], and the differential operator L is a Hilbert-
Schmidt discrete operator in case ρ(L) 6= ∅.

Fifth, introducing the two formal differential operators

τ = an(t)
(
d

dt

)n

=
1
in

(
d

dt

)n

and σ =
n−2∑
p=0

ap(t)
(
d

dt

)p

,

we can then define differential operators T and S in L2[0, 1] by

D(T ) = D(L) = {u ∈ Hn[0, 1] | Bi(u) = 0, i = 1, . . . , n},
Tu = τu = i−nu(n),

and

D(S) = Hn−2[0, 1], Su = σu =
n−2∑
p=0

ap(t)u(p).

Clearly ` = τ + σ and L = T + S. The differential operator T is called the
principal part of the differential operator L, and we can consider the operator
L as a perturbation of the operator T by the operator S. The assumption
that an(t) = 1/ in produces a relatively simple principal part T , with τ being
formally self-adjoint. The net effect of this will be to locate the spectrum of
L near the real axis in the complex plane.

Sixth, there are several useful Banach space and Hilbert space structures
available for the subspaceHn[0, 1]. The maximal operator T1(`) corresponding
to the formal differential operator ` is an nth order differential operator in
L2[0, 1], and hence, T1(`) is a Fredholm operator in L2[0, 1], and its domain
Hn[0, 1] becomes a Hilbert space under the associated graph norm structure:

(u, v)T1(`) = (u, v) + (`u, `v), ‖u‖T1(`) = (u, u)1/2
T1(`)

=
[
‖u‖2 + ‖`u‖2

]1/2
.

A second norm for Hn[0, 1] is defined by

|u|Hn =
n−1∑
p=0

‖u(p)‖∞ + ‖u(n)‖,

and under this norm Hn[0, 1] becomes a Banach space. A third inner product
and norm structure for Hn[0, 1] is given by

(u, v)n =
n∑

p=0

(u(p), v(p)), ‖u‖n = (u, u)1/2
n =

[ n∑
p=0

‖u(p)‖2
]1/2

,

and under this structure Hn[0, 1] becomes a Hilbert space. The norms
‖ ‖T1(`), | |Hn , and ‖ ‖n are equivalent norms for Hn[0, 1]. We refer to this
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common topological structure as theHn-structure or theHn-Sobolev structure
for Hn[0, 1]. By considering the norm | |Hn , we see immediately that conver-
gence in the Hn-structure is uniform convergence on [0, 1] of the derivatives of
orders 0, 1, . . . , n− 1, together with L2-convergence of the nth derivatives. It
follows that each one of the boundary values Bi : Hn[0, 1] → C, i = 1, . . . , n,
is a continuous linear functional on Hn[0, 1] under the Hn-structure.

Let us introduce the n × 2n boundary coefficient matrix associated with
the boundary values B1, . . . , Bn:

A :=


α1 n−1 β1 n−1 α1 n−2 β1 n−2 . . . α1 0 β1 0

α2 n−1 β2 n−1 α2 n−2 β2 n−2 . . . α2 0 β2 0

...
...

...
...

...
...

αn n−1 βn n−1 αn n−2 βn n−2 . . . αn 0 βn 0

 .

Without loss of generality we can assume that the matrix A is in
reduced row echelon form with rank n. This corresponds to a normal-
ization of the boundary values B1, . . . , Bn. For i = 1, . . . , n let mi denote the
order of the boundary value Bi, i.e., mi is the largest nonnegative integer
such that either αi mi

6= 0 or βi mi
6= 0. Clearly 0 ≤ mi ≤ n− 1, and from the

normalization it follows that m1 ≥ m2 ≥ · · · ≥ mn−1 ≥ mn. Set

p0 :=
n∑

i=1

mi.

The integer p0 will play a central role in the classification of the differential
operator L as being either regular or irregular.

1.2 Historical Remarks

The study of regular boundary value problems for nth order two-point differ-
ential operators began in 1908 in the pioneering work of Birkhoff [3, 4]. He
derived approximate solutions of the differential equation

(λI − `)u(t) = λu(t)−
n∑

p=0

ap(t)u(p)(t) = 0, 0 ≤ t ≤ 1,

utilised the approximate solutions to construct asymptotically n independent
solutions of this differential equation, formed the characteristic determinant
and the Green’s function, defined the class of regular boundary conditions,
characterized the simple eigenvalues, and developed an expansion theorem
(pointwise convergence) for a piecewise C1 function f in terms of the eigen-
functions of L. The expansion behaves like a Fourier series except in the
vicinity of the endpoints t = 0 and t = 1. All of his results are for regular
boundary conditions.
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In the paper [44] Stone generalizes Birkhoff’s work from the classical Cn

setting to the modern Hn setting. The first expansion theorem for solutions of
the differential equation (Theorem III) is a first order expansion: it is stated
and proved using translated sectors T . The second expansion theorem is a
higher order version (Theorem III ′), and it is quoted directly from Birkhoff
without proof. Stone assumes regular boundary conditions. He shows that
periodic boundary conditions are regular and lead to Fourier series when ap-
plied to the principal part; quotes Birkhoff on the structure of the eigenvalues
for regular boundary values problems; develops the various Green’s functions;
and on any interval [a, b] where 0 < a < b < 1, proves that the eigenfunction
expansion of any function f summable on [0, 1] converges to f if and only
if the Fourier series of f converges to f , i.e., the eigenfunction expansion of
f is uniformly equiconvergent with the Fourier expansion of f on [a, b] (see
Theorem XIII on p. 723 for the case n = 2ν − 1 and p. 756 for the n = 2ν
analogue).

Other classical works for regular boundary value problems are Tamarkin
[47], Hopkins [15], Ward [51, 52], and Coddington and Levinson [6]. For more
modern treatments of regular boundary value problems using functional analy-
sis and operator theory, see Dunford and Schwartz [8] and Locker [34]. In these
modern treatments the emphasis is on the L2- expansion problem. Naimark
[36] is a mix of both classical and modern; much of his work is derived from
Birkhoff [3, 4] and Stone [44].

In the paper [45] Stone examines the expansion problem for the case n = 2
with irregular boundary conditions. For n = 2 the irregular boundary con-
ditions can have only two possible forms (Theorem I), and this leads to a
simple form for the characteristic determinant. The differential operator is
classified as being of finite type M , 1 ≤M <∞, or of type Ω. Only differen-
tial operators of type M are discussed. He then characterizes the eigenvalues
(Theorem IV), and obtains a convenient description of the Green’s function.
The equiconvergence result is no longer true, but equiconvergence can be re-
stored by applying the summability process of Riesz typical means to both
the eigenfunction expansion and the Fourier series of f (see Theorem V and
Theorem IX). This paper of Stone’s appears to be the first significant con-
tribution to the theory of irregular boundary value problems; the logarithmic
case for the zeros of the characteristic determinant appears for the first time.

Benzinger [2] and Schultze [41] give partial results for irregular boundary
value problems for the case of arbitrary n. They use only first order expan-
sions of solutions, quoting Birkhoff [4], and their results apply to very special
classes of irregular boundary conditions, which they refer to as Stone regular
and strongly irregular, respectively. It is difficult to identify exactly what the
Stone regular class is, while the strongly irregular class is a generalization of
the class of all irregular decomposing boundary conditions (see Theorem 1
in [41]). They characterize the eigenvalues, and prove Riesz summability of
eigenfunction expansions. See Theorem 4.2 in [2] and Theorem 6 in [41].
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Y. Yakubov [55] has established the completeness of the generalized eigen-
functions for a large class of irregular boundary value problems in the special
case n = 2. His results allow the spectral parameter to appear in both the
differential operator and the boundary values, permits the boundary values
to involve interior points of the interval [0, 1] as well as the endpoints, and
includes an abstract operator in the differential operator and abstract linear
functionals in the boundary values. S. Yakubov [53, p. 124] has extablished a
completeness theorem for the case of arbitrary order n and regular boundary
conditions.

In [25, 26] Lang and Locker consider the second order case for ` = −(d/dt)2

and for both regular and irregular boundary values B1, B2. They develop the
characteristic determinant and Green’s function, compute the eigenvalues and
the corresponding algebraic multiplicities and ascents, determine the family
of projections associated with L, and solve the L2- expansion problem. Specif-
ically, if S∞(L) is the subspace of L2[0, 1] containing all functions that can be
expressed as an infinite series of the generalized eigenfunctions of L, then for
the case of regular boundary values

S∞(L) = S∞(L) = L2[0, 1],

while for the case of irregular boundary values

S∞(L) 6= S∞(L) = L2[0, 1].

Case VIII is a regular case which is an exception: see the paper [29].
In the four part series [30, 31, 32, 33] we develop the spectral theory for the

case n = 2 and for the general formal differential operator ` = −(d/dt)2 +q(t)
and for regular and irregular boundary values B1, B2. For this general case
we also develop the characteristic determinant and Green’s function, compute
the eigenvalues and the corresponding algebraic multiplicities and ascents,
determine the family of projections associated with L, and show that for the
regular cases (Cases 1, 2, 3A)

S∞(L) = S∞(L) = L2[0, 1],

while for the irregular cases (Cases 3B, 4)

S∞(L) 6= S∞(L) = L2[0, 1].

There is also a degenerate Case 5 that is not discussed, where the spectrum
is either ∅ or C when q(t) ≡ 0.

In Chapter 6 of the recent monograph [34], we develop the spectral theory
for the general nth order two-point differential operator L determined by
regular boundary values. Included is a determination of the eigenvalues and
the corresponding algebraic multiplicities and ascents, a computation and
bounding of the family of projections associated with L, and the L2- expansion
result
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S∞(L) = S∞(L) = L2[0, 1].

See Theorems 4.1, 5.1 (multiple eigenvalue case), and 6.1 of Chapter 6. Also
included in this monograph are some basic results for irregular boundary
values. Specifically, for the special case ` = τ = i−n(d/dt)n and L = T ,
the eigenvalues, algebraic multiplicities, and ascents of T are characterized in
Sections 7 and 8 of Chapter 4; and the generalized eigenfunctions of T are
shown to be complete in L2[0, 1] in Theorems 9.1 and 9.2 of Chapter 4:

S∞(T ) = L2[0, 1].

There are no results for the general differential operator L in the case of
irregular boundary values.

1.3 Summary of Results

Let us briefly outline the main features of the spectral theory presented here:

• With the Birkhoff approximate solutions zk(t, ρ,m), k = 0, 1, . . . , n−1, and
the approximate characteristic determinant ∆̂(ρ,m) as motivation, we first
calculate two sequences of constants aκ, κ = p0, p0−1, . . . , 1, 0,−1, . . ., and
bκ, κ = p0, p0− 1, . . . , 1, 0,−1, . . ., and use them to classify the differential
operator L as being regular, simply irregular, or degenerate irregular.

• Assuming that L is regular or simply irregular, we determine the leading
constants ap, bq and then fix the sectors S0, S1, the translated sectors T0,
T1, and the integer m. This is a key step in the logical progession of our
work.

• We use asymptotic expansions to construct independent solutions of the
differential equation (ρnI − `)u(t) = 0:

v00(t, ρ), v01(t, ρ), . . . , v0 n−1(t, ρ) for ρ ∈ T0,

v10(t, ρ), v11(t, ρ), . . . , v1 n−1(t, ρ) for ρ ∈ T1.

These are high order expansions with the solutions behaving asymptoti-
cally like the Birkhoff approximate solutions zk(t, ρ,m).

• Using these solutions, we construct the characteristic determinant ∆0(ρ)
for ρ ∈ T0 and the characteristic determinant ∆1(ρ) for ρ ∈ T1.

• These solutions are also used to represent the resolvent Rλ(L) and the
Green’s function G(t, s;λ) for λ = ρn with ρ ∈ T0 and ∆0(ρ) 6= 0 or with
ρ ∈ T1 and ∆1(ρ) 6= 0.

• We then calculate the zeros of the characteristic determinants ∆0(ρ) and
∆1(ρ), producing the eigenvalues of L and their corrresponding algebraic
multiplicities.

• Growth rates for the resolvent Rλ(L) are determined on various regions
of the λ plane, and the generalized eigenfunctions of L are shown to be
complete in L2[0, 1].
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We now summarize the results of this monograph, most of them appearing
for the first time. The material in Chapters 2, 3, and 4 is discussed in some
detail since these chapters contain the newest and most interesting results. The
development of the characteristic determinant and the Green’s function, the
characterization of the eigenvalues, and the establishment of the completeness
of the generalized eigenfunctions given in Chapters 5–9 follow along somewhat
familiar lines, although many cases need to be worked through to establish
these results. Throughout we express the order n of the differential operator
L in the form n = 2ν for n even and the form n = 2ν − 1 for n odd, and let
ωk = ei2πk/n, k = 0,±1,±2, . . ., denote the nth roots of unity.

For any complex number ρ 6= 0 and for integers k and m with 0 ≤ k ≤ n−1
and m > n, we introduce in Chapter 2 the mth order Birkhoff approximate
solutions

zk(t, ρ,m) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j

of the differential equation (ρnI−`)u(t) = 0. These approximate solutions are
formed in the same way as Birkhoff first formed them in his original paper [4],
viz., substitute zk(t, ρ,m) into the expression − (in/ρn)(ρnI−`)u(t), and then
determine the coefficient functions zkj(t) by requiring that the coefficients of
the terms eiρωktρ−s, s = 0, 1, . . . ,m, all vanish identically on the interval [0, 1]
— the terms involving eiρωktρ−s, s = m+1,m+2, . . . , n+m−1, still remain.
See Theorem 2.1.

We establish several important properties for these approximate solutions.
First, the zk(t, ρ,m) satisfy the conditions

zk(t, ρ,m) = z0(t, ρωk,m), k = 1, . . . , n− 1,

so to calculate the Birkhoff approximate solutions, one needs only calculate
z0(t, ρ,m). Second, the coefficient functions z0j(t) that appear in z0(t, ρ,m)
are independent of the integer m, and are determined by an infinite set of re-
cursion relations. Specifically, the initial coefficient is taken to be z00(t) ≡ 1,
and then the derivatives of the coefficient functions satisfy the recursion rela-
tions

z′0 s−1(t) = − 1
nin−1

s−2∑
j=0

`s−j z0j(t)

for 2 ≤ s ≤ n and

z′0 s−1(t) = − 1
nin−1

s−2∑
j=s−n

`s−j z0j(t)

for n + 1 ≤ s < ∞, with the coefficient functions themselves calculated by
taking

z0 s−1(t) =
∫ t

0

z′0 s−1(ξ) dξ
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for 0 ≤ t ≤ 1. See equations (2.20) and (2.21). Here the `q, q = 2, . . . , n,
are known qth order formal differential operators with `n = in`. Thus, the
derivative z′0 s−1(t) is determined by the n − 1 preceding functions z0 s−n(t),
. . . , z0 s−2(t) and their derivatives up to order n, and only these n− 1 prede-
cessors are used and not all s− 2 predecessors. This shows that the recursion
relations possess a banded structure. In forming the Birkhoff approximate so-
lutions zk(t, ρ,m), k = 0, 1, . . . , n − 1, the integer m is used solely to specify
the number of terms that appear in the summation.

In Chapter 3 we assume that the integer m satisfies the conditions m > n
and m > p0, and proceed to introduce the modified Birkhoff approximate
solutions

yk(t, ρ,m) = zk(t, ρ,m), k = 0, 1, . . . , ν − 1,

yk(t, ρ,m) = e−iρωkzk(t, ρ,m), k = ν, . . . , n− 1,

for ρ 6= 0 in C. The approximate characteristic determinant in defined in terms
of these functions by

∆̂(ρ,m) = det(Bi(yk( · , ρ,m)))

for ρ 6= 0 in C, where for i = 1, . . . , n the functions Bi(yk( · , ρ,m)) have the
form

Bi(yk( · , ρ,m)) = P̂ik(ρ,m) + Q̂ik(ρ,m)eiρωk , k = 0, 1, . . . , ν − 1,

Bi(yk( · , ρ,m)) = P̂ik(ρ,m) + Q̂ik(ρ,m)e−iρωk , k = ν, . . . , n− 1.

We show that the functions P̂ik(ρ,m), Q̂ik(ρ,m) can be expressed in the form

P̂ik(ρ,m) =
mi∑

s=−(m−mi−1)

piksρ
s +

−(m−mi)∑
s=−(m−1)

p̂iks(m)ρs,

Q̂ik(ρ,m) =
mi∑

s=−(m−mi−1)

qiksρ
s +

−(m−mi)∑
s=−(m−1)

q̂iks(m)ρs

for ρ 6= 0 in C, where the constants piks, qiks are independent of the integer
m and the constants p̂iks(m), q̂iks(m) are dependent on the integer m. For
fixed i and k, we have explicit formulas for calculating the constants piks,
qiks, s = mi,mi − 1, . . . , 1, 0,−1, . . .. These sequences form invariants for the
differential operator L.

Assume that n is even, n = 2ν, and introduce the sectors

S0 : all ρ = |ρ|eiθ ∈ C with 0 ≤ θ ≤ π

n
,

S1 : all ρ = |ρ|eiθ ∈ C with − π

n
≤ θ ≤ 0
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in the ρ plane. Using the constants piks, qiks, we construct three sequences of
constants aκ, bκ, cκ, κ = p0, p0 − 1, . . . , 1, 0,−1, . . .. These sequences are also
independent of the integer m, and therefore form invariants for the differential
operator L. The third sequence is actually determined from the first sequence
by the conditions aκ = −ωκcκ for κ = p0, p0 − 1, . . . , 1, 0,−1, . . .. In terms of
these sequences the approximate characteristic determinant can be expressed
in the form

∆̂(ρ,m) = π2(ρ,m)e2iρ + π1(ρ,m)eiρ + π0(ρ,m)

+
[ −(m−p0)∑

κ=−n(m−1)

aκ(m)ρκ + Φ̂2(ρ,m)
]
e2iρ

+
[ −(m−p0)∑

κ=−n(m−1)

bκ(m)ρκ + Φ̂1(ρ,m)
]
eiρ

+
[ −(m−p0)∑

κ=−n(m−1)

cκ(m)ρκ + Φ̂0(ρ,m)
]

for ρ 6= 0 in C, where

π2(ρ,m) =
p0∑

κ=−(m−p0−1)

aκρ
κ,

π1(ρ,m) =
p0∑

κ=−(m−p0−1)

bκρ
κ,

π0(ρ,m) =
p0∑

κ=−(m−p0−1)

cκρ
κ,

where the aκ(m), bκ(m), cκ(m) are constants that depend on m, and where
the Φ̂i(ρ,m), i = 0, 1, 2, are analytic functions depending on m that involve
products of the exponentials eiρωk , k = 1, . . . , ν−1, or the exponentials e−iρωk ,
k = ν + 1, . . . , n− 1.

Our classification scheme for the differential operator L with n even is
based on the constants aκ: L is regular if ap0 6= 0, L is simply irregular if
ap0 = 0 and aκ 6= 0 for some integer κ with −∞ < κ < p0, and L is degenerate
irregular if aκ = 0 for κ = p0, p0 − 1, . . . , 1, 0,−1, . . .. See Definition 3.2. The
constant ap0 is given by

ap0 = ip0 det


1 ≤ k ≤ ν − 1 ν + 1 ≤ k ≤ n− 1

β1m1 α1m1ω
m1
k α1m1(−1)m1 β1m1ω

m1
k

...
...

...
...

βnmn
αnmn

ωmn

k αnmn
(−1)mn βnmn

ωmn

k

.
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Consequently, the classification of L as being regular or irregular is determined
exclusively by the leading coefficients in the boundary values B1, . . . , Bn, and
is not affected in any way by the coefficients in the formal differential op-
erator `. In classifying an irregular differential operator L as being simply
irregular or degenerate irregular, both the boundary values B1, . . . , Bn and
the coefficients of ` play a role. See Example 5.3.

At this point we make the assumption that L is either regular or simply
irregular. Let p be the largest integer with ap 6= 0, so −∞ < p ≤ p0; and let
q be the integer defined by q = p in case bκ = 0 for κ = p + 1, . . . , p0, and
otherwise, q is the largest integer with bq 6= 0. For the case p = q choose a
constant d > 0 such that

|ap|e−2d + |bp|e−d + |cp|e−2d ≤ 1
4
|ap| =

1
4
|cp|,

and form the horizontal strip

Γ = {ρ = a+ ib ∈ C | a ≥ −π and |b| ≤ d}.

Then select complex constants τ0 and τ1 and form the translated sectors

T0 = {ρ− τ0 | ρ ∈ S0} and T1 = {ρ− τ1 | ρ ∈ S1}

such that S0 and S1 lie in the interiors of T0 and T1, respectively, and such that
the horizontal strip Γ lies in the interiors of both T0 and T1 in the case p = q.
Fix the integer m with m > n, m > p0, and −(m−p0−1) ≤ p ≤ p0, and then
form the corresponding Birkhoff approximate solutions zk(t, ρ) = zk(t, ρ,m),
k = 0, 1, . . . , n− 1.

The selection of the translated sectors T0 and T1 and the choice of the
integer m are perhaps the most subtle features of our spectral theory. The
constant ap must first be determined, and then T0, T1, and m are selected.
This part of the theory is completed before we even have any actual solutions
of the differential equation (ρnI − `)u(t) = 0.

Assume that n is odd, n = 2ν − 1, and introduce the sectors

S0 : all ρ = |ρ|eiθ ∈ C with − π

2n
≤ θ ≤ π

2n
,

S1 : all ρ = |ρ|eiθ ∈ C with π − π

2n
≤ θ ≤ π +

π

2n
.

Using the constants piks, qiks once more, we construct two new sequences of
constants aκ, bκ, κ = p0, p0− 1, . . . , 1, 0,−1, . . ., which are independent of the
integer m and form invariants for the differential operator L, and which lead
to the following representation of the approximate characteristic determinant:
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∆̂(ρ,m) = π1(ρ,m)eiρ + π0(ρ,m)

+
[ −(m−p0)∑

κ=−n(m−1)

aκ(m)ρκ + Φ̂1(ρ,m)
]
eiρ

+
[ −(m−p0)∑

κ=−n(m−1)

bκ(m)ρκ + Φ̂0(ρ,m)
]

for ρ 6= 0 in C, where

π1(ρ,m) =
p0∑

κ=−(m−p0−1)

aκρ
κ, π0(ρ,m) =

p0∑
κ=−(m−p0−1)

bκρ
κ,

where the aκ(m), bκ(m) are constants that depend on m, and where the
Φ̂i(ρ,m), i = 0, 1, are analytic functions depending onm that involve products
of the exponentials eiρωk , k = 1, . . . , ν − 1, or e−iρωk , k = ν, . . . , n− 1.

An alternate form for the approximate characteristic determinant is ob-
tained by starting with the modified approximate solutions

xk(t, ρ,m) = e−iρωkzk(t, ρ,m), k = 0, 1, . . . , ν − 1,
xk(t, ρ,m) = zk(t, ρ,m), k = ν, . . . , n− 1,

and then defining the new approximate characteristic determinant by

∆̃(ρ,m) = det(Bi(xk( · , ρ,m)))

for ρ 6= 0 in C. This approximate characteristic determinant has the represen-
tation

∆̃(ρ,m) = π′1(ρ,m)e−iρ + π′0(ρ,m)

+
[ −(m−p0)∑

κ=−n(m−1)

a′κ(m)ρκ + Φ̃1(ρ,m)
]
e−iρ

+
[ −(m−p0)∑

κ=−n(m−1)

b′κ(m)ρκ + Φ̃0(ρ,m)
]

for ρ 6= 0 in C, where

π′1(ρ,m) =
p0∑

κ=−(m−p0−1)

a′κρ
κ, π′0(ρ,m) =

p0∑
κ=−(m−p0−1)

b′κρ
κ

with the constants a′κ, b′κ independent of m, where the a′κ(m), b′κ(m) are
constants that depend on m, and where the Φ̃1(ρ,m), i = 0, 1, are analytic
functions depending on m that involve products of the exponentials e−iρωk ,
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k = 1, . . . , ν − 1, or eiρωk , k = ν, . . . , n − 1. The constants aκ, bκ and a′κ, b′κ
are related by the equations

a′κ = bκ(ων)κ and b′κ = aκ(ων−1)κ

for κ = p0, p0 − 1, . . . , 1, 0,−1, . . ..
The classification scheme for the differential operator L with n odd is given

in Definition 3.3: L is regular if ap0 6= 0 and bp0 6= 0; L is simply irregular
if either ap0 = 0 or bp0 = 0, and aκ 6= 0 and b` 6= 0 for some integers κ, `
with −∞ < κ, ` ≤ p0; and L is degenerate irregular if either aκ = 0 for
κ = p0, p0 − 1, . . . , 1, 0,−1, . . . or bκ = 0 for κ = p0, p0 − 1, . . . , 1, 0,−1, . . ..
Since

ap0 = ip0 det


1 ≤ k ≤ ν − 1 ν ≤ k ≤ n− 1

β1m1 α1m1ω
m1
k β1m1ω

m1
k

...
...

...
βnmn αnmnω

mn

k βnmnω
mn

k


and

bp0 = ip0 det


1 ≤ k ≤ ν − 1 ν ≤ k ≤ n− 1

α1m1 α1m1ω
m1
k β1m1ω

m1
k

...
...

...
αnmn

αnmn
ωmn

k βnmn
ωmn

k

,
once more the classification of L as being regular or irregular is determined
exclusively by the leading coefficients in the boundary values B1, . . . , Bn. In
subdividing the irregular case, both the boundary values B1, . . . , Bn and the
coefficients of ` play a role.

Assume that L is either regular or simply irregular. Let p and q be the
largest integers with ap 6= 0 and bq 6= 0, so −∞ < p, q ≤ p0. For the case
p = q choose a constant d > 0 such that

|ap|e−d + |bp|e−d ≤ 1
4

min{|ap|, |bp|},

and in terms of d form the horizontal strips

Γ0 = {ρ = a+ ib ∈ C | a ≥ −π and |b| ≤ d},
Γ1 = {ρ = a+ ib ∈ C | a ≤ π and |b| ≤ d}.

Select complex constants τ0 and τ1 and form the translated sectors

T0 = {ρ− τ0 | ρ ∈ S0} and T1 = {ρ− τ1 | ρ ∈ S1}
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with the properties: S0 and S1 lie in the interiors of T0 and T1, respectively,
and for the case p = q the horizontal strips Γ0 and Γ1 lie in the interiors of
T0 and T1, respectively. Fix the integer m subject to the conditions m > n,
m > p0, and −(m − p0 − 1) ≤ p, q ≤ p0, and then form the corresponding
Birkhoff approximate solutions zk(t, ρ) = zk(t, ρ,m), k = 0, 1, . . . , n− 1. This
gives us an algorithm for choosing the translated sectors T0 and T1 and the
integer m once the constants ap and bq have been determined.

In Chapter 4 we derive high order asymptotic expansions for actual solu-
tions of the differential equation

(ρnI − `)u(t) = 0 (∗)

for ρ belonging to the sectors T0 and T1, where it is assumed that T0 and
T1 and the integer m have been selected as in Chapter 3. Let us look at the
expansions on the sector T0 for the case n = 2ν even — the other expansions
are similar. Choose a permutation ω0

0 , ω
0
1 , . . . , ω

0
n−1 of the nth roots of unity

ω0, ω1, . . ., ωn−1 such that

Re(iρω0
0) ≤ Re(iρω0

1) ≤ · · · ≤ Re(iρω0
n−1) for all ρ ∈ S0.

Fix an integer k with 0 ≤ k ≤ n − 1, and let κ be the integer satisfying
0 ≤ κ ≤ n − 1 and ω0

κ = ωk. We proceed to construct a solution v0k(t, ρ)
of the differential equation (∗) that behaves asymptotically like the Birkhoff
approximate solution zk(t, ρ) on the sector T0. Let ηk(t, ρ) = ηk(t, ρ,m) be
the function defined by the equation

(ρnI − `)zk(t, ρ) = eiρωktηk(t, ρ), 0 ≤ t ≤ 1,

for ρ 6= 0 in C, the so-calledmth order residual function. Let k0 be the function
defined by

k0(t, s, ρ) = − 1
nρn−1

κ∑
j=0

(iω0
j )eiρω0

j (t−s), 0 ≤ s < t ≤ 1,

k0(t, s, ρ) =
1

nρn−1

n−1∑
j=κ+1

(iω0
j )eiρω0

j (t−s), 0 ≤ t < s ≤ 1,

for ρ 6= 0 in C, and let K0ρ be the integral operator on L2[0, 1] defined by

K0ρu(t) =
∫ 1

0

k0(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ L2[0, 1],

for each ρ 6= 0 in C.
Fix a point ρ 6= 0 in C. Then a function u(t) = zk(t, ρ) +φ(t) is a solution

of the differential equation (∗) if and only if the function φ(t) is a solution of
the integro-differential equation
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φ(t) = K0ρσφ(t)−K0ρ

(
eiρωktηk(t, ρ)

)
+

n−1∑
j=0

cjeiρωjt (∗∗)

for some complex constants c0, c1, . . . , cn−1. Setting all the constants cj equal
to zero in (∗∗) and defining the function ψ(t) by σφ(t) = eiρωktψ(t), it follows
that φ(t) is a solution of the integro-differential equation (∗∗) if and only if
ψ(t) is a solution of the integral equation

ψ(t) = e−iρωktσK0ρ

(
eiρωktψ(t)

)
− e−iρωktσK0ρ

(
eiρωktηk(t, ρ)

)
. (∗∗∗)

Equation (∗∗∗) is the equation that we actually solve for ρ ∈ T0 with |ρ|
sufficiently large: we show that (∗∗∗) has a unique solution ψ0k(t, ρ), and then
the function

φ0k(t, ρ) = K0ρ

(
eiρωkt[ψ0k(t, ρ)− ηk(t, ρ)]

)
is a solution of (∗∗), and the function

v0k(t, ρ) = zk(t, ρ) + φ0k(t, ρ)

= zk(t, ρ) +K0ρ

(
eiρωkt[ψ0k(t, ρ)− ηk(t, ρ)]

)
is a solution of the differential equation (∗).

The solution v0k( · , ρ) exists for all ρ ∈ T0 with |ρ| sufficiently large, and
its derivatives have the form

v
(α)
0k (t, ρ) = z

(α)
k (t, ρ) + eiρωktE0kα(t, ρ)ρ−m+α

for α = 0, 1, . . . , n− 1, where the function E0kα(t, ρ) is bounded for 0 ≤ t ≤ 1
and for ρ ∈ T0 with |ρ| sufficiently large. The smoothness of v(α)

0k (t, ρ) in the t
and ρ variables is established using the two lemmas that are included in the
Appendix (Chapter 12). Carrying out this construction for k = 0, 1, . . . , n−1,
we obtain a basis

v00( · , ρ), v01( · , ρ), . . . , v0 n−1( · , ρ)

for the solution space of the differential equation (∗), the basis existing for all
ρ ∈ T0 with |ρ| greater than some constant R0. See Theorem 4.3. A similar
construction yields the basis

v10( · , ρ), v11( · , ρ), . . . , v1 n−1( · , ρ)

for the solution space of the differential equation (∗) for ρ ∈ T1 with |ρ| > R0.
See Theorem 4.4. For n odd the analogous theorems areTheorems 4.6 and 4.7.

The asymptotic expansion of solutions given here is much simpler than
other expansions appearing in the literature. Its main features are the crucial
role played by the Birkhoff approximate solutions, and the use of modern
operator theory in its development. Naimark [36, pp. 53–55] and Coddington
and Levinson [6, p. 184] have proposed similar high order expansions using



16 1 Introduction

iteration schemes. We have tried unsuccessfully to work out the details of
their schemes — the first two steps are fine, but at the third step unwanted
exponentials come into play that can not be eliminated.

In Chapter 5 the characteristic determinants of L are formed using the
asymptotically expanded solutions of Chapter 4. Assume that n is even. Rele-
tive to the sector T0, we first form the modified solutions

u0k(t, ρ) = v0k(t, ρ) = yk(t, ρ) + eiρωktE0k0(t, ρ)ρ−m,

k = 0, 1, . . . , ν − 1,

u0k(t, ρ) = e−iρωkv0k(t, ρ) = yk(t, ρ) + eiρωk(t−1)E0k0(t, ρ)ρ−m,

k = ν, . . . , n− 1,

and then define the characteristic determinant by

∆0(ρ) = det(Bi(u0k( · , ρ)))

for ρ ∈ G0, where G0 is the open set {ρ ∈ IntT0 | |ρ| > R0}. For working on
the sector T1, we form the modified solutions

u10(t, ρ) = e−iρω0v10(t, ρ),
u1k(t, ρ) = v1k(t, ρ), k = 1, . . . , ν − 1,
u1ν(t, ρ) = v1ν(t, ρ),

u1k(t, ρ) = e−iρωkv1k(t, ρ), k = ν + 1, . . . , n− 1,

and then define an alternate form of the characteristic determinant by

∆1(ρ) = det(Bi(u1k( · , ρ)))

for ρ ∈ G1, where G1 is the open set {ρ ∈ IntT1 | |ρ| > R0}.
Upon expanding the determinant for ∆0(ρ), we obtain the representation

∆0(ρ) = π2(ρ)e2iρ + π1(ρ)eiρ + π0(ρ)

+ Φ02(ρ)e2iρ + Φ01(ρ)eiρ + Φ00(ρ)

for ρ ∈ G0, where the functions πi(ρ) = πi(ρ,m), i = 0, 1, 2, are the same
functions that appeared earlier in the approximate characteristic determinant
∆̂(ρ,m), and where the functions Φ0i(ρ), i = 0, 1, 2, are analytic on G0 and
satisfy the estimates |Φ0i(ρ)| ≤ γ|ρ|−(m−p0) for ρ ∈ G0. This is Theorem 5.1.
There is a similar representation of ∆1(ρ) given in Theorem 5.2, viz.,

∆1(ρ) = π2(ρ) + π1(ρ)e−iρ + π0(ρ)e−2iρ

+ Φ12(ρ) + Φ11(ρ)e−iρ + Φ10(ρ)e−2iρ

for ρ ∈ G1 with |Φ1i(ρ)| ≤ γ|ρ|−(m−p0) for ρ ∈ G1.
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For the special case n = 2, ` = −(d/dt)2 + q(t), and m = 3, we describe
in some detail the possible forms taken by the characteristic determinant.
These forms are categorized as Cases 1–5, and the regular, simply irregular,
and degenerate irregular differential operators are identified in each case. The
one exception is Case 5 where we can only guarantee that L is irregular. In
Example 5.3 the differential operator L is determined by the boundary values

B1(u) = u′(0) + u′(1), B2(u) = u(0)− u(1),

and it belongs to this exceptional case. If q(0) 6= q(1), then p = q = −1 and L
is simply irregular; in Chapter 7 it is shown that the spectrum σ(L) consists
of two sequences of points λ′k = (ρ′k)2, k = k0, k0 + 1, . . ., and λ′′k = (ρ′′k)2,
k = k0, k0 + 1, . . ., plus a finite number of additional points, where

ρ′k = (2πk + π/2) + ε′k, k = k0, k0 + 1, . . . ,
ρ′′k = (2πk − π/2) + ε′′k , k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ/k and |ε′′k | ≤ γ/k for k = k0, k0 + 1, . . .. On the other hand,
for the principal part of L, which is the differential operator T determined by
τ = −(d/dt)2 and by the same boundary values B1, B2, in Example 10.2 it is
shown that the spectrum is σ(T ) = C. Consequently, the differential operators
L and T have very different spectral properties.

In previous work we operated under the premise that the spectral theory
of a differential operator L is a perturbation of the spectral theory of its
principal part T , which was true in the cases that we studied (see [34, p. 87
and p. 212]). This example shows this premise to be false in general.

Assume that n is odd. For the sector T0 we form the modified solutions

u0k(t, ρ) = v0k(t, ρ) = yk(t, ρ) + eiρωktE0k0(t, ρ)ρ−m,

k = 0, 1, . . . , ν − 1,

u0k(t, ρ) = e−iρωkv0k(t, ρ) = yk(t, ρ) + eiρωk(t−1)E0k0(t, ρ)ρ−m,

k = ν, . . . , n− 1,

and then define the characteristic determinant by

∆0(ρ) = det(Bi(u0k( · , ρ)))

for ρ ∈ G0, where G0 is the open set {ρ ∈ IntT0 | |ρ| > R0}. For the sector
T1 we begin with the modified solutions

u1k(t, ρ) = e−iρωkv1k(t, ρ), k = 0, 1, . . . , ν − 1,
u1k(t, ρ) = v1k(t, ρ), k = ν, . . . , n− 1,

and then define the alternate form of the characteristic determinant by

∆1(ρ) = det(Bi(u1k( · , ρ)))



18 1 Introduction

for ρ ∈ G1, where G1 is the open set {ρ ∈ IntT1 | |ρ| > R0}.
These characteristic determinants have the representations

∆0(ρ) = π1(ρ)eiρ + π0(ρ) + Φ01(ρ)eiρ + Φ00(ρ)

for ρ ∈ G0, and

∆1(ρ) = π′1(ρ)e
−iρ + π′0(ρ) + Φ11(ρ)e−iρ + Φ10(ρ)

for ρ ∈ G1. Here the functions πi(ρ) = πi(ρ,m), i = 0, 1, and π′i(ρ) = π′i(ρ,m),
i = 0, 1, are the same functions that appeared earlier in the approximate
characteristic determinants ∆̂(ρ,m) and ∆̃(ρ,m); and the functions Φ0i(ρ),
i = 0, 1, are analytic on G0 and satisfy the estimates |Φ0i(ρ)| ≤ γ|ρ|−(m−p0)

for ρ ∈ G0, while the functions Φ1i(ρ), i = 0, 1, are analytic on G1 and satisfy
the analogous estimates |Φ1i(ρ)| ≤ γ|ρ|−(m−p0) for ρ ∈ G1. See Theorem 5.4
and Theorem 5.5.

In Chapter 6 we study the resolvent Rλ(L) = (λI−L)−1 and the associated
Green’s function G(t, s;λ), where

Rλ(L)u(t) =
∫ 1

0

G(t, s;λ)u(s) ds, 0 ≤ t ≤ 1, u ∈ L2[0, 1].

Assume that n is even, n = 2ν, and take any point λ = ρn in C with ρ ∈ G0

and ∆0(ρ) 6= 0, so λ belongs to the resolvent set ρ(L). The resolvent Rλ(L)
can be expressed as the sum of two parts. First, for the differential operator
L0 defined by

D(L0) = {u ∈ Hn[0, 1] | u(n−i)(0) = 0, i = 1, . . . , n}, L0u = `u,

the Green’s function for λI − L0 is given by

g(t, s;λ) =
n−1∑
k=0

v0k(t, ρ)η0k(s, ρ), 0 ≤ s < t ≤ 1,

g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,

where the functions η0k( · , ρ), k = 0, 1, . . . , n−1, are determined by the linear
system

n−1∑
k=0

v
(α)
0k (s, ρ)η0k(s, ρ) = −δα n−1 in, α = 0, 1, . . . , n− 1,

for 0 ≤ s ≤ 1. We modify g(t, s;λ) by forming the function

k0(t, s; ρ) =
ν−1∑
k=0

v0k(t, ρ)η0k(s, ρ), 0 ≤ s < t ≤ 1,

k0(t, s; ρ) = −
n−1∑
k=ν

v0k(t, ρ)η0k(s, ρ), 0 ≤ t < s ≤ 1,
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and then use this function to define the integral operator K0ρ on L2[0, 1] by

K0ρu(t) =
∫ 1

0

k0(t, s; ρ)u(s) ds, 0 ≤ t ≤ 1,

for u ∈ L2[0, 1]. The operator K0ρ makes up the first part of the resolvent
Rλ(L). Its kernel satisfies the growth rate |k0(t, s; ρ)| ≤ 2/|ρ|n−1 for ρ ∈ S0

with |ρ| sufficiently large.
Second, for any function u ∈ L2[0, 1] there exist constants c0, c1, . . . , cn−1

such that

Rλ(L)u(t) = K0ρu(t) +
n−1∑
k=0

cku0k(t, ρ), 0 ≤ t ≤ 1,

where the constants are determined by the linear system

n−1∑
k=0

Bi(u0k( · , ρ)) ck = −Bi(K0ρu), i = 1, . . . , n.

The functions u0k( · , ρ), k = 0, 1, . . . , n − 1, are the modified solutions intro-
duced in Chapter 5, in terms of which ∆0(ρ) is defined. Upon working out
the details, we arrive at the representations (6.25) and (6.26) for the resolvent
Rλ(L) and the Green’s function G(t, s;λ). This leads to our principal result
(6.37) for the growth rate of the Green’s function:

|G(t, s;λ)| ≤ 2
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1|∆0(ρ)|

for λ = ρn in C with ρ ∈ S0 of sufficiently large modulus and with ∆0(ρ) 6= 0.
In (6.63) and (6.64) we have similar representations for the resolvent and
the Green’s function that are valid for λ = ρn in C with ρ ∈ G1 and with
∆1(ρ) 6= 0, leading to the growth rate (6.77):

|G(t, s;λ)| ≤ 2
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1|∆1(ρ)|

for λ = ρn in C with ρ ∈ S1 of sufficiently large modulus and with ∆1(ρ) 6= 0.
The corresponding representations and growth rates for the case n odd,

n = 2ν−1, are divided into four different subcases: (i) ρ ∈ G0 with ∆0(ρ) 6= 0,
and ρ ∈ S0 with ∆0(ρ) 6= 0 and Im ρ ≥ 0, (ii) ρ ∈ G0 with ∆0(ρ) 6= 0, and
ρ ∈ S0 with ∆0(ρ) 6= 0 and Im ρ ≤ 0, (iii) ρ ∈ G1 with ∆1(ρ) 6= 0, and ρ ∈ S1

with ∆1(ρ) 6= 0 and Im ρ ≤ 0, and (iv) ρ ∈ G1 with ∆1(ρ) 6= 0, and ρ ∈ S1

with ∆1(ρ) 6= 0 and Im ρ ≥ 0. In each subcase an appropriate basis for the
solution space of (∗) is selected. The principal growth rates for the Green’s
function are given in (6.118), (6.148), (6.189), and (6.219).

In Chapter 7 we compute the zeros of the characteristic determinants
∆0 and ∆1 for the case n even; this leads directly to the eigenvalues of the
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differential operator L. As a part of the process, growth rates are derived
for ∆0 and ∆1 on various regions of the ρ plane; these growth rates are
essential for establishing the completeness of the generalized eigenfunctions.
Our methods are similar to those in [34, pp. 128–146]. The form of the zeros
is determined by the constants ap, bq, cp that are the leading coefficients of
the functions π2(ρ), π1(ρ), π0(ρ) introduced in Chapter 3. The integers p and
q satisfy p = q or p < q. For the special case p = q, let ξ0 and η0 be the roots
of the quadratic polynomial Q(z) = apz

2 + bpz + cp. The discussion divides
naturally into three cases.

Case 1. p = q, ξ0 6= η0. We prove that ∆0 has two sequences of zeros in
the horizontal strip Γ . These sequences can be expressed as

ρ′k = (2πk + Arg ξ0)− i ln |ξ0|+ ε′k, k = k0, k0 + 1, . . . ,
ρ′′k = (2πk + Arg η0) + i ln |ξ0|+ ε′′k , k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ/k and |ε′′k | ≤ γ/k for k = k0, k0 + 1, . . ., and they produce the
two sequences

λ′k = (ρ′k)n, k = k0, k0 + 1, . . . ,
λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

of eigenvalues for L. Each of these eigenvalues has algebraic multiplicity 1;
together they account for all but a finite number of the eigenvalues of L. See
Theorem 7.2. The principal growth rates for ∆0 and ∆1 are given in (7.9) and
(7.10). These growth rates also apply to Case 2.

Case 2. p = q, ξ0 = η0. For this case ∆0 has two sequences of zeros in the
horizontal strip Γ :

ρ′k = 2πk + Arg ξ0 + ε′k, k = k0, k0 + 1, . . . ,
ρ′′k = 2πk + Arg ξ0 + ε′′k , k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ/
√
k and |ε′′k | ≤ γ/

√
k for k = k0, k0 + 1, . . .. The corresponding

eigenvalues

λ′k = (ρ′k)n, k = k0, k0 + 1, . . . ,
λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

have algebraic multiplicities 1 or 2, so multiple eigenvalues are possible in
this case. The λ′k, λ′′k account for all but a finite number of the points in the
spectrum σ(L). See Theorem 7.3.

Case 3. p < q. For this so-called logarithmic case, let n0 = q− p, let µ0 =
−bq/cp 6= 0, and let µ1 = −bq/ap 6= 0. Then the characteristic determinants
∆0 and ∆1 have sequences of zeros in the sectors S0 and S1:

ρ′k = (2πk −Argµ0) + in0 ln[|µ0|1/n0(2πk −Argµ0)] + ε′k,

k = k0, k0 + 1, . . . ,

ρ′′k = (2πk + Argµ1)− in0 ln[|µ0|1/n0(2πk + Argµ1)] + ε′′k ,

k = k0, k0 + 1, . . . ,
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with |ε′k| ≤ γ ln k/k and |ε′′k | ≤ γ ln k/k for k = k0, k0 + 1, . . .. The eigenvalues

λ′k = (ρ′k)n, k = k0, k0 + 1, . . . ,
λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

all have algebraic multiplicity 1, and account for all but a finite number of
the eigenvalues of L. See Theorem 7.5. The principal growth rates for ∆0 and
∆1 are given in (7.31) and (7.36).

In Chapter 8 we compute the zeros of the characteristic determinants
∆0 and ∆1 for the case n odd. These zeros produce the eigenvalues of the
differential operator L, and give a complete description of the spectrum σ(L).
At the same time we derive growth rates for ∆0 and ∆1 on various regions of
the ρ plane. This treatment follows along the same lines as used previously in
[34, pp. 146–181]. The four constants ap, bq and a′q = bq(ων)q, b′p = ap(ων−1)p

determine the form of the zeros. The case n odd divides naturally into the three
cases where p = q, p < q, and p > q, the latter two cases being logarithmic
cases.

Case 1. p = q. Let ξ0 = −bp/ap 6= 0 and η0 = −b′p/a′p 6= 0. Then we
show that ∆0 has a sequence of zeros in the horizontal strip Γ0, and ∆1 has
a sequence of zeros in the horizontal strip Γ1. These zeros take the form

ρ′k = (2πk + Arg ξ0)− i ln |ξ0|+ ε′k, k = k0, k0 + 1, . . . ,
ρ′′k = −(2πk + Arg η0)− i ln |ξ0|+ ε′′k , k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ/k and |ε′′k | ≤ γ/k for k = k0, k0 + 1, . . .. The corresponding
eigenvalues

λ′k = (ρ′k)n, k = k0, k0 + 1, . . . ,
λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

have algebraic multiplicity 1, and there are only finitely many additional eigen-
values for L. See Theorem 8.2. The principal growth rates for ∆0 and ∆1 are
given in (8.6), (8.7) and (8.9), (8.10).

Case 2. p < q. Let n0 = q − p, µ0 = −bq/ap 6= 0, and µ1 = −a′q/b′p 6= 0.
Then ∆0 has a sequence of zeros in the sector S0, and ∆1 has a sequence of
zeros in the sector S1:

ρ′k = (2πk + Argµ0)− in0 ln[|µ0|1/n0(2πk + Argµ0)] + ε′k,

k = k0, k0 + 1, . . . ,

ρ′′k = −(2πk −Argµ1 + πn0)− in0 ln[|µ0|1/n0(2πk −Argµ1 + πn0)] + ε′′k ,

k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ ln k/k and |ε′′k | ≤ γ ln k/k for k = k0, k0 + 1, . . .. The associated
eigenvalues
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λ′k = (ρ′k)n, k = k0, k0 + 1, . . . ,
λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

all have algebraic multiplicity 1, and the spectrum σ(L) consists of the λ′k,
λ′′k , plus a finite number of additional points. See Theorem 8.4. The principal
growth rates for ∆0 and ∆1 are given in (8.31), (8.34) and (8.39), (8.42).

Case 3. p > q. Let n0 = p − q, µ0 = −ap/bq 6= 0, and µ1 = −b′p/a′q 6= 0.
Then ∆0 and ∆1 have sequences of zeros in the sectors S0 and S1 of the form

ρ′k = (2πk −Argµ0) + in0 ln[|µ0|1/n0(2πk −Argµ0)] + ε′k,

k = k0, k0 + 1, . . . ,

ρ′′k = −(2πk + Argµ1 + πn0) + in0 ln[|µ0|1/n0(2πk + Argµ1 + πn0)] + ε′′k ,

k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ ln k/k and |ε′′k | ≤ γ ln k/k for k = k0, k0 + 1, . . .. These zeros
produce the eigenvalues

λ′k = (ρ′k)n, k = k0, k0 + 1, . . . ,
λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

which are all of algebraic multiplicity 1. There are at most a finite number of
additional eigenvalues. See Theorem 8.6. The principal growth rates for ∆0

and ∆1 are given in (8.68), (8.71) and (8.76), (8.79).
In Chapter 9 we prove that the generalized eigenfunctions of L are com-

plete in the Hilbert space L2[0, 1]. Under our assumption that L is either
regular or simply irregular, the spectrum σ(L) is an infinite countable set
with no limit points in C. Let σ(L) = {λi}∞i=1 be any enumeration of σ(L), let
mi (0 < mi < ∞) denote the ascent of the operator λiI − L for i = 1, 2, . . . ,
and let Pi, i = 1, 2, . . ., denote the projection of L2[0, 1] onto the generalized
eigenspace N ((λiI − L)mi) along the range R((λiI − L)mi). Also, let sp(L)
denote the subspace of L2[0, 1] spanned by the generalized eigenfunctions of L,
and introduce the subspaces

S∞(L) =
{
u ∈ L2[0, 1]

∣∣∣ u =
∞∑

i=1

Piu
}

and
M∞(L) =

{
u ∈ L2[0, 1] | Piu = 0 for i = 1, 2, . . .

}
.

Then M∞(L) is closed, sp(L) ⊆ S∞(L), and sp(L) = S∞(L).
In Theorem 9.1 and Theorem 9.2 we show that

sp(L) = S∞(L) = L2[0, 1] and M∞(L) = {0},

with the first theorem treating the case n even and the second the case n odd.
The proof combines the growth rates for the Green’s function G(t, s;λ) estab-
lished in Chapter 6 with the growth rates for the characteristic determinants
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∆0 and ∆1 established in Chapters 7 and 8, thereby obtaining growth rates
for the resolvent Rλ(L) on various regions of the λ plane. Included in these
regions are five equally spaced rays Rj , j = 1, . . . , 5, with

‖Rλ(L)‖ = O
(
|λ|N

)
as λ→∞ along each ray Rj ,

where N is a positive integer satisfying the conditions

N ≥ (p0 − p− n+ 1)/n and N ≥ (p0 − q − n+ 1)/n.

The completeness results are then an immediate consequence of Theorem 6.2,
Chapter 2 of [34] or of Corollary XI.6.31 of [8].

In Chapter 10 we present several examples of degenerate irregular differ-
ential operators for the special case where L is equal to its principal part T .
When L = T , the mth order Birkhoff approximate solutions zk(t, ρ,m),
k = 0, 1, . . . , n− 1, reduce to the actual solutions

zk(t, ρ) = eiρωkt, k = 0, 1, . . . , n− 1,

and the approximate characteristic determinant ∆̂(ρ,m) is independent of
the integer m and is identical to the characteristic determinant ∆(ρ) defined
for the differential operator L = T in [34, p. 100]. Example 10.1 examines the
nth order differential operator L = T determined by initial conditions at the
endpoint t = 0:

Bi(u) = u(n−i)(0), i = 1, . . . , n.

This model is indeed degenerate irregular with σ(L) = ∅ and ρ(L) = C. For n
even Example 10.2 studies the differential operator L = T determined by the
boundary values

Bi(u) = u(n−i)(0) + (−1)i+1u(n−i)(1), i = 1, . . . , n.

This model is also degenerate irregular, but with σ(L) = C and ρ(L) = ∅.
In both examples the characteristic determinant ∆(ρ) = ∆̂(ρ) is computed
explicitly.

For the special case n = 4, L = T , we carry out an explicit calculation of
the characteristic determinant:

∆(ρ) = P1(ρ)e2iρ + Q0(ρ)eiρ + P0(ρ) + [P2(ρ)e−2ρ + Q1(ρ)e−ρ]e2iρ

+ [Q2(ρ)e−2ρ + D(ρ)e−ρ]eiρ + [P3(ρ)e−2ρ + Q3(ρ)e−ρ]

for ρ 6= 0 in C, where the polynomials Pi(ρ), Qi(ρ), and D(ρ) are given ex-
plicitly by the formulas (10.39)–(10.43). We then reexamine our classification
scheme of Chapter 3 by exploiting the explicit forms of the polynomials P0(ρ),
Q0(ρ), and D(ρ). The classification takes the form of three cases.

Case I. n = 4, P0(ρ) 6≡ 0. In this case the fourth order differential
operator L = T is either regular or simply irregular, and it is studied in the
previous chapters.
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Case II. n = 4, P0(ρ) ≡ 0, Q0(ρ) 6≡ 0. For this case the differential
operator L = T is degenerate irregular. The spectrum σ(L) is quite unusual
in that it consists of a single sequence

λk = (ρk)4, k = k0, k0 + 1, . . . ,

of eigenvalues, plus a finite number of additional points. The λk have algebraic
multiplicity 1, and they approach the negative real axis as k → ∞. A model
for this case is given in Example 10.3, where the 4th order differential operator
L = T is determined by the boundary values

B1(u) = u′′′(0) + 6u(0), B2(u) = u′′(0), B3(u) = u′(0), B4(u) = u(1).

Case III. n = 4, P0(ρ) ≡ 0, Q0(ρ) ≡ 0. For this case the differential
operator L = T is again degenerate irregular. The characteristic determinant
simplifies to

∆(ρ) = D(ρ)e−ρeiρ = 8iγ0ρ
6e−ρeiρ

for ρ 6= 0 in C, where γ0 is a constant, and we show that either σ(L) = ∅ and
ρ(L) = C, or σ(L) = C and ρ(L) = ∅. This third case is truly degenerate.

For the case n = 2ν ≥ 6, L = T , we establish some results that are
analogous to Case I and Case II for n = 4. In this new Case II the differential
operator is again degenerate irregular, and the spectrum σ(L) consists of a
single sequence that lies near the negative real axis.

In Chapter 11 we present a list of unsolved problems in the spectral theory
of nth order two-point differential operators. Some of the problems are for
general L, and others are for the special case L = T . There still remain
fundamental unsolved problems even for the simplest two-point differential
operators, e.g., what is the subspace S∞(L) when n = 2, L = T , and L is
simply irregular?
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Approximate Solutions and Formal Solutions

In this chapter we construct approximate solutions and formal solutions to
the differential equation

(ρnI − `)u(t) = ρnu(t)−
n∑

p=0

ap(t)u(p)(t) = 0, 0 ≤ t ≤ 1, (2.1)

for ρ 6= 0 in C. In this equation the two highest order coefficients are an(t) =
1/in and an−1(t) = 0. We will follow the pioneering work of Birkhoff [4]. Set

bp(t, ρ) :=
inap(t)
ρn−p

, p = 1, . . . , n, b0(t, ρ) :=
ina0(t)
ρn

− in,

so bn(t, ρ) = 1, bn−1(t, ρ) = 0, and

− in

ρn
(ρnI − `)u(t) =

n∑
p=0

inap(t)
ρn−p

u(p)(t)
ρp

− inu(t) =
n∑

p=0

bp(t, ρ)
u(p)(t)
ρp

.

Thus, for ρ 6= 0 in C we can replace (2.1) by the equivalent differential equation

n∑
p=0

bp(t, ρ)
u(p)(t)
ρp

= 0, 0 ≤ t ≤ 1. (2.2)

2.1 Birkhoff Approximate Solutions

Let the positive integer n be written in the form n := 2ν for n even and in
the form n := 2ν − 1 for n odd, and let ωk := ei2πk/n for k = 0,±1,±2, . . ..
The constants ωk are just the nth roots of unity with ω0 = ωn = 1 and with
ων = −1 for the case n = 2ν. Fix ρ 6= 0 in C, and fix an integer k with
0 ≤ k ≤ n − 1 and an integer m with m > n. We look for an approximate
solution to the differential equation (2.2) of the form
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zk(t, ρ) = zk(t, ρ,m) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j ,

where the coefficient functions zkj(t), j = 0, 1, . . . ,m−1, are to be determined.
In our notation for the approximate solution zk(t, ρ) = zk(t, ρ,m), we always
display the ρ dependence, but generally surpress the m dependence, using the
simpler notation zk(t, ρ). The coefficient functions zkj(t), j = 0, 1, . . . ,m− 1,
are to be selected independent of both ρ and m.

Substituting zk(t, ρ) into the left side of (2.2), we see that the quantities
bp(t, ρ) and z

(p)
k (t, ρ)/ρp appear as finite sums of the powers ρ0, ρ−1, ρ−2, . . .,

and upon collecting like powers of ρ, the left side of (2.2) becomes a finite sum
of the powers ρ0, ρ−1, ρ−2, . . . , ρ−(n+m−1). The algorithm for calculating the
coefficients zkj(t), j = 0, 1, . . . ,m− 1, is to force the coefficients of the powers
ρ0, ρ−1, ρ−2, . . . , ρ−m in the collected sum to be identically zero on the interval
[0, 1]; the terms involving the powers ρ−(m+1), ρ−(m+2), . . . , ρ−(n+m−1) are not
eliminated and form residual quantities.

Here are the details of the algorithm. For p = 0, 1, . . . , n and for ` =
0, 1, . . . , p, set αkp` :=

(
p
`

)
(iωk)p−`, and for ` = 1, . . . , n set

Ck`(t, ρ) :=
n∑

p=`

bp(t, ρ)αkp` = αkn` +
inan−2(t)αk n−2 `

ρ2
+ · · ·+ ina`(t)αk``

ρn−`

and set

Ck0(t, ρ) :=
n∑

p=0

bp(t, ρ)αkp0 =
inan−2(t)αk n−2 0

ρ2
+ · · ·+ ina0(t)αk00

ρn
.

By Leibniz’s rule z(p)
k (t, ρ) = eiρωkt

∑p
`=0

∑m−1
j=0 αkp` z

(`)
kj (t)ρp−`−j , and hence,

n∑
p=0

bp(t, ρ)
z
(p)
k (t, ρ)
ρp

= eiρωkt
n∑

p=0

p∑
`=0

m−1∑
j=0

bp(t, ρ)αkp`z
(`)
kj (t)ρ−`−j

= eiρωkt
n∑

`=0

n∑
p=`

bp(t, ρ)αkp` ·
m−1∑
j=0

z
(`)
kj (t)ρ−`−j

= eiρωkt
n∑

`=0

m−1∑
j=0

Ck`(t, ρ)z
(`)
kj (t)ρ−`−j .

Introducing the notation Ck`(t, ρ) :=
∑n−`

p=0 ck`p(t)ρ−p, ` = 0, 1, . . . , n, where
ck`0(t) = αkn` for ` = 1, . . . , n and ck00(t) = 0, we can rewrite the last
equation as
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n∑
p=0

bp(t, ρ)
z
(p)
k (t, ρ)
ρp

= eiρωkt
n∑

`=0

m−1∑
j=0

n−∑̀
p=0

ck`p(t)z
(`)
kj (t)ρ−`−p−j

= eiρωkt
n+m−1∑

s=0

[ ∑
`+p+j=s

ck`p(t)z
(`)
kj (t)

]
ρ−s.

(2.3)

Thus, the conditions determining the coefficients in the approximate solution
zk(t, ρ) are ∑

`+p+j=s

ck`p(t)z
(`)
kj (t) = 0, s = 0, 1, . . . ,m. (2.4)

As we proceed to solve the system (2.4), it will be convenient to set

ck`p(t) := 0, ` = 0, 1, . . . , n, p = n− `+ 1, n− `+ 2, . . . ,
ck`p(t) := 0, ` = n+ 1, n+ 2, . . . , p = 0, 1, 2, . . . .

Then in (2.4) we allow the ranges ` ≥ 0, p ≥ 0, and 0 ≤ j ≤ m− 1.
At first glance the system (2.4) appears to be an over-determined system

of m + 1 equations for the m unknown functions zkj(t), j = 0, 1, . . . ,m − 1.
But for s = 0 the corresponding equation in (2.4) is simply ck00(t)zk0(t) = 0,
which is a valid equation because ck00(t) ≡ 0. For s = 1 the corresponding
equation in (2.4) reads

ck10(t)︸ ︷︷ ︸
αkn1

z′k0(t) + ck01(t)︸ ︷︷ ︸
0

zk0(t) + ck00(t)︸ ︷︷ ︸
0

zk1(t) = 0

or n(iωk)n−1z′k0(t) = 0. This implies that zk0(t) must be a constant: we will
choose zk0(t) ≡ 1. With this choice we can replace (2.4) by the reduced system∑

`+p+j=s

ck`p(t)z
(`)
kj (t) = 0, s = 2, . . . ,m, (2.5)

where it is assumed that zk0(t) ≡ 1. In (2.5) we have a system of m − 1
equations for the m− 1 unknown functions zkj(t), j = 1, . . . ,m− 1.

Next, let us consider the system (2.5). Specifically, for the integer s with
2 ≤ s ≤ m− 1, the corresponding equation in (2.5) can be written as

s∑
j=0

s−j∑
`=0

ck ` s−`−j(t)z
(`)
kj (t) = 0, (2.6)

with zk0(t) ≡ 1. When j = s in (2.6), we obtain the term ck00(t)zks(t), which
is identically zero because ck00(t) ≡ 0. On the other hand, when j = s− 1 in
(2.6), we get the terms

ck01(t)︸ ︷︷ ︸
0

zk s−1(t) + ck10(t)︸ ︷︷ ︸
αkn1

z′k s−1(t) = αkn1 z
′
k s−1(t).
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Thus, (2.6) simplifies to

αkn1 z
′
k s−1(t) +

s−2∑
j=0

s−j∑
`=0

ck ` s−`−j(t)z
(`)
kj (t) = 0, (2.7)

valid for s = 2, . . . ,m − 1 with zk0(t) ≡ 1. It is simple to check that (2.7) is
also valid for s = m.

Finally, we rewrite the system (2.7) as

z′k s−1(t) = − 1
αkn1

s−2∑
j=0

s−j∑
`=0

ck ` s−`−j(t) z
(`)
kj (t), s = 2, . . . ,m, (2.8)

where zk0(t) ≡ 1 and αkn1 = n(iωk)n−1 6= 0. Equation (2.8) expresses the
derivative z′k s−1(t) in terms of the functions zk0(t), zk1(t), . . . , zk s−2(t) and
their derivatives, and hence, we have a recursive scheme going here. If we set

zk s−1(t) :=
∫ t

0

z′k s−1(ξ) dξ

=− 1
αkn1

s−2∑
j=0

s−j∑
`=0

∫ t

0

ck ` s−`−j(ξ) z
(`)
kj (ξ) dξ

(2.9)

for s = 2, . . . ,m, with zk0(t) ≡ 1, then the functions zk1(t), . . . , zk m−1(t)
are uniquely determined by equation (2.9). Since the functions ck`p(t) are
infinitely differentiable on the interval [0, 1], it follows that the functions zkj(t),
j = 0, 1, . . . ,m− 1, are also infinitely differentiable on [0, 1].

Note that the recursive schemes (2.8) and (2.9) are not restricted in any
way to the range s = 2, . . . ,m, but can be used for all values s = 2, 3, . . ..
Thus, we can use (2.8) and (2.9) to construct an infinite sequence of functions
zk0(t), zk1(t), zk2(t), . . .. These functions are independent of both ρ and m.
In forming the approximate solution zk(t, ρ) = zk(t, ρ,m), only the terms
zk0(t), zk1(t), . . . , zk m−1(t) are used from the infinite sequence.

For s = 2 in (2.8), we have

z′k1(t) = − 1
αkn1

[ ck02(t)zk0(t) + ck11(t)z′k0(t) + ck20(t)z′′k0(t) ]

= − in−1an−2(t)
nωk

,

and hence,

zk1(t) = − in−1

nωk

∫ t

0

an−2(ξ) dξ, 0 ≤ t ≤ 1. (2.10)

Let us summarize the above results as a theorem; this result is a refinement
of Lemma I appearing in [4].
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Theorem 2.1. For each integer k with 0 ≤ k ≤ n − 1, there exists a se-
quence of functions zk0(t), zk1(t), zk2(t), . . ., which are infinitely differentiable
on [0, 1], such that zk0(t) ≡ 1 and such that for any ρ 6= 0 in C and for any
integer m with m > n, if the function

zk(t, ρ) = zk(t, ρ,m) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j

is substituted into the differential expression − (in/ρn)(ρnI − `)u(t), then the
coefficients of the terms eiρωktρ−s, s = 0, 1, . . . ,m, all vanish identically on the
interval [0, 1] (the terms involving eiρωktρ−s, s = m+ 1,m+ 2, . . . , n+m− 1,
still remain). Moreover, the functions zkj(t), j = 1, 2, . . ., can be calculated
recursively using equation (2.9).

Fix a positive integer m with m > n, and let us consider the n functions

zk(t, ρ) = zk(t, ρ,m) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , n− 1,

determined by Theorem 2.1 and defined for 0 ≤ t ≤ 1 and for ρ 6= 0 in C. We
will refer to these functions as the mth order Birkhoff approximate solutions
of the differential equation (2.1). From (2.3) and (2.4) we have

(ρnI − `)zk(t, ρ) = − ρn

in

n∑
p=0

bp(t, ρ)
z
(p)
k (t, ρ)
ρp

= − ρn

in
eiρωkt

n+m−1∑
s=m+1

[ ∑
`+p+j=s

ck`p(t)z
(`)
kj (t)

]
ρ−s

for k = 0, 1, . . . , n − 1. For ρ 6= 0 in C and for k = 0, 1, . . . , n − 1, introduce
the functions

ηk(t, ρ) = ηk(t, ρ,m) := − ρn

in

n+m−1∑
s=m+1

[ ∑
`+p+j=s

ck`p(t)z
(`)
kj (t)

]
ρ−s.

In terms of these functions the last equation can be rewritten as

(ρnI − `)zk(t, ρ) = eiρωktηk(t, ρ), 0 ≤ t ≤ 1, (2.11)

for ρ 6= 0 in C and for k = 0, 1, . . . , n − 1. The functions ηk(t, ρ), k =
0, 1, . . . , n−1, will be referred to as the mth order residual functions. They are
linear combinations of the powers ρ−(m+1−n), ρ−(m+2−n), . . . , ρ−(m+n−1−n).
In Chapter 4 we will construct actual solutions of the differential equation
(2.1), and in this construction both the Birkhoff approximate solutions and
the residual functions will play important roles.

Several remarks are in order that can greatly simplify the calculation of
the Birkhoff approximate solutions.
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Remark 2.2. Fix the integer m with m > n, and consider the Birkhoff ap-
proximate solutions zk(t, ρ) = eiρωkt

∑m−1
j=0 zkj(t)ρ−j , k = 0, 1, . . . , n − 1. We

assert that

zk(t, ρ) = z0(t, ρωk) = eiρωkt
m−1∑
j=0

z0j(t)(ρωk)−j , k = 1, . . . , n− 1. (2.12)

Thus, to calculate the Birkhoff approximate solutions, we need only calculate
z0(t, ρ). This result has been pointed out by Stone [44, p. 707].

Take any integer k with 1 ≤ k ≤ n− 1. To establish (2.12), it is sufficient
to show that

zkj(t) = z0j(t)(ωk)−j for j = 0, 1, . . . ,m− 1. (2.13)

We will use induction on j. For j = 0 we have zk0(t) = z00(t) ≡ 1, so (2.13)
is certainly true for this case. Assume that (2.13) is true for the values j =
0, 1, . . . , s− 2, which implies that

z
(`)
kj (t) = z

(`)
0j (t)(ωk)−j for j = 0, 1, . . . , s− 2, ` = 0, 1, 2, . . . . (2.14)

Now from the definitions of the constants αkn1, we have

αkn1 = α0n1(ωk)n−1. (2.15)

By treating the three cases ` = 0, ` = 1, . . . , n, and ` = n + 1, n + 2, . . .
separately, it is immediate from the definitions that

ck`p(t) = c0`p(t)(ωk)n−p−`, ` = 0, 1, 2, . . . , p = 0, 1, 2, . . . . (2.16)

Substituting (2.14), (2.15), and (2.16) into (2.8), we have

z′k s−1(t) = − 1
αkn1

s−2∑
j=0

s−j∑
`=0

ck ` s−`−j(t) z
(`)
kj (t)

= − 1
α0n1(ωk)n−1

s−2∑
j=0

s−j∑
`=0

c0 ` s−`−j(t) (ωk)n−s+jz
(`)
0j (t)(ωk)−j

=
(ωk)n−s

(ωk)n−1
z′0 s−1(t) = z′0 s−1(t)(ωk)−(s−1).

From (2.9) we conclude that

zk s−1(t) =
∫ t

0

z′k s−1(ξ) dξ =
∫ t

0

z′0 s−1(ξ)(ωk)−(s−1) dξ

= z0 s−1(t)(ωk)−(s−1).

This shows that (2.13) is true for the value j = s− 1, and the proof of (2.12)
is complete.
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Remark 2.3. Let us look more carefully at the system (2.8) for the case
k = 0, which in combination with (2.9) determines the functions z0j(t),
j = 0, 1, . . . ,m− 1. Of course we start with z00(t) ≡ 1. From the definitions:
α0n1 = nin−1 and

c0n0(t) ≡ 1, c0 n−1 0(t) ≡ ni,

c0`0(t) ≡
(
n

`

)
in−`, ` = 1, . . . , n− 2, (2.17)

c0`p(t) = an−p(t)
(
n− p

`

)
i 2n−`−p, ` = 0, 1, . . . , n− 2, p = 2, 3, . . . , n− `,

with all other c0`p(t) identically zero on the interval [0, 1]. In particular,
c0`p(t) ≡ 0 when ` + p > n. Consider the equation appearing in (2.8) for
s satisfying n + 1 ≤ s ≤ m. For the indices j and ` with 0 ≤ j ≤ s − n − 1
and 0 ≤ ` ≤ s− j, we have

`+ (s− `− j) = s− j ≥ n+ 1 and c0 ` s−`−j(t) ≡ 0,

and hence, the corresponding equation in (2.8) simplifies to

z′0 s−1(t) = − 1
nin−1

s−2∑
j=s−n

s−j∑
`=0

c0 ` s−`−j(t) z
(`)
0j (t) (2.18)

for the case n+ 1 ≤ s ≤ m.
For the case 2 ≤ s ≤ n, for any j with 0 ≤ j ≤ s−2 we have 2 ≤ s−j ≤ n,

while for the case n + 1 ≤ s ≤ m, for any j with s − n ≤ j ≤ s − 2 we also
have 2 ≤ s− j ≤ n. For q = 2, . . . , n let `q be the qth order formal differential
operator defined by

`qu(t) :=
q∑

`=0

c0 ` q−`(t)u(`)(t).

Note that the leading coefficient of `q is c0q0(t) =
(
n
q

)
in−q, and for q = n we

have

`nu(t) =
n∑

`=0

c0 ` n−`(t)u(`)(t) = u(n)(t) +
n−2∑
`=0

a`(t)
(
`

`

)
i 2n−`−(n−`) u(`)(t)

= u(n)(t) + in
n−2∑
`=0

a`(t)u(`)(t) = in `u(t)

or
`n = in` . (2.19)

Then for 2 ≤ s ≤ n equation (2.8) yields the recursion equation
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z′0 s−1(t) = − 1
nin−1

s−2∑
j=0

`s−j z0j(t). (2.20)

Thus, for this case the derivative z′0 s−1(t) is determined by the functions
z00(t), z01(t), . . . , z0 s−2(t) and their derivatives up to order n (there are at
most n − 1 functions in this list). For n + 1 ≤ s ≤ m equation (2.18), which
is the simplified version of (2.8), yields the recursion equation

z′0 s−1(t) = − 1
nin−1

s−2∑
j=s−n

`s−j z0j(t). (2.21)

Therefore, for this latter case the derivative z′0 s−1(t) is now determined by
the n − 1 preceding functions z0 s−n(t), z0 s−n+1(t), . . . , z0 s−2(t) and their
derivatives up to order n (there are n− 1 functions in this list).

In equations (2.20) and (2.21) we have obtained our most simplified form of
the system (2.8) for the index k = 0. This final system has a banded structure,
with at most n − 1 terms appearing in the sum on the right side, and once
again we see that the functions z0j(t), j = 0, 1, 2, . . ., are independent of ρ and
m. The integer m specifies how many terms to include in forming the Birkhoff
approximate solutions; it does not affect the values of the coefficients in these
approximate solutions. In the next chapter we will see how to choose m; its
selection is determined by both the formal differential operator ` and by the
boundary values B1, . . . , Bn. The selection of the integer m is a very subtle
feature in our development of the spectral theory.

Example 2.4. Consider the special case ` = τ = i−n(d/dt)n, σ = 0, and L = T .
Here we have ap(t) ≡ 0 for p = 0, 1, . . . , n− 2, and from equation (2.17)

c0`0(t) ≡
(
n

`

)
in−`, ` = 1, . . . , n,

and all other c0`p(t) are identically zero on [0, 1]. Thus, for q = 2, . . . , n the
differential operators `q are given by

`qu(t) = c0q0(t)u(q)(t) =
(
n

q

)
in−qu(q)(t).

If u(t) is a constant function, then clearly `qu(t) ≡ 0 for q = 2, . . . , n.
From (2.20) and (2.9) it then follows that z01(t) ≡ 0, . . . , z0 n−1(t) ≡ 0, and
from (2.21) and (2.9) that z0n(t) ≡ 0, z0 n+1(t) ≡ 0, . . . . We conclude that
z0(t, ρ) = eiρt, and hence, by (2.12)

zk(t, ρ) = eiρωkt, k = 0, 1, . . . , n− 1. (2.22)

This is the expected result for this special case.
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Example 2.5. Let us consider the case n = 2 and ` = −(d/dt)2 + q(t), where
the coefficient q(t) := a0(t) is infinitely differentiable on [0, 1]. We proceed to
calculate the two Birkhoff approximate solutions

z0(t, ρ) = eiρt
m−1∑
j=0

z0j(t)ρ−j , z1(t, ρ) = z0(t,−ρ) = e−iρt
m−1∑
j=0

z0j(t)(−ρ)−j .

For n = 2 we have only the differential operator `2 = − ` = (d/dt)2 − q(t).
Thus, starting with z00(t) ≡ 1, equation (2.20) gives

z′01(t) = − 1
2i
`2 z00(t) =

1
2i
q(t),

and hence,

z01(t) =
1
2i

∫ t

0

q(ξ) dξ :=
1
2i
Q(t). (2.23)

Cf. equation (2.10). For 3 ≤ s ≤ m equation (2.21) gives the recursion equa-
tion

z′0 s−1(t) = − 1
2i
`2 z0 s−2(t) = − 1

2i
[
z′′0 s−2(t)− q(t)z0 s−2(t)

]
. (2.24)

Thus, for s = 3 we get

z′02(t) = − 1
2i

[z′′01(t)− q(t)z01(t)] =
1
4

[q′(t)− q(t)Q(t)] ,

z02(t) =
1
4

∫ t

0

[q′(ξ)− q(ξ)Q(ξ)] dξ =
1
4

[q(t)− q(0)]− 1
8
Q(t)2, (2.25)

and for s = 4

z′03(t) = − 1
2i
[
z′′02(t)− q(t)z02(t)

]
= − 1

8i

[
q′′(t)− q′(t)Q(t)− 2q(t)2 + q(t)q(0) +

1
2
q(t)Q(t)2

]
,

z03(t) = − 1
8i

∫ t

0

[
q′′(ξ)− q′(ξ)Q(ξ)− 2q(ξ)2 + q(ξ)q(0) +

1
2
q(ξ)Q(ξ)2

]
dξ.

(2.26)

Therefore, for m = 3 the Birkhoff approximate solutions z0(t, ρ), z1(t, ρ) are

z0(t, ρ) = eiρt

{
1 +

1
2i
Q(t)ρ−1 +

[
1
4
q(t)− 1

4
q(0)− 1

8
Q(t)2

]
ρ−2

}
,

z1(t, ρ) = z0(t,−ρ)

= e−iρt

{
1− 1

2i
Q(t)ρ−1 +

[
1
4
q(t)− 1

4
q(0)− 1

8
Q(t)2

]
ρ−2

} (2.27)

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C.
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2.2 Formal Solutions

The previous material in this chapter is easily modified to obtain formal solu-
tions of the differential equation (2.1), or the equivalent differential equation
(2.2). Since the treatment of formal solutions follows along the same lines
as the treatment of approximate solutions, we will simply sketch the results.
Formal solutions will not be used in the sequel.

Fix ρ 6= 0 in C, and fix an integer k with 0 ≤ k ≤ n − 1. We look for a
formal solution to the differential equation (2.2) of the form

Zk(t, ρ) = eiρωkt
∞∑

j=0

Zkj(t)ρ−j ,

where the coefficient functions Zkj(t) are to be determined. The formal
derivatives are given by Z

(p)
k (t, ρ) = eiρωkt

∑p
`=0

∑∞
j=0 αkp` Z

(`)
kj (t)ρp−`−j for

p = 0, 1, . . . , n, and hence, upon formally substituting Zk(t, ρ) into the left
side of (2.2) and collecting like powers of ρ, we obtain the equation

n∑
p=0

bp(t, ρ)
Z

(p)
k (t, ρ)
ρp

= eiρωkt
∞∑

s=0

[ ∑
`+p+j=s

ck`p(t)Z
(`)
kj (t)

]
ρ−s = 0. (2.28)

The coefficients Zkj(t), j = 0, 1, 2, . . ., are calculated by setting the coefficients
of the powers ρ0, ρ−1, ρ−2, . . . in the collected sum equal to 0. This produces
the infinite system of equations∑

`+p+j=s

ck`p(t)Z
(`)
kj (t) = 0, s = 0, 1, 2, . . . . (2.29)

In this system we allow the ranges ` ≥ 0, p ≥ 0, and j ≥ 0.
For s = 0 the corresponding equation in the system (2.29) is simply

ck00(t)Zk0(t) = 0, which is automatically valid because ck00(t) ≡ 0. For s = 1
the corresponding equation becomes n(iωk)n−1Z ′k0(t) = 0. Thus, Zk0(t) must
be a constant: we will choose Zk0(t) ≡ 1. With this choice we can replace
(2.29) by the reduced system∑

`+p+j=s

ck`p(t)Z
(`)
kj (t) = 0, s = 2, 3, . . . , (2.30)

where it is assumed that Zk0(t) ≡ 1. In (2.30) we have an infinite system of
equations for the unknown functions Zkj(t), j = 1, 2, . . . .

Next, for 2 ≤ s <∞ the corresponding equation in (2.30) simplifies to

αkn1 Z
′
k s−1(t) +

s−2∑
j=0

s−j∑
`=0

ck ` s−`−j(t)Z
(`)
kj (t) = 0,

and hence,
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Z ′k s−1(t) = − 1
αkn1

s−2∑
j=0

s−j∑
`=0

ck ` s−`−j(t)Z
(`)
kj (t), s = 2, 3, . . . , (2.31)

where Zk0(t) ≡ 1. Equation (2.31) is a recursive scheme which expresses the
derivative Z ′k s−1(t) in terms of the functions Zk0(t), Zk1(t), . . . , Zk s−2(t) and
their derivatives. Setting

Zk s−1(t) :=
∫ t

0

Z ′k s−1(ξ) dξ = − 1
αkn1

s−2∑
j=0

s−j∑
`=0

∫ t

0

ck ` s−`−j(ξ)Z
(`)
kj (ξ) dξ,

(2.32)
0 ≤ t ≤ 1 and s = 2, 3, . . ., with Zk0(t) ≡ 1, the functions Zk1(t), zk2(t), . . . are
uniquely determined by the recursive scheme (2.32). Clearly these functions
are infinitely differentiable on [0, 1]. Comparing equations (2.31) and (2.32) to
equations (2.8) and (2.9), we see that the coefficients Zkj(t) are identical to
the coefficients zkj(t) given in Theorem 2.1:

Zkj(t) = zkj(t), 0 ≤ t ≤ 1, (2.33)

for k = 0, 1, . . . , n − 1 and for j = 0, 1, 2, . . .. Thus, for any positive integer
m > n and for any index k with 0 ≤ k ≤ n − 1, the corresponding Birkhoff
approximate solution zk(t, ρ) = zk(t, ρ,m) is obtained from the formal solution
Zk(t, ρ) by taking just the first m terms in the infinite series for Zk(t, ρ).

Finally, the formal solutions Zk(t, ρ), k = 0, 1, . . . , n−1, are related by the
equation

Zk(t, ρ) = Z0(t, ρωk) = eiρωkt
∞∑

j=0

Z0j(t)(ρωk)−j , k = 1, . . . , n−1. (2.34)

Consequently, to calculate the formal solutions, we need only calculate Z0(t, ρ).
Also, upon careful examination, we see that for k = 0 the system (2.31) can
be expressed as

Z ′0 s−1(t) = − 1
nin−1

s−2∑
j=0

`s−j Z0j(t), 2 ≤ s ≤ n, (2.35)

Z ′0 s−1(t) = − 1
nin−1

s−2∑
j=s−n

`s−j Z0j(t), n+ 1 ≤ s <∞. (2.36)

Equations (2.35) and (2.36) give a simplified form of the system (2.31) for the
index k = 0. This final system has a banded structure, with at most n − 1
terms appearing in the sums on the right side.





3

The Approximate Characteristic Determinant:
Classification

For the nth order differential operator L in L2[0, 1], we assume that n is
expressed in the form n = 2ν for n even and in the form n = 2ν − 1 for
n odd, that the boundary values B1, . . . , Bn have been normalized so that
the boundary coefficient matrix A is in reduced row echelon form, and that
p0 =

∑n
i=1mi where mi is the order of the boundary value Bi. Fix an integer

m with m > n, and form the mth order Birkhoff approximate solutions

zk(t, ρ) = zk(t, ρ,m) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , n− 1,

as in Theorem 2.1. At this point we add the additional condition that m be
greater than p0: m > n and m > p0.

3.1 The Approximate Characteristic Determinant

To simplify the discussion, we modify the Birkhoff approximate solutions by
introducing the functions

yk(t, ρ) := zk(t, ρ) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , ν − 1,

yk(t, ρ) := e−iρωkzk(t, ρ) = eiρωk(t−1)
m−1∑
j=0

zkj(t)ρ−j , k = ν, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C. These functions are again approximate
solutions of the differential equation (2.1) in the sense of Theorem 2.1. In terms
of the boundary values and these modified approximate solutions, we then
form the functions Bi(yk( · , ρ)). Indeed, for i = 1, . . . , n and k = 0, 1, . . . , ν−1,
we have
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y
(p)
k (t, ρ) = eiρωkt

p∑
`=0

m−1∑
j=0

(
p

`

)
(iωk)p−`z

(`)
kj (t)ρp−`−j , p = 0, 1, . . . , n− 1,

and

Bi(yk( · , ρ)) =
mi∑
p=0

αipy
(p)
k (0, ρ) +

mi∑
p=0

βipy
(p)
k (1, ρ)

=
mi∑
p=0

p∑
`=0

m−1∑
j=0

αip

(
p

`

)
(iωk)p−`z

(`)
kj (0)ρp−`−j

+ eiρωk

mi∑
p=0

p∑
`=0

m−1∑
j=0

βip

(
p

`

)
(iωk)p−`z

(`)
kj (1)ρp−`−j

:= P̂ik(ρ) + Q̂ik(ρ)eiρωk

(3.1)

for ρ 6= 0 in C, while for i = 1, . . . , n and k = ν, . . . , n− 1

y
(p)
k (t, ρ) = eiρωk(t−1)

p∑
`=0

m−1∑
j=0

(
p

`

)
(iωk)p−`z

(`)
kj (t)ρp−`−j , p = 0, 1, . . . , n− 1,

and

Bi(yk( · , ρ)) =
mi∑
p=0

αipy
(p)
k (0, ρ) +

mi∑
p=0

βipy
(p)
k (1, ρ)

= e−iρωk

mi∑
p=0

p∑
`=0

m−1∑
j=0

αip

(
p

`

)
(iωk)p−`z

(`)
kj (0)ρp−`−j

+
mi∑
p=0

p∑
`=0

m−1∑
j=0

βip

(
p

`

)
(iωk)p−`z

(`)
kj (1)ρp−`−j

:= P̂ik(ρ) + Q̂ik(ρ)e−iρωk

(3.2)

for ρ 6= 0 in C. The functions P̂ik(ρ), Q̂ik(ρ) are defined and analytic for
ρ 6= 0 in C, and they can be calculated explicitly once the integer m has been
selected.

Fix the integer m with m > n and m > p0. Let i and k be indices with
1 ≤ i ≤ n and 0 ≤ k ≤ ν − 1, and let us consider the functions P̂ik(ρ),
Q̂ik(ρ) defined by equation (3.1), where we express them in a format that
incorporates their dependence on the integer m:

P̂ik(ρ,m) =
mi∑
p=0

p∑
`=0

m−1∑
j=0

αip

(
p

`

)
(iωk)p−`z

(`)
kj (0)ρp−`−j :=

mi∑
s=−(m−1)

p̂iks(m)ρs,

Q̂ik(ρ,m) =
mi∑
p=0

p∑
`=0

m−1∑
j=0

βip

(
p

`

)
(iωk)p−`z

(`)
kj (1)ρp−`−j :=

mi∑
s=−(m−1)

q̂iks(m)ρs

(3.3)
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for ρ 6= 0 in C. We are going to derive precise formulas for the constants
p̂iks(m), q̂iks(m), determining their exact dependence on the integer m. Many
of them turn out to be independent of m. This analysis involves looking at
three cases.

Case 1. Fix the integer s with 0 ≤ s ≤ mi. Suppose p, `, j are integers
satisfying 0 ≤ p ≤ mi, 0 ≤ ` ≤ p, 0 ≤ j ≤ m − 1, and p − ` − j = s. Then
p = s+ `+ j ≥ s, so s ≤ p ≤ mi; ` = p− s− j ≤ p− s, so 0 ≤ ` ≤ p− s; and
p − ` − j = s. Conversely, suppose p, `, j are integers satisfying s ≤ p ≤ mi,
0 ≤ ` ≤ p−s, and p−`− j = s. Then 0 ≤ s ≤ p, so 0 ≤ p ≤ mi; ` ≤ p−s ≤ p,
so 0 ≤ ` ≤ p ; j = p− s− ` ≥ 0 and j = p− s− ` ≤ p ≤ mi ≤ p0 ≤ m− 1, so
0 ≤ j ≤ m− 1; and p− `− j = s. Thus, the conditions 0 ≤ p ≤ mi, 0 ≤ ` ≤ p,
0 ≤ j ≤ m − 1, p − ` − j = s are equivalent to the conditions s ≤ p ≤ mi,
0 ≤ ` ≤ p − s, p − ` − j = s. It follows that the coefficients p̂iks(m), q̂iks(m)
are given by

p̂iks(m) =
mi∑
p=s

p−s∑
`=0

αip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(0),

q̂iks(m) =
mi∑
p=s

p−s∑
`=0

βip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(1)

(3.4)

for the case s = 0, 1, . . . ,mi. These coefficients are independent of the integer
m. In terms of these results we introduce the constants

piks :=
mi∑
p=s

p−s∑
`=0

αip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(0),

qiks :=
mi∑
p=s

p−s∑
`=0

βip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(1)

for s = 0, 1, . . . ,mi. The piks, qiks are constants that are independent of
the integer m, and from the above p̂iks(m) = piks, q̂iks(m) = qiks for s =
0, 1, . . . ,mi.

Case 2. Fix the integer s with −(m−mi−1) ≤ s ≤ −1. Suppose p, `, j are
integers satisfying 0 ≤ p ≤ mi, 0 ≤ ` ≤ p, 0 ≤ j ≤ m− 1, and p− `− j = s.
Then trivally 0 ≤ p ≤ mi, 0 ≤ ` ≤ p, and p − ` − j = s. Conversely, suppose
p, `, j are integers satisfying 0 ≤ p ≤ mi, 0 ≤ ` ≤ p, and p − ` − j = s. Then
j = p− `− s ≥ 0 + 1 ≥ 0 and j = p− `− s ≤ mi + (m−mi − 1) = m− 1, so
0 ≤ j ≤ m − 1. Thus, the conditions 0 ≤ p ≤ mi, 0 ≤ ` ≤ p, 0 ≤ j ≤ m − 1,
p − ` − j = s are equivalent to the smaller set of conditions 0 ≤ p ≤ mi,
0 ≤ ` ≤ p, p − ` − j = s. It follows that the coefficients p̂iks(m), q̂iks(m) are
given by
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p̂iks(m) =
mi∑
p=0

p∑
`=0

αip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(0),

q̂iks(m) =
mi∑
p=0

p∑
`=0

βip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(1)

(3.5)

for the case s = −(m−mi − 1), . . . ,−2,−1. These coefficients are also inde-
pendent of the integer m. Based on this analysis we introduce the constants

piks :=
mi∑
p=0

p∑
`=0

αip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(0),

qiks :=
mi∑
p=0

p∑
`=0

βip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(1)

for s = −1,−2, . . .. Then the sequences piks, s = −1,−2, . . ., and qiks, s =
−1,−2, . . ., are infinite sequences of constants that are independent of the in-
teger m, and p̂iks(m) = piks, q̂iks(m) = qiks for s = −(m−mi−1), . . . ,−2,−1.
A finite number of terms from these sequences appear in (3.3).

Case 3. Fix the integer s with −(m− 1) ≤ s ≤ −(m−mi). Suppose p, `, j
are integers satisfying 0 ≤ p ≤ mi, 0 ≤ ` ≤ p, 0 ≤ j ≤ m−1, and p−`−j = s.
Clearly 0 ≤ s + (m − 1) ≤ mi − 1, so 0 ≤ s + (m − 1) < mi. There are two
possibilities for the integer p : 0 ≤ p ≤ s + (m − 1) or s + m ≤ p ≤ mi.
First, assume that 0 ≤ p ≤ s + (m − 1). Then we have 0 ≤ p ≤ s + (m − 1),
0 ≤ ` ≤ p, and p− `− j = s. Second, assume that s+m ≤ p ≤ mi. Then we
have s+m ≤ p ≤ mi; ` = p−s−j ≥ p−s−(m−1), so p−s−(m−1) ≤ ` ≤ p;
and p− `− j = s. Conversely, suppose p, `, j are integers satisfying either the
conditions 0 ≤ p ≤ s + (m − 1), 0 ≤ ` ≤ p, p − ` − j = s or the conditions
s +m ≤ p ≤ mi, p − s − (m − 1) ≤ ` ≤ p, p − ` − j = s. First, assume that
0 ≤ p ≤ s+(m− 1), 0 ≤ ` ≤ p, p− `− j = s. Then 0 ≤ p ≤ s+(m− 1) < mi,
so 0 ≤ p ≤ mi; 0 ≤ ` ≤ p ; j = p−`−s ≥ 0+(m−mi) > 0 and j = p−`−s ≤
s+(m−1)+0−s = m−1, so 0 ≤ j ≤ m−1; and p−`−j = s. Second, assume
that s+m ≤ p ≤ mi, p−s−(m−1) ≤ ` ≤ p, p−`−j = s. Then p ≥ s+m ≥ 1,
so 0 ≤ p ≤ mi; ` ≥ p− s− (m− 1) ≥ s+m− s− (m− 1) = 1, so 0 ≤ ` ≤ p ;
j = p− `− s ≥ 0+ (m−mi) > 0 and j = p− `− s ≤ s+(m− 1)− s = m− 1,
so 0 ≤ j ≤ m − 1; and p − ` − j = s. Thus, the conditions 0 ≤ p ≤ mi,
0 ≤ ` ≤ p, 0 ≤ j ≤ m − 1, p − ` − j = s are equivalent to the pair of
conditions 0 ≤ p ≤ s+ (m− 1), 0 ≤ ` ≤ p, p− `− j = s or s+m ≤ p ≤ mi,
p− s− (m− 1) ≤ ` ≤ p, p− `− j = s. It follows that the coefficients p̂iks(m),
q̂iks(m) are given by
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p̂iks(m) =
s+(m−1)∑

p=0

p∑
`=0

αip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(0)

+
mi∑

p=s+m

p∑
`=p−s−(m−1)

αip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(0),

q̂iks(m) =
s+(m−1)∑

p=0

p∑
`=0

βip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(1)

+
mi∑

p=s+m

p∑
`=p−s−(m−1)

βip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(1)

(3.6)

for the case s = −(m − 1),−(m − 2), . . . ,−(m −mi). These coefficients are
dependent on the integer m.

We remark that it is easy to develop these three cases geometrically by
visualizing the triangular cylinder 0 ≤ p ≤ mi, 0 ≤ ` ≤ p, 0 ≤ j ≤ m − 1 in
3-space being cut by the family of planes j = p − ` − s obtained by setting
s = −(m− 1), . . . ,mi.

Applying the results from the three cases, we see that (3.3) can be rewritten
in terms of the constants piks, qiks that are independent of the integer m as
follows:

P̂ik(ρ,m) =
mi∑

s=−(m−mi−1)

piksρ
s +

−(m−mi)∑
s=−(m−1)

p̂iks(m)ρs,

Q̂ik(ρ,m) =
mi∑

s=−(m−mi−1)

qiksρ
s +

−(m−mi)∑
s=−(m−1)

q̂iks(m)ρs

(3.7)

for ρ 6= 0 in C. These are our results for the structure of the functions
P̂ik(ρ,m), Q̂ik(ρ,m) for the indices i = 1, . . . , n and k = 0, 1, . . . , ν − 1.

To complete this part of the discussion, fix i and k with 1 ≤ i ≤ n and
ν ≤ k ≤ n − 1. Then the corresponding functions P̂ik(ρ), Q̂ik(ρ) defined by
(3.2) can be expressed in the form

P̂ik(ρ,m) =
mi∑
p=0

p∑
`=0

m−1∑
j=0

βip

(
p

`

)
(iωk)p−`z

(`)
kj (1)ρp−`−j :=

mi∑
s=−(m−1)

p̂iks(m)ρs,

Q̂ik(ρ,m) =
mi∑
p=0

p∑
`=0

m−1∑
j=0

αip

(
p

`

)
(iωk)p−`z

(`)
kj (0)ρp−`−j :=

mi∑
s=−(m−1)

q̂iks(m)ρs

(3.8)

for ρ 6= 0 in C, where the m-dependence has been incorporated into these
equations. Proceeding as above, set
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piks :=
mi∑
p=s

p−s∑
`=0

βip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(1),

qiks :=
mi∑
p=s

p−s∑
`=0

αip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(0)

for s = 0, 1, . . . ,mi; the piks, qiks are constants that are independent of the
integer m. Then introduce the sequences

piks :=
mi∑
p=0

p∑
`=0

βip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(1),

qiks :=
mi∑
p=0

p∑
`=0

αip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(0)

for s = −1,−2, . . .. These are again infinite sequences whose terms are con-
stants independent of the integer m, and p̂iks(m) = piks, q̂iks(m) = qiks for
s = −(m−mi − 1), . . . ,mi. In terms of the constants piks, qiks, the functions
appearing in (3.8) can then be expressed in the form

P̂ik(ρ,m) =
mi∑

s=−(m−mi−1)

piksρ
s +

−(m−mi)∑
s=−(m−1)

p̂iks(m)ρs,

Q̂ik(ρ,m) =
mi∑

s=−(m−mi−1)

qiksρ
s +

−(m−mi)∑
s=−(m−1)

q̂iks(m)ρs

(3.9)

for ρ 6= 0 in C. These are our results for P̂ik(ρ,m), Q̂ik(ρ,m) for i = 1, . . . , n,
k = ν, . . . , n− 1.

Remark 3.1. For any integer m with m > n and m > p0, we can form
the corresponding Birkhoff approximate solutions zk(t, ρ) = zk(t, ρ,m), k =
0, 1, . . . , n − 1, and at the same time form the functions zkj(t), k = 0, 1, . . .,
n−1, j = 0, 1, . . . ,m−1. The constants piks, qiks can then be computed from
their definitions for any value of s with −(m −mi − 1) ≤ s ≤ mi. Thus, by
taking the integer m sufficiently large, any of the constants piks, qiks can be
calculated explicitly.

In terms of the functions Bi(yk( · , ρ)) and the functions P̂ik(ρ), Q̂ik(ρ),
the approximate characteristic determinant is defined by

∆̂(ρ) = ∆̂(ρ,m) := det(Bi(yk( · , ρ)))

for ρ 6= 0 in C. It is also defined and analytic for ρ 6= 0 in C, and can be
calculated explicitly once m has been chosen. For the case n = 2ν even, we
express the approximate characteristic determinant in the form
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∆̂(ρ) = det(Bi(yk( · , ρ)))

= det


1≤k≤ν−1 ν+1≤k≤n−1

P̂10(ρ)+Q̂10(ρ)eiρ P̂1k(ρ)+Q̂1k(ρ)eiρωk P̂1ν(ρ)+Q̂1ν(ρ)eiρ P̂1k(ρ)+Q̂1k(ρ)e−iρωk

...
...

...
...

P̂n0(ρ)+Q̂n0(ρ)eiρ P̂nk(ρ)+Q̂nk(ρ)eiρωk P̂nν(ρ)+Q̂nν(ρ)eiρ P̂nk(ρ)+Q̂nk(ρ)e−iρωk


(3.10)

for ρ 6= 0 in C, where the future emphasis is on the 0th and the νth columns
of this matrix. Similarly, for the case n = 2ν − 1 odd, we express it in the
form

∆̂(ρ) = det(Bi(yk( · , ρ)))

= det


1≤k≤ν−1 ν≤k≤n−1

P̂10(ρ)+Q̂10(ρ)eiρ P̂1k(ρ)+Q̂1k(ρ)eiρωk P̂1k(ρ)+Q̂1k(ρ)e−iρωk

...
...

...
P̂n0(ρ)+Q̂n0(ρ)eiρ P̂nk(ρ)+Q̂nk(ρ)eiρωk P̂nk(ρ)+Q̂nk(ρ)e−iρωk


(3.11)

for ρ 6= 0 in C, with the future emphasis focusing on the 0th column of this
matrix.

While the analysis of the structure of ∆̂(ρ) is slightly different for the two
cases n = 2ν and n = 2ν−1, the general approach is the same. Consequently,
we examine the case n = 2ν in detail, and then simply outline the case n =
2ν − 1.

3.2 Classification for n Even

Assume that n is even: n = 2ν. Let us begin by expanding the determinant
in equation (3.10) using the linearity of the determinant function in the 0th
and νth columns:

∆̂(ρ) = D̂2(ρ)e2iρ + D̂1(ρ)eiρ + D̂0(ρ) (3.12)

for ρ 6= 0 in C, where

D̂2(ρ) := det


1≤k≤ν−1 ν+1≤k≤n−1

Q̂10(ρ) P̂1k(ρ)+Q̂1k(ρ)eiρωk Q̂1ν(ρ) P̂1k(ρ)+Q̂1k(ρ)e−iρωk

...
...

...
...

Q̂n0(ρ) P̂nk(ρ)+Q̂nk(ρ)eiρωk Q̂nν(ρ) P̂nk(ρ)+Q̂nk(ρ)e−iρωk

,
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D̂1(ρ) := det


1≤k≤ν−1 ν+1≤k≤n−1

P̂10(ρ) P̂1k(ρ)+Q̂1k(ρ)eiρωk Q̂1ν(ρ) P̂1k(ρ)+Q̂1k(ρ)e−iρωk

...
...

...
...

P̂n0(ρ) P̂nk(ρ)+Q̂nk(ρ)eiρωk Q̂nν(ρ) P̂nk(ρ)+Q̂nk(ρ)e−iρωk



+ det


1≤k≤ν−1 ν+1≤k≤n−1

Q̂10(ρ) P̂1k(ρ)+Q̂1k(ρ)eiρωk P̂1ν(ρ) P̂1k(ρ)+Q̂1k(ρ)e−iρωk

...
...

...
...

Q̂n0(ρ) P̂nk(ρ)+Q̂nk(ρ)eiρωk P̂nν(ρ) P̂nk(ρ)+Q̂nk(ρ)e−iρωk

,
and

D̂0(ρ) := det


1≤k≤ν−1 ν+1≤k≤n−1

P̂10(ρ) P̂1k(ρ)+Q̂1k(ρ)eiρωk P̂1ν(ρ) P̂1k(ρ)+Q̂1k(ρ)e−iρωk

...
...

...
...

P̂n0(ρ) P̂nk(ρ)+Q̂nk(ρ)eiρωk P̂nν(ρ) P̂nk(ρ)+Q̂nk(ρ)e−iρωk


for ρ 6= 0 in C.

Now consider the analytic functions D̂i(ρ), i = 0, 1, 2. Suppose we expand
D̂2(ρ) using the linearity of the determinant in the columns with indices 1
through ν − 1 and ν + 1 through n− 1. Then D̂2(ρ) becomes the sum of 2n−2

determinants, starting with the determinant

π̂2(ρ) := det

Q̂10(ρ) P̂11(ρ) · · · P̂1ν−1(ρ) Q̂1ν(ρ) P̂1ν+1(ρ) · · · P̂1n−1(ρ)
...

...
...

...
...

...
Q̂n0(ρ) P̂n1(ρ) · · · P̂nν−1(ρ) Q̂nν(ρ) P̂nν+1(ρ) · · · P̂nn−1(ρ)

,
which is defined and analytic for ρ 6= 0 in C. Thus, D̂2(ρ) can be expressed in
the form

D̂2(ρ) = π̂2(ρ) + Φ̂2(ρ), ρ 6= 0 in C,

where the function Φ̂2(ρ) is defined and analytic for ρ 6= 0 in C, and where
Φ̂2(ρ) is the sum of 2n−2 − 1 determinants with each determinant expressible
in the form of a product of some of the exponentials eiρωk , k = 1, . . . , ν − 1,
or e−iρωk , k = ν + 1, . . . , n − 1, (at least one of these exponentials appears
in each product) times the determinant of an n× n matrix whose entries are
selected from among the functions P̂ik, Q̂ik. Similarly, the functions D̂1(ρ),
D̂0(ρ) can be expressed in the form

D̂1(ρ) = π̂1(ρ) + Φ̂1(ρ), D̂0(ρ) = π̂0(ρ) + Φ̂0(ρ)

for ρ 6= 0 in C, where
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π̂1(ρ) := det

P̂10(ρ) P̂11(ρ) · · · P̂1ν−1(ρ) Q̂1ν(ρ) P̂1ν+1(ρ) · · · P̂1n−1(ρ)
...

...
...

...
...

...
P̂n0(ρ) P̂n1(ρ) · · · P̂nν−1(ρ) Q̂nν(ρ)P̂nν+1(ρ) · · · P̂nn−1(ρ)



+ det

Q̂10(ρ) P̂11(ρ) · · · P̂1ν−1(ρ) P̂1ν(ρ) P̂1ν+1(ρ) · · · P̂1n−1(ρ)
...

...
...

...
...

...
Q̂n0(ρ) P̂n1(ρ) · · · P̂nν−1(ρ) P̂nν(ρ) P̂nν+1(ρ) · · · P̂nn−1(ρ)

,

π̂0(ρ) := det

P̂10(ρ) P̂11(ρ) · · · P̂1ν−1(ρ) P̂1ν(ρ) P̂1ν+1(ρ) · · · P̂1n−1(ρ)
...

...
...

...
...

...
P̂n0(ρ) P̂n1(ρ) · · · P̂nν−1(ρ) P̂nν(ρ) P̂nν+1(ρ) · · · P̂nn−1(ρ)


for ρ 6= 0 in C, and where the functions Φ̂1(ρ), Φ̂0(ρ) have the same structure
as the function Φ̂2(ρ). We can now rewrite the approximate characteristic
determinant in the form

∆̂(ρ) = π̂2(ρ)e2iρ + π̂1(ρ)eiρ + π̂0(ρ) + Φ̂2(ρ)e2iρ + Φ̂1(ρ)eiρ + Φ̂0(ρ) (3.13)

for ρ 6= 0 in C.
We emphasize again that the functions P̂ik(ρ), Q̂ik(ρ), the approximate

characteristic determinant ∆̂(ρ), and the functions π̂i(ρ), Φ̂i(ρ) are all defined
and analytic for ρ 6= 0 in C, and these functions can be calculated explicitly
once the integer m has been fixed.

The functions π̂2(ρ) and π̂0(ρ) appearing in (3.13) are intemately related
to each other. To see this, note that ω0 = ωn = 1 and ω1ωk = ωk+1 for
k = 0, 1, . . . , n − 1. Consider the matrix that appears in the definition of
π̂0(ρ). Now for k = 0, 1, . . . , n− 2 equation (2.13) shows that

z
(`)
k+1 j(t) = z

(`)
0j (t)(ω1ωk)−j = z

(`)
kj (t)(ω1)−j for j, ` = 0, 1, 2, . . .,

while

z
(`)
0j (t) = z

(`)
0j (t)(ω1ωn−1)−j = z

(`)
n−1 j(t)(ω1)−j for j, ` = 0, 1, 2, . . ..

Consequently, from the definitions of the functions P̂ik(ρ), Q̂ik(ρ), we obtain
the following results: for i = 1, . . . , n and k = 0, 1, . . . , ν − 2

P̂ik(ρω1) =
mi∑
p=0

p∑
`=0

m−1∑
j=0

αip

(
p

`

)
(iωk)p−`z

(`)
kj (0)(ρω1)p−`−j = P̂i k+1(ρ) (3.14)

for ρ 6= 0 in C; for i = 1, . . . , n and k = ν − 1

P̂i ν−1(ρω1) =
mi∑
p=0

p∑
`=0

m−1∑
j=0

αip

(
p

`

)
(iων−1)p−`z

(`)
ν−1 j(0)(ρω1)p−`−j = Q̂iν(ρ)

(3.15)
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for ρ 6= 0 in C; for i = 1, . . . , n and k = ν, . . . , n− 2

P̂ik(ρω1) =
mi∑
p=0

p∑
`=0

m−1∑
j=0

βip

(
p

`

)
(iωk)p−`z

(`)
kj (1)(ρω1)p−`−j = P̂i k+1(ρ) (3.16)

for ρ 6= 0 in C; and for i = 1, . . . , n and k = n− 1

P̂i n−1(ρω1) =
mi∑
p=0

p∑
`=0

m−1∑
j=0

βip

(
p

`

)
(iωn−1)p−`z

(`)
n−1 j(1)(ρω1)p−`−j = Q̂i0(ρ)

(3.17)
for ρ 6= 0 in C. If we substitute (3.14)–(3.17) into the definition of π̂0(ρ), then
we get

π̂0(ρω1) = det

P̂11(ρ) P̂12(ρ) · · · P̂1 ν−1(ρ) Q̂1ν(ρ) P̂1 ν+1(ρ) · · · P̂1n−1(ρ) Q̂10(ρ)

...
...

...
...

...
...

...
P̂n1(ρ) P̂n2(ρ) · · · P̂n ν−1(ρ) Q̂nν(ρ) P̂n ν+1(ρ) · · · P̂n n−1(ρ) Q̂n0(ρ)


= (−1)n−1π̂2(ρ)

for ρ 6= 0 in C. Thus,

π̂2(ρ) = − π̂0(ρω1) for ρ 6= 0 in C. (3.18)

Next, we examine in detail the structure of the functions π̂i(ρ), i = 0, 1, 2,
determining their dependence on the integer m. We will show that associ-
ated with each of these functions is an infinite sequence of constants that
are independent of m. These sequences can be calculated explicitly using the
functions zk0(t), zk1(t), zk2(t), . . . , k = 0, 1, . . . , n− 1, and the boundary val-
ues B1, . . . , Bn; they form important invariants for the differential operator L.
In terms of these sequences of constants we will (a) classify the differential
operator L as being regular, simply irregular, or degenerate irregular (this
section); (b) determine the exact sectors T0, T1 to be used in the sequel to
develop asymptotic expansions for actual solutions of the differential equation
(2.1) (Chapter 4); (c) develop the characteristic determinant (Chapter 5); and
(d) derive the basic theory for the eigenvalues of the differential operator L
(Chapter 7).

Consider the function π̂2(ρ) = π̂2(ρ,m) that appears in the representation
(3.13) of the approximate characteristic determinant. Upon substituting the
representations (3.3) and (3.8) into the matrix appearing in the definition of
π̂2(ρ,m), we observe that each row of this matrix is a linear combination of
row vectors. Hence, appealing to the linearity of the determinant function in
its rows, we see that

π̂2(ρ,m) =
m1∑

s1=−(m−1)

· · ·
mn∑

sn=−(m−1)

ρs1+···+sn det Π̂2(s1, . . . , sn,m), (3.19)
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where Π̂2(s1, . . . , sn,m) is the n× n matrix of constants defined by

Π̂2(s1, . . . , sn,m)

:=

 q̂1 0 s1 (m) p̂1 1 s1 (m) · · · p̂1 ν−1 s1 (m) q̂1 ν s1 (m) p̂1 ν+1 s1 (m) · · · p̂1 n−1 s1 (m)

...
...

...
...

...
...

q̂n 0 sn (m) p̂n 1 sn (m) · · · p̂n ν−1 sn (m) q̂n ν sn (m) p̂n ν+1 sn (m) · · · p̂n n−1 sn (m)

.
It is immediate that π̂2(ρ,m) can be represented in the form

π̂2(ρ,m) =
p0∑

κ=−n(m−1)

aκ(m)ρκ (3.20)

for ρ 6= 0 in C, where the aκ(m) are constants that depend on the integer m.
Specifically, for κ = −n(m− 1), . . . , p0 we have

aκ(m) =
∑

s1+···+sn=κ

det Π̂2(s1, . . . , sn,m), (3.21)

where the indices s1, . . . , sn satisfy the conditions −(m − 1) ≤ si ≤ mi for
i = 1, . . . , n. We will show that many of the aκ(m) are actually independent
of m.

Indeed, in equation (3.21) the constant aκ(m) depends upon the integer m
in two ways: first, through the entries of the matrices Π̂2(s1, . . . , sn,m), and
second, through the conditions −(m− 1) ≤ si ≤ mi on the indices s1, . . . , sn.
Fix an index κ that satisfies the condition −(m − p0 − 1) ≤ κ ≤ p0. Let us
examine how the constant aκ(m) is formed. How small can the index s1 be and
still make a contribution to forming aκ(m)? Initially we have the condition
−(m− 1) ≤ s1 ≤ m1. Note that

κ− (p0 −m1) ≥ −(m− p0 − 1)− (p0 −m1) = −(m− 1) +m1 ≥ −(m− 1).

Consider an index s1 with −(m − 1) ≤ s1 ≤ κ − (p0 − m1) − 1. Then the
largest possible power of ρs1+···+sn that can be produced is

s1 +m2 + · · ·+mn ≤ κ− (p0 −m1)− 1 +m2 + · · ·+mn = κ− 1,

and hence, these powers make no contribution to the computation of aκ(m).
Thus, in forming aκ(m) it can be assumed that κ − (p0 − m1) ≤ s1 ≤ m1.
We obtain similar conditions for the indices s2, . . . , sn. Summarizing, for any
index κ with −(m − p0 − 1) ≤ κ ≤ p0, in forming the constant aκ(m) by
means of equation (3.21), the indices s1, . . . , sn can be assumed to satisfy the
more restrictive conditions κ − (p0 − mi) ≤ si ≤ mi for i = 1, . . . , n; these
conditions no longer depend on the integer m.

For integers s1, . . . , sn with −∞ < si ≤ mi for i = 1, . . . , n, introduce the
matrices
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Π2(s1, . . . , sn) :=

q1 0 s1 p1 1 s1 · · · p1 ν−1 s1 q1 ν s1 p1 ν+1 s1 · · · p1 n−1 s1

...
...

...
...

...
...

qn 0 sn
pn 1 sn

· · ·pn ν−1 sn
qn ν sn

pn ν+1 sn
· · ·pn n−1 sn

,
which are matrices with constant entries independent of the integer m. Now
continuing the discussion for κ with −(m − p0 − 1) ≤ κ ≤ p0, for integers
i, k, si with 1 ≤ i ≤ n, 0 ≤ k ≤ n− 1, and κ− (p0 −mi) ≤ si ≤ mi, we have

κ− (p0 −mi) ≥ −(m− p0 − 1)− (p0 −mi) = −(m−mi − 1),

and hence, by the representations (3.7) and (3.9),

p̂i k si
(m) = pi k si

q̂i k si
(m) = qi k si

, (3.22)

which are constants independent of m. Thus, the matrix Π̂2(s1, . . . , sn,m)
simplifies to

Π̂2(s1, . . . , sn,m) = Π2(s1, . . . , sn),

and (3.21) in turn simplifies to

aκ(m) =
∑

s1+···+sn=κ

detΠ2(s1, . . . , sn), (3.23)

where the indices s1, . . . , sn satisfy the restricted conditions κ− (p0 −mi) ≤
si ≤ mi for i = 1, . . . , n. Thus, the constants aκ(m), κ = −(m−p0−1), . . . , p0,
are independent of the integer m, and at the same time we have obtained an
explicit formula for calculating these constants.

In terms of the above analysis, set

aκ :=
∑

s1+···+sn=κ

detΠ2(s1, . . . , sn)

for κ = p0, p0 − 1, . . . , 1, 0,−1, . . ., where the indices s1, . . . , sn are restricted
to satisfy the conditions κ− (p0−mi) ≤ si ≤ mi for i = 1, . . . , n. Clearly this
yields an infinite sequence of constants that are independent of the integer m,
and from the above aκ(m) = aκ for κ = −(m− p0− 1), . . . , p0. Therefore, the
function π̂2(ρ,m) has the representation

π̂2(ρ,m) =
p0∑

κ=−(m−p0−1)

aκρ
κ +

−(m−p0)∑
κ=−n(m−1)

aκ(m)ρκ (3.24)

for ρ 6= 0 in C. We emphasize again that the constants aκ, κ = p0, p0 − 1,
. . . , 1, 0,−1, . . ., can be calculated explicitly using the functions zk0(t), zk1(t),
zk2(t), . . . , k = 0, 1, . . . , n− 1, and the boundary values B1, . . . , Bn. The infi-
nite sequence aκ, κ = p0, p0−1, . . . , 1, 0,−1, . . ., forms an important invariant
for the differential operator L.



3.2 Classification for n Even 49

A similar discussion can be carried out for the functions π̂1(ρ,m) and
π̂0(ρ,m), and we will simply state the results. For integers s1, . . . , sn with
−∞ < si ≤ mi for i = 1, . . . , n, introduce the matrices

Π1(s1, . . . , sn) :=

p1 0 s1 p1 1 s1 · · · p1 ν−1 s1 q1 ν s1 p1 ν+1 s1 · · · p1 n−1 s1

...
...

...
...

...
...

pn 0 sn
pn 1 sn

· · ·pn ν−1 sn
qn ν sn

pn ν+1 sn
· · ·pn n−1 sn

,

Π1(s1, . . . , sn) :=

q1 0 s1 p1 1 s1 · · · p1 ν−1 s1 p1 ν s1 p1 ν+1 s1 · · · p1 n−1 s1

...
...

...
...

...
...

qn 0 sn
pn 1 sn

· · ·pn ν−1 sn
pn ν sn

pn ν+1 sn
· · ·pn n−1 sn

,
and

Π0(s1, . . . , sn) :=

p1 0 s1 p1 1 s1 · · · p1 ν−1 s1 p1 ν s1 p1 ν+1 s1 · · · p1 n−1 s1

...
...

...
...

...
...

pn 0 sn
pn 1 sn

· · ·pn ν−1 sn
pn ν sn

pn ν+1 sn
· · ·pn n−1 sn

,
which are matrices with constant entries independent of the integer m. Then
form the infinite sequences of constants

bκ :=
∑

s1+···+sn=κ

[detΠ1(s1, . . . , sn) + detΠ1(s1, . . . , sn)],

cκ :=
∑

s1+···+sn=κ

detΠ0(s1, . . . , sn),

κ = p0, p0 − 1, . . . , 1, 0,−1, . . ., where the indices s1, . . . , sn are restricted to
satisfy the conditions κ− (p0 −mi) ≤ si ≤ mi for i = 1, . . . , n. The functions
π̂1(ρ,m), π̂0(ρ,m) can be represented in the form

π̂1(ρ,m) =
p0∑

κ=−n(m−1)

bκ(m)ρκ, (3.25)

π̂0(ρ,m) =
p0∑

κ=−n(m−1)

cκ(m)ρκ (3.26)

for ρ 6= 0 in C, where the bκ(m), cκ(m) are constants that depend on the
integer m. Since bκ(m) = bκ and cκ(m) = cκ for κ = −(m − p0 − 1), . . . , p0,
this produces the representations

π̂1(ρ,m) =
p0∑

κ=−(m−p0−1)

bκρ
κ +

−(m−p0)∑
κ=−n(m−1)

bκ(m)ρκ, (3.27)
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π̂0(ρ,m) =
p0∑

κ=−(m−p0−1)

cκρ
κ +

−(m−p0)∑
κ=−n(m−1)

cκ(m)ρκ (3.28)

for ρ 6= 0 in C. The infinite sequences bκ, κ = p0, p0 − 1, . . . , 1, 0,−1, . . .,
and cκ, κ = p0, p0 − 1, . . . , 1, 0,−1, . . ., are also important invariants for the
differential operator L.

From equation (3.18) we see that

aκ(m) = −ω κ
1 cκ(m) = −ωκcκ(m) for κ = −n(m− 1), . . . , p0, (3.29)

and hence, aκ = −ωκcκ for κ = −(m− p0− 1), . . . , p0. Since m can be chosen
arbitrarily large, it follows that

aκ = −ωκcκ for κ = p0, p0 − 1, . . . , 1, 0,−1, . . .. (3.30)

We conclude this discussion of the m-dependence by defining the functions

π2(ρ,m) :=
p0∑

κ=−(m−p0−1)

aκρ
κ,

π1(ρ,m) :=
p0∑

κ=−(m−p0−1)

bκρ
κ,

π0(ρ,m) :=
p0∑

κ=−(m−p0−1)

cκρ
κ

for ρ 6= 0 in C. The only dependence of these functions on the integer m is
in the lower limit −(m − p0 − 1) of the summations, i.e., m determines how
many terms to use in forming the functions πi(ρ,m), i = 0, 1, 2.

Finally, we use the three sequences aκ, bκ, cκ, κ = p0, p0−1, . . . , 1, 0,−1, . . .,
to formulate our classification scheme for the differential operator L.

Definition 3.2. In the case n = 2ν with the boundary values B1, . . . , Bn in
normalized form and p0 = m1 + · · · +mn, the differential operator L is said
to be:

(i) regular if ap0 6= 0.
(ii) simply irregular if ap0 = 0 and aκ 6= 0 for some integer κ with

−∞ < κ < p0.
(iii) degenerate irregular if aκ = 0 for κ = p0, p0 − 1, . . . , 1, 0,−1, . . ..

Henceforth, we will assume that for the case n even, n = 2ν ≥ 2,
the differential operator L is either regular or simply irregular. Let
p be the largest integer with ap 6= 0, so −∞ < p ≤ p0. From (3.30) we have
cp = − (ωp)−1ap 6= 0 and aκ = cκ = 0 for κ = p + 1, . . . , p0. At this point
we define a second integer q as follows: First, if bκ = 0 for κ = p + 1, . . . , p0,
then set q := p, so bq = bp in this case and the constant bq may be either
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zero or nonzero. Second, if bκ 6= 0 for some integer κ with p + 1 ≤ κ ≤ p0,
then let q be defined to be the largest such integer, so p < q ≤ p0 in this
case and the constant bq is nonzero. In either case we clearly have bκ = 0
for κ = q + 1, . . . , p0. The integers p, q and the constants ap, bq, cp will play
crucial roles in the sequel.

In the ρ plane let us introduce the two sectors

S0 : all ρ = |ρ|eiθ ∈ C with 0 ≤ θ ≤ π

n
,

S1 : all ρ = |ρ|eiθ ∈ C with − π

n
≤ θ ≤ 0 .

Each of these sectors has angular opening π/n. In Chapter 5 we will show
that the exponentials eiρω1 , . . . , eiρων−1 , e−iρων+1 , . . . , e−iρωn−1 go to zero very
rapidly on the sectors S0 and S1. For the case p = q, choose a constant d > 0
such that

|ap|e−2d + |bp|e−d + |cp|e−2d ≤ 1
4
|ap| =

1
4
|cp|, (3.31)

and in terms of the constant d introduce the horizontal strip

Γ := {ρ = a+ ib ∈ C | a ≥ −π and |b| ≤ d}.

Then select complex constants τ0 and τ1 and form the translated sectors

T0 := {ρ− τ0 | ρ ∈ S0} and T1 := {ρ− τ1 | ρ ∈ S1}

with the following properties: for the case p = q we require that the sectors
S0, S1 lie in the interiors of T0, T1, respectively, and that the horizontal
strip Γ lies in the interiors of both T0 and T1; for the case p < q we require
only that the sectors S0, S1 lie in the interiors of T0, T1, respectively. The
translated sectors T0 and T1 also have angular opening π/n. They have been
constructed by utilizing the constants or invariants ap, bq, cp determined by the
differential operator L, and their construction is independent of the integer m.
The asymptotic expansions developed in the sequel will take place in the
sectors T0 and T1.

Fix an integer m with m > n, m > p0, and −(m− p0 − 1) ≤ p ≤ p0, and
then form the Birkhoff approximate solutions corresponding to this choice
of m:

zk(t, ρ) := zk(t, ρ,m) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C. As earlier in this chapter introduce the
modified functions

yk(t, ρ) := yk(t, ρ,m) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , ν − 1,

yk(t, ρ) := yk(t, ρ,m) = eiρωk(t−1)
m−1∑
j=0

zkj(t)ρ−j , k = ν, . . . , n− 1,
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for 0 ≤ t ≤ 1 and for ρ 6= 0 in C, and form the approximate characteristic
determinant

∆̂(ρ) := ∆̂(ρ,m) = det(Bi(yk( · , ρ,m)))

for ρ 6= 0 in C. Lastly introduce the functions

π2(ρ) := π2(ρ,m) =
p∑

κ=−(m−p0−1)

aκρ
κ,

π1(ρ) := π1(ρ,m) =
q∑

κ=−(m−p0−1)

bκρ
κ,

π0(ρ) := π0(ρ,m) =
p∑

κ=−(m−p0−1)

cκρ
κ

for ρ 6= 0 in C. In anticipation of our future work, we rewrite the representation
(3.13) of the approximate characteristic determinant in its final form:

∆̂(ρ) = π2(ρ)e2iρ + π1(ρ)eiρ + π0(ρ)

+
[ −(m−p0)∑

κ=−n(m−1)

aκ(m)ρκ + Φ̂2(ρ,m)
]
e2iρ

+
[ −(m−p0)∑

κ=−n(m−1)

bκ(m)ρκ + Φ̂1(ρ,m)
]
eiρ

+
[ −(m−p0)∑

κ=−n(m−1)

cκ(m)ρκ + Φ̂0(ρ,m)
]

(3.32)

for ρ 6= 0 in C.
For the case n = 2ν even, all of the quantities introduced in the

last three paragraphs will remain fixed throughout the sequel. In
particular, the integer m will be held fixed with m > n, m > p0, and
−(m− p0 − 1) ≤ p ≤ p0.

3.3 Classification for n Odd

Assume that n is odd: n = 2ν − 1. Let us proceed to outline the analogous
theory for this case. Recall that we are assuming n ≥ 3, so ν ≥ 2. The starting
point for the odd order case is the representation (3.11) of the approximate
characteristic determinant ∆̂(ρ). Expanding the determinant for ∆̂(ρ) using
linearity in the 0th column, ∆̂(ρ) can be expressed in the form

∆̂(ρ) = D̂1(ρ)eiρ + D̂0(ρ) (3.33)
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for ρ 6= 0 in C, where the functions D̂1(ρ), D̂0(ρ) are given by

D̂1(ρ) = π̂1(ρ) + Φ̂1(ρ), D̂0(ρ) = π̂0(ρ) + Φ̂0(ρ)

for ρ 6= 0 in C. In this last equation the functions π̂1(ρ), π̂0(ρ) are defined by

π̂1(ρ) := det

Q̂10(ρ) P̂11(ρ) · · · P̂1ν−1(ρ) P̂1ν(ρ) · · · P̂1n−1(ρ)
...

...
...

...
...

Q̂n0(ρ) P̂n1(ρ) · · · P̂nν−1(ρ) P̂nν(ρ) · · · P̂nn−1(ρ)

,

π̂0(ρ) := det

P̂10(ρ) P̂11(ρ) · · · P̂1ν−1(ρ) P̂1ν(ρ) · · · P̂1n−1(ρ)
...

...
...

...
...

P̂n0(ρ) P̂n1(ρ) · · · P̂nν−1(ρ) P̂nν(ρ) · · · P̂nn−1(ρ)


for ρ 6= 0 in C, and the functions Φ̂1(ρ), Φ̂0(ρ) are the sums of 2n−1 − 1
determinants with each determinant expressible in the form of a product of
some of the exponentials eiρωk , k = 1, . . . , ν − 1, or e−iρωk , k = ν, . . . , n − 1,
(at least one of these exponentials appears in each product) times the de-
terminant of an n × n matrix whose entries are selected from among the
functions P̂ik(ρ), Q̂ik(ρ). Thus, the approximate characteristic determinant
can be rewritten in the form

∆̂(ρ) = π̂1(ρ)eiρ + π̂0(ρ) + Φ̂1(ρ)eiρ + Φ̂0(ρ) (3.34)

for ρ 6= 0 in C.
The approximate characteristic determinant ∆̂(ρ) and the functions π̂i(ρ),

Φ̂i(ρ) are all defined and analytic for ρ 6= 0 in C, and these functions can be
calculated explicitly once the integer m has been fixed.

Next, we examine the structure of the functions π̂i(ρ), i = 0, 1, determining
how each of these functions depends on the integer m. We will show that
associated with each of these functions is an infinite sequence of constants
that are independent of m. In terms of these sequences of constants we will
(a) classify the differential operator L as being regular, simply irregular, or
degenerate irregular (this section); (b) determine the exact sectors T0, T1 to
be used in the sequel to develop asymptotic expansions for actual solutions
of the differential equation (2.1) (Chapter 4); (c) develop the characteristic
determinant (Chapter 5); and (d) derive the basic theory for the eigenvalues
of the differential operator L (Chapter 8).

Consider the function π̂1(ρ) = π̂1(ρ,m). Appealing to the linearity of the
determinant function in its rows, we see that

π̂1(ρ,m) =
m1∑

s1=−(m−1)

· · ·
mn∑

sn=−(m−1)

ρs1+···+sn det Π̂1(s1, . . . , sn,m)

=
p0∑

κ=−n(m−1)

aκ(m)ρκ

(3.35)
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for ρ 6= 0 in C, where Π̂1(s1, . . . , sn,m) is the n× n matrix

Π̂1(s1, . . . , sn,m)

:=

 q̂1 0 s1(m) p̂1 1 s1(m) · · · p̂1 ν−1 s1(m) p̂1 ν s1(m) · · · p̂1 n−1 s1(m)
...

...
...

...
...

q̂n 0 sn
(m) p̂n 1 sn

(m) · · · p̂n ν−1 sn
(m) p̂n ν sn

(m) · · · p̂n n−1 sn
(m)


and the aκ(m) are the constants given by

aκ(m) :=
∑

s1+···+sn=κ

det Π̂1(s1, . . . , sn,m) (3.36)

for κ = −n(m − 1), . . . , p0. Many of the constants aκ(m) turn out to be
independent of m.

Indeed, let us introduce the matrices

Π1(s1, . . . , sn) :=

q1 0 s1 p1 1 s1 · · · p1 ν−1 s1 p1 ν s1 · · · p1 n−1 s1

...
...

...
...

...
qn 0 sn pn 1 sn · · · pn ν−1 sn pn ν sn · · · pn n−1 sn


for integers s1, . . . , sn, where −∞ < si ≤ mi for i = 1, . . . , n, and then set

aκ :=
∑

s1+···+sn=κ

detΠ1(s1, . . . , sn)

for κ = p0, p0 − 1, . . . , 1, 0,−1, . . ., where the indices s1, . . . , sn are restricted
to satisfy the conditions κ − (p0 − mi) ≤ si ≤ mi for i = 1, . . . , n. The
aκ form an infinite sequence of constants that are independent of m, and
aκ(m) = aκ for κ = −(m − p0 − 1), . . . , p0. Therefore, the function π̂1(ρ,m)
has the representation

π̂1(ρ,m) =
p0∑

κ=−(m−p0−1)

aκρ
κ +

−(m−p0)∑
κ=−n(m−1)

aκ(m)ρκ (3.37)

for ρ 6= 0 in C. The constants aκ, κ = p0, p0−1, . . . , 1, 0,−1, . . ., can be calcu-
lated explicitly using the functions zk0(t), zk1(t), zk2(t), . . . , k = 0, 1, . . . , n−1,
and the boundary values B1, . . . , Bn. This infinite sequence is an important
invariant for the differential operator L.

A similar discussion can be carried out for the function π̂0(ρ,m). For in-
tegers s1, . . . , sn with −∞ < si ≤ mi for i = 1, . . . , n, introduce the n × n
matrices

Π0(s1, . . . , sn) :=

p1 0 s1 p1 1 s1 · · · p1 ν−1 s1 p1 ν s1 · · · p1 n−1 s1

...
...

...
...

...
pn 0 sn

pn 1 sn
· · · pn ν−1 sn

pn ν sn
· · · pn n−1 sn

,
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and then form the infinite sequence of constants

bκ :=
∑

s1+···+sn=κ

detΠ0(s1, . . . , sn),

κ = p0, p0 − 1, . . . , 1, 0,−1, . . ., where the indices s1, . . . , sn are restricted to
satisfy the conditions κ − (p0 −mi) ≤ si ≤ mi for i = 1, . . . , n. The bκ are
independent of the integerm. In terms of these constants the function π̂0(ρ,m)
can be represented in the form

π̂0(ρ,m) =
p0∑

κ=−(m−p0−1)

bκρ
κ +

−(m−p0)∑
κ=−n(m−1)

bκ(m)ρκ (3.38)

for ρ 6= 0 in C, where the bκ(m) are constants that do depend on m. The
infinite sequence bκ, κ = p0, p0 − 1, . . . , 1, 0,−1, . . ., forms another important
invariant for the differential operator L. To conclude this discussion of the
m-dependence, we form the two functions

π1(ρ,m) :=
p0∑

κ=−(m−p0−1)

aκρ
κ, π0(ρ,m) :=

p0∑
κ=−(m−p0−1)

bκρ
κ

for ρ 6= 0 in C. Their only dependence on the integer m is in the lower limit
−(m− p0 − 1) of the summations.

The sequences aκ, κ = p0, p0 − 1, . . . , 1, 0,−1, . . ., and bκ, κ = p0, p0 − 1,
. . . , 1, 0,−1, . . ., are used to formulate our classification scheme for the differ-
ential operator L.

Definition 3.3. In the case n = 2ν − 1 with the boundary values B1, . . . , Bn

in normalized form and p0 = m1 + · · ·+mn, the differential operator L is said
to be:

(i) regular if ap0 6= 0 and bp0 6= 0.
(ii) simply irregular if either ap0 = 0 or bp0 = 0, and aκ 6= 0 and b` 6= 0

for some integers κ, ` with −∞ < κ, ` ≤ p0.
(iii) degenerate irregular if either aκ = 0 for κ = p0, p0−1, . . . , 1, 0,−1, . . .

or bκ = 0 for κ = p0, p0 − 1, . . . , 1, 0,−1, . . ..

Next, in the ρ plane we introduce the three sectors

S0 : all ρ = |ρ|eiθ ∈ C with − π

2n
≤ θ ≤ π

2n
,

S� : all ρ = |ρ|eiθ ∈ C with
π

2n
≤ θ ≤ 3π

2n
,

S1 : all ρ = |ρ|eiθ ∈ C with π − π

2n
≤ θ ≤ π +

π

2n
.

Each of these sectors has angular opening π/n, with the sectors S0 and S1

symmetric in the real axis. Observe that the sector S0 has been altered from
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its earlier form for the case n even. The reason for this change is to establish
a sector where the exponentials eiρω1 , . . . , eiρων−1 , e−iρων , . . . , e−iρωn−1 go to
zero very rapidly. Indeed, on the original sector S0 the exponential eiρων−1

does not go to zero when n is odd: for any point ρ = |ρ|eiπ/n we have∣∣eiρων−1
∣∣ = e|ρ| cos[arg(iρων−1)] = e|ρ| cos[

π
2 + π

n +
2π(ν−1)

n ] = e|ρ| cos[3π/2] = 1.

The new sector S0 corrects this problem (see Chapter 5).
Now consider the sectors S� and S1. For ρ = |ρ|eiθ 6= 0 we have

ρ ∈ S� ⇐⇒
π

2n
≤ θ ≤ 3π

2n

⇐⇒ π

2n
+

2π
n

(ν − 1) ≤ θ +
2π
n

(ν − 1) ≤ 3π
2n

+
2π
n

(ν − 1)

⇐⇒ π

2n
+
π

n
(n− 1) ≤ arg(ρων−1) ≤

3π
2n

+
π

n
(n− 1)

⇐⇒ π − π

2n
≤ arg(ρων−1) ≤ π +

π

2n
⇐⇒ ρων−1 ∈ S1.

Equivalently, ρ ∈ S1 ⇐⇒ ρω−1
ν−1 ∈ S�. Thus, ρ ∈ S� and ρn is an eigenvalue

of L if and only if ρων−1 ∈ S1 and (ρων−1)n = ρn is an eigenvalue of L. It
follows that finding the eigenvalues λ = ρn of L with ρ ∈ S� is equivalent to
finding the eigenvalues λ = ρn of L with ρ ∈ S1. In the sequel we choose to
work on the sector S1 because of the simpler geometry.

The modified Birkhoff approximate solutions yk(t, ρ), k = 0, 1, . . . , n − 1,
and the approximate characteristic determinant ∆̂(ρ) are designed to develop
the spectral theory of the differential operator L relative to the sector S0.
In working on the sector S1, we must replace these quantities with alternate
forms. We begin by introducing the functions

xk(t, ρ) := e−iρωkzk(t, ρ) = eiρωk(t−1)
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , ν − 1,

xk(t, ρ) := zk(t, ρ) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = ν, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C. These functions are again approximate solu-
tions of the differential equation (2.1) in the sense of Theorem 2.1. They are
related to the earlier modified Birkhoff approximate solutions by the equations

xk(t, ρ) = e−iρωkyk(t, ρ), k = 0, 1, . . . , ν − 1,

xk(t, ρ) = eiρωkyk(t, ρ), k = ν, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C.
Applying the boundary values, for i = 1, . . . , n and k = 0, 1, . . . , ν − 1 we

have
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Bi(xk( · , ρ)) = e−iρωkBi(yk( · , ρ)) = P̂ik(ρ)e−iρωk + Q̂ik(ρ) (3.39)

for ρ 6= 0 in C, while for i = 1, . . . , n and k = ν, . . . , n− 1

Bi(xk( · , ρ)) = eiρωkBi(yk( · , ρ)) = P̂ik(ρ)eiρωk + Q̂ik(ρ) (3.40)

for ρ 6= 0 in C. In terms of these functions we then form a new approximate
characteristic determinant by defining

∆̃(ρ) = ∆̃(ρ,m) := det(Bi(xk( · , ρ)))

for ρ 6= 0 in C. It is also defined and analytic for ρ 6= 0 in C; it can be
calculated explicitly once m has been chosen; and it is particularly well suited
for work on the sector S1.

The new approximate characteristic determinant has the representation

∆̃(ρ) = det(Bi(xk( · , ρ)))

= det


1≤k≤ν−1 ν≤k≤n−1

P̂10(ρ)e−iρ+Q̂10(ρ) P̂1k(ρ)e−iρωk+Q̂1k(ρ) P̂1k(ρ)eiρωk+Q̂1k(ρ)

...
...

...
P̂n0(ρ)e−iρ+Q̂n0(ρ) P̂nk(ρ)e−iρωk+Q̂nk(ρ) P̂nk(ρ)eiρωk+Q̂nk(ρ)


(3.41)

for ρ 6= 0 in C, where the future emphasis will focus on the 0th column of this
matrix. Setting η = 1 + ω1 + · · ·+ ων−1 − ων − · · · − ωn−1, we can factor out
the exponentials appearing in the columns of the matrix in equation (3.41):

∆̃(ρ) = e−iρe−iρω1 · · · e−iρωv−1eiρων · · · eiρωn−1 ∆̂(ρ) = e−iρη ∆̂(ρ) (3.42)

for ρ 6= 0 in C.
Using equation (3.41), we proceed as above to expand the determinant for

∆̃(ρ) using the linearity in the 0th column:

∆̃(ρ) = D̃1(ρ)e−iρ + D̃0(ρ) (3.43)

for ρ 6= 0 in C, where the functions D̃1(ρ), D̃0(ρ) are given by

D̃1(ρ) = π̃1(ρ) + Φ̃1(ρ), D̃0(ρ) = π̃0(ρ) + Φ̃0(ρ)

for ρ 6= 0 in C. Here the functions π̃1(ρ), π̃0(ρ) are defined by

π̃1(ρ) := det

P̂10(ρ) Q̂11(ρ) · · · Q̂1 ν−1(ρ) Q̂1ν(ρ) · · · Q̂1 n−1(ρ)
...

...
...

...
...

P̂n0(ρ) Q̂n1(ρ) · · · Q̂n ν−1(ρ) Q̂nν(ρ) · · · Q̂n n−1(ρ)

,
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π̃0(ρ) := det

Q̂10(ρ) Q̂11(ρ) · · · Q̂1 ν−1(ρ) Q̂1ν(ρ) · · · Q̂1 n−1(ρ)
...

...
...

...
...

Q̂n0(ρ) Q̂n1(ρ) · · · Q̂n ν−1(ρ) Q̂nν(ρ) · · · Q̂n n−1(ρ)


for ρ 6= 0 in C, and the functions Φ̃1(ρ), Φ̃0(ρ) are the sums of 2n−1 − 1
determinants with each determinant expressible in the form of a product of
some of the exponentials e−iρωk , k = 1, . . . , ν − 1, or some of the exponentials
eiρωk , k = ν, . . . , n − 1, (at least one of these exponentials appears in each
product), times the determinant of an n×n matrix whose entries are selected
from among the functions P̂ik(ρ), Q̂ik(ρ). Thus, the approximate characteristic
determinant ∆̃(ρ) can be expressed in the form

∆̃(ρ) = π̃1(ρ)e−iρ + π̃0(ρ) + Φ̃1(ρ)e−iρ + Φ̃0(ρ) (3.44)

for ρ 6= 0 in C. Again all these functions are defined and analytic for ρ 6= 0 in
C, and they can be calculated explicitly once the integer m has been fixed.

Let us consider the function π̃1(ρ) = π̃1(ρ,m). Proceeding as above, we
see that

π̃1(ρ,m) =
m1∑

s1=−(m−1)

· · ·
mn∑

sn=−(m−1)

ρs1+···+sn det Π̃1(s1, . . . , sn,m)

=
p0∑

κ=−n(m−1)

a′κ(m)ρκ

(3.45)

for ρ 6= 0 in C, where Π̃1(s1, . . . , sn,m) is the n× n matrix

Π̃1(s1, . . . , sn,m)

:=

 p̂1 0 s1(m) q̂1 1 s1(m) · · · q̂1 ν−1 s1(m) q̂1 ν s1(m) · · · q̂1 n−1 s1(m)
...

...
...

...
...

p̂n 0 sn
(m) q̂n 1 sn

(m) · · · q̂n ν−1 sn
(m) q̂n ν sn

(m) · · · q̂n n−1 sn
(m)


and the a′κ(m) are the constants given by

a′κ(m) :=
∑

s1+···+sn=κ

det Π̃1(s1, . . . , sn,m), (3.46)

for κ = −n(m− 1), . . . , p0.
For integers s1, . . . , sn with −∞ < si ≤ mi for i = 1, . . . , n, introduce the

n× n matrices

Π ′
1(s1, . . . , sn) :=

p1 0 s1 q1 1 s1 · · · q1 ν−1 s1 q1 ν s1 · · · q1 n−1 s1

...
...

...
...

...
pn 0 sn

qn 1 sn
· · · qn ν−1 sn

qn ν sn
· · · qn n−1 sn

,
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and then set
a′κ :=

∑
s1+···+sn=κ

detΠ ′
1(s1, . . . , sn)

for κ = p0, p0 − 1, . . . , 1, 0,−1, . . ., where the indices s1, . . . , sn are restricted
to satisfy the conditions κ − (p0 − mi) ≤ si ≤ mi for i = 1, . . . , n. The a′κ
form an infinite sequence of constants that are independent of the integer m,
a′κ(m) = a′κ for κ = −(m− p0 − 1), . . . , p0, and the function π̃1(ρ,m) has the
representation

π̃1(ρ,m) =
p0∑

κ=−(m−p0−1)

a′κρ
κ +

−(m−p0)∑
κ=−n(m−1)

a′κ(m)ρκ (3.47)

for ρ 6= 0 in C. The constants a′κ, κ = p0, p0 − 1, . . . , 1, 0,−1, . . ., can be
calculated explicitly, and they form an invariant for the differential operator L.

A similar discussion can be carried out for the function π̃0(ρ,m). For in-
tegers s1, . . . , sn with −∞ < si ≤ mi for i = 1, . . . , n, introduce the n × n
matrices

Π ′
0(s1, . . . , sn) :=

q1 0 s1 q1 1 s1 · · · q1 ν−1 s1 q1 ν s1 · · · q1 n−1 s1

...
...

...
...

...
qn 0 sn qn 1 sn · · · qn ν−1 sn qn ν sn · · · qn n−1 sn

,
which have constant entries independent of the integer m. Then form the
infinite sequence of constants

b′κ :=
∑

s1+···+sn=κ

detΠ ′
0(s1, . . . , sn),

κ = p0, p0 − 1, . . . , 1, 0,−1, . . ., where the indices s1, . . . , sn are restricted to
satisfy the conditions κ−(p0−mi) ≤ si ≤ mi for i = 1, . . . , n. The constants b′κ
are independent of the integer m, and in terms of them the function π̃0(ρ,m)
can be written in the form

π̃0(ρ,m) =
p0∑

κ=−(m−p0−1)

b′κρ
κ +

−(m−p0)∑
κ=−n(m−1)

b′κ(m)ρκ (3.48)

for ρ 6= 0 in C, where the b′κ(m) are constants that do depend on m. The infi-
nite sequence b′κ, κ = p0, p0−1, . . . , 1, 0,−1, . . ., forms an additional invariant
for the differential operator L. We conclude the discussion of m-dependence
by introducing the functions

π′1(ρ,m) :=
p0∑

κ=−(m−p0−1)

a′κρ
κ, π′0(ρ,m) :=

p0∑
κ=−(m−p0−1)

b′κρ
κ

for ρ 6= 0 in C.
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There is a close relationship between the functions π̂1(ρ) and π̂0(ρ) ap-
pearing in (3.34) and the functions π̃1(ρ) and π̃0(ρ) appearing in (3.44).
Indeed, consider the matrix that appears in the definition of π̂1(ρ). From
equation (2.13) and the definitions of the functions P̂ik(ρ), Q̂ik(ρ), we have
Q̂i0(ρων−1) = Q̂i ν−1(ρ) for i = 1, . . . , n; P̂ik(ρων−1) = Q̂i k+ν−1(ρ) for
i = 1, . . . , n and k = 1, . . . , ν − 1; and P̂ik(ρων−1) = Q̂i k−ν(ρ) for i = 1, . . . , n
and k = ν, . . . , n− 1. Thus, from the definition of π̂1(ρ) we get

π̂1(ρων−1) = det

Q̂1 ν−1(ρ) Q̂1ν(ρ) · · · Q̂1 n−1(ρ) Q̂10(ρ) · · · Q̂1 ν−2(ρ)
...

...
...

...
...

Q̂n ν−1(ρ) Q̂nν(ρ) · · · Q̂n n−1(ρ) Q̂n0(ρ) · · · Q̂n ν−2(ρ)


= (−1)ν(ν−1)π̃0(ρ) = π̃0(ρ),

or
π̃0(ρ) = π̂1(ρων−1) for ρ 6= 0 in C. (3.49)

A similar argument shows that

π̃1(ρ) = π̂0(ρων) for ρ 6= 0 in C. (3.50)

Henceforth, we will assume that for the case n odd, n = 2ν−1 ≥ 3,
the differential operator L is either regular or simply irregular. Let
p be the largest integer with ap 6= 0, so −∞ < p ≤ p0, and let q be the largest
integer with bq 6= 0, so −∞ < q ≤ p0. Then aκ = 0 for κ = p+ 1, . . . , p0, and
bκ = 0 for κ = q+1, . . . , p0. The integers p, q and the nonzero constants ap, bq
will play major roles in the sequel.

For the case p = q choose a constant d > 0 such that

|ap|e−d + |bp|e−d ≤ 1
4

min{|ap|, |bp|}, (3.51)

and in terms of the constant d introduce the horizontal strips

Γ0 := {ρ = a+ ib ∈ C | a ≥ −π and |b| ≤ d},
Γ1 := {ρ = a+ ib ∈ C | a ≤ π and |b| ≤ d}.

Then select complex constants τ0 and τ1 and form the translated sectors

T0 := {ρ− τ0 | ρ ∈ S0}, T1 := {ρ− τ1 | ρ ∈ S1}

with the following properties: for the case p = q we require that the sectors S0,
S1 lie in the interiors of T0, T1, respectively, and that the horizontal strips Γ0,
Γ1 lie in the interiors of T0, T1, respectively; for the cases p < q and p > q we
require only that the sectors S0, S1 lie in the interiors of T0, T1, respectively.
The translated sectors T0 and T1 have been constructed by utilizing the con-
stants or invariants ap and bq determined by the differential operator L, and
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their construction is independent of the integer m. The asymptotic expansions
developed in the next chapter will take place in the sectors T0 and T1.

Fix an integer m with m > n, m > p0, and −(m − p0 − 1) ≤ p, q ≤ p0,
and then form the Birkhoff approximate solutions corresponding to this choice
of m:

zk(t, ρ) := zk(t, ρ,m) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C. As earlier in this chapter, introduce the
modified Birkhoff approximate solutions

yk(t, ρ) := yk(t, ρ,m) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , ν − 1,

yk(t, ρ) := yk(t, ρ,m) = eiρωk(t−1)
m−1∑
j=0

zkj(t)ρ−j , k = ν, . . . , n− 1,

and

xk(t, ρ) := xk(t, ρ,m) = eiρωk(t−1)
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , ν − 1,

xk(t, ρ) := xk(t, ρ,m) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = ν, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C, and form the approximate characteristic
determinants

∆̂(ρ) := ∆̂(ρ,m) = det(Bi(yk( · , ρ,m))),

∆̃(ρ) := ∆̃(ρ,m) = det(Bi(xk( · , ρ,m)))

for ρ 6= 0 in C. Lastly introduce the functions

π1(ρ) := π1(ρ,m) =
p∑

κ=−(m−p0−1)

aκρ
κ, π0(ρ) := π0(ρ,m) =

q∑
κ=−(m−p0−1)

bκρ
κ

and

π′1(ρ) := π′1(ρ,m) =
p0∑

κ=−(m−p0−1)

a′κρ
κ, π′0(ρ) := π′0(ρ,m) =

p0∑
κ=−(m−p0−1)

b′κρ
κ

for ρ 6= 0 in C. From (3.50) and (3.49) we have

a′κ = bκ(ων)κ and b′κ = aκ(ων−1)κ (3.52)
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for κ = p0, p0 − 1, . . . ,−(m − p0 − 1), and hence, a′q 6= 0 and a′κ = 0 for
κ = q + 1, . . . , p0, and b′p 6= 0 and b′κ = 0 for κ = p+ 1, . . . , p0. It follows that
the functions π′1(ρ), π

′
0(ρ) simplify to

π′1(ρ) =
q∑

κ=−(m−p0−1)

a′κρ
κ, π′0(ρ) =

p∑
κ=−(m−p0−1)

b′κρ
κ

for ρ 6= 0 in C. Also, in the case p = q we have |a′p| = |bp| and |b′p| = |ap|, and
by (3.51)

|a′p|e−d + |b′p|e−d ≤ 1
4

min{|a′p|, |b′p|}. (3.53)

For our future work we rewrite the representations (3.34) and (3.44) of the
approximate characteristic determinants in their final forms:

∆̂(ρ) = π1(ρ)eiρ + π0(ρ)

+
[ −(m−p0)∑

κ=−n(m−1)

aκ(m)ρκ + Φ̂1(ρ,m)
]
eiρ

+
[ −(m−p0)∑

κ=−n(m−1)

bκ(m)ρκ + Φ̂0(ρ,m)
]
,

(3.54)

∆̃(ρ) = π′1(ρ)e
−iρ + π′0(ρ)

+
[ −(m−p0)∑

κ=−n(m−1)

a′κ(m)ρκ + Φ̃1(ρ,m)
]
e−iρ

+
[ −(m−p0)∑

κ=−n(m−1)

b′κ(m)ρκ + Φ̃0(ρ,m)
] (3.55)

for ρ 6= 0 in C.
For the case n = 2ν−1 odd, the quantities introduced in the last

four paragraphs will remain fixed throughout the sequel. Specifi-
cally, the integer m will be held fixed with m > n, m > p0, and
−(m− p0 − 1) ≤ p, q ≤ p0.

3.4 Tests for Regularity

Some remarks are in order regarding the conditions for the differential opera-
tor L to be regular. These conditions are stated in Definition 3.2 and Definition
3.3 for the cases n even and n odd. It is important that these definitions be con-
sistent with the earlier definitions given in the monograph [34]. See Definiton
5.1 and Definition 6.1 in Chapter 4 of [34] for the definitions of the principal
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part T being determined by regular boundary values B1, . . . , Bn, and then
see p. 212 for the general differential operator L, where we assume that the
boundary values B1, . . . , Bn are regular relative to the principal part T . Let
us examine this question of consistency.

From equations (3.7) and (3.9) the functions P̂ik(ρ), Q̂ik(ρ), i = 1, . . . , n,
k = 0, 1, . . . , n− 1, have the representations

P̂ik(ρ) =
mi∑

s=−(m−mi−1)

piksρ
s +

−(m−mi)∑
s=−(m−1)

p̂iks(m)ρs,

Q̂ik(ρ) =
mi∑

s=−(m−mi−1)

qiksρ
s +

−(m−mi)∑
s=−(m−1)

q̂iks(m)ρs

for ρ 6= 0 in C. In these formulas the leading coefficients are given as follows:
for i = 1, . . . , n and k = 0, 1, . . . , ν − 1,

pikmi
=

mi∑
p=mi

0∑
`=0

αip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(0) = αimi

(iωk)mi ,

qikmi
=

mi∑
p=mi

0∑
`=0

βip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(1) = βimi

(iωk)mi ,

while for i = 1, . . . , n and k = ν, . . . , n− 1,

pikmi
=

mi∑
p=mi

0∑
`=0

βip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(1) = βimi

(iωk)mi ,

qikmi
=

mi∑
p=mi

0∑
`=0

αip

(
p

`

)
(iωk)p−`z

(`)
k p−`−s(0) = αimi

(iωk)mi .

Observe that these leading coefficients are determined exclusively by the nor-
malized boundary values B1, . . . , Bn. They are independent of the formal dif-
ferential operator ` that determines L, and they are identical for both L and
for its principal part T .

Assume that n is even: n = 2ν. In our current work the differential operator
L is defined to be regular if and only if the constant ap0 is nonzero. See
Definition 3.2. It is possible to obtain an explicit formula for the constant ap0 .
Indeed, for i = 1, . . . , n define

Ni0(ρ) := P̂i0(ρ) + Q̂i0(ρ)eiρ,

Niν(ρ) := P̂iν(ρ) + Q̂iν(ρ)eiρ,

Nik(ρ) := P̂ik(ρ), 1 ≤ k ≤ ν − 1,

Nik(ρ) := P̂ik(ρ), ν + 1 ≤ k ≤ n− 1,
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for ρ 6= 0 in C. From the definitions of the functions π̂i(ρ), i = 0, 1, 2, we see
that

det (Nik(ρ)) = π̂2(ρ)e2iρ + π̂1(ρ)eiρ + π̂0(ρ) (3.56)

for ρ 6= 0 in C, where by (3.24), (3.27), and (3.28) the functions π̂i(ρ) have
the form

π̂2(ρ) =
p0∑

κ=−(m−p0−1)

aκρ
κ +

−(m−p0)∑
κ=−n(m−1)

aκ(m)ρκ,

π̂1(ρ) =
p0∑

κ=−(m−p0−1)

bκρ
κ +

−(m−p0)∑
κ=−n(m−1)

bκ(m)ρκ,

π̂0(ρ) =
p0∑

κ=−(m−p0−1)

cκρ
κ +

−(m−p0)∑
κ=−n(m−1)

cκ(m)ρκ

for ρ 6= 0 in C. The constants ap0 , bp0 , cp0 are the leading coefficients of the
functions π̂2(ρ), π̂1(ρ), π̂0(ρ), respectively, and we have the important relation
ap0 = −ωp0cp0 given in equation (3.30).

Now for i = 1, . . . , n define

Ni0(ρ) := αimi
+ βimi

eiρ,

Niν(ρ) := βimi
(−1)mi + αimi

(−1)mieiρ,

Nik(ρ) := αimi
ωmi

k , 1 ≤ k ≤ ν − 1,
Nik(ρ) := βimi

ωmi

k , ν + 1 ≤ k ≤ n− 1,

for ρ ∈ C. If we expand the determinant on the left side of (3.56) using
linearity in all n columns and then pull out the factors of iρ from the rows of
the resulting determinants, then it follows that

(iρ)p0 det (Nik(ρ))+ lower powers of ρ =

ap0ρ
p0e2iρ + bp0ρ

p0eiρ + cp0ρ
p0 + lower powers of ρ

for ρ 6= 0 in C, and hence,

det (Nik(ρ)) = i−p0
(
ap0e

2iρ + bp0e
iρ + cp0

)
(3.57)

for ρ ∈ C. The justification for matching powers of ρ follows from simple limit
arguments and the facts that if ρ = ib is a pure imaginary, then

|ρke2iρ| = |b|ke−2b → 0, |ρkeiρ| = |b|ke−b → 0, |1| = 1 → 1

as b→∞ for k = 0, 1, 2, . . .. Equation (3.57) is identical to equation (5.20) in
Chapter 4 of the monograph [34], and it shows that the constant ap0 occurring
in our current work is equal to the constant ap0 that occurs in [34]. Specifically,
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ap0 = ip0 det


1 ≤ k ≤ ν − 1 ν + 1 ≤ k ≤ n− 1

β1m1 α1m1ω
m1
k α1m1(−1)m1 β1m1ω

m1
k

...
...

...
...

βnmn
αnmn

ωmn

k αnmn
(−1)mn βnmn

ωmn

k

.
(3.58)

Cf. Naimark [36, p. 57].
From the above we draw the following conclusions for the case n even: (i)

the definition for the differential operator L being regular given in our current
work is consistent with the earlier definition of regular boundary values given
in [34]; (ii) the differential operator L is regular if and only if its principal part
T is regular; and (iii) in checking the condition ap0 6= 0 for regularity, only
the boundary values B1, . . . , Bn are relevant — the coefficients determining
L play no role. The constant ap0 can be calculated explicitly using equation
(3.58), and does not require the calculation of any solutions of the differential
equation (2.1), nor the calculation of any characteristic determinants.

Next, assume that n is odd: n = 2ν−1. In our current work, the differential
operator L is defined to be regular if and only if the constants ap0 and bp0

are both nonzero. See Definition 3.3. Explicit formulas for these constants are
available. For i = 1, . . . , n define

Ni0(ρ) := P̂i0(ρ) + Q̂i0(ρ)eiρ,

Nik(ρ) := P̂ik(ρ), 1 ≤ k ≤ ν − 1,

Nik(ρ) := P̂ik(ρ), ν ≤ k ≤ n− 1,

for ρ 6= 0 in C. From the definitions of the functions π̂1(ρ), π̂0(ρ), we see that

det (Nik(ρ)) = π̂1(ρ)eiρ + π̂0(ρ) (3.59)

for ρ 6= 0 in C, where from (3.37) and (3.38) we have

π̂1(ρ) =
p0∑

κ=−(m−p0−1)

aκρ
κ +

−(m−p0)∑
κ=−n(m−1)

aκ(m)ρκ,

π̂0(ρ) =
p0∑

κ=−(m−p0−1)

bκρ
κ +

−(m−p0)∑
κ=−n(m−1)

bκ(m)ρκ

for ρ 6= 0 in C. The constants ap0 , bp0 are the leading coefficients of the
functions π̂1(ρ), π̂0(ρ), respectively.

Now for i = 1, . . . , n define

Ni0(ρ) := αimi + βimie
iρ,

Nik(ρ) := αimiω
mi

k , 1 ≤ k ≤ ν − 1,
Nik(ρ) := βimiω

mi

k , ν ≤ k ≤ n− 1,
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for ρ ∈ C. If we expand the determinant on the left side of (3.59) using
linearity in all n columns and then pull out the factors of iρ from the rows of
the resulting determinants, then it follows that

(iρ)p0 det (Nik(ρ))+ lower powers of ρ =

ap0ρ
p0eiρ + bp0ρ

p0 + lower powers of ρ

for ρ 6= 0 in C, and hence,

det (Nik(ρ)) = i−p0
(
ap0e

iρ + bp0

)
(3.60)

for ρ ∈ C. Equation (3.60) is identical to equation (6.16) in Chapter 4 of [34],
and it shows that the constants ap0 , bp0 occurring in our current work are
equal to the constants ap0 , bp0 that occur in [34]. Specifically,

ap0 = ip0 det


1 ≤ k ≤ ν − 1 ν ≤ k ≤ n− 1

β1m1 α1m1ω
m1
k β1m1ω

m1
k

...
...

...
βnmn

αnmn
ωmn

k βnmn
ωmn

k

, (3.61)

bp0 = ip0 det


1 ≤ k ≤ ν − 1 ν ≤ k ≤ n− 1

α1m1 α1m1ω
m1
k β1m1ω

m1
k

...
...

...
αnmn αnmnω

mn

k βnmnω
mn

k

. (3.62)

Cf. Naimark [36, p. 56].
For the case n odd, we draw the same conclusions as before: (i) the defini-

tion for the differential operator L being regular given in our current work is
consistent with the earlier definition of regular boundary values given in [34];
(ii) the differential operator L is regular if and only if its principal part T is
regular; and (iii) in checking the conditions ap0 6= 0 and bp0 6= 0 for regularity,
only the boundary values B1, . . . , Bn are relevant — the coefficients deter-
mining L play no role. The constants ap0 and bp0 can be calculated explicitly
using (3.61) and (3.62), and do not require the calculation of any solutions
of the diffferential equation (2.1), nor the calculation of any characteristic
determinants.
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Asymptotic Expansion of Solutions

In this chapter we construct actual solutions of the differential equation (2.1)
for ρ belonging to the sectors T0 or T1. These solutions behave asymptotically
like the Birkhoff approximate solutions zk(t, ρ) = zk(t, ρ,m), where the integer
m has been fixed with m > n, m > p0, and −(m− p0 − 1) ≤ p, q ≤ p0. Again
the discussion divides naturally into the two cases n even and n odd.

4.1 Expansions for n Even

Assume that n is even: n = 2ν ≥ 2. We begin by examining the relationship
between the complex numbers iρω0, iρω1, . . . , iρωn−1 for ρ belonging to the
sectors S0 or S1, where

S0 : all ρ = |ρ|eiθ ∈ C with 0 ≤ θ ≤ π

n
,

S1 : all ρ = |ρ|eiθ ∈ C with − π

n
≤ θ ≤ 0 .

The results in the following lemma are variations of some well-known results
(see [4, p. 220] or [36, pp. 43–45 ]).

Lemma 4.1. Let n be even: n = 2ν. Then there exist permutations

ω0
0 , ω

0
1 , . . . , ω

0
n−1 and ω1

0 , ω
1
1 , . . . , ω

1
n−1

of the nth roots of unity ω0, ω1, . . . , ωn−1 such that

Re(iρω0
0) ≤ Re(iρω0

1) ≤ · · · ≤ Re(iρω0
n−1) for all ρ ∈ S0,

Re(iρω1
0) ≤ Re(iρω1

1) ≤ · · · ≤ Re(iρω1
n−1) for all ρ ∈ S1.

Proof. Note that the list ω0, ω
−1
1 , ω1, ω

−1
2 , . . . , ων−1, ω

−1
ν is a permutation of

ω0, ω1, . . . , ωn−1, and for ρ ∈ S0 we have
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0 ≤ arg(ρω0) ≤
π

n
, −2π

n
≤ arg(ρω−1

1 ) ≤ −π
n
,

2π
n
≤ arg(ρω1) ≤

3π
n
, −4π

n
≤ arg(ρω−1

2 ) ≤ −3π
n
, . . . ,

(2ν − 2)π
n

≤ arg(ρων−1) ≤
(2ν − 1)π

n
,

−π = − (2ν)π
n

≤ arg(ρω−1
ν ) ≤ − (2ν − 1)π

n
.

Since the cosine is an even function and is decreasing on the interval [0, π], it
follows that

cos[arg(ρω−1
ν )] ≤ cos[arg(ρων−1)] ≤ · · · ≤ cos[arg(ρω−1

2 )]

≤ cos[arg(ρω1)] ≤ cos[arg(ρω−1
1 )] ≤ cos[arg(ρω0)]

for ρ ∈ S0, and hence,

Re(ρω−1
ν ) ≤ Re(ρων−1) ≤ · · · ≤ Re(ρω−1

2 )

≤ Re(ρω1) ≤ Re(ρω−1
1 ) ≤ Re(ρω0)

(∗)

for all ρ ∈ S0. It is easy to visualize these inequalities geometrically by sim-
ply plotting the complex numbers ρω0, ρω

−1
1 , ρω1, ρω

−1
2 , . . . , ρων−1, ρω

−1
ν as

points on the circle of radius r = |ρ|. Similarly, ω−1
0 , ω1, ω

−1
1 , ω2, . . . , ω

−1
ν−1, ων

is a permutation of ω0, ω1, . . . , ωn−1, and

Re(ρων) ≤ Re(ρω−1
ν−1) ≤ · · · ≤ Re(ρω2)

≤ Re(ρω−1
1 ) ≤ Re(ρω1) ≤ Re(ρω−1

0 )
(∗∗)

for all ρ ∈ S1.
Next, consider the cases where ν is odd or even. First, assume ν is odd:

ν = 2µ− 1. Then n = 4µ− 2, µ = (n+ 2)/4, and

arg(iω3µ−2) =
π

2
+

2π
n

[
3
(
n+ 2

4

)
− 2
]

= 2π − π

n
,

arg(iω3µ−1) =
π

2
+

2π
n

[
3
(
n+ 2

4

)
− 1
]

= 2π +
π

n
.

Thus, for any point ρ ∈ S0, the point iρω3µ−2 belongs to S1, and by (∗∗)

Re(iρω3µ−2ων) ≤ Re(iρω3µ−2ω
−1
ν−1)

≤ · · · ≤ Re(iρω3µ−2ω1) ≤ Re(iρω3µ−2ω
−1
0 ).

On the other hand, for any point ρ ∈ S1, the point iρω3µ−1 belongs to S0,
and by (∗)



4.1 Expansions for n Even 69

Re(iρω3µ−1ω
−1
ν ) ≤ Re(iρω3µ−1ων−1)

≤ · · · ≤ Re(iρω3µ−1ω
−1
1 ) ≤ Re(iρω3µ−1ω0).

This establishes the desired inequalities for the case ν odd.
Second, assume that ν is even: ν = 2µ. Then n = 4µ, µ = n/4, and

arg(iω3µ) =
π

2
+

2π
n
· 3n

4
= 2π.

Therefore, for any ρ ∈ S0, we have iρω3µ = ρ ∈ S0, and by (∗)

Re(iρω3µω
−1
ν ) ≤ Re(iρω3µων−1) ≤ · · · ≤ Re(iρω3µω

−1
1 ) ≤ Re(iρω3µω0);

for any ρ ∈ S1, iρω3µ = ρ ∈ S1, and by (∗∗)

Re(iρω3µων) ≤ Re(iρω3µω
−1
ν−1) ≤ · · · ≤ Re(iρω3µω1) ≤ Re(iρω3µω

−1
0 ).

This completes the proof of the lemma. ut

Let ω0
0 , ω

0
1 , . . . , ω

0
n−1 and ω1

0 , ω
1
1 , . . . , ω

1
n−1 be the permutations of ω0, ω1,

. . . , ωn−1 determined in the last lemma. In this section we will select constants
C0, C1,M0,M1, r0, γ0, R0 that can be used concurrently for the translated
sectors T0 and T1. Indeed, for the first two constants we choose C0 ≥ 0 such
that |aα(t)| ≤ C0 for 0 ≤ t ≤ 1 and for α = 0, 1, . . . , n−2, and in terms of the
sectors T0 = {ρ− τ0 | ρ ∈ S0} and T1 = {ρ− τ1 | ρ ∈ S1}, we choose C1 > 0
such that ∣∣∣eiτ0(ω

0
i −ω0

j )(t−s)
∣∣∣ ≤ C1 and

∣∣∣eiτ1(ω
1
i −ω1

j )(t−s)
∣∣∣ ≤ C1

for all t, s ∈ [0, 1] and for i, j = 0, 1, . . . , n − 1. At this point we fix our
attention upon the sector T0, returning later in the section to a discussion of
the sector T1.

Fix any integer k with 0 ≤ k ≤ n − 1, and let κ be the integer satisfying
0 ≤ κ ≤ n − 1 and ω0

κ = ωk. Let us reconsider the Birkhoff approximate
solution

zk(t, ρ) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j = eiρω0
κt

m−1∑
j=0

zkj(t)ρ−j , 0 ≤ t ≤ 1,

on the sector T0. Our goal in the first part of this section is to construct an
actual solution v0k(t, ρ) of the differential equation (2.1) for ρ ∈ T0 with |ρ|
sufficiently large, with v0k(t, ρ) behaving asymptotically like zk(t, ρ) on the
sector T0 and with v0k(t, ρ) having nice regularity properties on T0 relative to
the t and ρ variables.

Applying Lemma 4.1, for any point ρ ∈ T0 we have

Re(i(ρ+ τ0)ω0
0) ≤ Re(i(ρ+ τ0)ω0

1) ≤ · · · ≤ Re(i(ρ+ τ0)ω0
n−1). (4.1)
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Now take any point ρ ∈ T0. Then for j = 0, 1, . . . , κ the estimates (4.1) give

Re(iρω0
j ) ≤ Re(iρω0

j + i(ρ+ τ0)(ω0
κ − ω0

j )) = Re(iτ0(ω0
κ − ω0

j ) + iρω0
κ),

so for 0 ≤ s < t ≤ 1 we obtain the estimates∣∣eiρω0
j (t−s)

∣∣ = eRe(iρω0
j (t−s)) ≤ eRe(iτ0(ω

0
κ−ω0

j )(t−s)+iρω0
κ(t−s))

=
∣∣eiτ0(ω

0
κ−ω0

j )(t−s)
∣∣∣∣eiρω0

κ(t−s)
∣∣ ≤ C1

∣∣eiρω0
κ(t−s)

∣∣,
or ∣∣eiρω0

j (t−s)
∣∣ ≤ C1

∣∣eiρωk(t−s)
∣∣ (4.2)

for 0 ≤ s < t ≤ 1, for ρ ∈ T0, and for j = 0, 1, . . . , κ. Similarly, for j =
κ+ 1, . . . , n− 1 the estimates (4.1) yield

Re(−iρω0
j ) ≤ Re(−iρω0

j + i(ρ+ τ0)(ω0
j − ω0

κ)) = Re(iτ0(ω0
j − ω0

κ)− iρω0
κ),

so for 0 ≤ t < s ≤ 1∣∣eiρω0
j (t−s)

∣∣ = eRe(−iρω0
j (s−t)) ≤ eRe(iτ0(ω

0
j−ω0

κ)(s−t)−iρω0
κ(s−t))

=
∣∣eiτ0(ω

0
κ−ω0

j )(t−s)
∣∣∣∣eiρω0

κ(t−s)
∣∣ ≤ C1

∣∣eiρω0
κ(t−s)

∣∣,
or ∣∣eiρω0

j (t−s)
∣∣ ≤ C1

∣∣eiρωk(t−s)
∣∣ (4.3)

for 0 ≤ t < s ≤ 1, for ρ ∈ T0, and for j = κ+ 1, . . . , n− 1.
Let K01 and K02 be the functions defined by

K01(t, s, ρ) := −
κ∑

j=0

(iω0
j )eiρω0

j (t−s), K02(t, s, ρ) :=
n−1∑

j=κ+1

(iω0
j )eiρω0

j (t−s)

for t, s ∈ [0, 1] and for ρ ∈ C; let k0 be the function defined by

k0(t, s, ρ) :=
1

nρn−1
K01(t, s, ρ), 0 ≤ s < t ≤ 1,

k0(t, s, ρ) :=
1

nρn−1
K02(t, s, ρ), 0 ≤ t < s ≤ 1,

for ρ 6= 0 in C; and let K0ρ be the integral operator on L2[0, 1] defined by

K0ρu(t) :=
∫ 1

0

k0(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ L2[0, 1],

for each ρ 6= 0 in C. From our earlier work [34, pp. 103–105], we know that if
u ∈ L2[0, 1] and v = K0ρu, then v ∈ Hn[0, 1] and (ρnI − τ)v = u. Also, the
derivatives of v are given by
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v(α)(t) =
∫ 1

0

∂αk0

∂tα
(t, s, ρ)u(s) ds

= − 1
nρn−1

κ∑
j=0

(iω0
j )α+1ρα

∫ t

0

eiρω0
j (t−s)u(s) ds

+
1

nρn−1

n−1∑
j=κ+1

(iω0
j )α+1ρα

∫ 1

t

eiρω0
j (t−s)u(s) ds

(4.4)

for 0 ≤ t ≤ 1 and for α = 0, 1, . . . , n − 1. We will use the integral operator
K0ρ extensively in deriving our asymptotic expansions, with the estimates
(4.2) and (4.3) producing bounds for the various operators relative to the
sector T0.

Next, we begin the construction of actual solutions of the differential equa-
tion (2.1), looking for solutions of the form u(t, ρ) = zk(t, ρ) + φ(t, ρ) where
zk(t, ρ) is the Birkhoff approximate solution. From equation (2.11) we know
that

(ρnI − `)zk(t, ρ) = eiρωktηk(t, ρ) (4.5)

for 0 ≤ t ≤ 1 and ρ 6= 0 in C, where the residual function ηk(t, ρ) is given by

ηk(t, ρ) = − ρn

in

n+m−1∑
s=m+1

[ ∑
`+p+j=s

ck`p(t)z
(`)
kj (t)

]
ρ−s

for 0 ≤ t ≤ 1 and ρ 6= 0 in C. The function ηk(t, ρ) depends on the fixed
integers m and k. Choose a constant M0 ≥ 0 such that

|ηk(t, ρ)| ≤M0|ρ|−(m+1−n) (4.6)

for 0 ≤ t ≤ 1 and for ρ ∈ C with |ρ| ≥ 1 (recall that m > n). Without loss of
generality we can assume that the constant M0 is independent of the integer
k.

Fix any point ρ 6= 0 in C. As we determine solutions to (2.1) and
to other equivalent equations, the various functions u, φ, ψ and constants
c0, c1, . . . , cn−1 that appear will all depend upon the fixed integer k and the
fixed parameter ρ. For the time being we will surpress this dependence on k
and ρ in our notation. The only exceptions are in the Birkhoff approximate
solution zk( · , ρ) and the associated residual function ηk( · , ρ), where we con-
tinue to display both the k and ρ dependence, and in the integral operator K0ρ,
where we continue to show the ρ dependence but surpress the k dependence.

Suppose u ∈ Hn[0, 1] is a solution of the differential equation (2.1), and
let φ ∈ Hn[0, 1] be the function defined by the equation u(t) := zk(t, ρ)+φ(t)
for 0 ≤ t ≤ 1. Then by (4.5) we have

0 = (ρnI − `)u(t) = eiρωktηk(t, ρ) + (ρnI − τ)φ(t)− σφ(t)

or
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(ρnI − τ)φ(t) = σφ(t)− eiρωktηk(t, ρ)

for 0 ≤ t ≤ 1. Set v(t) := K0ρ

(
σφ(t) − eiρωktηk(t, ρ)

)
for 0 ≤ t ≤ 1. Then

v belongs to Hn[0, 1] and (ρnI − τ)v(t) = σφ(t) − eiρωktηk(t, ρ), and hence,
(ρnI − τ)

(
φ(t) − v(t)

)
= 0 for 0 ≤ t ≤ 1. It follows that there exist complex

constants c0, c1, . . . , cn−1 such that

φ(t)− v(t) = c0eiρω0t + c1eiρω1t + · · ·+ cn−1eiρωn−1t,

or

φ(t) = K0ρσφ(t)−K0ρ

(
eiρωktηk(t, ρ)

)
+

n−1∑
j=0

cjeiρωjt (4.7)

for 0 ≤ t ≤ 1. Equation (4.7) is an integro-differential equation for the func-
tion φ.

Conversely, suppose φ ∈ Hn[0, 1] is a solution of (4.7) for some constants
c0, c1, . . . , cn−1. We assert that the function u(t) := zk(t, ρ)+φ(t) is a solution
of the differential equation (2.1). Clearly u belongs to Hn[0, 1], (ρnI−τ)φ(t) =
σφ(t)− eiρωktηk(t, ρ) for 0 ≤ t ≤ 1, and by (4.5) again

(ρnI − `)u(t) = eiρωktηk(t, ρ) + (ρnI − τ)φ(t)− σφ(t)

= eiρωktηk(t, ρ) + σφ(t)− eiρωktηk(t, ρ)− σφ(t) = 0

for 0 ≤ t ≤ 1. This establishes the assertion. We conclude that finding solu-
tions u to the differential equation (2.1) is equivalent to finding solutions φ to
the integro-differential equation (4.7) with arbitrary constants c0, c1, . . . , cn−1.

Next, consider the special case of equation (4.7) where all the constants
cj are set equal to zero:

φ(t) = K0ρσφ(t)−K0ρ

(
eiρωktηk(t, ρ)

)
(4.8)

for 0 ≤ t ≤ 1. Suppose φ ∈ Hn[0, 1] is a solution of equation (4.8). Clearly

σφ(t) = σK0ρσφ(t)− σK0ρ

(
eiρωktηk(t, ρ)

)
for 0 ≤ t ≤ 1. Let ψ be the function defined by the equation

σφ(t) := eiρωktψ(t), 0 ≤ t ≤ 1.

Clearly ψ ∈ H2[0, 1] and ψ ∈ C[0, 1], and

ψ(t) = e−iρωktσK0ρ

(
eiρωktψ(t)

)
− e−iρωktσK0ρ

(
eiρωktηk(t, ρ)

)
for 0 ≤ t ≤ 1. Writing out the last equation in detail, we get

ψ(t) =
1

nρn−1

∫ t

0

n−2∑
α=0

aα(t)e−iρωk(t−s) ∂
αK01

∂tα
(t, s, ρ)

[
ψ(s)− ηk(s, ρ)

]
ds

+
1

nρn−1

∫ 1

t

n−2∑
α=0

aα(t)e−iρωk(t−s) ∂
αK02

∂tα
(t, s, ρ)

[
ψ(s)− ηk(s, ρ)

]
ds

(4.9)
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for 0 ≤ t ≤ 1. Equation (4.9) is an integral equation for the function ψ.
Conversely, suppose ψ ∈ C[0, 1] is a solution of the integral equation (4.9).

Let φ and u be the functions in Hn[0, 1] defined by

φ(t) := K0ρ

(
eiρωkt[ψ(t)− ηk(t, ρ)]

)
,

u(t) := zk(t, ρ) + φ(t) = zk(t, ρ) +K0ρ

(
eiρωkt[ψ(t)− ηk(t, ρ)]

)
for 0 ≤ t ≤ 1.

First, we assert that σφ(t) = eiρωktψ(t) for 0 ≤ t ≤ 1. Indeed, from the
definition of φ we have

φ(t) =
1

nρn−1

∫ t

0

K01(t, s, ρ)eiρωks[ψ(s)− ηk(s, ρ)] ds

+
1

nρn−1

∫ 1

t

K02(t, s, ρ)eiρωks[ψ(s)− ηk(s, ρ)] ds

for 0 ≤ t ≤ 1, and hence, by (4.9)

σφ(t) =
eiρωkt

nρn−1

∫ t

0

n−2∑
α=0

aα(t)e−iρωk(t−s) ∂
αK01

∂tα
(t, s, ρ)

[
ψ(s)− ηk(s, ρ)

]
ds

+
eiρωkt

nρn−1

∫ 1

t

n−2∑
α=0

aα(t)e−iρωk(t−s) ∂
αK02

∂tα
(t, s, ρ)

[
ψ(s)− ηk(s, ρ)

]
ds

= eiρωkt ψ(t)

for 0 ≤ t ≤ 1.
Second, again from the definition of φ we have

φ(t) = K0ρσφ(t)−K0ρ

(
eiρωktηk(t, ρ)

)
for 0 ≤ t ≤ 1, and hence, φ is a solution of (4.8). By our earlier work it
follows that the function u is a solution of the differential equation (2.1).
Summarizing, if ψ ∈ C[0, 1] is a solution of the integral equation (4.9), then
the function

φ(t) = K0ρ

(
eiρωkt[ψ(t)− ηk(t, ρ)]

)
, 0 ≤ t ≤ 1, (4.10)

belongs to the space Hn[0, 1] and is a solution of the integro-differential equa-
tion (4.8), σφ(t) = eiρωktψ(t) for 0 ≤ t ≤ 1, and the function

u(t) = zk(t, ρ) + φ(t)

= zk(t, ρ) +
eiρωkt

nρn−1

∫ t

0

e−iρωk(t−s)K01(t, s, ρ)[ψ(s)− ηk(s, ρ)] ds

+
eiρωkt

nρn−1

∫ 1

t

e−iρωk(t−s)K02(t, s, ρ)[ψ(s)− ηk(s, ρ)] ds,

(4.11)
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0 ≤ t ≤ 1, belongs to Hn[0, 1] and is a solution of the differential equation
(2.1). Moreover, the derivatives of u are given by

u(α)(t) = z
(α)
k (t, ρ) +

eiρωkt

nρn−1

∫ t

0

e−iρωk(t−s) ∂
αK01

∂tα
(t, s, ρ)[ψ(s)− ηk(s, ρ)] ds

+
eiρωkt

nρn−1

∫ 1

t

e−iρωk(t−s) ∂
αK02

∂tα
(t, s, ρ)[ψ(s)− ηk(s, ρ)] ds

(4.12)

for 0 ≤ t ≤ 1 and for α = 0, 1, . . . , n− 1. We conclude that finding solutions φ
to equation (4.8) is equivalent to finding solutions ψ to equation (4.9). In view
of this fact, the emphasis now shifts to solving the integral equation (4.9) for
the function ψ. At this point the sector T0 comes into play. We will show that
equation (4.9) is uniquely solvable for all ρ ∈ T0 with |ρ| sufficiently large.

For fixed ρ 6= 0 in C, let A0ρ be the integral operator on C[0, 1] defined by

A0ρu(t) :=
∫ 1

0

g0(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ C[0, 1],

where the kernel is defined by

g0(t, s, ρ) :=
1
n

n−2∑
α=0

aα(t)ρ−(n−2)e−iρωk(t−s) ∂
αK01

∂tα
(t, s, ρ), 0 ≤ s < t ≤ 1,

g0(t, s, ρ) :=
1
n

n−2∑
α=0

aα(t)ρ−(n−2)e−iρωk(t−s) ∂
αK02

∂tα
(t, s, ρ), 0 ≤ t < s ≤ 1.

Then the integral equation (4.9) can be written in the operator form[
I − 1

ρ
A0ρ

]
ψ(t) = −1

ρ
A0ρ ηk(t, ρ), 0 ≤ t ≤ 1, (4.13)

in the setting of the Banach space C[0, 1].

Lemma 4.2. For any point ρ ∈ T0 with |ρ| ≥ 1,∣∣∣∣∂αK01

∂tα
(t, s, ρ)

∣∣∣∣ ≤ C1n|ρ|α
∣∣eiρωk(t−s)

∣∣
for 0 ≤ s < t ≤ 1 and for α = 0, 1, 2, . . .;∣∣∣∣∂αK02

∂tα
(t, s, ρ)

∣∣∣∣ ≤ C1n|ρ|α
∣∣eiρωk(t−s)

∣∣
for 0 ≤ t < s ≤ 1 and for α = 0, 1, 2, . . .; and |g0(t, s, ρ)| ≤ C0C1n := M1 for
t 6= s in [0, 1].
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Proof. Take any point ρ ∈ T0 with |ρ| ≥ 1. Then from (4.2) we have∣∣∣∣∂αK01

∂tα
(t, s, ρ)

∣∣∣∣ = ∣∣∣∣ κ∑
j=0

(iω0
j )α+1ραeiρω0

j (t−s)

∣∣∣∣ ≤ n|ρ|αC1

∣∣eiρωk(t−s)
∣∣ (∗)

for 0 ≤ s < t ≤ 1 and for α = 0, 1, 2, . . .. Similarly, by (4.3)∣∣∣∣∂αK02

∂tα
(t, s, ρ)

∣∣∣∣ = ∣∣∣∣ n−1∑
j=κ+1

(iω0
j )α+1ραeiρω0

j (t−s)

∣∣∣∣ ≤ n|ρ|αC1

∣∣eiρωk(t−s)
∣∣ (∗∗)

for 0 ≤ t < s ≤ 1 and for α = 0, 1, 2, . . .. The estimate for |g0(t, s, ρ)| follows
immediately from (∗) and (∗∗). ut

By the last lemma the norm of the operator A0ρ satisfies the condition
‖A0ρ‖ ≤M1 for all ρ ∈ T0 with |ρ| ≥ 1. Set r0 := max{1,M1} ≥ 1. Take any
point ρ ∈ T0 with |ρ| > r0. Then |ρ| > 1, |ρ| > M1, and ‖(1/ρ)A0ρ‖ < 1, and
hence, in the operator space B(C[0, 1]) the operator I− (1/ρ)A0ρ is invertible
with its inverse given by the Neumann expansion

[
I − 1

ρ
A0ρ

]−1 =
∞∑

j=0

1
ρj

A
j
0ρ .

It follows that the integral equation (4.9), or the equivalent operator equation
(4.13), has a unique solution ψ0k( · , ρ) in C[0, 1] given by

ψ0k(t, ρ) = −1
ρ

[
I − 1

ρ
A0ρ

]−1
A0ρ ηk(t, ρ) = −

∞∑
j=0

1
ρj+1

A
j+1
0ρ ηk(t, ρ) (4.14)

for 0 ≤ t ≤ 1, where the series in (4.14) is converging in C[0, 1] under the
supremum norm. In denoting the solution ψ0k( · , ρ), we have now displayed
the full dependence upon the integer k and the parameter ρ, with ρ restricted
to belong to the sector T0 with |ρ| > r0.

Now use (4.11) to define the function v0k( · , ρ) ∈ Hn[0, 1] by

v0k(t, ρ) := zk(t, ρ) +
eiρωkt

nρn−1

∫ t

0

e−iρωk(t−s)K01(t, s, ρ)[ψ0k(s, ρ)− ηk(s, ρ)] ds

+
eiρωkt

nρn−1

∫ 1

t

e−iρωk(t−s)K02(t, s, ρ)[ψ0k(s, ρ)− ηk(s, ρ)] ds

(4.15)

for 0 ≤ t ≤ 1 and for ρ ∈ T0 with |ρ| > r0. By our earlier work the function
v0k( · , ρ) is a solution of the differential equation (2.1), and by (4.12) the
derivatives of v0k( · , ρ) are given by
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v
(α)
0k (t, ρ) = z

(α)
k (t, ρ)

+
eiρωkt

nρn−1

∫ t

0

e−iρωk(t−s) ∂
αK01

∂tα
(t, s, ρ)[ψ0k(s, ρ)− ηk(s, ρ)] ds

+
eiρωkt

nρn−1

∫ 1

t

e−iρωk(t−s) ∂
αK02

∂tα
(t, s, ρ)[ψ0k(s, ρ)− ηk(s, ρ)] ds

(4.16)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > r0, and for α = 0, 1, . . . , n− 1.
For ρ 6= 0 in C and for α = 0, 1, . . . , n− 1 let

h0α(t, s, ρ) :=
1

nρn−1
e−iρωk(t−s) ∂

αK01

∂tα
(t, s, ρ) for 0 ≤ s < t ≤ 1,

h0α(t, s, ρ) :=
1

nρn−1
e−iρωk(t−s) ∂

αK02

∂tα
(t, s, ρ) for 0 ≤ t < s ≤ 1,

and let B0αρ be the integral operator on C[0, 1] defined by

B0αρu(t) :=
∫ 1

0

h0α(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ C[0, 1].

From Lemma 4.2 we have

|h0α(t, s, ρ)| ≤ 1
n|ρ|n−1

|e−iρωk(t−s)| · C1n|ρ|α|eiρωk(t−s)| = C1|ρ|−(n−1−α)

for t 6= s in [0, 1], for ρ ∈ T0 with |ρ| ≥ 1, and for α = 0, 1, . . . , n − 1, and
hence, the norm of the operator B0αρ satisfies the estimate

‖B0αρ‖ ≤ C1|ρ|−(n−1−α)

for ρ ∈ T0 with |ρ| ≥ 1 and for α = 0, 1, . . . , n− 1. In terms of B0αρ equation
(4.16) can then be written as

v
(α)
0k (t, ρ) = z

(α)
k (t, ρ) + eiρωkt B0αρ[ψ0k(t, ρ)− ηk(t, ρ)] (4.17)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > r0, and for α = 0, 1, . . . , n− 1.
Note that

B0αρu(t) = e−iρωkt ∂
α

∂tα

{
1

nρn−1

∫ t

0

K01(t, s, ρ)[eiρωksu(s)] ds

+
1

nρn−1

∫ 1

t

K02(t, s, ρ)[eiρωksu(s)] ds
}

= e−iρωkt ∂
α

∂tα
K0ρ[eiρωktu(t)],

which shows that the operator B0αρ maps C[0, 1] into Hn−α[0, 1], and is con-
tinuous from the sup norm-structure to the Hn−α-structure. Combining this
fact with (4.17) and (4.14), we conclude that
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v
(α)
0k (t, ρ) = z

(α)
k (t, ρ)− eiρωkt

∞∑
j=0

1
ρj

B0αρ A
j
0ρ ηk(t, ρ) (4.18)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > r0, and for α = 0, 1, . . . , n− 1, where the
series converges in the space Hn−α[0, 1] under the norm | |Hn−α .

For ρ ∈ T0 with |ρ| > r0 and for α = 0, 1, . . . , n− 1, set

E0kα(t, ρ) := ρm−α B0αρ[ψ0k(t, ρ)− ηk(t, ρ)], 0 ≤ t ≤ 1.

The function E0kα( · , ρ) belongs to Hn−α[0, 1], and (4.17) can be rewritten as

v
(α)
0k (t, ρ) = z

(α)
k (t, ρ) + eiρωktE0kα(t, ρ)ρ−m+α (4.19)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > r0, and for α = 0, 1, . . . , n−1. To estimate
the growth rate of the function E0kα( · , ρ), consider any point ρ ∈ T0 with
|ρ| > 2r0. Then ∥∥∥1

ρ
A0ρ

∥∥∥ ≤ M1

|ρ|
<

1
2
,

and from (4.13) and (4.6) we have

‖ψ0k( · , ρ)‖∞ ≤ 1
2
‖ψ0k( · , ρ)‖∞ +

1
2
M0|ρ|−(m+1−n),

or
‖ψ0k( · , ρ)‖∞ ≤M0|ρ|−(m+1−n) (4.20)

for ρ ∈ T0 with |ρ| > 2r0. Cf. equation (4.6). It follows that

‖E0kα( · , ρ)‖∞ ≤ |ρ|m−α · C1|ρ|−(n−1−α) · 2M0|ρ|−(m+1−n) = 2C1M0,

or
‖E0kα( · , ρ)‖∞ ≤ 2C1M0 := γ0 (a constant) (4.21)

for ρ ∈ T0 with |ρ| > 2r0 and for α = 0, 1, . . . , n − 1. In (4.19) and (4.21)
we have established our asymptotic formulas for the solution v0k( · , ρ) and its
derivatives relative to the sector T0.

Next, we apply the above construction to create a basis for the solution
space of the differential equation (2.1). For k = 0, 1, . . . , n−1 and ρ ∈ T0 with
|ρ| > r0, let

v00( · , ρ), v01( · , ρ), . . . , v0 n−1( · , ρ) ∈ Hn[0, 1]

be the solutions of the differential equation (2.1) constructed above. We assert
that these solutions are linearly independent for |ρ| sufficiently large. Indeed,
from Chapter 2 the derivatives of the Birkhoff approximate solutions are given
by

z
(p)
k (t, ρ) = ρpeiρωkt

p∑
`=0

m−1∑
j=0

αkp` z
(`)
kj (t)ρ−`−j := ρpeiρωkt

m+p−1∑
s=0

fkps(t)ρ−s
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for k, p = 0, 1, . . . , n−1, where fkp0(t) = αkp0 = (iωk)p. Combining this result
with equation (4.19), we have

v
(α)
0k (t, ρ) = ραeiρωkt

[
(iωk)α +

m+α−1∑
s=1

fkαs(t)ρ−s + E0kα(t, ρ)ρ−m
]

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > r0, and for k, α = 0, 1, . . . , n − 1, where
by the bound given in equation (4.21)

(iωk)α +
m+α−1∑

s=1

fkαs(t)ρ−s + E0kα(t, ρ)ρ−m → (iωk)α

uniformly on [0, 1] × T0 as |ρ| → ∞ for k, α = 0, 1, . . . , n − 1. Since the
Vandermonde matrix

(
(iωk)α

)
is nonsingular, using the continuity of the de-

terminant, we can choose a constant R0 ≥ 2r0 such that the matrix

V (t, ρ) :=
[
(iωk)α +

m+α−1∑
s=1

fkαs(t)ρ−s + E0kα(t, ρ)ρ−m
]

is nonsingular for 0 ≤ t ≤ 1 and for ρ ∈ T0 with |ρ| > R0. It follows that the
Wronskian

W (v00, v01, . . . , v0 n−1)(t, ρ) = det
[
v
(α)
0k (t, ρ)

]
= ρ1+2+···+(n−1)eiρ(ω0+ω1+···+ωn−1)t detV (t, ρ)

= ρn(n−1)/2 detV (t, ρ)

is nonzero for 0 ≤ t ≤ 1 and for ρ ∈ T0 with |ρ| > R0. This proves that
the solutions v0k( · , ρ), k = 0, 1, . . . , n− 1, are indeed linearly independent for
ρ ∈ T0 with |ρ| > R0.

To develop the regularity properties of the functions ψ0k(t, ρ) and v0k(t, ρ),
we will use Lemma 12.1 and Lemma 12.2 of the Appendix (Chapter 12). Again
fix the integer k with 0 ≤ k ≤ n− 1. Set

G0 := {ρ ∈ IntT0 | |ρ| > R0},

an open set in the ρ plane. We know that

ηk(t, ρ) = − ρn

in

n+m−1∑
s=m+1

[ ∑
`+p+j=s

ck`p(t)z
(`)
kj (t)

]
ρ−s

for 0 ≤ t ≤ 1 and ρ 6= 0 in C, and hence, the function ηk(t, ρ) is continuous on
[0, 1] × G0, and ∂

∂ρ ηk(t, ρ) exists and is continuous on [0, 1] × G0. For ρ 6= 0
in C define
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φ01(t, s, ρ) :=
1
n

n−2∑
α=0

aα(t)ρ−(n−2)e−iρωk(t−s) ∂
αK01

∂tα
(t, s, ρ) ηk(s, ρ),

0 ≤ s < t ≤ 1,

φ02(t, s, ρ) :=
1
n

n−2∑
α=0

aα(t)ρ−(n−2)e−iρωk(t−s) ∂
αK02

∂tα
(t, s, ρ) ηk(s, ρ),

0 ≤ t < s ≤ 1,

and set

φ0(t, s, ρ) := φ01(t, s, ρ) for 0 ≤ s < t ≤ 1, ρ ∈ G0,

φ0(t, s, ρ) := φ02(t, s, ρ) for 0 ≤ t < s ≤ 1, ρ ∈ G0.

Clearly φ0(t, s, ρ) = g0(t, s, ρ)ηk(s, ρ) for t 6= s in [0, 1] and ρ ∈ G0, and

A0ρηk(t, ρ) =
∫ 1

0

φ0(t, s, ρ) ds, 0 ≤ t ≤ 1, ρ ∈ G0.

From Lemma 12.1 we conclude that A0ρηk(t, ρ) is continuous on [0, 1]×G0, and
∂
∂ρ [A0ρηk(t, ρ)] exists and is continuous on [0, 1]×G0. Proceeding by induction,

for j = 0, 1, 2, . . . the function A
j
0ρηk(t, ρ) is continuous on [0, 1]×G0, and the

derivative ∂
∂ρ [Aj

0ρηk(t, ρ)] exists and is continuous on [0, 1]×G0.
Next, for each ρ ∈ G0 let us examine the unique solution ψ0k(t, ρ) of the

integral equation (4.9), where by equation (4.14)

ψ0k(t, ρ) = −
∞∑

j=1

1
ρj

A
j
0ρηk(t, ρ)

for 0 ≤ t ≤ 1, with the series converging in C[0, 1] for each ρ ∈ G0. For the
partial sums of the series,

S0N (t, ρ) = −
N∑

j=1

1
ρj

A
j
0ρηk(t, ρ),

N = 1, 2, . . ., it follows that S0N (t, ρ) is continuous on [0, 1] × G0, and
∂
∂ρ [S0N (t, ρ)] exists and is continuous on [0, 1]×G0.

Since ‖A0ρ‖ ≤M1 and |ρ| > R0 ≥ 2M1 for ρ ∈ G0, we have
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‖ψ0k( · , ρ)− S0N ( · , ρ)‖∞ =
∥∥∥ ∞∑

j=N+1

1
ρj

A
j
0ρηk( · , ρ)

∥∥∥
∞

≤
∞∑

j=N+1

1
|ρ|j

(M1)j ·M0|ρ|−(m+1−n)

= M0(M1)−(m+1−n)
∞∑

j=N+1

M j+m+1−n
1

|ρ|j+m+1−n

≤M0(M1)−(m+1−n)
∞∑

j=N+1

1
2j+m+1−n

=
2−(m+1−n)M0(M1)−(m+1−n)

2N

for each ρ ∈ G0, and hence,

‖ψ0k( · , ρ)− S0N ( · , ρ)‖∞ ≤ M0(2M1)−(m+1−n)

2N
(4.22)

for ρ ∈ G0 and for N = 1, 2, . . .. This result shows that the functions S0N (t, ρ)
converge uniformly on [0, 1] ×G0 to ψ0k(t, ρ) as N → ∞. From Lemma 12.2
we conclude that ψ0k(t, ρ) is continuous on [0, 1] × G0, and the derivative
∂
∂ρ [ψ0k(t, ρ)] exists and is continuous on [0, 1]×G0. It is immediate that the
function

ψ0k(t, ρ)− ηk(t, ρ) = −
∞∑

j=0

1
ρj

A
j
0ρηk(t, ρ)

is continuous on [0, 1] × G0, and the derivative ∂
∂ρ [ψ0k(t, ρ) − ηk(t, ρ)] exists

and is continuous on [0, 1]×G0.
Finally, consider the derivative functions v(α)

0k (t, ρ) given by equation (4.16)
for 0 ≤ t ≤ 1, for ρ ∈ G0, and for α = 0, 1, . . . , n−1. Again by Lemma 12.1 we
see that v(α)

0k (t, ρ) is continuous on [0, 1]×G0, and the derivative ∂
∂ρ

[
v
(α)
0k (t, ρ)

]
exists and is continuous on [0, 1]×G0.

We summarize these results for the sector T0 in the following theorem.

Theorem 4.3. Let n be even: n = 2ν; let T0 = {ρ − τ0 | ρ ∈ S0} be the
translation of the sector S0 selected in the last chapter; let m be the integer
chosen in the last chapter with m > n, m > p0, and −(m− p0 − 1) ≤ p ≤ p0;
and for each ρ 6= 0 in C let

zk(t, ρ) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , n− 1,

be the Birkhoff approximate solutions of the differential equation (2.1) that
are determined by Theorem 2.1. Then there exists a constant R0 > 0 such
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that for ρ ∈ T0 with |ρ| > R0, there exist n functions v00( · , ρ), v01( · , ρ), . . . ,
v0 n−1( · , ρ) in Hn[0, 1] that are linearly independent solutions of the differen-
tial equation (2.1), with

v
(α)
0k (t, ρ) = z

(α)
k (t, ρ) + eiρωktE0kα(t, ρ)ρ−m+α

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1. The
function E0kα( · , ρ) belongs to Hn−α[0, 1] with |E0kα(t, ρ)| ≤ γ0 (a constant)
for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1. For
the open set G0 = {ρ ∈ IntT0 | |ρ| > R0} and for k, α = 0, 1, . . . , n − 1, the
function v(α)

0k (t, ρ) is continuous on [0, 1]×G0, and the derivative ∂
∂ρ

[
v
(α)
0k (t, ρ)

]
exists and is continuous on [0, 1]×G0.

To construct solutions of the differential equation (2.1) on the sector T1, we
will follow the procedure used above for the sector T0. Since the development
is so similar, we simply sketch the results. In working on the sector T1, we
will utilize the permutation ω1

0 , ω
1
1 , . . . , ω

1
n−1 of ω0, ω1, . . . , ωn−1 determined

by Lemma 4.1. Fix any integer k with 0 ≤ k ≤ n− 1, and let κ be the unique
integer satisfying 0 ≤ κ ≤ n − 1 and ω1

κ = ωk. Then as an application of
Lemma 4.1 we obtain the estimates∣∣eiρω1

j (t−s)
∣∣ ≤ C1

∣∣eiρωk(t−s)
∣∣ (4.23)

for 0 ≤ s < t ≤ 1, for ρ ∈ T1, and for j = 0, 1, . . . , κ; and∣∣eiρω1
j (t−s)

∣∣ ≤ C1

∣∣eiρωk(t−s)
∣∣ (4.24)

for 0 ≤ t < s ≤ 1, for ρ ∈ T1, and for j = κ+ 1, . . . , n− 1.
Let K11 and K12 be the functions defined by

K11(t, s, ρ) := −
κ∑

j=0

(iω1
j )eiρω1

j (t−s), K12(t, s, ρ) :=
n−1∑

j=κ+1

(iω1
j )eiρω1

j (t−s)

for t, s ∈ [0, 1] and for ρ ∈ C; let k1 be the function defined by

k1(t, s, ρ) :=
1

nρn−1
K11(t, s, ρ), 0 ≤ s < t ≤ 1,

k1(t, s, ρ) :=
1

nρn−1
K12(t, s, ρ), 0 ≤ t < s ≤ 1,

for ρ 6= 0 in C; and let K1ρ be the integral operator on L2[0, 1] defined by

K1ρu(t) :=
∫ 1

0

k1(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ L2[0, 1],

for each ρ 6= 0 in C. Again let zk(t, ρ) be the Birkhoff approximate solution,
and let ηk(t, ρ) be the associated residual function. These functions have been
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used extensively in our work on the sector T0, and they will be used again
here for our work on the sector T1. They are independent of the sectors.

Fix any point ρ 6= 0 in C. Let u, φ ∈ Hn[0, 1] be functions related by the
equation

u(t) = zk(t, ρ) + φ(t) for 0 ≤ t ≤ 1.

Then it follows that u is a solution of the differential equation (2.1) if and
only if there exist constants c0, c1, . . . , cn−1 such that

φ(t) = K1ρσφ(t)−K1ρ

(
eiρωktηk(t, ρ)

)
+

n−1∑
j=0

cjeiρωjt for 0 ≤ t ≤ 1. (4.25)

This is an integro-differential equation for the function φ.
Next, we consider the special case of (4.25) where all the cj are set equal

to zero:

φ(t) = K1ρσφ(t)−K1ρ

(
eiρωktηk(t, ρ)

)
for 0 ≤ t ≤ 1. (4.26)

Suppose φ ∈ Hn[0, 1] is a solution of equation (4.26), and let ψ ∈ H2[0, 1] be
the function defined by the equation

σφ(t) := eiρωktψ(t) for 0 ≤ t ≤ 1.

Then ψ belongs to C[0, 1], and ψ is a solution of the equation

ψ(t) = e−iρωktσK1ρ

(
eiρωktψ(t)

)
− e−iρωktσK1ρ

(
eiρωktηk(t, ρ)

)
,

which reduces to the integral equation

ψ(t) =
1

nρn−1

∫ t

0

n−2∑
α=0

aα(t)e−iρωk(t−s) ∂
αK11

∂tα
(t, s, ρ)

[
ψ(s)− ηk(s, ρ)

]
ds

+
1

nρn−1

∫ 1

t

n−2∑
α=0

aα(t)e−iρωk(t−s) ∂
αK12

∂tα
(t, s, ρ)

[
ψ(s)− ηk(s, ρ)

]
ds

(4.27)

for 0 ≤ t ≤ 1.
On the other hand, suppose ψ ∈ C[0, 1] is a solution to the integral equa-

tion (4.27). Let φ ∈ Hn[0, 1] and u ∈ Hn[0, 1] be the functions defined by

φ(t) := K1ρ

(
eiρωkt[ψ(t)− ηk(t, ρ)]

)
, (4.28)

u(t) := zk(t, ρ) + φ(t) = zk(t, ρ) +K1ρ

(
eiρωkt[ψ(t)− ηk(t, ρ)]

)
(4.29)

for 0 ≤ t ≤ 1. Then σφ(t) = eiρωktψ(t) for 0 ≤ t ≤ 1, φ is a solution to
equation (4.26), and u is a solution of the differential equation (2.1). Conse-
quently, our attention now focuses on solving the integral equation (4.27) for
the function ψ.
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For fixed ρ 6= 0 in C, let A1ρ be the integral operator on C[0, 1] defined by

A1ρu(t) :=
∫ 1

0

g1(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ C[0, 1],

where the kernel is defined by

g1(t, s, ρ) :=
1
n

n−2∑
α=0

aα(t)ρ−(n−2)e−iρωk(t−s) ∂
αK11

∂tα
(t, s, ρ), 0 ≤ s < t ≤ 1,

g1(t, s, ρ) :=
1
n

n−2∑
α=0

aα(t)ρ−(n−2)e−iρωk(t−s) ∂
αK12

∂tα
(t, s, ρ), 0 ≤ t < s ≤ 1.

The integral equation (4.27) can then be written in the operator form[
I − 1

ρ
A1ρ

]
ψ(t) = −1

ρ
A1ρ ηk(t, ρ), 0 ≤ t ≤ 1, (4.30)

in the setting of the Banach space C[0, 1]. Up to this point the sector T1 has
not been a factor — the situation is about to change.

Indeed, for ρ ∈ T1 with |ρ| ≥ 1, the operator A1ρ satisfies the bound
‖A1ρ‖ ≤ M1, where M1 = C0C1n is the constant introduced previously.
As earlier set r0 = max{1,M1} ≥ 1. Then for any ρ ∈ T1 with |ρ| > r0,
‖(1/ρ)A1ρ‖ < 1, the operator I − (1/ρ)A1ρ is invertible with its inverse given
by [

I − 1
ρ

A1ρ

]−1 =
∞∑

j=0

1
ρj

A
j
1ρ ,

and the integral equation (4.27), or the equivalent operator equation (4.30),
has a unique solution ψ1k( · , ρ) in C[0, 1] given by

ψ1k(t, ρ) = −1
ρ

[
I − 1

ρ
A1ρ

]−1
A1ρ ηk(t, ρ) = −

∞∑
j=0

1
ρj+1

A
j+1
1ρ ηk(t, ρ) (4.31)

for 0 ≤ t ≤ 1, where the series in (4.31) is converging in C[0, 1]. Applying
(4.29), the function v1k( · , ρ) ∈ Hn[0, 1] defined by

v1k(t, ρ) := zk(t, ρ) +K1ρ

(
eiρωkt[ψ1k(t, ρ)− ηk(t, ρ)]

)
(4.32)

for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > r0, is a solution of the differential
equation (2.1). The derivatives of v1k( · , ρ) are given by

v
(α)
1k (t, ρ) = z

(α)
k (t, ρ)

+
eiρωkt

nρn−1

∫ t

0

e−iρωk(t−s) ∂
αK11

∂tα
(t, s, ρ)[ψ1k(s, ρ)− ηk(s, ρ)] ds

+
eiρωkt

nρn−1

∫ 1

t

e−iρωk(t−s) ∂
αK12

∂tα
(t, s, ρ)[ψ1k(s, ρ)− ηk(s, ρ)] ds

(4.33)
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for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > r0, and for α = 0, 1, . . . , n− 1.
For ρ 6= 0 in C and for α = 0, 1, . . . , n− 1 let

h1α(t, s, ρ) :=
1

nρn−1
e−iρωk(t−s) ∂

αK11

∂tα
(t, s, ρ) for 0 ≤ s < t ≤ 1,

h1α(t, s, ρ) :=
1

nρn−1
e−iρωk(t−s) ∂

αK12

∂tα
(t, s, ρ) for 0 ≤ t < s ≤ 1,

and let B1αρ be the integral operator on C[0, 1] defined by

B1αρu(t) :=
∫ 1

0

h1α(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ C[0, 1].

The operator B1αρ satisfies the bound

‖B1αρ‖ ≤ C1|ρ|−(n−1−α)

for ρ ∈ T1 with |ρ| ≥ 1 and for α = 0, 1, . . . , n− 1, and equation (4.33) can be
written as

v
(α)
1k (t, ρ) = z

(α)
k (t, ρ) + eiρωkt B1αρ[ψ1k(t, ρ)− ηk(t, ρ)] (4.34)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > r0, and for α = 0, 1, . . . , n− 1.
Note that the operator B1αρ maps C[0, 1] into Hn−α[0, 1], and is continu-

ous from the sup norm-structure to the Hn−α-structure. Combining this fact
with (4.34) and (4.31), we conclude that

v
(α)
1k (t, ρ) = z

(α)
k (t, ρ)− eiρωkt

∞∑
j=0

1
ρj

B1αρ A
j
1ρ ηk(t, ρ) (4.35)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > r0, and for α = 0, 1, . . . , n− 1, where the
series converges in the space Hn−α[0, 1] under the norm | |Hn−α .

For ρ ∈ T1 with |ρ| > r0 and for α = 0, 1, . . . , n− 1, set

E1kα(t, ρ) := ρm−α B1αρ[ψ1k(t, ρ)− ηk(t, ρ)], 0 ≤ t ≤ 1.

The function E1kα( · , ρ) belongs to Hn−α[0, 1], and (4.34) can be rewritten as

v
(α)
1k (t, ρ) = z

(α)
k (t, ρ) + eiρωktE1kα(t, ρ)ρ−m+α (4.36)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > r0, and for α = 0, 1, . . . , n− 1. As in our
previous work we obtain the estimates (see (4.6))

‖ψ1k( · , ρ)‖∞ ≤M0|ρ|−(m+1−n) (4.37)

for ρ ∈ T1 with |ρ| > 2r0, and

‖E1kα( · , ρ)‖∞ ≤ 2C1M0 = γ0 (4.38)
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for ρ ∈ T1 with |ρ| > 2r0 and for α = 0, 1, . . . , n − 1. In (4.36) and (4.38)
we have established our asymptotic formulas for the solution v1k( · , ρ) and its
derivatives relative to the sector T1.

Next, for k = 0, 1, . . . , n− 1 and for ρ ∈ T1 with |ρ| > r0, let

v10( · , ρ), v11( · , ρ), . . . , v1 n−1( · , ρ) ∈ Hn[0, 1]

be the solutions of the differential equation (2.1) constructed above. Applying
the argument used earlier to determine the constant R0, we can choose a
constant R1 ≥ 2r0 such that the Wronskian

W (v10, v11, . . . , v1 n−1)(t, ρ) = det
[
v
(α)
1k (t, ρ)

]
is nonzero for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > R1. Thus, the solutions
v1k( · , ρ), k = 0, 1, . . . , n − 1, of (2.1) are linearly independent for ρ ∈ T1

with |ρ| > R1. By choosing the maximum of R0 and R1, we can assume that
R1 = R0 in the sequel.

The regularity properties of the functions ψ1k(t, ρ) and v1k(t, ρ) are iden-
tical to those for the functions ψ0k(t, ρ) and v0k(t, ρ); they are also based on
Lemma 12.1 and Lemma 12.2 of the Appendix (Chapter 12). Fix the integer
k with 0 ≤ k ≤ n− 1, and set

G1 := {ρ ∈ IntT1 | |ρ| > R0},

an open set in the ρ plane. The function ψ1k(t, ρ) is continuous on [0, 1]×G1,
and the derivative ∂

∂ρ [ψ1k(t, ρ)] exists and is continuous on [0, 1] × G1; for

α = 0, 1, . . . , n − 1 the derivative v(α)
1k (t, ρ) is continuous on [0, 1] × G1, and

the derivative ∂
∂ρ

[
v
(α)
1k (t, ρ)

]
exists and is continuous on [0, 1]×G1.

These results for the sector T1 are summarized below in a theorem.

Theorem 4.4. Let n be even: n = 2ν; let T1 = {ρ − τ1 | ρ ∈ S1} be the
translation of the sector S1 selected in the last chapter; let m be the integer
chosen in the last chapter with m > n, m > p0, and −(m− p0 − 1) ≤ p ≤ p0;
and for each ρ 6= 0 in C let

zk(t, ρ) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , n− 1,

be the Birkhoff approximate solutions of the differential equation (2.1) that
are determined by Theorem 2.1. Then there exists a constant R0 > 0 such
that for ρ ∈ T1 with |ρ| > R0, there exist n functions v10( · , ρ), v11( · , ρ), . . . ,
v1 n−1( · , ρ) in Hn[0, 1] that are linearly independent solutions of the differen-
tial equation (2.1), with

v
(α)
1k (t, ρ) = z

(α)
k (t, ρ) + eiρωktE1kα(t, ρ)ρ−m+α
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for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1. The
function E1kα( · , ρ) belongs to Hn−α[0, 1] with |E1kα(t, ρ)| ≤ γ0 (a constant)
for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1. For
the open set G1 = {ρ ∈ IntT1 | |ρ| > R0} and for k, α = 0, 1, . . . , n − 1, the
function v(α)

1k (t, ρ) is continuous on [0, 1]×G1, and the derivative ∂
∂ρ

[
v
(α)
1k (t, ρ)

]
exists and is continuous on [0, 1]×G1.

4.2 Expansions for n Odd

In the last part of this chapter, we establish the asymptotic expansion of
solutions to the differential equation (2.1) for the case n odd. The development
here is identical to the case n even, and hence, we simply indicate the main
features of the theory. Assume that n is odd: n = 2ν − 1 ≥ 3. Relative to the
sectors S0, S1 given by

S0 : all ρ = |ρ|eiθ ∈ C with − π

2n
≤ θ ≤ π

2n
,

S1 : all ρ = |ρ|eiθ ∈ C with π − π

2n
≤ θ ≤ π +

π

2n
,

we have the following analogue of Lemma 4.1.

Lemma 4.5. Let n be odd: n = 2ν − 1. Then there exist permutations

ω0
0 , ω

0
1 , . . . , ω

0
n−1 and ω1

0 , ω
1
1 , . . . , ω

1
n−1

of the nth roots of unity ω0, ω1, . . . , ωn−1 such that

Re(iρω0
0) ≤ Re(iρω0

1) ≤ · · · ≤ Re(iρω0
n−1) for all ρ ∈ S0,

Re(iρω1
0) ≤ Re(iρω1

1) ≤ · · · ≤ Re(iρω1
n−1) for all ρ ∈ S1.

Proof. Let Σ0 and Σ1 be the sectors in the ρ plane defined by

Σ0 : all ρ = |ρ|eiθ ∈ C with 0 ≤ θ ≤ π

n
,

Σ1 : all ρ = |ρ|eiθ ∈ C with − π

n
≤ θ ≤ 0 .

The two lists ω0, ω
−1
1 , ω1, ω

−1
2 , ω2, . . . , ω

−1
ν−1, ων−1 and ω−1

0 , ω1, ω
−1
1 , ω2, ω

−1
2 ,

. . . , ων−1, ω
−1
ν−1 are permutations of ω0, ω1, . . . , ωn−1 with

Re(ρων−1) ≤ Re(ρω−1
ν−1) ≤ · · · ≤ Re(ρω2) ≤ Re(ρω−1

2 )

≤ Re(ρω1) ≤ Re(ρω−1
1 ) ≤ Re(ρω0)

(∗)

for ρ ∈ Σ0, and

Re(ρω−1
ν−1) ≤ Re(ρων−1) ≤ · · · ≤ Re(ρω−1

2 ) ≤ Re(ρω2)

≤ Re(ρω−1
1 ) ≤ Re(ρω1) ≤ Re(ρω−1

0 )
(∗∗)
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for ρ ∈ Σ1.
Assume ν is odd: ν = 2µ−1. Then arg(iω1−µ) = π/(2n) and arg(iω2−3µ) =

−π−π/(2n). Thus, for any point ρ ∈ S0, the point iρω1−µ belongs to Σ0, and
by (∗)

Re(iρω1−µων−1) ≤ Re(iρω1−µω
−1
ν−1) ≤ · · · ≤ Re(iρω1−µω2) ≤ Re(iρω1−µω

−1
2 )

≤ Re(iρω1−µω1) ≤ Re(iρω1−µω
−1
1 ) ≤ Re(iρω1−µω0).

Similarly, for any point ρ ∈ S1, the point iρω2−3µ belongs to Σ1, and by (∗∗)

Re(iρω2−3µω
−1
ν−1) ≤ Re(iρω2−3µων−1) ≤ · · · ≤ Re(iρω2−3µω

−1
2 )

≤ Re(iρω2−3µω2) ≤ Re(iρω2−3µω
−1
1 )

≤ Re(iρω2−3µω1) ≤ Re(iρω2−3µω
−1
0 ).

Assume ν is even: ν = 2µ. Then arg(iω−µ) = −π/(2n) and arg(iω1−3µ) =
−π + π/(2n). Thus, for any point ρ ∈ S0, we have iρω−µ ∈ Σ1, and by (∗∗)

Re(iρω−µω
−1
ν−1) ≤ Re(iρω−µων−1) ≤ · · · ≤ Re(iρω−µω

−1
2 ) ≤ Re(iρω−µω2)

≤ Re(iρω−µω
−1
1 ) ≤ Re(iρω−µω1) ≤ Re(iρω−µω

−1
0 ).

Also, for any point ρ ∈ S1, the point iρω1−3µ belongs to Σ0, and by (∗)

Re(iρω1−3µων−1) ≤ Re(iρω1−3µω
−1
ν−1) ≤ · · · ≤ Re(iρω1−3µω2)

≤ Re(iρω1−3µω
−1
2 ) ≤ Re(iρω1−3µω1)

≤ Re(iρω1−3µω
−1
1 ) ≤ Re(iρω1−3µω0).

This completes the proof of the lemma. ut

Let ω0
0 , ω

0
1 , . . . , ω

0
n−1 and ω1

0 , ω
1
1 , . . . , ω

1
n−1 be the permutations of ω0, ω1,

. . . , ωn−1 determined in Lemma 4.5. We begin our expansion of solutions for
ρ belonging to the translated sector T0. Fix any integer k with 0 ≤ k ≤ n− 1,
and let κ be the integer satisfying 0 ≤ κ ≤ n − 1 and ω0

κ = ωk. Let K01 and
K02 be the functions defined by

K01(t, s, ρ) := −
κ∑

j=0

(iω0
j )eiρω0

j (t−s), K02(t, s, ρ) :=
n−1∑

j=κ+1

(iω0
j )eiρω0

j (t−s)

for t, s ∈ [0, 1] and for ρ ∈ C; let k0 be the function defined by

k0(t, s, ρ) :=
1

nρn−1
K01(t, s, ρ), 0 ≤ s < t ≤ 1,

k0(t, s, ρ) :=
1

nρn−1
K02(t, s, ρ), 0 ≤ t < s ≤ 1,

for ρ 6= 0 in C; and let K0ρ be the integral operator on L2[0, 1] defined by
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K0ρu(t) :=
∫ 1

0

k0(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ L2[0, 1],

for each ρ 6= 0 in C. The operator K0ρ has the same properties as its earlier
version for the case n even.

For the fixed integer k, we form the Birkhoff approximate solution

zk(t, ρ) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j = eiρω0
κt

m−1∑
j=0

zkj(t)ρ−j , 0 ≤ t ≤ 1,

and the corresponding residual function

ηk(t, ρ) = − ρn

in

n+m−1∑
s=m+1

[ ∑
`+p+j=s

ck`p(t)z
(`)
kj (t)

]
ρ−s, 0 ≤ t ≤ 1,

with
(ρnI − `)zk(t, ρ) = eiρωktηk(t, ρ) (4.39)

for 0 ≤ t ≤ 1 and ρ 6= 0 in C, and with

|ηk(t, ρ)| ≤M0|ρ|−(m+1−n) (4.40)

for 0 ≤ t ≤ 1 and for ρ ∈ C with |ρ| ≥ 1. Fix any point ρ 6= 0 in C. A function
u(t) belonging to Hn[0, 1] is a solution of the differential equation (2.1) if and
only if the function φ(t) = u(t)−zk(t, ρ) is a solution of the integro-differential
equation

φ(t) = K0ρσφ(t)−K0ρ

(
eiρωktηk(t, ρ)

)
+

n−1∑
j=0

cjeiρωjt, 0 ≤ t ≤ 1, (4.41)

for some constants c0, c1, . . . , cn−1.
Consider the special case of equation (4.41) where all the constants cj are

equal to zero:

φ(t) = K0ρσφ(t)−K0ρ

(
eiρωktηk(t, ρ)

)
, 0 ≤ t ≤ 1. (4.42)

If φ(t) is a function in Hn[0, 1] that is a solution of equation (4.42), then the
function ψ(t) = e−iρωktσφ(t) is a solution of the integral equation

ψ(t) =
1

nρn−1

∫ t

0

n−2∑
α=0

aα(t)e−iρωk(t−s) ∂
αK01

∂tα
(t, s, ρ)

[
ψ(s)− ηk(s, ρ)

]
ds

+
1

nρn−1

∫ 1

t

n−2∑
α=0

aα(t)e−iρωk(t−s) ∂
αK02

∂tα
(t, s, ρ)

[
ψ(s)− ηk(s, ρ)

]
ds,

(4.43)
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0 ≤ t ≤ 1. Conversely, if ψ(t) is a function in C[0, 1] that is a solution of the
integral equation (4.43), then the function φ(t) = K0ρ

(
eiρωkt[ψ(t)− ηk(t, ρ)]

)
is a solution of equation (4.42), and the function

u(t) = zk(t, ρ) + φ(t) = zk(t, ρ) +K0ρ

(
eiρωkt[ψ(t)− ηk(t, ρ)]

)
= zk(t, ρ) +

eiρωkt

nρn−1

∫ t

0

e−iρωk(t−s)K01(t, s, ρ)[ψ(s)− ηk(s, ρ)] ds

+
eiρωkt

nρn−1

∫ 1

t

e−iρωk(t−s)K02(t, s, ρ)[ψ(s)− ηk(s, ρ)] ds,

(4.44)

0 ≤ t ≤ 1, is a solution of the differential equation (2.1), where the derivatives
of u(t) are given by

u(α)(t) = z
(α)
k (t, ρ) +

eiρωkt

nρn−1

∫ t

0

e−iρωk(t−s) ∂
αK01

∂tα
(t, s, ρ)[ψ(s)− ηk(s, ρ)] ds

+
eiρωkt

nρn−1

∫ 1

t

e−iρωk(t−s) ∂
αK02

∂tα
(t, s, ρ)[ψ(s)− ηk(s, ρ)] ds

(4.45)

for 0 ≤ t ≤ 1 and for α = 0, 1, . . . , n− 1. It is in solving equation (4.43) that
the sector T0 comes into play.

For each ρ 6= 0 in C, let A0ρ be the integral operator on C[0, 1] defined by

A0ρu(t) :=
∫ 1

0

g0(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ C[0, 1],

where the kernel is defined by

g0(t, s, ρ) :=
1
n

n−2∑
α=0

aα(t)ρ−(n−2)e−iρωk(t−s) ∂
αK01

∂tα
(t, s, ρ), 0 ≤ s < t ≤ 1,

g0(t, s, ρ) :=
1
n

n−2∑
α=0

aα(t)ρ−(n−2)e−iρωk(t−s) ∂
αK02

∂tα
(t, s, ρ), 0 ≤ t < s ≤ 1.

Then the integral equation (4.43) can be written in the operator form[
I − 1

ρ
A0ρ

]
ψ(t) = −1

ρ
A0ρ ηk(t, ρ), 0 ≤ t ≤ 1, (4.46)

in the setting of the Banach space C[0, 1].
It follows that the operator A0ρ is bounded, ‖A0ρ‖ ≤ M1, for all ρ ∈ T0

with |ρ| ≥ 1. Setting r0 := max{1,M1} ≥ 1, for any ρ ∈ T0 with |ρ| > r0
the integral equation (4.43), or the equivalent operator equation (4.46), has a
unique solution ψ0k( · , ρ) in C[0, 1] given by

ψ0k(t, ρ) := −1
ρ

[
I − 1

ρ
A0ρ

]−1
A0ρ ηk(t, ρ) = −

∞∑
j=0

1
ρj+1

A
j+1
0ρ ηk(t, ρ) (4.47)
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for 0 ≤ t ≤ 1, where the series in (4.47) is converging in C[0, 1] under the
supremum norm. Now use (4.44) to define the function v0k( · , ρ) ∈ Hn[0, 1]
by

v0k(t, ρ) := zk(t, ρ)

+
eiρωkt

nρn−1

∫ t

0

e−iρωk(t−s)K01(t, s, ρ)[ψ0k(s, ρ)− ηk(s, ρ)] ds

+
eiρωkt

nρn−1

∫ 1

t

e−iρωk(t−s)K02(t, s, ρ)[ψ0k(s, ρ)− ηk(s, ρ)] ds

(4.48)

for 0 ≤ t ≤ 1 and for ρ ∈ T0 with |ρ| > r0. The function v0k( · , ρ) is a solution
of the differential equation (2.1), and by (4.45) the derivatives of v0k( · , ρ) are
given by

v
(α)
0k (t, ρ) = z

(α)
k (t, ρ)

+
eiρωkt

nρn−1

∫ t

0

e−iρωk(t−s) ∂
αK01

∂tα
(t, s, ρ)[ψ0k(s, ρ)− ηk(s, ρ)] ds

+
eiρωkt

nρn−1

∫ 1

t

e−iρωk(t−s) ∂
αK02

∂tα
(t, s, ρ)[ψ0k(s, ρ)− ηk(s, ρ)] ds

(4.49)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > r0, and for α = 0, 1, . . . , n− 1.
Next, for ρ 6= 0 in C and for α = 0, 1, . . . , n− 1 let

h0α(t, s, ρ) :=
1

nρn−1
e−iρωk(t−s) ∂

αK01

∂tα
(t, s, ρ) for 0 ≤ s < t ≤ 1,

h0α(t, s, ρ) :=
1

nρn−1
e−iρωk(t−s) ∂

αK02

∂tα
(t, s, ρ) for 0 ≤ t < s ≤ 1,

and let B0αρ be the integral operator on C[0, 1] defined by

B0αρu(t) :=
∫ 1

0

h0α(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ C[0, 1].

The norm of B0αρ satisfies the estimate ‖B0αρ‖ ≤ C1|ρ|−(n−1−α) for ρ ∈ T0

with |ρ| ≥ 1 and for α = 0, 1, . . . , n− 1, and in terms of this operator we can
rewrite (4.49) as

v
(α)
0k (t, ρ) = z

(α)
k (t, ρ) + eiρωkt B0αρ[ψ0k(t, ρ)− ηk(t, ρ)] (4.50)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > r0, and for α = 0, 1, . . . , n− 1.
For ρ ∈ T0 with |ρ| > r0 and for α = 0, 1, . . . , n− 1, set

E0kα(t, ρ) := ρm−α B0αρ[ψ0k(t, ρ)− ηk(t, ρ)], 0 ≤ t ≤ 1.

The function E0kα( · , ρ) belongs to the space Hn−α[0, 1]; equation (4.50) can
be expressed as
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v
(α)
0k (t, ρ) = z

(α)
k (t, ρ) + eiρωktE0kα(t, ρ)ρ−m+α (4.51)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > r0, and for α = 0, 1, . . . , n− 1; and

‖E0kα( · , ρ)‖∞ ≤ γ0 (a constant) (4.52)

for ρ ∈ T0 with |ρ| > 2r0 and for α = 0, 1, . . . , n − 1. Equations (4.51) and
(4.52) are our asymptotic formulas for the solution v0k( · , ρ) and its derivatives
relative to the sector T0.

Finally, we repeat the above construction for k = 0, 1, . . . , n − 1 and for
ρ ∈ T0 with |ρ| > r0, producing the solutions

v00( · , ρ), v01( · , ρ), . . . , v0 n−1( · , ρ) ∈ Hn[0, 1]

of the differential equation (2.1). These solutions are linearly independent for
ρ ∈ T0 with |ρ| sufficiently large. The regularity properties of the solutions
v0k(t, ρ) then follow from the lemmas in the Appendix (Chapter 12).

These results for the sector T0 are collected below in a basic theorem. Cf.
Theorem 4.3.

Theorem 4.6. Let n be odd: n = 2ν − 1; let T0 = {ρ − τ0 | ρ ∈ S0} be the
translation of the sector S0 selected in the last chapter; let m be the integer
chosen in the last chapter with m > n, m > p0, and −(m−p0−1) ≤ p, q ≤ p0;
and for each ρ 6= 0 in C let

zk(t, ρ) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , n− 1,

be the Birkhoff approximate solutions of the differential equation (2.1) that
are determined by Theorem 2.1. Then there exists a constant R0 > 0 such
that for ρ ∈ T0 with |ρ| > R0, there exist n functions v00( · , ρ), v01( · , ρ), . . . ,
v0 n−1( · , ρ) in Hn[0, 1] that are linearly independent solutions of the differen-
tial equation (2.1), with

v
(α)
0k (t, ρ) = z

(α)
k (t, ρ) + eiρωktE0kα(t, ρ)ρ−m+α

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1. The
function E0kα( · , ρ) belongs to Hn−α[0, 1] with |E0kα(t, ρ)| ≤ γ0 (a constant)
for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1. For
the open set G0 = {ρ ∈ IntT0 | |ρ| > R0} and for k, α = 0, 1, . . . , n − 1, the
function v(α)

0k (t, ρ) is continuous on [0, 1]×G0, and the derivative ∂
∂ρ

[
v
(α)
0k (t, ρ)

]
exists and is continuous on [0, 1]×G0.

To obtain solutions of the differential equation (2.1) for ρ belonging to the
sector T1, we use the exact same argument used earlier for the case n even.
Indeed, fix any integer k with 0 ≤ k ≤ n− 1, and let κ be the unique integer
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satisfying 0 ≤ κ ≤ n − 1 and ω1
κ = ωk. The key to this work is to introduce

the integral operators K1ρ and A1ρ. First, let K11 and K12 be the functions
defined by

K11(t, s, ρ) := −
κ∑

j=0

(iω1
j )eiρω1

j (t−s), K12(t, s, ρ) :=
n−1∑

j=κ+1

(iω1
j )eiρω1

j (t−s)

for t, s ∈ [0, 1] and for ρ ∈ C; let k1 be the function defined by

k1(t, s, ρ) :=
1

nρn−1
K11(t, s, ρ), 0 ≤ s < t ≤ 1,

k1(t, s, ρ) :=
1

nρn−1
K12(t, s, ρ), 0 ≤ t < s ≤ 1,

for ρ 6= 0 in C; and let K1ρ be the integral operator on L2[0, 1] defined by

K1ρu(t) :=
∫ 1

0

k1(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ L2[0, 1],

for each ρ 6= 0 in C. Second, for each ρ 6= 0 in C, let A1ρ be the integral
operator on C[0, 1] defined by

A1ρu(t) :=
∫ 1

0

g1(t, s, ρ)u(s) ds, 0 ≤ t ≤ 1, u ∈ C[0, 1],

where the kernel is defined by

g1(t, s, ρ) :=
1
n

n−2∑
α=0

aα(t)ρ−(n−2)e−iρωk(t−s) ∂
αK11

∂tα
(t, s, ρ), 0 ≤ s < t ≤ 1,

g1(t, s, ρ) :=
1
n

n−2∑
α=0

aα(t)ρ−(n−2)e−iρωk(t−s) ∂
αK12

∂tα
(t, s, ρ), 0 ≤ t < s ≤ 1.

Then for ρ ∈ T1 with |ρ| > r0, r0 sufficiently large, the integral equation[
I − 1

ρ
A1ρ

]
ψ(t) = −1

ρ
A1ρ ηk(t, ρ), 0 ≤ t ≤ 1, (4.53)

has a unique solution ψ1k( · , ρ) in C[0, 1] given by

ψ1k(t, ρ) := −1
ρ

[
I − 1

ρ
A1ρ

]−1
A1ρ ηk(t, ρ) = −

∞∑
j=0

1
ρj+1

A
j+1
1ρ ηk(t, ρ) (4.54)

for 0 ≤ t ≤ 1, where the series is converging in C[0, 1]. The function v1k( · , ρ)
in Hn[0, 1] defined by

v1k(t, ρ) := zk(t, ρ) +K1ρ

(
eiρωkt[ψ1k(t, ρ)− ηk(t, ρ)]

)
(4.55)
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for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > r0, is then a solution of the differential
equation (2.1), with the derivatives of v1k( · , ρ) given by

v
(α)
1k (t, ρ) = z

(α)
k (t, ρ)

+
eiρωkt

nρn−1

∫ t

0

e−iρωk(t−s) ∂
αK11

∂tα
(t, s, ρ)[ψ1k(s, ρ)− ηk(s, ρ)] ds

+
eiρωkt

nρn−1

∫ 1

t

e−iρωk(t−s) ∂
αK12

∂tα
(t, s, ρ)[ψ1k(s, ρ)− ηk(s, ρ)] ds

(4.56)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > r0, and for α = 0, 1, . . . , n− 1.
Carrying out this construction for k = 0, 1, . . . , n− 1 and for ρ ∈ T1 with

|ρ| > r0, we are lead to the following basic theorem for the sector T1. Cf.
Theorem 4.4.

Theorem 4.7. Let n be odd: n = 2ν − 1; let T1 = {ρ − τ1 | ρ ∈ S1} be the
translation of the sector S1 selected in the last chapter; let m be the integer
chosen in the last chapter with m > n, m > p0, and −(m−p0−1) ≤ p, q ≤ p0;
and for each ρ 6= 0 in C let

zk(t, ρ) = eiρωkt
m−1∑
j=0

zkj(t)ρ−j , k = 0, 1, . . . , n− 1,

be the Birkhoff approximate solutions of the differential equation (2.1) that
are determined by Theorem 2.1. Then there exists a constant R0 > 0 such
that for ρ ∈ T1 with |ρ| > R0, there exist n functions v10( · , ρ), v11( · , ρ), . . . ,
v1 n−1( · , ρ) in Hn[0, 1] that are linearly independent solutions of the differen-
tial equation (2.1), with

v
(α)
1k (t, ρ) = z

(α)
k (t, ρ) + eiρωktE1kα(t, ρ)ρ−m+α

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1. The
function E1kα( · , ρ) belongs to Hn−α[0, 1] with |E1kα(t, ρ)| ≤ γ0 (a constant)
for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1. For
the open set G1 = {ρ ∈ IntT1 | |ρ| > R0} and for k, α = 0, 1, . . . , n − 1, the
function v(α)

1k (t, ρ) is continuous on [0, 1]×G1, and the derivative ∂
∂ρ

[
v
(α)
1k (t, ρ)

]
exists and is continuous on [0, 1]×G1.





5

The Characteristic Determinant

Now that we have constructed independent solutions of the differential equa-
tion (2.1), the next step is to develop the characteristic determinant on the
sectors T0 and T1.

5.1 The Characteristic Determinant for n Even

Assume that n is even: n = 2ν ≥ 2. Consider the sectors

S0 : all ρ = |ρ|eiθ ∈ C with 0 ≤ θ ≤ π

n
,

S1 : all ρ = |ρ|eiθ ∈ C with − π

n
≤ θ ≤ 0 ,

and the corresponding translated sectors T0, T1. For each point ρ ∈ T0 with
|ρ| > R0 let v00( · , ρ), v01( · , ρ), . . . , v0 n−1( · , ρ) be the n linearly independent
solutions of the differential equation (2.1) constructed in Theorem 4.3. For
fixed ρ the function v0k( · , ρ) belongs to Hn[0, 1], and v0k( · , ρ) and its deriva-
tives have the asymptotic expansions

v
(η)
0k (t, ρ) = z

(η)
k (t, ρ) + eiρωktE0kη(t, ρ)ρ−m+η (5.1)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k, η = 0, 1, . . . , n − 1. In this
representation the function zk(t, ρ) = eiρωkt

∑m−1
j=0 zkj(t)ρ−j is the Birkhoff

approximate solution of (2.1) constructed in Chapter 2, and the function
E0kη( · , ρ) belongs to Hn−η[0, 1] and satisfies the bound |E0kη(t, ρ)| ≤ γ0 for
0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k, η = 0, 1, . . . , n − 1. The
functions v0k( · , ρ), k = 0, 1, . . . , n − 1, form a basis for the solution space of
the differential equation (2.1) for ρ ∈ T0 satisfying |ρ| > R0.

Similarly, for each point ρ ∈ T1 with |ρ| > R0 let v10( · , ρ), v11( · , ρ), . . .,
v1 n−1( · , ρ) be the linearly independent solutions of the differential equation
(2.1) constructed in Theorem 4.4. Again the function v1k( · , ρ) belongs to
Hn[0, 1] with
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v
(η)
1k (t, ρ) = z

(η)
k (t, ρ) + eiρωktE1kη(t, ρ)ρ−m+η (5.2)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k, η = 0, 1, . . . , n − 1.
Here the function E1kη( · , ρ) belongs to the space Hn−η[0, 1] and satisfies the
bound |E1kη(t, ρ)| ≤ γ0 for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for
k, η = 0, 1, . . . , n− 1. The functions v1k( · , ρ), k = 0, 1, . . . , n− 1, also form a
basis for the solution space of the differential equation (2.1) for ρ ∈ T1 with
|ρ| > R0.

We will use these two bases to construct the characteristic determinant
of the differential operator L. The first basis is used for the construction on
the sector T0, and the second for the construction on T1. For the sector T0

we develop the theory in detail. Since the development for the sector T1 is
similar, we simply sketch the theory for T1.

In Chapter 4 we showed that

v
(η)
0k (t, ρ) = ρηeiρωkt

[
(iωk)η +

m+η−1∑
`=1

fkη`(t)ρ−` + E0kη(t, ρ)ρ−m
]

:= ρηeiρωkt
[
(iωk)η + F0kη(t, ρ)

] (5.3)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k, η = 0, 1, . . . , n − 1. The
function F0kη( · , ρ) belongs to Hn−η[0, 1] with F0kη(t, ρ) → 0 uniformly on
[0, 1] × T0 as |ρ| → ∞ for k, η = 0, 1, . . . , n − 1. Choose a constant R1 ≥ R0

such that
|F0kη(t, ρ)| ≤ 1 (5.4)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R1, and for k, η = 0, 1, . . . , n− 1.
Relative to the sector T0, we form the modified solutions of the differential

equation (2.1):

u0k(t, ρ) := v0k(t, ρ) = yk(t, ρ) + eiρωktE0k0(t, ρ)ρ−m,

k = 0, 1, . . . , ν − 1,

u0k(t, ρ) := e−iρωkv0k(t, ρ) = yk(t, ρ) + eiρωk(t−1)E0k0(t, ρ)ρ−m,

k = ν, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ ∈ T0 with |ρ| > R0. Cf. the definitions of the functions
yk( · , ρ) given at the beginning of Chapter 3. Clearly these functions also form
a basis for the solution space of the differential equation (2.1) for ρ ∈ T0 with
|ρ| > R0. It will be convenient to use these modified solutions in the sequel.

Using (5.1) and (5.3), the derivatives of the solutions u0k( · , ρ) can be
expressed as

u
(η)
0k (t, ρ) = y

(η)
k (t, ρ) + eiρωktE0kη(t, ρ)ρ−m+η

= ρηeiρωkt
[
(iωk)η + F0kη(t, ρ)

]
, k = 0, 1, . . . , ν − 1,

u
(η)
0k (t, ρ) = y

(η)
k (t, ρ) + eiρωk(t−1)E0kη(t, ρ)ρ−m+η

= ρηeiρωk(t−1)
[
(iωk)η + F0kη(t, ρ)

]
, k = ν, . . . , n− 1,

(5.5)
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for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for η = 0, 1, . . . , n− 1. Applying
the regularity results of Theorem 4.3, for fixed t ∈ [0, 1] the functions u(η)

0k (t, ρ)
and F0kη(t, ρ) are analytic functions of the ρ variable on the open set

G0 = {ρ ∈ IntT0 | |ρ| > R0}.

It follows that the boundary data u(η)
0k (0, ρ), u(η)

0k (1, ρ), k, η = 0, 1, . . . , n − 1,
consists of functions of ρ that are analytic on G0.

Next, we establish various bounds and growth rates relative to the sector T0

for the functions appearing above. Fix a real number σ0 with 0 < σ0 < π/10,
set α := sin(σ0/n) > 0, and then form the sector

Σ : all ρ = |ρ|eiθ ∈ C with − 2π
n

+
σ0

n
≤ θ ≤ 2π

n
− σ0

n

in the ρ plane. The reason for the constant π/10 is that eventually we will
apply the basic completeness theorem [34, p. 80] in which we need five rays
with the angles between adjacent rays being less than π/2 (see Chapter 9).
Clearly −2π/n + σ0/n < −π/n < π/n < 2π/n − σ0/n, and hence, any ρ in
T0∪T1 with |ρ| sufficiently large lies in the sector Σ. Without loss of generality
we can assume that the constant R0 > 0 chosen earlier (see Theorem 4.3 and
Theorem 4.4) has the additional property that ρ ∈ T0 ∪ T1 with |ρ| > R0

implies ρ ∈ Σ.
Take any point ρ = a+ ib ∈ Σ. Then∣∣eiρω0t

∣∣ = ∣∣eiρt
∣∣ = e−bt, 0 ≤ t ≤ 1, (5.6)∣∣∣eiρων(t−1)

∣∣∣ = ∣∣∣eiρ(1−t)
∣∣∣ = e−b(1−t), 0 ≤ t ≤ 1. (5.7)

Clearly these two exponential functions are unbounded on the sector Σ. For
k = 1, . . . , ν − 1 we have σ0/n < 2π/n− σ0/n and

π

2
+
(
−2π
n

+
σ0

n

)
+

2π
n
≤ arg(iρωkt) ≤

π

2
+
(

2π
n
− σ0

n

)
+

2π(ν − 1)
n

,

and hence, π/2 + σ0/n ≤ arg(iρωkt) ≤ 3π/2− σ0/n. It follows that

Re(iρωkt) = |iρωkt| cos[arg(iρωkt)]

≤ t|ρ| cos
(π

2
+
σ0

n

)
= − t|ρ| sin σ0

n

and
∣∣eiρωkt

∣∣ = eRe(iρωkt) ≤ e−tα|ρ| ≤ 1, or

|eiρωkt| ≤ e−tα|ρ| ≤ 1, 0 ≤ t ≤ 1, (5.8)

for ρ = a+ ib ∈ Σ and for k = 1, . . . , ν − 1. Similarly, for k = ν + 1, . . . , n− 1
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−π
2

+
(
−2π
n

+
σ0

n

)
+

2π(ν + 1)
n

≤ arg(iρωk(t− 1))

≤ −π
2

+
(

2π
n
− σ0

n

)
+

2π(n− 1)
n

,

so π/2 + σ0/n ≤ arg(iρωk(t− 1)) ≤ 3π/2− σ0/n. This leads to the estimate

|eiρωk(t−1)| ≤ e−(1−t)α|ρ| ≤ 1, 0 ≤ t ≤ 1, (5.9)

for ρ = a+ ib ∈ Σ and for k = ν + 1, . . . , n− 1.
From the estimates (5.6)–(5.9) it is immediate that∣∣eiρω0

∣∣ = ∣∣eiρ
∣∣ = e−b, (5.10)∣∣e−iρων

∣∣ = ∣∣eiρ
∣∣ = e−b, (5.11)∣∣eiρωk

∣∣ ≤ e−α|ρ| ≤ 1, k = 1, . . . , ν − 1, (5.12)∣∣e−iρωk
∣∣ ≤ e−α|ρ| ≤ 1, k = ν + 1, . . . , n− 1, (5.13)

for all ρ = a + ib ∈ Σ. Thus, the exponentials eiρω0 = e−iρων = eiρ are
unbounded on Σ as b → −∞, while the exponentials eiρωk , 1 ≤ k ≤ ν − 1,
and e−iρωk , ν + 1 ≤ k ≤ n − 1, go to 0 very rapidly on Σ as |ρ| → ∞. Note
that the estimates (5.6)–(5.13) are also valid for ρ ∈ T0 ∪ T1 with |ρ| > R0,
and in particular, they are valid for ρ ∈ S0 ∪ S1 with |ρ| > R0 or for ρ ∈ G0

or ρ ∈ G1.
Applying the estimates (5.6)–(5.9) and (5.4) to the representations (5.5)

with η = 0, it follows that
|u00(t, ρ)| ≤ 2e−bt, (5.14)

|u0ν(t, ρ)| ≤ 2e−b(1−t), (5.15)

|u0k(t, ρ)| ≤ 2e−tα|ρ| ≤ 2, k = 1, . . . , ν − 1, (5.16)

|u0k(t, ρ)| ≤ 2e−(1−t)α|ρ| ≤ 2, k = ν + 1, . . . , n− 1, (5.17)

for 0 ≤ t ≤ 1 and for ρ = a+ib ∈ T0 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S0 (where b ≥ 0) with |ρ| > R1, we have

|u0k(t, ρ)| ≤ 2, 0 ≤ t ≤ 1, k = 0, 1, . . . , n− 1. (5.18)

These bounds will be used in Chapter 6 to determine the growth rate of the
Green’s function and the resolvent.

Using the modified solutions u0k(t, ρ), k = 0, 1, . . . , n − 1, we form the
functions

M0ik(ρ) := Bi(u0k( · , ρ)) =
mi∑
η=0

αiηu
(η)
0k (0, ρ) +

mi∑
η=0

βiηu
(η)
0k (1, ρ)

for ρ ∈ T0 with |ρ| > R0 and for i = 1, . . . , n and k = 0, 1, . . . , n− 1. Clearly
these functions are analytic on the open set G0. For i = 1, . . . , n and k =
0, 1, . . . , ν − 1 define
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P̃0ik(ρ) :=
mi∑
η=0

αiηE0kη(0, ρ)ρ−m+η, Q̃0ik(ρ) :=
mi∑
η=0

βiηE0kη(1, ρ)ρ−m+η

for ρ ∈ T0 with |ρ| > R0; for i = 1, . . . , n and k = ν, . . . , n− 1 define

P̃0ik(ρ) :=
mi∑
η=0

βiηE0kη(1, ρ)ρ−m+η, Q̃0ik(ρ) :=
mi∑
η=0

αiηE0kη(0, ρ)ρ−m+η

for ρ ∈ T0 with |ρ| > R0; and in terms of these functions and the functions
P̂ik(ρ), Q̂ik(ρ) appearing in equations (3.1) and (3.2), for i = 1, . . . , n and
k = 0, 1, . . . , n− 1 define

P0ik(ρ) := P̂ik(ρ) + P̃0ik(ρ), Q0ik(ρ) := Q̂ik(ρ) + Q̃0ik(ρ)

for ρ ∈ T0 with |ρ| > R0. Clearly these functions are analytic on the open set
G0. We can then express the functions M0ik as follows: for i = 1, . . . , n and
k = 0, 1, . . . , ν − 1

M0ik(ρ) =
mi∑
η=0

αiη [y(η)
k (0, ρ) + E0kη(0, ρ)ρ−m+η]

+
mi∑
η=0

βiη [y(η)
k (1, ρ) + eiρωkE0kη(1, ρ)ρ−m+η]

= P̂ik(ρ) + P̃0ik(ρ) + Q̂ik(ρ)eiρωk + Q̃0ik(ρ)eiρωk ,

while for i = 1, . . . , n and k = ν, . . . , n− 1

M0ik(ρ) =
mi∑
η=0

αiη [y(η)
k (0, ρ) + e−iρωkE0kη(0, ρ)ρ−m+η]

+
mi∑
η=0

βiη [y(η)
k (1, ρ) + E0kη(1, ρ)ρ−m+η]

= Q̂ik(ρ)e−iρωk + Q̃0ik(ρ)e−iρωk + P̂ik(ρ) + P̃0ik(ρ).

Thus, for i = 1, . . . , n and k = 0, 1, . . . , ν − 1 we have

M0ik(ρ) = [P̂ik(ρ) + P̃0ik(ρ)] + [Q̂ik(ρ) + Q̃0ik(ρ)]eiρωk

= P0ik(ρ) +Q0ik(ρ)eiρωk
(5.19)

for ρ ∈ T0 with |ρ| > R0, and for i = 1, . . . , n and k = ν, . . . , n− 1 we have

M0ik(ρ) = [P̂ik(ρ) + P̃0ik(ρ)] + [Q̂ik(ρ) + Q̃0ik(ρ)]e−iρωk

= P0ik(ρ) +Q0ik(ρ)e−iρωk
(5.20)

for ρ ∈ T0 with |ρ| > R0.
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The characteristic determinant of the differential operator L relative to
the sector T0 is the analytic function ∆0 defined by

∆0(ρ) := det(Bi(u0k( · , ρ))) = det(M0ik(ρ)) for ρ ∈ G0.

For any complex number λ = ρn with ρ ∈ G0, we know that λ is an eigenvalue
of L if and only if ∆0(ρ) = 0, and hence, in Chapter 7 we will proceed to
compute the zeros of ∆0 in the sector T0. Applying (5.19) and (5.20), we can
express the characteristic determinant in the form

∆0(ρ) =

det


1≤k≤ν−1 ν+1≤k≤n−1

P010(ρ)+Q010(ρ)eiρ P01k(ρ)+Q01k(ρ)eiρωk P01ν(ρ)+Q01ν(ρ)eiρ P01k(ρ)+Q01k(ρ)e−iρωk

...
...

...
...

P0n0(ρ)+Q0n0(ρ)eiρP0nk(ρ)+Q0nk(ρ)eiρωk P0nν(ρ)+Q0nν(ρ)eiρP0nk(ρ)+Q0nk(ρ)e−iρωk


(5.21)

for ρ ∈ G0. Cf. equation (3.10) for the approximate characteristic determinant.
For the functions P̂ik(ρ), Q̂ik(ρ), we see from either (3.1), (3.2) or (3.7),

(3.8) that the powers of ρ appearing in the sums are ρmi , ρmi−1, . . . , ρ−(m−1).
Hence, there exists a constant γ0 > 0 such that

|P̂ik(ρ)| ≤ γ0|ρ|mi , |Q̂ik(ρ)| ≤ γ0|ρ|mi (5.22)

for ρ ∈ C with |ρ| ≥ 1 and for i = 1, . . . , n and k = 0, 1, . . . , n− 1. In the defi-
nitions of the functions P̃0ik(ρ), Q̃0ik(ρ), we see that the functions E0kη(0, ρ),
E0kη(1, ρ) are bounded for ρ ∈ T0 with |ρ| > R0 by Theorem 4.3, and that
the powers of ρ appearing in the sums are ρ−(m−mi), ρ−(m−mi+1), . . . , ρ−m.
Thus, there exists a constant γ1 > 0 such that

|P̃0ik(ρ)| ≤ γ1|ρ|−(m−mi), |Q̃0ik(ρ)| ≤ γ1|ρ|−(m−mi) (5.23)

for ρ ∈ T0 with |ρ| > R0 and for i = 1, . . . , n and k = 0, 1, . . . , n− 1.
For i = 1, . . . , n define

F̃0ik(ρ) := P̃0ik(ρ) + [Q̂ik(ρ) + Q̃0ik(ρ)]eiρωk , k = 1, . . . , ν − 1,

F̃0ik(ρ) := P̃0ik(ρ) + [Q̂ik(ρ) + Q̃0ik(ρ)]e−iρωk , k = ν + 1, . . . , n− 1,

for ρ ∈ T0 with |ρ| > R0. Clearly these functions are analytic on the open set
G0. From the estimates (5.12), (5.13) and (5.22), (5.23) we have

|F̃0ik(ρ)| ≤ γ1|ρ|−(m−mi) + [γ0|ρ|mi + γ1|ρ|−(m−mi)] e−α|ρ|

≤ γ2|ρ|−(m−mi)
(5.24)
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for ρ ∈ T0 with |ρ| > R0, for i = 1, . . . , n, and for k = 1, . . . , ν − 1 and k =
ν+1, . . . , n− 1. In terms of these functions we can rewrite the representation
(5.21) of the characteristic determinant in the form

∆0(ρ) =

det


1≤k≤ν−1 ν+1≤k≤n−1

P010(ρ)+Q010(ρ)eiρ P̂1k(ρ)+F̃01k(ρ) P01ν(ρ)+Q01ν(ρ)eiρ P̂1k(ρ)+F̃01k(ρ)

...
...

...
...

P0n0(ρ)+Q0n0(ρ)eiρ P̂nk(ρ)+F̃0nk(ρ) P0nν(ρ)+Q0nν(ρ)eiρ P̂nk(ρ)+F̃0nk(ρ)


(5.25)

for ρ ∈ G0.
We now proceed to expand the determinant for ∆0(ρ) that appears in

equation (5.25). These expansions parallel the ones used earlier in equations
(3.10)–(3.13) for the approximate characteristic determinant ∆̂(ρ), and in
fact, the functions π̂i(ρ), i = 0, 1, 2, that were introduced in Chapter 3 will
also appear in these new expansions for ∆0(ρ).

Indeed, suppose we expand the determinant in (5.25) using the linearity
of the determinant in the 0th and νth columns:

∆0(ρ) = D02(ρ)e2iρ +D01(ρ)eiρ +D00(ρ) (5.26)

for ρ ∈ G0, where

D02(ρ) := det


1≤k≤ν−1 ν+1≤k≤n−1

Q̂10(ρ)+Q̃010(ρ) P̂1k(ρ)+F̃01k(ρ) Q̂1ν(ρ)+Q̃01ν(ρ) P̂1k(ρ)+F̃01k(ρ)

...
...

...
...

Q̂n0(ρ)+Q̃0n0(ρ) P̂nk(ρ)+F̃0nk(ρ) Q̂nν(ρ)+Q̃0nν(ρ) P̂nk(ρ)+F̃0nk(ρ)

,

D01(ρ) := det


1≤k≤ν−1 ν+1≤k≤n−1

P̂10(ρ)+P̃010(ρ) P̂1k(ρ)+F̃01k(ρ) Q̂1ν(ρ)+Q̃01ν(ρ) P̂1k(ρ)+F̃01k(ρ)

...
...

...
...

P̂n0(ρ)+P̃0n0(ρ) P̂nk(ρ)+F̃0nk(ρ) Q̂nν(ρ)+Q̃0nν(ρ) P̂nk(ρ)+F̃0nk(ρ)



+ det


1≤k≤ν−1 ν+1≤k≤n−1

Q̂10(ρ)+Q̃010(ρ) P̂1k(ρ)+F̃01k(ρ) P̂1ν(ρ)+P̃01ν(ρ) P̂1k(ρ)+F̃01k(ρ)

...
...

...
...

Q̂n0(ρ)+Q̃0n0(ρ) P̂nk(ρ)+F̃0nk(ρ) P̂nν(ρ)+P̃0nν(ρ) P̂nk(ρ)+F̃0nk(ρ)

,
and
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D00(ρ) := det


1≤k≤ν−1 ν+1≤k≤n−1

P̂10(ρ)+P̃010(ρ) P̂1k(ρ)+F̃01k(ρ) P̂1ν(ρ)+P̃01ν(ρ) P̂1k(ρ)+F̃01k(ρ)

...
...

...
...

P̂n0(ρ)+P̃0n0(ρ) P̂nk(ρ)+F̃0nk(ρ) P̂nν(ρ)+P̃0nν(ρ) P̂nk(ρ)+F̃0nk(ρ)


for ρ ∈ G0. Clearly the functions D0i(ρ), i = 0, 1, 2, are analytic on the open
set G0. In these representations we will treat the “hat terms” as principal
terms and the “tilde terms” as small perturbation terms. See (5.22)–(5.24).

Now consider the function D02(ρ). If we expand D02(ρ) using the linearity
of the determinant in its n columns, then D02(ρ) becomes the sum of 2n

determinants, starting with the determinant

π̂2(ρ) = det

Q̂10(ρ) P̂11(ρ) · · · P̂1ν−1(ρ) Q̂1ν(ρ) P̂1ν+1(ρ) · · · P̂1n−1(ρ)
...

...
...

...
...

...
Q̂n0(ρ) P̂n1(ρ) · · · P̂nν−1(ρ) Q̂nν(ρ) P̂nν+1(ρ) · · · P̂nn−1(ρ)

,
which is precisely the function introduced in Chapter 3. Each of the remaining
2n − 1 determinants contains at least one column consisting of the functions
Q̃0i0(ρ), i = 1, . . . , n, or of the functions F̃0ik(ρ), i = 1, . . . , n, or of the
functions Q̃0iν(ρ), i = 1, . . . , n. When such a determinant is expanded, it
becomes the sum of n! products each having modulus less than or equal to

γ|ρ|m1 |ρ|m2 · · · |ρ|mi−1 |ρ|−(m−mi)|ρ|mi+1 · · · |ρ|mn = γ|ρ|−(m−p0)

by virtue of the estimates (5.22)–(5.24). It follows that the function D02(ρ)
can be expressed as

D02(ρ) = π̂2(ρ) + Φ̃02(ρ)

for ρ ∈ G0, where the function Φ̃02(ρ) is analytic on the open set G0 and
satisfies the estimate

|Φ̃02(ρ)| ≤ γ3|ρ|−(m−p0)

for ρ ∈ G0. Similarly, we can express D01(ρ) and D00(ρ) as

D01(ρ) = π̂1(ρ) + Φ̃01(ρ), D00(ρ) = π̂0(ρ) + Φ̃00(ρ)

for ρ ∈ G0, where the functions Φ̃01(ρ), Φ̃00(ρ) are analytic on the open set
G0 with

|Φ̃01(ρ)| ≤ γ3|ρ|−(m−p0), |Φ̃00(ρ)| ≤ γ3|ρ|−(m−p0)

for ρ ∈ G0.
Combining the above results, we obtain our principal representation of the

characteristic determinant ∆0 relative to the sector T0:

∆0(ρ) = π̂2(ρ)e2iρ + π̂1(ρ)eiρ + π̂0(ρ)+ Φ̃02(ρ)e2iρ + Φ̃01(ρ)eiρ + Φ̃00(ρ) (5.27)
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for ρ ∈ G0, where the functions π̂i(ρ), i = 0, 1, 2, are analytic for ρ 6= 0 in C,
and the functions Φ̃0i(ρ), i = 0, 1, 2, are analytic on the open set G0 with

|Φ̃0i(ρ)| ≤ γ3|ρ|−(m−p0), i = 0, 1, 2, (5.28)

for ρ ∈ G0. The functions π̂i(ρ), i = 0, 1, 2, are the functions introduced in
Chapter 3 in our formation of the approximate characteristic determinant
∆̂(ρ) = ∆̂(ρ,m); they are determined completely by the Birkhoff approxi-
mate solutions. The functions Φ̃0i(ρ), i = 0, 1, 2, contain all the perturbation
terms that are produced in constructing the actual solutions of the differential
equation (2.1).

Let us recall some of the results of Chapter 3 where we constructed the ap-
proximate characteristic determinant and classified the differential operator L.
First, we are assuming that n is even and that the differential operator L is
either regular or simply irregular. This yields the integer p with −∞ < p ≤ p0,
ap 6= 0 and cp 6= 0, and aκ = cκ = 0 for κ = p+ 1, . . . , p0. Second, the integer
q is defined as follows: if bκ = 0 for κ = p+ 1, . . . , p0, then q = p and bq = bp
can be either zero or nonzero; if bκ 6= 0 for some κ with p+1 ≤ κ ≤ p0, then q
is the largest such integer and bq is nonzero. In either case we have p ≤ q ≤ p0

and bκ = 0 for κ = q + 1, . . . , p0. Third, the translated sectors T0 and T1 are
formed subject to the condition (3.31). Fourth, the integer m is fixed with
m > n, m > p0, and −(m − p0 − 1) ≤ p ≤ p0, and then the corresponding
Birkhoff approximate solutions zk(t, ρ), k = 0, 1, . . . , n − 1, are formed, and
the modified Birkhoff approximate solutions yk(t, ρ), k = 0, 1, . . . , n − 1, are
determined. Fifth, the functions πi(ρ), i = 0, 1, 2, are defined by

π2(ρ) =
p∑

κ=−(m−p0−1)

aκρ
κ, π1(ρ) =

q∑
κ=−(m−p0−1)

bκρ
κ, π0(ρ) =

p∑
κ=−(m−p0−1)

cκρ
κ

(5.29)

for ρ 6= 0 in C. From equations (3.24), (3.27), and (3.28) it is immediate that

π̂2(ρ) = π2(ρ) +
−(m−p0)∑

κ=−n(m−1)

aκ(m)ρκ,

π̂1(ρ) = π1(ρ) +
−(m−p0)∑

κ=−n(m−1)

bκ(m)ρκ,

π̂0(ρ) = π0(ρ) +
−(m−p0)∑

κ=−n(m−1)

cκ(m)ρκ

(5.30)

for ρ 6= 0 in C.
Finally, in terms of (5.27) and (5.30) we define the functions
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Φ02(ρ) :=
−(m−p0)∑

κ=−n(m−1)

aκ(m)ρκ + Φ̃02(ρ),

Φ01(ρ) :=
−(m−p0)∑

κ=−n(m−1)

bκ(m)ρκ + Φ̃01(ρ),

Φ00(ρ) :=
−(m−p0)∑

κ=−n(m−1)

cκ(m)ρκ + Φ̃00(ρ)

for ρ ∈ G0. These functions are clearly analytic on the open set G0, and by
using them we can rewrite the representation (5.27) in the simpler form

∆0(ρ) = π2(ρ)e2iρ +π1(ρ)eiρ +π0(ρ)+Φ02(ρ)e2iρ +Φ01(ρ)eiρ +Φ00(ρ) (5.31)

for ρ ∈ G0. In equation (5.31) the functions πi(ρ), i = 0, 1, 2, are given by
(5.29), they are analytic for ρ 6= 0 in C, and they are determined exclusively
by the Birkhoff approximate solutions and the boundary values B1, . . . , Bn;
the functions Φ0i(ρ), i = 0, 1, 2, are analytic on the open set G0 and satisfy
the growth rates

|Φ0i(ρ)| ≤ γ4|ρ|−(m−p0), i = 0, 1, 2, (5.32)

for ρ ∈ G0. The representation (5.31) is our working form for the characteristic
determinant ∆0 relative to the sector T0. Compare the representation (5.31)
for the characteristic determinant ∆0 to the representation (3.32) for the
approximate characteristic determinant ∆̂. In Chapter 7 we will determine
the zeros of ∆0 in the open set G0, and hence, determine eigenvalues for the
differential operator L.

The above results are summarized in the following theorem. Here we as-
sume the conditions set forth in Chapter 3: (i) n = 2ν is even; (ii) the differ-
ential operator L is either regular or simply irregular; (iii) the integers p and
q have been determined with −∞ < p ≤ q ≤ p0 and with ap 6= 0, cp 6= 0, and
aκ = cκ = 0 for κ = p + 1, . . . , p0 and bκ = 0 for κ = q + 1, . . . , p0; (iv) the
translated sectors T0 and T1 have been chosen; (v) the integer m has been
fixed with m > n, m > p0, and −(m−p0−1) ≤ p ≤ p0; and (vi) the functions
πi(ρ), i = 0, 1, 2, have been determined as per Chapter 3 or equation (5.29).

Theorem 5.1. Let n be even: n = 2ν. Under the above assumptions (i)–
(vi), let v0k( · , ρ), k = 0, 1, . . . , n − 1, be the linearly independent solutions
of the differential equation (2.1) constructed in Theorem 4.3 for ρ ∈ T0 with
|ρ| > R0, let u0k( · , ρ), k = 0, 1, . . . , n − 1, be the modified solutions of (2.1)
defined above for ρ ∈ T0 with |ρ| > R0, and let ∆0 be the characteristic
determinant of the differential operator L given by

∆0(ρ) = det(Bi(u0k( · , ρ))) for ρ ∈ G0,
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where G0 = {ρ ∈ IntT0 | |ρ| > R0}. Then ∆0 is analytic on the open set G0,
and ∆0 has the representation

∆0(ρ) = π2(ρ)e2iρ + π1(ρ)eiρ + π0(ρ) + Φ02(ρ)e2iρ + Φ01(ρ)eiρ + Φ00(ρ)

for ρ ∈ G0, where the functions Φ0i(ρ), i = 0, 1, 2, are analytic on G0 and
satisfy the estimates |Φ0i(ρ)| ≤ γ|ρ|−(m−p0) for ρ ∈ G0 and for i = 0, 1, 2.

Next, for the case n = 2ν even, we form the characteristic determinant
on the sector T1. The starting point for the discussion is the set of functions
v1k( · , ρ), k = 0, 1, . . . , n− 1, which form a basis for the solution space of the
differential equation (2.1) for ρ ∈ T1 with |ρ| > R0. We can rewrite (5.2) in
the form

v
(η)
1k (t, ρ) = ρηeiρωkt

[
(iωk)η +

m+η−1∑
`=1

fkη`(t)ρ−` + E1kη(t, ρ)ρ−m
]

:= ρηeiρωkt
[
(iωk)η + F1kη(t, ρ)

] (5.33)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k, η = 0, 1, . . . , n − 1. The
function F1kη( · , ρ) belongs to Hn−η[0, 1] with F1kη(t, ρ) → 0 uniformly on
[0, 1] × T1 as |ρ| → ∞ for k, η = 0, 1, . . . , n − 1. Without loss of generality
we can assume that the constant R1 chosen earlier in this section satisfies the
additional condition that

|F1kη(t, ρ)| ≤ 1 (5.34)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R1, and for k, η = 0, 1, . . . , n − 1. Let us
now proceed to construct the characteristic determinant on the sector T1.

First, we first introduce the modified solutions of differential equation (2.1)
relative to the sector T1:

u10(t, ρ) := e−iρω0v10(t, ρ) = e−iρω0 [y0(t, ρ) + eiρω0tE100(t, ρ)ρ−m],

u1k(t, ρ) := v1k(t, ρ) = yk(t, ρ) + eiρωktE1k0(t, ρ)ρ−m,

k = 1, . . . , ν − 1,

u1ν(t, ρ) := v1ν(t, ρ) = eiρων [yν(t, ρ) + eiρων(t−1)E1ν0(t, ρ)ρ−m],

u1k(t, ρ) := e−iρωkv1k(t, ρ) = yk(t, ρ) + eiρωk(t−1)E1k0(t, ρ)ρ−m,

k = ν + 1, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > R0, where the functions yk( · , ρ) are de-
fined at the beginning of Chapter 3. The functions u1k( · , ρ), k = 0, 1, . . . , n−1,
also form a basis for the solution space of the differential equation (2.1).

Applying (5.2) and (5.33), we can express the derivatives of the solutions
u1k( · , ρ) in the form
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u
(η)
10 (t, ρ) = e−iρω0

[
y
(η)
0 (t, ρ) + eiρω0tE10η(t, ρ)ρ−m+η

]
= ρηeiρω0(t−1)

[
(iω0)η + F10η(t, ρ)

]
,

u
(η)
1k (t, ρ) = y

(η)
k (t, ρ) + eiρωktE1kη(t, ρ)ρ−m+η

= ρηeiρωkt
[
(iωk)η + F1kη(t, ρ)

]
, k = 1, . . . , ν − 1,

u
(η)
1ν (t, ρ) = eiρων

[
y(η)

ν (t, ρ) + eiρων(t−1)E1νη(t, ρ)ρ−m+η
]

= ρηeiρωνt
[
(iων)η + F1νη(t, ρ)

]
,

u
(η)
1k (t, ρ) = y

(η)
k (t, ρ) + eiρωk(t−1)E1kη(t, ρ)ρ−m+η

= ρηeiρωk(t−1)
[
(iωk)η + F1kη(t, ρ)

]
, k = ν + 1, . . . , n− 1,

(5.35)

for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > R0, and for η = 0, 1, . . . , n − 1.
From the regularity results of Theorem 4.4, for t ∈ [0, 1] fixed the functions
u

(η)
1k (t, ρ) and F1kη(t, ρ) are analytic functions of the ρ variable on the open set
G1 = {ρ ∈ IntT1 | |ρ| > R0}. Thus, the boundary data u(η)

1k (0, ρ), u(η)
1k (1, ρ),

k, η = 0, 1, . . . , n− 1, consists of functions of ρ that are analytic on G1.
Take any point ρ = a+ ib in the sector Σ. Then by direct calculation and

by the previous estimates (5.8) and (5.9):∣∣eiρω0(t−1)
∣∣ = ∣∣eiρ(t−1)

∣∣ = eb(1−t), 0 ≤ t ≤ 1, (5.36)∣∣eiρωνt
∣∣ = ∣∣e−iρt

∣∣ = ebt, 0 ≤ t ≤ 1, (5.37)∣∣eiρωkt
∣∣ ≤ e−tα|ρ| ≤ 1, 0 ≤ t ≤ 1, k = 1, . . . , ν − 1, (5.38)∣∣eiρωk(t−1)

∣∣ ≤ e−(1−t)α|ρ| ≤ 1, 0 ≤ t ≤ 1, k = ν + 1, . . . , n− 1. (5.39)

From these estimates it is immediate that∣∣e−iρω0
∣∣ = ∣∣e−iρ

∣∣ = eb, (5.40)∣∣eiρων
∣∣ = ∣∣e−iρ

∣∣ = eb, (5.41)∣∣eiρωk
∣∣ ≤ e−α|ρ| ≤ 1, k = 1, . . . , ν − 1, (5.42)∣∣e−iρωk
∣∣ ≤ e−α|ρ| ≤ 1, k = ν + 1, . . . , n− 1, (5.43)

for all ρ = a + ib ∈ Σ. Thus, the exponentials e−iρω0 = eiρων = e−iρ are
unbounded on Σ as b→∞, while the exponentials eiρωk , 1 ≤ k ≤ ν − 1, and
e−iρωk , ν + 1 ≤ k ≤ n − 1, go to 0 very rapidly on Σ as |ρ| → ∞. Clearly
the estimates (5.36)–(5.43) are also valid for ρ ∈ T1 with |ρ| > R0, and in
particular, they are valid ρ ∈ S1 with |ρ| > R0 or for ρ ∈ G1.

Applying the estimates (5.36)–(5.39) and (5.34) to the representation
(5.35) with η = 0, it is immediate that

|u10(t, ρ)| ≤ 2eb(1−t), (5.44)

|u1ν(t, ρ)| ≤ 2ebt, (5.45)

|u1k(t, ρ)| ≤ 2e−tα|ρ| ≤ 2, k = 1, . . . , ν − 1, (5.46)

|u1k(t, ρ)| ≤ 2e−(1−t)α|ρ| ≤ 2, k = ν + 1, . . . , n− 1, (5.47)
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for 0 ≤ t ≤ 1 and for ρ = a+ib ∈ T1 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S1 (where b ≤ 0) with |ρ| > R1, we have

|u1k(t, ρ)| ≤ 2, 0 ≤ t ≤ 1, k = 0, 1, . . . , n− 1. (5.48)

These bounds will also be used in Chapter 6 to determine the growth rate of
the Green’s function and the resolvent.

Second, in terms of the modified solutions u1k(t, ρ), k = 0, 1, . . . , n− 1, we
form the functions

M1ik(ρ) := Bi(u1k( · , ρ)) =
mi∑
η=0

αiηu
(η)
1k (0, ρ) +

mi∑
η=0

βiηu
(η)
1k (1, ρ)

for ρ ∈ T1 with |ρ| > R0 and for i = 1, . . . , n and k = 0, 1, . . . , n − 1. These
functions are analytic on the open set G1. For i = 1, . . . , n and k = 0, 1, . . . ,
ν − 1 define

P̃1ik(ρ) :=
mi∑
η=0

αiηE1kη(0, ρ)ρ−m+η, Q̃1ik(ρ) :=
mi∑
η=0

βiηE1kη(1, ρ)ρ−m+η

for ρ ∈ T1 with |ρ| > R0; for i = 1, . . . , n and k = ν, . . . , n− 1 define

P̃1ik(ρ) :=
mi∑
η=0

βiηE1kη(1, ρ)ρ−m+η, Q̃1ik(ρ) :=
mi∑
η=0

αiηE1kη(0, ρ)ρ−m+η

for ρ ∈ T1 with |ρ| > R0; and in terms of these functions and the func-
tions P̂ik(ρ), Q̂ik(ρ) (see equations (3.1) and (3.2)), for i = 1, . . . , n and
k = 0, 1, . . . , n− 1 define

P1ik(ρ) := P̂ik(ρ) + P̃1ik(ρ), Q1ik(ρ) := Q̂ik(ρ) + Q̃1ik(ρ)

for ρ ∈ T1 with |ρ| > R0. All of these functions are analytic on G1, and the
functions M1ik(ρ) can then be expressed as follows: for i = 1, . . . , n

M1i0(ρ) = e−iρ
[
P̂i0(ρ) + P̃1i0(ρ) + Q̂i0(ρ)eiρω0 + Q̃1i0(ρ)eiρω0

]
,

M1ik(ρ) = P̂ik(ρ) + P̃1ik(ρ) + Q̂ik(ρ)eiρωk + Q̃1ik(ρ)eiρωk ,

k = 1, . . . , ν − 1,

M1iν(ρ) = e−iρ
[
Q̂iν(ρ)e−iρων + Q̃1iν(ρ)e−iρων + P̂iν(ρ) + P̃1iν(ρ)

]
,

M1ik(ρ) = Q̂ik(ρ)e−iρωk + Q̃1ik(ρ)e−iρωk + P̂ik(ρ) + P̃1ik(ρ),
k = ν + 1, . . . , n− 1.

Thus, for ρ ∈ T1 with |ρ| > R0 and for i = 1, . . . , n, we have
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M1i0(ρ) = e−iρ
{
[P̂i0(ρ) + P̃1i0(ρ)] + [Q̂i0(ρ) + Q̃1i0(ρ)]eiρω0

}
= e−iρ

[
P1i0(ρ) +Q1i0(ρ)eiρω0

]
,

(5.49)

M1ik(ρ) = [P̂ik(ρ) + P̃1ik(ρ)] + [Q̂ik(ρ) + Q̃1ik(ρ)]eiρωk

= P1ik(ρ) +Q1ik(ρ)eiρωk , k = 1, . . . , ν − 1,
(5.50)

M1iν(ρ) = e−iρ
{
[P̂iν(ρ) + P̃1iν(ρ)] + [Q̂iν(ρ) + Q̃1iν(ρ)]e−iρων

}
= e−iρ

[
P1iν(ρ) +Q1iν(ρ)e−iρων

]
,

(5.51)

M1ik(ρ) = [P̂ik(ρ) + P̃1ik(ρ)] + [Q̂ik(ρ) + Q̃1ik(ρ)]e−iρωk

= P1ik(ρ) +Q1ik(ρ)e−iρωk , k = ν + 1, . . . , n− 1.
(5.52)

Third, the characteristic determinant of the differential operator L relative
to the sector T1 is the analytic function ∆1 defined by

∆1(ρ) := det(Bi(u1k( · , ρ))) = det(M1ik(ρ)) for ρ ∈ G1.

For any complex number λ = ρn with ρ ∈ G1, we know that λ is an eigenvalue
of L if and only if ∆1(ρ) = 0. In Chapter 7 we will compute the zeros of ∆1

in the sector T1. Applying (5.49)–(5.52), we can express the characteristic
determinant in the form

∆1(ρ) = e−2iρ×

det


1≤k≤ν−1 ν+1≤k≤n−1

P110(ρ)+Q110(ρ)eiρ P11k(ρ)+Q11k(ρ)eiρωk P11ν(ρ)+Q11ν(ρ)eiρ P11k(ρ)+Q11k(ρ)e−iρωk

...
...

...
...

P1n0(ρ)+Q1n0(ρ)eiρP1nk(ρ)+Q1nk(ρ)eiρωk P1nν(ρ)+Q1nν(ρ)eiρP1nk(ρ)+Q1nk(ρ)e−iρωk


(5.53)

for ρ ∈ G1. Cf. equation (3.10) for the approximate characteristic determinant.
Observe that the determinant in (5.53) that produces ∆1 has exactly the
same form as the determinant in (5.21) that produces ∆0. Consequently, in
expanding this determinant to obtain ∆1, we will use the same procedures
that were used earlier to obtain ∆0.

Fourth, the estimates (5.6)–(5.13) and the estimates (5.36)–(5.43) are
valid for ρ ∈ T1 with |ρ| > R0 and for ρ ∈ G1 as was shown earlier,
and the estimates (5.22) for the functions P̂ik(ρ), Q̂ik(ρ) remain valid for
ρ ∈ C with |ρ| ≥ 1. In the definitions of the functions P̃1ik(ρ), Q̃1ik(ρ), we
see that the functions E1kη(0, ρ), E1kη(1, ρ) are bounded for ρ in T1 with
|ρ| > R0 by Theorem 4.4, and that the powers of ρ appearing in the sums are
ρ−(m−mi), ρ−(m−mi+1), . . . , ρ−m. Hence, there exists a constant γ1 > 0 such
that

|P̃1ik(ρ)| ≤ γ1|ρ|−(m−mi), |Q̃1ik(ρ)| ≤ γ1|ρ|−(m−mi) (5.54)
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for ρ ∈ T1 with |ρ| > R0 and for i = 1, . . . , n and k = 0, 1, . . . , n− 1.
For i = 1, . . . , n define

F̃1ik(ρ) := P̃1ik(ρ) + [Q̂ik(ρ) + Q̃1ik(ρ)]eiρωk , k = 1, . . . , ν − 1,

F̃1ik(ρ) := P̃1ik(ρ) + [Q̂ik(ρ) + Q̃1ik(ρ)]e−iρωk , k = ν + 1, . . . , n− 1,

for ρ ∈ T1 with |ρ| > R0. These functions are analytic on the open set G1

with

|F̃1ik(ρ)| ≤ γ2|ρ|−(m−mi) (5.55)

for ρ ∈ T1 with |ρ| > R0, for i = 1, . . . , n, and for k = 1, . . . , ν − 1 and
k = ν + 1, . . . , n− 1. In terms of these functions we can rewrite (5.53) as

∆1(ρ) = e−2iρ×

det


1≤k≤ν−1 ν+1≤k≤n−1

P110(ρ)+Q110(ρ)eiρ P̂1k(ρ)+F̃11k(ρ) P11ν(ρ)+Q11ν(ρ)eiρ P̂1k(ρ)+F̃11k(ρ)

...
...

...
...

P1n0(ρ)+Q1n0(ρ)eiρ P̂nk(ρ)+F̃1nk(ρ) P1nν(ρ)+Q1nν(ρ)eiρ P̂nk(ρ)+F̃1nk(ρ)


(5.56)

for ρ ∈ G1.
Fifth, expanding the determinant in (5.56) using the 0th and νth columns,

we get
∆1(ρ) = D12(ρ) +D11(ρ)e−iρ +D10(ρ)e−2iρ (5.57)

for ρ ∈ G1, where

D12(ρ) := det


1≤k≤ν−1 ν+1≤k≤n−1

Q̂10(ρ)+Q̃110(ρ) P̂1k(ρ)+F̃11k(ρ) Q̂1ν(ρ)+Q̃11ν(ρ) P̂1k(ρ)+F̃11k(ρ)

...
...

...
...

Q̂n0(ρ)+Q̃1n0(ρ) P̂nk(ρ)+F̃1nk(ρ) Q̂nν(ρ)+Q̃1nν(ρ) P̂nk(ρ)+F̃1nk(ρ)

,

D11(ρ) := det


1≤k≤ν−1 ν+1≤k≤n−1

P̂10(ρ)+P̃110(ρ) P̂1k(ρ)+F̃11k(ρ) Q̂1ν(ρ)+Q̃11ν(ρ) P̂1k(ρ)+F̃11k(ρ)

...
...

...
...

P̂n0(ρ)+P̃1n0(ρ) P̂nk(ρ)+F̃1nk(ρ) Q̂nν(ρ)+Q̃1nν(ρ) P̂nk(ρ)+F̃1nk(ρ)



+ det


1≤k≤ν−1 ν+1≤k≤n−1

Q̂10(ρ)+Q̃110(ρ) P̂1k(ρ)+F̃11k(ρ) P̂1ν(ρ)+P̃11ν(ρ) P̂1k(ρ)+F̃11k(ρ)

...
...

...
...

Q̂n0(ρ)+Q̃1n0(ρ) P̂nk(ρ)+F̃1nk(ρ) P̂nν(ρ)+P̃1nν(ρ) P̂nk(ρ)+F̃1nk(ρ)

,
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and

D10(ρ) := det


1≤k≤ν−1 ν+1≤k≤n−1

P̂10(ρ)+P̃110(ρ) P̂1k(ρ)+F̃11k(ρ) P̂1ν(ρ)+P̃11ν(ρ) P̂1k(ρ)+F̃11k(ρ)

...
...

...
...

P̂n0(ρ)+P̃1n0(ρ) P̂nk(ρ)+F̃1nk(ρ) P̂nν(ρ)+P̃1nν(ρ) P̂nk(ρ)+F̃1nk(ρ)


for ρ ∈ G1. Clearly the functions D1i(ρ), i = 0, 1, 2, are analytic on the open
set G1. In these representations we treat the “hat terms” as principal terms
and the “tilde terms” as small perturbation terms.

Sixth, if we expand the determinants for the functions D1i(ρ), i = 0, 1, 2,
using the linearity of the determinant function in its n columns, then we can
express these functions in the form

D1i(ρ) = π̂i(ρ) + Φ̃1i(ρ), i = 0, 1, 2,

for ρ ∈ G1, where the functions Φ̃1i(ρ) are analytic on the open set G1 with

|Φ̃1i(ρ)| ≤ γ3|ρ|−(m−p0), i = 0, 1, 2,

for ρ ∈ G1. For the characteristic determinant∆1 we obtain the representation

∆1(ρ) = π̂2(ρ) + π̂1(ρ)e−iρ + π̂0(ρ)e−2iρ

+ Φ̃12(ρ) + Φ̃11(ρ)e−iρ + Φ̃10(ρ)e−2iρ
(5.58)

for ρ ∈ G1, where the functions π̂i(ρ), i = 0, 1, 2, are analytic for ρ 6= 0 in
C and are the functions introduced earlier, and where the functions Φ̃1i(ρ),
i = 0, 1, 2, are analytic on the open set G1 with

|Φ̃1i(ρ)| ≤ γ3|ρ|−(m−p0), i = 0, 1, 2, (5.59)

for ρ ∈ G1.
Seventh, equations (5.29) and (5.30) are still valid for ρ 6= 0 in C, and

hence, setting

Φ12(ρ) :=
−(m−p0)∑

κ=−n(m−1)

aκ(m)ρκ + Φ̃12(ρ),

Φ11(ρ) :=
−(m−p0)∑

κ=−n(m−1)

bκ(m)ρκ + Φ̃11(ρ),

Φ10(ρ) :=
−(m−p0)∑

κ=−n(m−1)

cκ(m)ρκ + Φ̃10(ρ)

for ρ ∈ G1, we can rewrite (5.58) in the final form
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∆1(ρ) = π2(ρ) + π1(ρ)e−iρ + π0(ρ)e−2iρ

+ Φ12(ρ) + Φ11(ρ)e−iρ + Φ10(ρ)e−2iρ
(5.60)

for ρ ∈ G1. In this representation the functions πi(ρ), i = 0, 1, 2, are given by
(5.29), and they are analytic for ρ 6= 0 in C; the functions Φ1i(ρ), i = 0, 1, 2,
are analytic on the open set G1 and satisfy the growth rates

|Φ1i(ρ)| ≤ γ4|ρ|−(m−p0), i = 0, 1, 2, (5.61)

for ρ ∈ G1. The representation (5.60) is our working form for the characteristic
determinant ∆1 relative to the sector T1.

Let us summarize the above results for the characteristic determinant ∆1

in a theorem.

Theorem 5.2. Let n be even: n = 2ν. Under the above assumptions (i)–
(vi), let v1k( · , ρ), k = 0, 1, . . . , n − 1, be the linearly independent solutions
of the differential equation (2.1) constructed in Theorem 4.4 for ρ ∈ T1 with
|ρ| > R0, let u1k( · , ρ), k = 0, 1, . . . , n − 1, be the modified solutions of (2.1)
defined above for ρ ∈ T1 with |ρ| > R0, and let ∆1 be the characteristic
determinant of the differential operator L given by

∆1(ρ) = det(Bi(u1k( · , ρ))) for ρ ∈ G1,

where G1 = {ρ ∈ IntT1 | |ρ| > R0}. Then ∆1 is analytic on the open set G1,
and ∆1 has the representation

∆1(ρ) = π2(ρ) + π1(ρ)e−iρ + π0(ρ)e−2iρ

+ Φ12(ρ) + Φ11(ρ)e−iρ + Φ10(ρ)e−2iρ

for ρ ∈ G1, where the functions Φ1i(ρ), i = 0, 1, 2, are analytic on G1 and
satisfy the estimates |Φ1i(ρ)| ≤ γ|ρ|−(m−p0) for ρ ∈ G1 and for i = 0, 1, 2.

In Chapter 7 we will calculate the zeros of ∆0 and ∆1, showing that they
consist of two sequences in the ρ plane. These sequences lie near the positive
real axis arg ρ = 0, and they produce two sequences of eigenvalues for the
differential operator L that lie near the positive real axis in the λ plane.

5.2 Special Case: n = 2

To illustrate these ideas, let us examine the special case n = 2, where the
differential operator L is determined by the formal differential operator

` = −
(
d

dt

)2

+ q(t), q(t) = a0(t),

and by the boundary values
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B1(u) = a1u
′(0) + b1u

′(1) + a0u(0) + b0u(1),
B2(u) = c1u

′(0) + d1u
′(1) + c0u(0) + d0u(1).

The boundary coefficient matrix

A =
(
a1 b1 a0 b0
c1 d1 c0 d0

)
is assumed to be in reduced row echelon form with rank 2, and p0 = m1 +m2

can have the values 2, 1, or 0. Let Aij , 1 ≤ i < j ≤ 4, denote the determinant of
the 2×2 submatrix of A obtained by retaining the ith and jth columns. The six
parameters Aij play a very prominent role in the characteristic determinants
of L.

Fix the integer m at the value m = 3. In Example 2.5 the Birkhoff ap-
proximate solutions z0(t, ρ), z1(t, ρ) were calculated for m = 3:

z0(t, ρ) = eiρt
{

1 +
1
2i
Q(t)ρ−1 +

[1
4
q(t)− 1

4
q(0)− 1

8
Q(t)2

]
ρ−2

}
,

z1(t, ρ) = e−iρt
{

1− 1
2i
Q(t)ρ−1 +

[1
4
q(t)− 1

4
q(0)− 1

8
Q(t)2

]
ρ−2

}
for 0 ≤ t ≤ 1 and for ρ 6= 0 in C, where Q(t) =

∫ t

0
q(ξ) dξ for 0 ≤ t ≤ 1. The

corresponding modified Birkhoff approximate solutions are

y0(t, ρ) = eiρt
{

1 +
1
2i
Q(t)ρ−1 +

[1
4
q(t)− 1

4
q(0)− 1

8
Q(t)2

]
ρ−2

}
,

y1(t, ρ) = e−iρ(t−1)
{

1− 1
2i
Q(t)ρ−1 +

[1
4
q(t)− 1

4
q(0)− 1

8
Q(t)2

]
ρ−2

}
(5.62)

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C, with derivatives

y′0(t, ρ) = iρeiρt
{

1 +
1
2i
Q(t)ρ−1 +

[1
4
q(t)− 1

4
q(0)− 1

8
Q(t)2

]
ρ−2

}
+ eiρt

{ 1
2i
q(t)ρ−1 +

[1
4
q′(t)− 1

4
q(t)Q(t)

]
ρ−2

}
,

y′1(t, ρ) = −iρe−iρ(t−1)
{

1− 1
2i
Q(t)ρ−1 +

[1
4
q(t)− 1

4
q(0)− 1

8
Q(t)2

]
ρ−2

}
+ e−iρ(t−1)

{
− 1

2i
q(t)ρ−1 +

[1
4
q′(t)− 1

4
q(t)Q(t)

]
ρ−2

}
(5.63)

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C. We can then form the functions

Bi(yk( · , ρ)) = P̂ik(ρ) + Q̂ik(ρ)eiρ (5.64)

for ρ 6= 0 in C and for i = 1, 2, k = 0, 1, and hence, obtain the approximate
characteristic determinant:
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∆̂(ρ) = det

(
P̂10(ρ) + Q̂10(ρ)eiρ P̂11(ρ) + Q̂11(ρ)eiρ

P̂20(ρ) + Q̂20(ρ)eiρ P̂21(ρ) + Q̂21(ρ)eiρ

)

= π̂2(ρ)e2iρ + π̂1(ρ)eiρ + π̂0(ρ)

(5.65)

for ρ 6= 0 in C. Cf. equation (3.13). The functions π̂i(ρ), i = 0, 1, 2, are given
by

π̂2(ρ) = det

(
Q̂10(ρ) Q̂11(ρ)

Q̂20(ρ) Q̂21(ρ)

)
, π̂0(ρ) = −π̂2(−ρ) = det

(
P̂10(ρ) P̂11(ρ)

P̂20(ρ) P̂21(ρ)

)
,

(5.66)

π̂1(ρ) = det

(
P̂10(ρ) Q̂11(ρ)

P̂20(ρ) Q̂21(ρ)

)
+ det

(
Q̂10(ρ) P̂11(ρ)

Q̂20(ρ) P̂21(ρ)

)
(5.67)

for ρ 6= 0 in C.
From equations (3.24), (3.27), and (3.28) we have

π̂2(ρ) =
p0∑

κ=−(2−p0)

aκρ
κ +

−(3−p0)∑
κ=−4

aκ(3)ρκ,

π̂1(ρ) =
p0∑

κ=−(2−p0)

bκρ
κ +

−(3−p0)∑
κ=−4

bκ(3)ρκ,

π̂0(ρ) =
p0∑

κ=−(2−p0)

cκρ
κ +

−(3−p0)∑
κ=−4

cκ(3)ρκ

for ρ 6= 0 in C, with

π2(ρ) =
p0∑

κ=−(2−p0)

aκρ
κ, π1(ρ) =

p0∑
κ=−(2−p0)

bκρ
κ, π0(ρ) =

p0∑
κ=−(2−p0)

cκρ
κ (5.68)

for ρ 6= 0 in C. Therefore, the powers of ρ appearing in the functions πi(ρ),
i = 0, 1, 2, are p0 = 2 : ρ2, ρ1, ρ0; p0 = 1 : ρ1, ρ0, ρ−1; p0 = 0 : ρ0, ρ−1, ρ−2. It
follows that in calculating the functions π̂i(ρ), i = 0, 1, 2, if we compute the
coefficients of the powers ρ2, ρ1, ρ0, ρ−1, ρ−2 explicitly, then the corresponding
functions πi(ρ), i = 0, 1, 2, can be read off.

Next, we calculate the functions appearing in (5.65). Substituting (5.62)
and (5.63) into (5.64), the functions P̂ik(ρ), Q̂ik(ρ) are first determined. Then
using (5.66) and (5.67), the functions π̂i(ρ), i = 0, 1, 2, are computed. After a
lengthy calculation we arrive at the results:
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π̂2(ρ) = −A12ρ
2 +

{ i
2
A12Q(1) + i(A14 +A23)

}
ρ

+
{
A12

[ 1
4
q(1) +

3
4
q(0) +

1
8
Q(1)2

]
+

1
2
(A14 +A23)Q(1)−A34

}
ρ0

+
{
−A12

[ i
4
q′(0) +

i
4
q(0)Q(1)− i

4
q′(1) +

i
4
q(1)Q(1)

]
+ iA14

[ 1
4
q(1)− 3

4
q(0)− 1

8
Q(1)2

]
− iA23

[ 1
4
q(1) +

1
4
q(0) +

1
8
Q(1)2

]
+

i
2
A34Q(1)

}
ρ−1

+
{
−A12

[ 1
8
q′(0)Q(1) +

1
8
q(0)q(1) +

1
8
q(0)2 +

1
16
q(0)Q(1)2

]
+ iA14

[ i
4
q′(0) +

i
4
q(0)Q(1)

]
− iA23

[ i
4
q′(1)− i

4
q(1)Q(1)

]
−A34

[ 1
4
q(1)− 1

4
q(0)− 1

8
Q(1)2

]}
ρ−2 + ρ−3, ρ−4 terms,

(5.69)

π̂1(ρ) = 2i(A13 +A24)ρ− i(A13 +A24)q(0)ρ−1 + ρ−3, ρ−4 terms, (5.70)

π̂0(ρ) = A12ρ
2 +

{ i
2
A12Q(1) + i(A14 +A23)

}
ρ

−
{
A12

[ 1
4
q(1) +

3
4
q(0) +

1
8
Q(1)2

]
+

1
2
(A14 +A23)Q(1)−A34

}
ρ0

+
{
−A12

[ i
4
q′(0) +

i
4
q(0)Q(1)− i

4
q′(1) +

i
4
q(1)Q(1)

]
+ iA14

[ 1
4
q(1)− 3

4
q(0)− 1

8
Q(1)2

]
− iA23

[ 1
4
q(1) +

1
4
q(0) +

1
8
Q(1)2

]
+

i
2
A34Q(1)

}
ρ−1

+
{
A12

[ 1
8
q′(0)Q(1) +

1
8
q(0)q(1) +

1
8
q(0)2 +

1
16
q(0)Q(1)2

]
− iA14

[ i
4
q′(0) +

i
4
q(0)Q(1)

]
+ iA23

[ i
4
q′(1)− i

4
q(1)Q(1)

]
+A34

[ 1
4
q(1)− 1

4
q(0)− 1

8
Q(1)2

]}
ρ−2 + ρ−3, ρ−4 terms

(5.71)

for ρ 6= 0 in C. Equations (5.69)–(5.71) uniquely determine the key functions
πi(ρ), i = 0, 1, 2, and then equations (5.31) and (5.60) lead immediately to
the asymptotic expansions of the characteristic determinants ∆0 and ∆1.

Let us look at the possible forms of the characteristic determinants. We
will follow the classification scheme given in the four part series [30, 31, 32, 33].
See [30, p. 280].

Case 1. A12 6= 0. For this case the boundary coefficient matrix A must have
the form
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1 0 a0 b0

0 1 c0 d0

)
,

and hence, A12 = 1, m1 = m2 = 1, and p0 = 2. From (5.69)–(5.71) we see
that p = q = 2, a2 = −c2 = −1 (see equation (3.30)), and b2 = 0. In Case 1
the differential operator L is regular. From (5.31) and (5.60) the characteristic
determinants have the asymptotic expansions

∆0(ρ) = [−ρ2 +O(ρ)]e2iρ +O(ρ)eiρ + [ρ2 +O(ρ)] for ρ ∈ G0,

∆1(ρ) = [−ρ2 +O(ρ)] +O(ρ)e−iρ + [ρ2 +O(ρ)]e−2iρ for ρ ∈ G1.
(5.72)

Case 2. A12 = 0, A14 + A23 6= 0. Here there are three possible forms for the
boundary coefficient matrix A:(

1 b1 0 b0

0 0 1 d0

)
,

(
1 b1 a0 0

0 0 0 1

)
,

(
0 1 0 b0

0 0 1 d0

)
,

and for each of these cases it is clear that p0 = 1. The forms(
0 1 a0 0

0 0 0 1

)
,

(
0 0 1 0

0 0 0 1

)

are not possible because of the condition A14+A23 6= 0. Also, we have p = q =
1, a1 = c1 = i(A14 +A23), and b1 = 2i(A13 +A24). The differential operator L
is again regular in this case. For the characteristic determinants we have the
asymptotic expansions

∆0(ρ) = [i(A14 +A23)ρ+O(1)]e2iρ + [2i(A13 +A24)ρ+O(1)]eiρ

+ [i(A14 +A23)ρ+O(1)] for ρ ∈ G0,

∆1(ρ) = [i(A14 +A23)ρ+O(1)] + [2i(A13 +A24)ρ+O(1)]e−iρ

+ [i(A14 +A23)ρ+O(1)]e−2iρ for ρ ∈ G1.

(5.73)

Case 3. A12 = 0, A14 + A23 = 0, A34 6= 0, A13 + A24 = 0. The boundary
coefficient matrix A must have either the form(

1 b1 0 b0

0 0 1 d0

)
,

where p0 = 1, or the simple form(
0 0 1 0

0 0 0 1

)
,

where p0 = 0 and the boundary conditions are Dirichlet boundary conditions;
the forms
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1 b1 a0 0

0 0 0 1

)
,

(
0 1 0 b0

0 0 1 d0

)
,

(
0 1 a0 0

0 0 0 1

)
are impossible because of the conditions on the Aij . From (5.69)–(5.71) we
see that p = q = 0, a0 = −c0 = −A34, and b0 = 0. Thus, the differential
operator L where p0 = 1 is simply irregular, while the differential operator
L where p0 = 0 (Dirichlet) is regular. For the characteristic determinants we
obtain the asymptotic expansions

∆0(ρ) = [−A34 +O(ρ−1)]e2iρ +O(ρ−1)eiρ + [A34 +O(ρ−1)] for ρ ∈ G0,

∆1(ρ) = [−A34 +O(ρ−1)] +O(ρ−1)e−iρ + [A34 +O(ρ−1)]e−2iρ for ρ ∈ G1.

(5.74)

Case 4. A12 = 0, A14 +A23 = 0, A34 6= 0, A13 +A24 6= 0. For the fourth case
the boundary coefficient matrix A has one of the two forms(

1 b1 0 b0

0 0 1 d0

)
or

(
0 1 a0 0

0 0 0 1

)
,

so p0 = 1. Again the forms(
1 b1 a0 0

0 0 0 1

)
,

(
0 1 0 b0

0 0 1 d0

)
,

(
0 0 1 0

0 0 0 1

)

are impossible because of the conditions on the Aij . From (5.69)–(5.71) we
see that p = 0, q = 1, a0 = −c0 = −A34, and b1 = 2i(A13 + A24), and
hence, the differential operator L is always simply irregular in this case. For
the characteristic determinants we have the representations

∆0(ρ) = [−A34 +O(ρ−1)]e2iρ + [2i(A13 +A24)ρ+O(ρ−1)]eiρ

+ [A34 +O(ρ−1)] for ρ ∈ G0,

∆1(ρ) = [−A34 +O(ρ−1)] + [2i(A13 +A24)ρ+O(ρ−1)]e−iρ

+ [A34 +O(ρ−1)]e−2iρ for ρ ∈ G1.

(5.75)

Case 5. A12 = 0, A14 + A23 = 0, A34 = 0. In this last case the boundary
coefficient matrix A must have the same form as in Case 4:(

1 b1 0 b0

0 0 1 d0

)
or

(
0 1 a0 0

0 0 0 1

)
,

and hence, p0 = 1. The functions πi(ρ), i = 0, 1, 2, are extracted from (5.69)–
(5.71) by keeping only the powers ρ1, ρ0, ρ−1. Thus,
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π2(ρ) =
{

iA14

[ 1
4
q(1)− 3

4
q(0)− 1

8
Q(1)2

]
− iA23

[ 1
4
q(1) +

1
4
q(0) +

1
8
Q(1)2

]}
ρ−1,

π1(ρ) = 2i(A13 +A24)ρ− i(A13 +A24)q(0)ρ−1,

π0(ρ) =
{

iA14

[ 1
4
q(1)− 3

4
q(0)− 1

8
Q(1)2

]
− iA23

[ 1
4
q(1) +

1
4
q(0) +

1
8
Q(1)2

]}
ρ−1

for ρ 6= 0 in C, and for the invariants we have a1 = c1 = 0, a0 = −c0 = 0,

a−1 = c−1 = iA14

[ 1
4
q(1)− 3

4
q(0)− 1

8
Q(1)2

]
− iA23

[ 1
4
q(1) +

1
4
q(0) +

1
8
Q(1)2

]
,

and
b1 = 2i(A13 +A24), b0 = 0, b−1 = −i(A13 +A24)q(0).

This shows that the differential operator L is irregular. More precisely, if
a−1 6= 0, then p = −1, q = 1 or q = −1, and L is simply irregular. On
the other hand, if a−1 = 0, then we can not determine whether L is simply
irregular or degenerate irregular. To get a definitive classification, we must
use a larger integer m, thus enlarging our “window” for viewing the constants
aκ, bκ, cκ. In the simply irregular case where a−1 6= 0, the characteristic
determinants have the form

∆0(ρ) = [a−1ρ
−1 +O(ρ−2)]e2iρ + [b1ρ+ b−1ρ

−1 +O(ρ−2)]eiρ

+ [c−1ρ
−1 +O(ρ−2)] for ρ ∈ G0,

∆1(ρ) = [a−1ρ
−1 +O(ρ−2)] + [b1ρ+ b−1ρ

−1 +O(ρ−2)]e−iρ

+ [c−1ρ
−1 +O(ρ−2)]e−2iρ for ρ ∈ G1.

(5.76)

Example 5.3. Consider the 2nd order differential operator L determined by
the formal differential operator ` = −(d/dt)2 + q(t) and the boundary values

B1(u) = u′(0) + u′(1), B2(u) = u(0)− u(1),

where the boundary coefficient matrix is

A =

(
1 1 0 0

0 0 1 −1

)
.

Clearly A12 = 0, A13 = 1, A14 = −1, A23 = 1, A24 = −1, A34 = 0, and

A12 = 0, A14 +A23 = 0, A34 = 0, A13 +A24 = 0.
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Hence, L belongs to Case 5.
Assume that q(0) 6= q(1). Then

a−1 = c−1 = − i
2
[
q(1)− q(0)

]
6= 0, b1 = b−1 = 0,

and hence, p = q = −1, the differential operator L is simply irregular, and
the characteristic determinants have the asymptotic expansions

∆0(ρ) =
{
− i

2
[
q(1)− q(0)

]
ρ−1 +O(ρ−2)

}
e2iρ +O(ρ−2)eiρ

+
{
− i

2
[
q(1)− q(0)

]
ρ−1 +O(ρ−2)

}
for ρ ∈ G0,

∆1(ρ) =
{
− i

2
[
q(1)− q(0)

]
ρ−1 +O(ρ−2)

}
+O(ρ−2)e−iρ

+
{
− i

2
[
q(1)− q(0)

]
ρ−1 +O(ρ−2)

}
e−2iρ for ρ ∈ G1.

(5.77)

From these representations it follows that the spectrum σ(L) consists of two
sequences of points λ′k = (ρ′k)2, k = k0, k0 + 1, . . ., and λ′′k = (ρ′′k)2, k =
k0, k0 + 1, . . ., plus a finite number of additional points, where

ρ′k = (2πk + π/2) + ε′k, k = k0, k0 + 1, . . . ,
ρ′′k = (2πk − π/2) + ε′′k , k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ/k and |ε′′k | ≤ γ/k for k = k0, k0 + 1, . . .. See Chapter 7. On the
other hand, for the principal part of L, which is the differential operator T
determined by τ = −(d/dt)2 and by the same boundary values B1, B2, we
know that the characteristic determinant is given by ∆(ρ) ≡ 0 and that the
spectrum is

σ(T ) = C.
See Example 10.2 or [34, p. 28]. Consequently, the differential operators L and
T have very different spectral properties. Some additional remarks on Case 5
are given in Section 8 of [30].

5.3 The Characteristic Determinant for n Odd

Assume that n is odd: n = 2ν − 1 ≥ 3, and consider the sectors

S0 : all ρ = |ρ|eiθ ∈ C with − π

2n
≤ θ ≤ π

2n
,

S1 : all ρ = |ρ|eiθ ∈ C with π − π

2n
≤ θ ≤ π +

π

2n
,

and the corresponding translated sectors T0, T1. The development of the char-
acteristic determinants for the case n odd is almost identical to the develop-
ment for the case n even. Consequently, we will indicate only the highlights
of this theory.
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For each ρ ∈ T0 with |ρ| > R0 let v00( · , ρ), v01( · , ρ), . . . , v0 n−1( · , ρ) be the
linearly independent solutions of the differential equation (2.1) constructed in
Theorem 4.6. The function v0k( · , ρ) belongs to Hn[0, 1], and v0k( · , ρ) and its
derivatives have the asymptotic expansions

v
(η)
0k (t, ρ) = z

(η)
k (t, ρ) + eiρωktE0kη(t, ρ)ρ−m+η (5.78)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k, η = 0, 1, . . . , n−1. Similarly,
for each ρ ∈ T1 with |ρ| > R0 let v10( · , ρ), v11( · , ρ), . . . , v1 n−1( · , ρ) be the
linearly independent solutions of the differential equation (2.1) constructed in
Theorem 4.7. Again each function v1k( · , ρ) belongs to Hn[0, 1] with

v
(η)
1k (t, ρ) = z

(η)
k (t, ρ) + eiρωktE1kη(t, ρ)ρ−m+η (5.79)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k, η = 0, 1, . . . , n − 1. In
these expansions the function zk(t, ρ) is the Birkhoff approximate solution
constructed in Chapter 2.

Let us begin by developing the characteristic determinant of the differential
operator L for ρ belonging to the sector T0. From Chapter 4 we have

v
(η)
0k (t, ρ) = ρηeiρωkt

[
(iωk)η +

m+η−1∑
`=1

fkη`(t)ρ−` + E0kη(t, ρ)ρ−m
]

:= ρηeiρωkt
[
(iωk)η + F0kη(t, ρ)

] (5.80)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k, η = 0, 1, . . . , n − 1, with
F0kη(t, ρ) → 0 uniformly on [0, 1] × T0 as |ρ| → ∞ for k, η = 0, 1, . . . , n − 1.
Choose a constant R1 ≥ R0 such that

|F0kη(t, ρ)| ≤ 1 (5.81)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R1, and for k, η = 0, 1, . . . , n− 1. Relative
to the sector T0, form the modified solutions of the differential equation (2.1):

u0k(t, ρ) := v0k(t, ρ) = yk(t, ρ) + eiρωktE0k0(t, ρ)ρ−m,

k = 0, 1, . . . , ν − 1,

u0k(t, ρ) := e−iρωkv0k(t, ρ) = yk(t, ρ) + eiρωk(t−1)E0k0(t, ρ)ρ−m,

k = ν, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ ∈ T0 with |ρ| > R0, where the yk(t, ρ) are the functions
defined at the beginning of Chapter 3. These modified solutions form a basis
for the solution space of the differential equation (2.1) for ρ ∈ T0 with |ρ| > R0,
and their derivatives can be expressed as

u
(η)
0k (t, ρ) = y

(η)
k (t, ρ) + eiρωktE0kη(t, ρ)ρ−m+η

= ρηeiρωkt
[
(iωk)η + F0kη(t, ρ)

]
, k = 0, 1, . . . , ν − 1,

u
(η)
0k (t, ρ) = y

(η)
k (t, ρ) + eiρωk(t−1)E0kη(t, ρ)ρ−m+η

= ρηeiρωk(t−1)
[
(iωk)η + F0kη(t, ρ)

]
, k = ν, . . . , n− 1,

(5.82)
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for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for η = 0, 1, . . . , n− 1. Applying
Theorem 4.6, for fixed t ∈ [0, 1] the functions u(η)

0k (t, ρ) and F0kη(t, ρ) are
analytic functions of the ρ variable on the open set

G0 = {ρ ∈ IntT0 | |ρ| > R0}.

Hence, the boundary data u(η)
0k (0, ρ), u(η)

0k (1, ρ), k, η = 0, 1, . . . , n− 1, consists
of functions of ρ that are analytic on G0.

Next, fix σ0 with 0 < σ0 < π/10, set α := sin(σ0/n) > 0, and form the
sector

Σ0 : all ρ = |ρ|eiθ ∈ C with − π

n
+
σ0

n
≤ θ ≤ π

n
− σ0

n

in the ρ plane. Clearly any point ρ in T0 with |ρ| sufficiently large lies in the
sector Σ0. Without loss of generality we can assume that the constant R0 > 0
chosen earlier (see Theorem 4.6) has the additional property that ρ ∈ T0 with
|ρ| > R0 implies ρ ∈ Σ0. Now take any point ρ = a + ib ∈ Σ0. Then arguing
as in the even order case, we obtain the following crucial estimates:∣∣eiρω0t

∣∣ = ∣∣eiρt
∣∣ = e−bt, 0 ≤ t ≤ 1, (5.83)

|eiρωkt| ≤ e−tα|ρ| ≤ 1, 0 ≤ t ≤ 1, k = 1, . . . , ν − 1, (5.84)

|eiρωk(t−1)| ≤ e−(1−t)α|ρ| ≤ 1, 0 ≤ t ≤ 1, k = ν, . . . , n− 1. (5.85)

It is immediate that∣∣eiρω0
∣∣ = ∣∣eiρ

∣∣ = e−b, (5.86)∣∣eiρωk
∣∣ ≤ e−α|ρ| ≤ 1, k = 1, . . . , ν − 1, (5.87)∣∣e−iρωk
∣∣ ≤ e−α|ρ| ≤ 1, k = ν, . . . , n− 1, (5.88)

for all ρ = a+ ib ∈ Σ0. Thus, the exponential eiρω0 = eiρ is unbounded on the
sector Σ0 as b→ −∞, while the exponentials eiρωk , 1 ≤ k ≤ ν−1, and e−iρωk ,
ν ≤ k ≤ n − 1, go to zero very rapidly on Σ0 as |ρ| → ∞. The estimates
(5.83)–(5.88) are also valid for ρ ∈ T0 with |ρ| > R0, and in particular, they
are valid for ρ ∈ S0 with |ρ| > R0 or for ρ ∈ G0.

Applying the estimates (5.83)–(5.85) and (5.81) to the representation
(5.82) with η = 0, it is immediate that

|u00(t, ρ)| ≤ 2e−bt, (5.89)

|u0k(t, ρ)| ≤ 2e−tα|ρ| ≤ 2, k = 1, . . . , ν − 1, (5.90)

|u0k(t, ρ)| ≤ 2e−(1−t)α|ρ| ≤ 2, k = ν, . . . , n− 1, (5.91)

for 0 ≤ t ≤ 1 and for ρ = a+ib ∈ T0 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S0 with |ρ| > R1 and b ≥ 0, we have

|u0k(t, ρ)| ≤ 2, 0 ≤ t ≤ 1, k = 0, 1, . . . , n− 1. (5.92)
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Using the modified solutions u0k(t, ρ), k = 0, 1, . . . , n − 1, form the func-
tions

M0ik(ρ) := Bi(u0k( · , ρ)) =
mi∑
η=0

αiηu
(η)
0k (0, ρ) +

mi∑
η=0

βiηu
(η)
0k (1, ρ)

for ρ ∈ T0 with |ρ| > R0 and for i = 1, . . . , n and k = 0, 1, . . . , n − 1. These
functions are analytic on the open set G0. For i = 1, . . . , n and k = 0, 1, . . . ,
ν − 1 define

P̃0ik(ρ) :=
mi∑
η=0

αiηE0kη(0, ρ)ρ−m+η, Q̃0ik(ρ) :=
mi∑
η=0

βiηE0kη(1, ρ)ρ−m+η

for ρ ∈ T0 with |ρ| > R0, and for i = 1, . . . , n and k = ν, . . . , n− 1 define

P̃0ik(ρ) :=
mi∑
η=0

βiηE0kη(1, ρ)ρ−m+η, Q̃0ik(ρ) :=
mi∑
η=0

αiηE0kη(0, ρ)ρ−m+η

for ρ ∈ T0 with |ρ| > R0; and in terms of these functions and the functions
P̂ik(ρ), Q̂ik(ρ) appearing in equations (3.1) and (3.2), for i = 1, . . . , n and
k = 0, 1, . . . , n− 1 define

P0ik(ρ) := P̂ik(ρ) + P̃0ik(ρ), Q0ik(ρ) := Q̂ik(ρ) + Q̃0ik(ρ)

for ρ ∈ T0 with |ρ| > R0. Clearly these functions are analytic on the open set
G0. Using these functions, we can express the functions M0ik(ρ) as follows:
for i = 1, . . . , n

M0ik(ρ) = P̂ik(ρ) + P̃0ik(ρ) + Q̂ik(ρ)eiρωk + Q̃0ik(ρ)eiρωk ,

k = 0, 1, . . . , ν − 1,

M0ik(ρ) = Q̂ik(ρ)e−iρωk + Q̃0ik(ρ)e−iρωk + P̂ik(ρ) + P̃0ik(ρ),
k = ν, . . . , n− 1.

Therefore, for ρ ∈ T0 with |ρ| > R0 and for i = 1, . . . , n, we have

M0ik(ρ) = [P̂ik(ρ) + P̃0ik(ρ)] + [Q̂ik(ρ) + Q̃0ik(ρ)]eiρωk

= P0ik(ρ) +Q0ik(ρ)eiρωk , k = 0, 1, . . . , ν − 1,
(5.93)

M0ik(ρ) = [P̂ik(ρ) + P̃0ik(ρ)] + [Q̂ik(ρ) + Q̃0ik(ρ)]e−iρωk

= P0ik(ρ) +Q0ik(ρ)e−iρωk , k = ν, . . . , n− 1.
(5.94)

The characteristic determinant of the differential operator L relative to
the sector T0 is the analytic function ∆0 defined by

∆0(ρ) := det(Bi(u0k( · , ρ))) = det(M0ik(ρ)) for ρ ∈ G0.
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For any complex number λ = ρn with ρ ∈ G0, we know that λ is an eigenvalue
of L if and only if ∆0(ρ) = 0. Applying (5.93) and (5.94), we can express the
characteristic determinant in the form

∆0(ρ) = det


1≤k≤ν−1 ν≤k≤n−1

P010(ρ)+Q010(ρ)eiρ P01k(ρ)+Q01k(ρ)eiρωk P01k(ρ)+Q01k(ρ)e−iρωk

...
...

...
P0n0(ρ)+Q0n0(ρ)eiρ P0nk(ρ)+Q0nk(ρ)eiρωk P0nk(ρ)+Q0nk(ρ)e−iρωk


(5.95)

for ρ ∈ G0. Cf. equation (3.11) for the approximate characteristic determinant.
For the functions P̂ik(ρ), Q̂ik(ρ), we obtain the estimates

|P̂ik(ρ)| ≤ γ0|ρ|mi , |Q̂ik(ρ)| ≤ γ0|ρ|mi (5.96)

for ρ ∈ C with |ρ| ≥ 1 and for i = 1, . . . , n and k = 0, 1, . . . , n − 1, while for
the functions P̃0ik(ρ), Q̃0ik(ρ), we obtain the analogous estimates

|P̃0ik(ρ)| ≤ γ1|ρ|−(m−mi), |Q̃0ik(ρ)| ≤ γ1|ρ|−(m−mi) (5.97)

for ρ ∈ T0 with |ρ| > R0 and for i = 1, . . . , n and k = 0, 1, . . . , n − 1. For
i = 1, . . . , n define

F̃0ik(ρ) := P̃0ik(ρ) + [Q̂ik(ρ) + Q̃0ik(ρ)]eiρωk , k = 1, . . . , ν − 1,

F̃0ik(ρ) := P̃0ik(ρ) + [Q̂ik(ρ) + Q̃0ik(ρ)]e−iρωk , k = ν, . . . , n− 1,

for ρ ∈ T0 with |ρ| > R0. These functions are analytic on the open set G0,
and for them the following estimates are obtained:

|F̃0ik(ρ)| ≤ γ2|ρ|−(m−mi) (5.98)

for ρ ∈ T0 with |ρ| > R0, for i = 1, . . . , n, and for k = 1, . . . , ν − 1 and
k = ν, . . . , n−1. In terms of these functions we can rewrite the representation
(5.95) of the characteristic determinant in the form

∆0(ρ) = det


1≤k≤ν−1 ν≤k≤n−1

P010(ρ)+Q010(ρ)eiρ P̂1k(ρ)+F̃01k(ρ) P̂1k(ρ)+F̃01k(ρ)

...
...

...
P0n0(ρ)+Q0n0(ρ)eiρ P̂nk(ρ)+F̃0nk(ρ) P̂nk(ρ)+F̃0nk(ρ)

 (5.99)

for ρ ∈ G0.
We now proceed to expand the determinant for ∆0(ρ) that appears in

equation (5.99). These expansions parallel the ones used earlier in equations
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(3.11), (3.33), and (3.34) for the approximate characteristic determinant ∆̂(ρ),
and in fact, the functions π̂i(ρ), i = 0, 1, that were introduced in Chapter 3
will also appear in these new expansions for ∆0(ρ).

Indeed, suppose we expand the determinant in (5.99) using the linearity
of the determinant in the 0th column:

∆0(ρ) = D01(ρ)eiρ +D00(ρ) (5.100)

for ρ ∈ G0, where

D01(ρ) := det


1≤k≤ν−1 ν≤k≤n−1

Q̂10(ρ)+Q̃010(ρ) P̂1k(ρ)+F̃01k(ρ) P̂1k(ρ)+F̃01k(ρ)

...
...

...
Q̂n0(ρ)+Q̃0n0(ρ) P̂nk(ρ)+F̃0nk(ρ) P̂nk(ρ)+F̃0nk(ρ)


and

D00(ρ) := det


1≤k≤ν−1 ν≤k≤n−1

P̂10(ρ)+P̃010(ρ) P̂1k(ρ)+F̃01k(ρ) P̂1k(ρ)+F̃01k(ρ)

...
...

...
P̂n0(ρ)+P̃0n0(ρ) P̂nk(ρ)+F̃0nk(ρ) P̂nk(ρ)+F̃0nk(ρ)


for ρ ∈ G0. Clearly the functions D0i(ρ), i = 0, 1, are analytic on the open
set G0.

If we expandD01(ρ) using the linearity of the determinant in its n columns,
then it can be expressed in the form

D01(ρ) = π̂1(ρ) + Φ̃01(ρ)

for ρ ∈ G0, where

π̂1(ρ) = det

Q̂10(ρ) P̂11(ρ) · · · P̂1ν−1(ρ) P̂1ν(ρ) · · · P̂1n−1(ρ)
...

...
...

...
...

Q̂n0(ρ) P̂n1(ρ) · · · P̂nν−1(ρ) P̂nν(ρ) · · · P̂nn−1(ρ)


is the function introduced in Chapter 3, and where Φ̃01(ρ) is the sum of 2n−1
determinants, with each determinant containing at least one column consisting
of the functions Q̃0i0(ρ), i = 1, . . . , n, or of the functions F̃0ik(ρ), i = 1, . . . , n.
The function Φ̃01(ρ) is analytic on the open set G0 and satisfies the estimate
|Φ̃01(ρ)| ≤ γ3|ρ|−(m−p0) for ρ ∈ G0. Similarly, the function D00(ρ) can be
expressed as

D00(ρ) = π̂0(ρ) + Φ̃00(ρ)

for ρ ∈ G0, where
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π̂0(ρ) = det

P̂10(ρ) P̂11(ρ) · · · P̂1ν−1(ρ) P̂1ν(ρ) · · · P̂1n−1(ρ)
...

...
...

...
...

P̂n0(ρ) P̂n1(ρ) · · · P̂nν−1(ρ) P̂nν(ρ) · · · P̂nn−1(ρ)


is the function defined in Chapter 3 and where the function Φ̃00(ρ) is analytic
on G0 with |Φ̃00(ρ)| ≤ γ3|ρ|−(m−p0) for ρ ∈ G0.

Combining the above results, we obtain our principal representation of the
characteristic determinant ∆0 relative to the sector T0:

∆0(ρ) = π̂1(ρ)eiρ + π̂0(ρ) + Φ̃01(ρ)eiρ + Φ̃00(ρ) (5.101)

for ρ ∈ G0, where the functions π̂i(ρ), i = 0, 1, are analytic for ρ 6= 0 in C,
and the functions Φ̃0i(ρ), i = 0, 1, are analytic on the open set G0 with

|Φ̃0i(ρ)| ≤ γ3|ρ|−(m−p0), i = 0, 1, (5.102)

for ρ ∈ G0. The functions π̂i(ρ), i = 0, 1, are the functions introduced in
Chapter 3 in our formation of the approximate characteristic determinant
∆̂(ρ); the functions Φ̃0i(ρ), i = 0, 1, contain all the perturbation terms that
are produced in constructing the actual solutions of the differential equation
(2.1). Compare equation (5.101) to equation (3.34).

Let us recall some of the results from Chapter 3 for the case n odd. First,
we are assuming that the differential operator L is either regular or simply
irregular. This identifies the integer p with ap 6= 0 and aκ = 0 for κ =
p+ 1, . . . , p0, and the integer q with bq 6= 0 and bκ = 0 for κ = q + 1, . . . , p0.
Second, the translated sectors T0 and T1 are formed subject to condition
(3.51) in case p = q. Third, the integer m is fixed with m > n, m > p0, and
−(m− p0 − 1) ≤ p, q ≤ p0, and then the corresponding Birkhoff approximate
solutions zk(t, ρ), k = 0, 1, . . . , n − 1, are formed, and the modified Birkhoff
approximate solutions yk(t, ρ), k = 0, 1, . . . , n−1, are determined. Fourth, the
functions πi(ρ), i = 0, 1, are defined by

π1(ρ) =
p∑

κ=−(m−p0−1)

aκρ
κ, π0(ρ) =

q∑
κ=−(m−p0−1)

bκρ
κ (5.103)

for ρ 6= 0 in C. From equations (3.37) and (3.38) it is immediate that

π̂1(ρ) = π1(ρ) +
−(m−p0)∑

κ=−n(m−1)

aκ(m)ρκ, π̂0(ρ) = π0(ρ) +
−(m−p0)∑

κ=−n(m−1)

bκ(m)ρκ

(5.104)

for ρ 6= 0 in C.
Finally, in terms of (5.101) and (5.104) we define the functions
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Φ01(ρ) :=
−(m−p0)∑

κ=−n(m−1)

aκ(m)ρκ + Φ̃01(ρ),

Φ00(ρ) :=
−(m−p0)∑

κ=−n(m−1)

bκ(m)ρκ + Φ̃00(ρ)

for ρ ∈ G0. These functions are analytic on the open set G0, and using them
we can rewrite (5.101) as

∆0(ρ) = π1(ρ)eiρ + π0(ρ) + Φ01(ρ)eiρ + Φ00(ρ) (5.105)

for ρ ∈ G0. In equation (5.105) the functions πi(ρ), i = 0, 1, are given by
(5.103) and are analytic for ρ 6= 0 in C; the functions Φ0i(ρ), i = 0, 1, are
analytic on the open set G0 and satisfy the growth rates

|Φ0i(ρ)| ≤ γ4|ρ|−(m−p0), i = 0, 1, (5.106)

for ρ ∈ G0.
The representation (5.105) is our working form for the characteristic de-

terminant ∆0 relative to the sector T0. Compare the representation (5.105)
for the characteristic determinant ∆0 to the representation (3.54) for the ap-
proximate characteristic determinant ∆̂.

The above results are summarized in the following theorem. We assume
the conditions set forth in Chapter 3: (i) n = 2ν−1 is odd; (ii) the differential
operator L is either regular or simply irregular; (iii) the integers p and q have
been determined with −∞ < p, q ≤ p0 and with ap 6= 0, bq 6= 0, and aκ = 0
for κ = p + 1, . . . , p0 and bκ = 0 for κ = q + 1, . . . , p0; (iv) the translated
sectors T0 and T1 have been chosen; (v) the integer m has been fixed with
m > n, m > p0, and −(m− p0 − 1) ≤ p, q ≤ p0; and (vi) the functions πi(ρ),
i = 0, 1, have been determined as per Chapter 3 or equation (5.103).

Theorem 5.4. Let n be odd: n = 2ν − 1. Under the above assumptions (i)–
(vi), let v0k( · , ρ), k = 0, 1, . . . , n − 1, be the linearly independent solutions
of the differential equation (2.1) constructed in Theorem 4.6 for ρ ∈ T0 with
|ρ| > R0, let u0k( · , ρ), k = 0, 1, . . . , n − 1, be the modified solutions of (2.1)
defined above for ρ ∈ T0 with |ρ| > R0, and let ∆0 be the characteristic
determinant of the differential operator L given by

∆0(ρ) = det(Bi(u0k( · , ρ))) for ρ ∈ G0,

where G0 = {ρ ∈ IntT0 | |ρ| > R0}. Then ∆0 is analytic on the open set G0,
and ∆0 has the representation

∆0(ρ) = π1(ρ)eiρ + π0(ρ) + Φ01(ρ)eiρ + Φ00(ρ)

for ρ ∈ G0, where the functions Φ0i(ρ), i = 0, 1, are analytic on G0 and satisfy
the estimates |Φ0i(ρ)| ≤ γ|ρ|−(m−p0) for ρ ∈ G0 and for i = 0, 1.
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In the final part of this section we form the characteristic determinant
on the sector T1. The starting point for the discussion is the set of functions
v1k( · , ρ), k = 0, 1, . . . , n− 1, which form a basis for the solution space of the
differential equation (2.1) for ρ ∈ T1 with |ρ| > R0. Using the representation
of z(η)

k (t, ρ) given in Chapter 4, we can rewrite (5.79) in the form

v
(η)
1k (t, ρ) = ρηeiρωkt

[
(iωk)η +

m+η−1∑
`=1

fkη`(t)ρ−` + E1kη(t, ρ)ρ−m
]

:= ρηeiρωkt
[
(iωk)η + F1kη(t, ρ)

] (5.107)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k, η = 0, 1, . . . , n − 1, with
F1kη(t, ρ) → 0 uniformly on [0, 1] × T1 as |ρ| → ∞ for k, η = 0, 1, . . . , n − 1.
Without loss of generality we can assume that the constant R1 chosen earlier
in this section satisfies the additional condition that

|F1kη(t, ρ)| ≤ 1 (5.108)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R1, and for k, η = 0, 1, . . . , n − 1. Let us
now proceed to construct the characteristic determinant on the sector T1.

First, we introduce the modified solutions of differential equation (2.1)
relative to the sector T1:

u1k(t, ρ) := e−iρωkv1k(t, ρ) = e−iρωkyk(t, ρ) + eiρωk(t−1)E1k0(t, ρ)ρ−m,

k = 0, 1, . . . , ν − 1,

u1k(t, ρ) := v1k(t, ρ) = eiρωkyk(t, ρ) + eiρωktE1k0(t, ρ)ρ−m,

k = ν, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > R0, where the functions yk( · , ρ) are de-
fined at the beginning of Chapter 3. The functions u1k( · , ρ), k = 0, 1, . . . , n−1,
also form a basis for the solution space of the differential equation (2.1).

Applying (5.79) and (5.107), we can express the derivatives of the solutions
u1k( · , ρ) in the form

u
(η)
1k (t, ρ) = e−iρωky

(η)
k (t, ρ) + eiρωk(t−1)E1kη(t, ρ)ρ−m+η

= ρηeiρωk(t−1)
[
(iωk)η + F1kη(t, ρ)

]
, k = 0, 1, . . . , ν − 1,

u
(η)
1k (t, ρ) = eiρωky

(η)
k (t, ρ) + eiρωktE1kη(t, ρ)ρ−m+η

= ρηeiρωkt
[
(iωk)η + F1kη(t, ρ)

]
, k = ν, . . . , n− 1,

(5.109)

for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > R0, and for η = 0, 1, . . . , n− 1. From
the regularity results of Theorem 4.7, for t ∈ [0, 1] fixed the functions u(η)

1k (t, ρ)
and F1kη(t, ρ) are analytic functions of the ρ variable on the open set

G1 = {ρ ∈ IntT1 | |ρ| > R0}.
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Thus, the boundary data u(η)
1k (0, ρ), u(η)

1k (1, ρ), k, η = 0, 1, . . . , n − 1, consists
of functions of ρ that are analytic on G1.

Second, in the ρ plane we introduce the sector

Σ1 : all ρ = |ρ|eiθ ∈ C with π − π

n
+
σ0

n
≤ θ ≤ π +

π

n
− σ0

n
.

Clearly any point ρ in the sector T1 with |ρ| sufficiently large lies in the sector
Σ1. Without loss of generality we can assume that the constant R0 > 0 chosen
earlier (see Theorems 4.6 and 4.7) has the additional property that ρ ∈ T1

with |ρ| > R0 implies ρ ∈ Σ1.
Take any point ρ = a+ib ∈ Σ1. Arguing as above, we obtain the following

key estimates:∣∣eiρω0(t−1)
∣∣ = ∣∣eiρ(t−1)

∣∣ = e−b(t−1), 0 ≤ t ≤ 1, (5.110)

|eiρωk(t−1)| ≤ e−(1−t)α|ρ| ≤ 1, 0 ≤ t ≤ 1, k = 1, . . . , ν − 1, (5.111)

|eiρωkt| ≤ e−tα|ρ| ≤ 1, 0 ≤ t ≤ 1, k = ν, . . . , n− 1. (5.112)

It follows that ∣∣e−iρω0
∣∣ = ∣∣e−iρ

∣∣ = eb, (5.113)∣∣e−iρωk
∣∣ ≤ e−α|ρ| ≤ 1, k = 1, . . . , ν − 1, (5.114)∣∣eiρωk
∣∣ ≤ e−α|ρ| ≤ 1, k = ν, . . . , n− 1, (5.115)

for all ρ = a+ib ∈ Σ1. Therefore, the exponential e−iρω0 = e−iρ is unbounded
on the sector Σ1 as b→∞, while the exponentials e−iρωk , 1 ≤ k ≤ ν− 1, and
eiρωk , ν ≤ k ≤ n − 1, go to 0 very rapidly on Σ1 as |ρ| → ∞. The estimates
(5.110)–(5.115) are also valid for ρ ∈ T1 with |ρ| > R0, and in particular, they
are valid for ρ ∈ S1 with |ρ| > R0 or for ρ ∈ G1.

Applying the estimates (5.110)–(5.112) and (5.108) to the representation
(5.109) with η = 0, it is follows that

|u10(t, ρ)| ≤ 2e−b(t−1), (5.116)

|u1k(t, ρ)| ≤ 2e−(1−t)α|ρ| ≤ 2, k = 1, . . . , ν − 1, (5.117)

|u1k(t, ρ)| ≤ 2e−tα|ρ| ≤ 2, k = ν, . . . , n− 1, (5.118)

for 0 ≤ t ≤ 1 and for ρ = a+ib ∈ T1 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S1 with |ρ| > R1 and b ≤ 0, we have

|u1k(t, ρ)| ≤ 2, 0 ≤ t ≤ 1, k = 0, 1, . . . , n− 1. (5.119)

Third, in terms of the modified solutions u1k(t, ρ), k = 0, 1, . . . , n− 1, we
form the functions

M1ik(ρ) := Bi(u1k( · , ρ)) =
mi∑
η=0

αiηu
(η)
1k (0, ρ) +

mi∑
η=0

βiηu
(η)
1k (1, ρ)
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for ρ ∈ T1 with |ρ| > R0 and for i = 1, . . . , n and k = 0, 1, . . . , n − 1. These
functions are analytic on the open set G1. For i = 1, . . . , n and k = 0, 1, . . .,
ν − 1 define

P̃1ik(ρ) :=
mi∑
η=0

αiηE1kη(0, ρ)ρ−m+η, Q̃1ik(ρ) :=
mi∑
η=0

βiηE1kη(1, ρ)ρ−m+η

for ρ ∈ T1 with |ρ| > R0, and for i = 1, . . . , n and k = ν, . . . , n− 1 define

P̃1ik(ρ) :=
mi∑
η=0

βiηE1kη(1, ρ)ρ−m+η, Q̃1ik(ρ) :=
mi∑
η=0

αiηE1kη(0, ρ)ρ−m+η

for ρ ∈ T1 with |ρ| > R0; and in terms of these functions and the func-
tions P̂ik(ρ), Q̂ik(ρ) (see equations (3.1) and (3.2)), for i = 1, . . . , n and
k = 0, 1, . . . , n− 1 define

P1ik(ρ) := P̂ik(ρ) + P̃1ik(ρ), Q1ik(ρ) := Q̂ik(ρ) + Q̃1ik(ρ)

for ρ ∈ T1 with |ρ| > R0. All of these functions are analytic on the open
set G1. In terms of them, the functions M1ik(ρ) can be expressed as follows:
for i = 1, . . . , n

M1ik(ρ) = e−iρωk [P̂ik(ρ) + P̃1ik(ρ) + Q̂ik(ρ)eiρωk + Q̃1ik(ρ)eiρωk ],
k = 0, 1, . . . , ν − 1,

M1ik(ρ) = eiρωk [P̂ik(ρ) + P̃1ik(ρ) + Q̂ik(ρ)e−iρωk + Q̃1ik(ρ)e−iρωk ],
k = ν, . . . , n− 1.

Thus, for ρ ∈ T1 with |ρ| > R0 and for i = 1, . . . , n, we have

M1ik(ρ) = e−iρωk
[
P1ik(ρ) + Q1ik(ρ)eiρωk

]
, k = 0, 1, . . . , ν − 1, (5.120)

M1ik(ρ) = eiρωk
[
P1ik(ρ) + Q1ik(ρ)e−iρωk

]
, k = ν, . . . , n− 1. (5.121)

Fourth, the characteristic determinant of the differential operator L rela-
tive to the sector T1 is the analytic function ∆1 defined by

∆1(ρ) := det(Bi(u1k( · , ρ))) = det(M1ik(ρ)) for ρ ∈ G1.

A complex number λ = ρn with ρ ∈ G1 is an eigenvalue of L if and only if
∆1(ρ) = 0. Applying (5.120) and (5.121), the characteristic determinant can
be expressed in the form

∆1(ρ) = det


1≤k≤ν−1 ν≤k≤n−1

P110(ρ)e−iρ+Q110(ρ) P11k(ρ)e−iρωk+Q11k(ρ) P11k(ρ)eiρωk+Q11k(ρ)

...
...

...
P1n0(ρ)e−iρ+Q1n0(ρ) P1nk(ρ)e−iρωk+Q1nk(ρ) P1nk(ρ)eiρωk+Q1nk(ρ)


(5.122)
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for ρ ∈ G1. Compare this representation to the representation (3.41) for the
approximate characteristic determinant ∆̃.

Fifth, the estimates (5.96) for the functions P̂ik(ρ), Q̂ik(ρ) remain valid for
ρ ∈ C with |ρ| ≥ 1. For the functions P̃1ik(ρ), Q̃1ik(ρ), we obtain the estimates

|P̃1ik(ρ)| ≤ γ1|ρ|−(m−mi), |Q̃1ik(ρ)| ≤ γ1|ρ|−(m−mi) (5.123)

for ρ ∈ T1 with |ρ| > R0 and for i = 1, . . . , n and k = 0, 1, . . . , n − 1. For
i = 1, . . . , n define

F̃1ik(ρ) := [P̂ik(ρ) + P̃1ik(ρ)]e−iρωk + Q̃1ik(ρ), k = 1, . . . , ν − 1,

F̃1ik(ρ) := [P̂ik(ρ) + P̃1ik(ρ)]eiρωk + Q̃1ik(ρ), k = ν, . . . , n− 1,

for ρ ∈ T1 with |ρ| > R0. These functions are analytic on the open set G1

with

|F̃1ik(ρ)| ≤ γ2|ρ|−(m−mi) (5.124)

for ρ ∈ T1 with |ρ| > R0, for i = 1, . . . , n, and for k = 1, . . . , ν − 1 and
k = ν, . . . , n− 1. Using these functions, we can rewrite (5.122) as

∆1(ρ) = det


1≤k≤ν−1 ν≤k≤n−1

P110(ρ)e−iρ+Q110(ρ) F̃11k(ρ)+Q̂1k(ρ) F̃11k(ρ)+Q̂1k(ρ)

...
...

...
P1n0(ρ)e−iρ+Q1n0(ρ) F̃1nk(ρ)+Q̂nk(ρ) F̃1nk(ρ)+Q̂nk(ρ)


(5.125)

for ρ ∈ G1.
Sixth, expanding the determinant in (5.125) using the 0th column, we get

∆1(ρ) = D11(ρ)e−iρ +D10(ρ) (5.126)

for ρ ∈ G1, where

D11(ρ) := det


1≤k≤ν−1 ν≤k≤n−1

P̂10(ρ)+P̃110(ρ) F̃11k(ρ)+Q̂1k(ρ) F̃11k(ρ)+Q̂1k(ρ)

...
...

...
P̂n0(ρ)+P̃1n0(ρ) F̃1nk(ρ)+Q̂nk(ρ) F̃1nk(ρ)+Q̂nk(ρ)


and

D10(ρ) := det


1≤k≤ν−1 ν≤k≤n−1

Q̂10(ρ)+Q̃110(ρ) F̃11k(ρ)+Q̂1k(ρ) F̃11k(ρ)+Q̂1k(ρ)

...
...

...
Q̂n0(ρ)+Q̃1n0(ρ) F̃1nk(ρ)+Q̂nk(ρ) F̃1nk(ρ)+Q̂nk(ρ)


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for ρ ∈ G1. Clearly the functions D1i(ρ), i = 0, 1, are analytic on the open
set G1.

Seventh, if we expand the determinants for the functions D1i(ρ), i = 0, 1,
using the linearity of the determinant function in its n columns, then we can
express these functions in the form

D1i(ρ) = π̃i(ρ) + Φ̃1i(ρ), i = 0, 1,

for ρ ∈ G1, where the functions π̃i(ρ), i = 0, 1, are analytic for ρ 6= 0 in C and
are the functions introduced earlier in Chapter 3, and where the functions
Φ̃1i(ρ) are analytic on the open set G1 with |Φ̃1i(ρ)| ≤ γ3|ρ|−(m−p0), i =
0, 1, for ρ ∈ G1. Thus, for the characteristic determinant ∆1 we obtain the
representation

∆1(ρ) = π̃1(ρ)e−iρ + π̃0(ρ) + Φ̃11(ρ)e−iρ + Φ̃10(ρ) (5.127)

for ρ ∈ G1, where the functions π̃i(ρ), i = 0, 1, are analytic for ρ 6= 0 in C and
the functions Φ̃1i(ρ), i = 0, 1, are analytic on the open set G1 with

|Φ̃1i(ρ)| ≤ γ3|ρ|−(m−p0), i = 0, 1, (5.128)

for ρ ∈ G1. Compare equation (5.127) to equation (3.44).
Eighth, the functions π′i(ρ), i = 0, 1, introduced in Chapter 3, are given by

π′1(ρ) =
q∑

κ=−(m−p0−1)

a′κρ
κ, π′0(ρ) =

p∑
κ=−(m−p0−1)

b′κρ
κ (5.129)

for ρ 6= 0 in C. From equations (3.47) and (3.48) it is immediate that

π̃1(ρ) = π′1(ρ) +
−(m−p0)∑

κ=−n(m−1)

a′κ(m)ρκ, π̃0(ρ) = π′0(ρ) +
−(m−p0)∑

κ=−n(m−1)

b′κ(m)ρκ

(5.130)

for ρ 6= 0 in C. In terms of (5.127) and (5.130) we define the functions

Φ11(ρ) :=
−(m−p0)∑

κ=−n(m−1)

a′κ(m)ρκ + Φ̃11(ρ), Φ10(ρ) :=
−(m−p0)∑

κ=−n(m−1)

b′κ(m)ρκ + Φ̃10(ρ)

for ρ ∈ G1. These functions are clearly analytic on the open set G1, and by
using them we can rewrite the representation (5.127) in the simpler form

∆1(ρ) = π′1(ρ)e
−iρ + π′0(ρ) + Φ11(ρ)e−iρ + Φ10(ρ) (5.131)

for ρ ∈ G1. In equation (5.131) the functions π′i(ρ), i = 0, 1, are given by
(5.129), and they are analytic for ρ 6= 0 in C; the functions Φ1i(ρ), i = 0, 1,
are analytic on the open set G1 and satisfy the growth rates
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|Φ1i(ρ)| ≤ γ4|ρ|−(m−p0), i = 0, 1, (5.132)

for ρ ∈ G1. Recall that the functions πi(ρ), i = 0, 1, appearing in the repre-
sentation (5.105) of the characteristic determinant ∆0(ρ) are related to the
functions π′i(ρ), i = 0, 1, appearing in the representation (5.131) of the char-
acteristic determinant ∆1(ρ) by equations (3.49) and (3.50), namely

π′1(ρ) = π0(ρων), π′0(ρ) = π1(ρων−1) (5.133)

for ρ 6= 0 in C.
The representation (5.131) is our working form for the characteristic de-

terminant ∆1 relative to the sector T1. Compare the representation (5.131)
for the characteristic determinant ∆1 to the representation (3.55) for the ap-
proximate characteristic determinant ∆̃.

The above results are summarized in the following theorem.

Theorem 5.5. Let n be odd: n = 2ν − 1. Under the above assumptions (i)–
(vi), let v1k( · , ρ), k = 0, 1, . . . , n − 1, be the linearly independent solutions
of the differential equation (2.1) constructed in Theorem 4.7 for ρ ∈ T1 with
|ρ| > R0, let u1k( · , ρ), k = 0, 1, . . . , n − 1, be the modified solutions of (2.1)
defined above for ρ ∈ T1 with |ρ| > R0, and let ∆1 be the characteristic
determinant of the differential operator L given by

∆1(ρ) = det(Bi(u1k( · , ρ))) for ρ ∈ G1,

where G1 = {ρ ∈ IntT1 | |ρ| > R0}. Then ∆1 is analytic on the open set G1,
and ∆1 has the representation

∆1(ρ) = π′1(ρ)e
−iρ + π′0(ρ) + Φ11(ρ)e−iρ + Φ10(ρ)

for ρ ∈ G1, where the functions Φ1i(ρ), i = 0, 1, are analytic on G1 and satisfy
the estimates |Φ1i(ρ)| ≤ γ|ρ|−(m−p0) for ρ ∈ G1 and for i = 0, 1.
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The Green’s Function

For both n even and n odd, if we start with any point λ = ρn in C with
ρ ∈ G0 and ∆0(ρ) 6= 0 or with ρ ∈ G1 and ∆1(ρ) 6= 0, then λ belongs to the
resolvent set ρ(L) and the resolvent Rλ(L) = (λI −L)−1 exists as an integral
operator on L2[0, 1] with the Green’s function G(t, s;λ) as its kernel:

Rλ(L)u(t) =
∫ 1

0

G(t, s;λ)u(s) ds, 0 ≤ t ≤ 1, u ∈ L2[0, 1].

In this chapter we construct important representations of the resolvent and
the Green’s function, and then use these representations to derive their growth
rates for ρ belonging to the sectors S0 and S1. Our representations are first
developed for ρ belonging to the open set G0, and then analogous represen-
tations are established for ρ in the open set G1.

6.1 The Green’s Function for n Even

Assume that n is even: n = 2ν ≥ 2. For the even order case recall that the
sectors S0 and S1 are given by

S0 : all ρ = |ρ|eiθ ∈ C with 0 ≤ θ ≤ π

n
,

S1 : all ρ = |ρ|eiθ ∈ C with − π

n
≤ θ ≤ 0 ,

with T0 and T1 the corresponding translated sectors. For each ρ ∈ T0 with
|ρ| > R0, let us consider the basis v00( · , ρ), v01( · , ρ), . . . , v0 n−1( · , ρ) for the
solution space of the differential equation (2.1) determined in Theorem 4.3.
In Chapter 5 we showed that

v
(α)
0k (t, ρ) = ραeiρωkt

[
(iωk)α + F0kα(t, ρ)

]
(6.1)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1, where
the function F0kα( · , ρ) belongs to Hn−α[0, 1] with
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|F0kα(t, ρ)| ≤ 1 (6.2)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R1 ≥ R0, and for k, α = 0, 1, . . . , n − 1.
Also in Chapter 5, for ρ ∈ T0 with |ρ| > R0 we formed the modified solutions
u00( · , ρ), u01( · , ρ), . . . , u0 n−1( · , ρ) of the differential equation (2.1). These
functions have the representations

u
(α)
0k (t, ρ) = ραeiρωkt

[
(iωk)α + F0kα(t, ρ)

]
, k = 0, 1, . . . , ν − 1,

u
(α)
0k (t, ρ) = ραeiρωk(t−1)

[
(iωk)α + F0kα(t, ρ)

]
, k = ν, . . . , n− 1,

(6.3)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for α = 0, 1, . . . , n − 1. From
equation (5.18) we have the bounds

|u0k(t, ρ)| ≤ 2, 0 ≤ t ≤ 1, k = 0, 1, . . . , n− 1, (6.4)

for ρ = a+ ib belonging to the sector S0 (where b ≥ 0) with |ρ| > R1.
Let L0 be the nth order differential operator in L2[0, 1] defined by

D(L0) = {u ∈ Hn[0, 1] | u(n−i)(0) = 0, i = 1, . . . , n}, L0u = `u.

Clearly the resolvent set ρ(L0) is equal to C due to the initial value condi-
tions at t = 0. We begin by computing the Green’s function g(t, s;λ) of the
differential operator λI − L0, and then use it to compute the Green’s func-
tion G(t, s;λ) of the differential operator λI − L. The algorithm in Example
III.3.18 of [28] will be employed.

For λ = ρn in C and ρ ∈ T0 with |ρ| > R0, our earlier work has shown
that the Green’s function g(t, s;λ) is given by

g(t, s;λ) =
n−1∑
k=0

v0k(t, ρ)η0k(s, ρ), 0 ≤ s < t ≤ 1,

(6.5)
g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,

where the functions η0k( · , ρ), k = 0, 1, . . . , n − 1, belong to Hn[0, 1] and are
determined by the linear system

n−1∑
k=0

v
(α)
0k (s, ρ)η0k(s, ρ) = −δα n−1 in, α = 0, 1, . . . , n− 1, (6.6)

for 0 ≤ s ≤ 1. Using equation (6.1), the system (6.6) can be rewritten in the
form

n−1∑
k=0

[
(iωk)α + F0kα(s, ρ)

]
eiρωksη0k(s, ρ) = −δα n−1inρ−(n−1),

α = 0, 1, . . . , n− 1,

(6.7)
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for 0 ≤ s ≤ 1. We will treat (6.7) as a linear system for the unknowns
eiρωksη0k(s, ρ), k = 0, 1, . . . , n − 1, with n × n coefficient matrix A0(s, ρ) :=(
(iωk)α + F0kα(s, ρ)

)
. Previously in Chapter 4 this matrix was shown to be

nonsingular for 0 ≤ s ≤ 1 and for ρ ∈ T0 with |ρ| > R0.
For the Vandermonde matrix

V :=
(
(iωk)α

)
=


1 1 · · · 1

iω0 iω1 · · · iωn−1

...
...

...
(iω0)n−1 (iω1)n−1 · · · (iωn−1)n−1

 ,

the inverse is given by

V −1 =
1

nin−1

(
in−k−1ωn−k

α

)
=
( 1
ni k

ωn−k
α

)

=
1

nin−1


in−1ωn

0 in−2ωn−1
0 · · · iω2

0 ω0

in−1ωn
1 in−2ωn−1

1 · · · iω2
1 ω1

...
...

...
...

in−1ωn
n−1 in−2ωn−1

n−1 · · · iω2
n−1 ωn−1

 .

Let us write the inverse of A0(s, ρ) in the form

A0(s, ρ)−1 :=
( 1
ni k

ωn−k
α [1 +G0kα(s, ρ)]

)
for 0 ≤ s ≤ 1 and for ρ ∈ T0 with |ρ| > R0. Then from (6.7) it follows that

eiρω0sη00(s, ρ)
eiρω1sη01(s, ρ)

...
eiρωn−1sη0 n−1(s, ρ)

 = A0(s, ρ)−1


0
...
0

−inρ−(n−1)



=
−i

nρn−1


ω0[1 +G0 n−1 0(s, ρ)]
ω1[1 +G0 n−1 1(s, ρ)]

...
ωn−1[1 +G0 n−1 n−1(s, ρ)]

 ,

and hence,

η0k(s, ρ) = − iωk

nρn−1
e−iρωks[1 +G0 n−1 k(s, ρ)] (6.8)

for 0 ≤ s ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k = 0, 1, . . . , n− 1. Since the
functions η0k( · , ρ) belong to Hn[0, 1], the functions G0 n−1 k( · , ρ) also belong
to Hn[0, 1].

We assert that the functions G0kα(s, ρ) → 0 uniformly on [0, 1] × T0 as
|ρ| → ∞ for k, α = 0, 1, . . . , n − 1. Take any ε > 0. Using the continuity of
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matrix inversion and the fact that the Vandermonde matrix V is nonsingular,
choose a number δ > 0 such that if W = (wαk) is an n × n matrix with
|(iωk)α − wαk| < δ for α, k = 0, 1, . . . , n − 1, then W is nonsingular, and the
inverse W−1 = (xαk) satisfies∣∣∣ 1

ni k
ωn−k

α − xαk

∣∣∣ < ε for α, k = 0, 1, . . . , n− 1.

Choose a constant Rδ ≥ R0 such that |F0kα(s, ρ)| < δ for 0 ≤ s ≤ 1 and for
ρ ∈ T0 with |ρ| > Rδ, for α, k = 0, 1, . . . , n − 1. Then for 0 ≤ s ≤ 1 and for
ρ ∈ T0 with |ρ| > Rδ, we have

|(iωk)α − [(iωk)α + F0kα(s, ρ)]| = |F0kα(s, ρ)| < δ

for α, k = 0, 1, . . . , n− 1, and hence, from the above∣∣∣ 1
ni k

ωn−k
α − 1

ni k
ωn−k

α [1 +G0kα(s, ρ)]
∣∣∣ = 1

n
|G0kα(s, ρ)| < ε

for 0 ≤ s ≤ 1 and for ρ ∈ T0 with |ρ| > Rδ, for k, α = 0, 1, . . . , n − 1. This
establishes the assertion. Based on this assertion, without loss of generality
we can assume that the constant R1 chosen earlier also yields the bound

|G0kα(s, ρ)| ≤ 1 (6.9)

for 0 ≤ s ≤ 1, for ρ ∈ T0 with |ρ| > R1, and for k, α = 0, 1, . . . , n− 1.
Summarizing, for λ = ρn in C and ρ ∈ T0 with |ρ| > R0, the Green’s

function for the differential operator λI − L0 is given by

g(t, s;λ) = − 1
nρn−1

n−1∑
k=0

(iωk)eiρωk(t−s)[1 + F0k0(t, ρ)][1 +G0 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,
(6.10)

where the functions F0k0( · , ρ) andG0 n−1 k( · , ρ) belong toHn[0, 1] and satisfy
the bounds given in equations (6.2) and (6.9).

Next, we rewrite (6.5) or (6.10) in the form

g(t, s;λ) = k0(t, s; ρ) + `0(t, s; ρ)

for t 6= s in [0, 1] and for λ = ρn in C and ρ ∈ T0 with |ρ| > R0, where

k0(t, s; ρ) :=
ν−1∑
k=0

v0k(t, ρ)η0k(s, ρ), 0 ≤ s < t ≤ 1,

k0(t, s; ρ) := −
n−1∑
k=ν

v0k(t, ρ)η0k(s, ρ), 0 ≤ t < s ≤ 1,

(6.11)
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and

`0(t, s; ρ) :=
n−1∑
k=ν

v0k(t, ρ)η0k(s, ρ), 0 ≤ t, s ≤ 1.

The Green’s function g(t, s;λ) is the kernel of the integral operator Rλ(L0),
which assigns to each u in L2[0, 1] the unique solution z ∈ D(L0) of the initial
value problem (λI −L0)z = u. Also, the function `0(t, s; ρ) is the kernel of an
integral operator which maps L2[0, 1] into the solution space of the differential
equation (ρnI − `)u = 0.

For each ρ ∈ T0 with |ρ| > R0, let K0ρ be the integral operator on L2[0, 1]
defined by

K0ρu(t) :=
∫ 1

0

k0(t, s; ρ)u(s) ds, 0 ≤ t ≤ 1,

for u ∈ L2[0, 1]. From the above remarks it follows that if u ∈ L2[0, 1] and
v = K0ρu, then v belongs to Hn[0, 1] and (ρnI−`)v = u. By direct calculation
we have

v(t) =
∫ 1

0

k0(t, s; ρ)u(s) ds

=
ν−1∑
k=0

v0k(t, ρ)
∫ t

0

η0k(s, ρ)u(s) ds−
n−1∑
k=ν

v0k(t, ρ)
∫ 1

t

η0k(s, ρ)u(s) ds

for 0 ≤ t ≤ 1, and using equation (6.6) with α = 0, we get

v′(t) =
ν−1∑
k=0

v′0k(t, ρ)
∫ t

0

η0k(s, ρ)u(s) ds+
ν−1∑
k=0

v0k(t, ρ)η0k(t, ρ)u(t)

−
n−1∑
k=ν

v′0k(t, ρ)
∫ 1

t

η0k(s, ρ)u(s) ds+
n−1∑
k=ν

v0k(t, ρ)η0k(t, ρ)u(t)

=
ν−1∑
k=0

v′0k(t, ρ)
∫ t

0

η0k(s, ρ)u(s) ds−
n−1∑
k=ν

v′0k(t, ρ)
∫ 1

t

η0k(s, ρ)u(s) ds

=
∫ 1

0

∂k0

∂t
(t, s; ρ)u(s) ds

for 0 ≤ t ≤ 1. Proceeding by induction, we see immediately that the deriva-
tives of v = K0ρu satisfy the equations

v(j)(t) =
∫ 1

0

∂jk0

∂tj
(t, s; ρ)u(s) ds

=
ν−1∑
k=0

v
(j)
0k (t, ρ)

∫ t

0

η0k(s, ρ)u(s) ds−
n−1∑
k=ν

v
(j)
0k (t, ρ)

∫ 1

t

η0k(s, ρ)u(s) ds

(6.12)
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for 0 ≤ t ≤ 1 and for j = 0, 1, . . . , n− 1, valid for each ρ ∈ T0 with |ρ| > R0.
Using (6.1) and (6.8), for ρ ∈ T0 with |ρ| > R0 the kernel k0(t, s; ρ) can be

expressed as

k0(t, s; ρ) = − 1
nρn−1

ν−1∑
k=0

(iωk)eiρωk(t−s)[1 + F0k0(t, ρ)][1 +G0 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

k0(t, s; ρ) =
1

nρn−1

n−1∑
k=ν

(iωk)eiρωk(t−s)[1 + F0k0(t, ρ)][1 +G0 n−1 k(s, ρ)],

0 ≤ t < s ≤ 1.
(6.13)

Now take any point ρ = a + ib ∈ T0 with |ρ| > R0. If t, s are real numbers
with 0 ≤ s < t ≤ 1, then 0 < t− s ≤ 1, and by (5.8) we obtain the estimates∣∣eiρω0(t−s)

∣∣ = e−b(t−s), (6.14)∣∣eiρωk(t−s)
∣∣ ≤ e−(t−s)α|ρ| ≤ 1, k = 1, . . . , ν − 1. (6.15)

On the other hand, for real numbers t, s with 0 ≤ t < s ≤ 1, we have

0 < s− t ≤ 1, −1 ≤ t− s < 0, 0 ≤ 1 + t− s < 1,

and hence, by (5.9)∣∣eiρων(t−s)
∣∣ = e−b(s−t), (6.16)∣∣eiρωk(t−s)
∣∣ = ∣∣eiρωk(1+t−s−1)

∣∣ ≤ e−(s−t)α|ρ| ≤ 1, k = ν + 1, . . . , n− 1.
(6.17)

In particular, if ρ = a+ ib ∈ S0 with |ρ| > R1, then these estimates give∣∣eiρωk(t−s)
∣∣ ≤ 1, 0 ≤ s < t ≤ 1, k = 0, 1, . . . , ν − 1, (6.18)∣∣eiρωk(t−s)
∣∣ ≤ 1, 0 ≤ t < s ≤ 1, k = ν, . . . , n− 1. (6.19)

Applying (6.18), (6.19) and (6.2), (6.9) to the representation (6.13), it follows
that

|k0(t, s; ρ)| ≤
2

|ρ|n−1
(6.20)

for t 6= s in [0, 1] and for ρ ∈ S0 with |ρ| > R1.
Finally, fix any point λ = ρn in C with ρ ∈ G0, and assume that∆0(ρ) 6= 0,

so the point λ belongs to the resolvent set ρ(L). Using the integral operator
K0ρ, we can establish our representations of the resolvent Rλ(L) and the
associated Green’s function G(t, s;λ). Indeed, take any function u ∈ L2[0, 1],
and set
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v = K0ρu and w = Rλ(L)u.

Clearly the functions v and w belong to Hn[0, 1], and

(λI − `)v = u = (λI − `)w.

Thus, there exist constants c0, c1, . . . , cn−1 (depending on ρ) such that

Rλ(L)u(t) = w(t) = v(t) +
n−1∑
k=0

cku0k(t, ρ), 0 ≤ t ≤ 1.

The functions u0k( · , ρ), k = 0, 1, . . . , n − 1, are the modified solutions of
the differential equation (2.1) introduced earlier. They form a basis for the
solution space of (2.1), and the characteristic determinant ∆0(ρ) is defined in
terms of them.

Applying the boundary value Bi to both sides of the last equation, we
obtain the linear system

n−1∑
k=0

M0ik(ρ)ck = −Bi(v), i = 1, . . . , n, (6.21)

for the constants c0, c1, . . . , cn−1, where as in Chapter 5

M0ik(ρ) = Bi(u0k( · , ρ)) =
mi∑
j=0

αiju
(j)
0k (0, ρ) +

mi∑
j=0

βiju
(j)
0k (1, ρ)

for i = 1, . . . , n, k = 0, 1, . . . , n− 1. The n× n coefficient matrix (M0ik(ρ)) in
(6.21) is nonsingular because det(M0ik(ρ)) = ∆0(ρ) 6= 0.

Fix an index i with 1 ≤ i ≤ n, and consider the quantity Bi(v) =
Bi(K0ρu). From equation (6.12) and equations (6.1), (6.8), we have

v(j)(0) = −
n−1∑
k=ν

v
(j)
0k (0, ρ)

∫ 1

0

η0k(s, ρ)u(s) ds

=
1

nρn−1

n−1∑
k=ν

(iωk)ρj [(iωk)j

+ F0kj(0, ρ)]
∫ 1

0

e−iρωks[1 +G0 n−1 k(s, ρ)]u(s) ds

and

v(j)(1) =
ν−1∑
k=0

v
(j)
0k (1, ρ)

∫ 1

0

η0k(s, ρ)u(s) ds

= − 1
nρn−1

ν−1∑
k=0

(iωk)ρj [(iωk)j

+ F0kj(1, ρ)]
∫ 1

0

eiρωk(1−s)[1 +G0 n−1 k(s, ρ)]u(s) ds
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for j = 0, 1, . . . , n− 1, and hence,

Bi(v) =
mi∑
j=0

αijv
(j)(0) +

mi∑
j=0

βijv
(j)(1)

=
1

nρn−1

ν−1∑
k=0

{mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F0kj(1, ρ)]
}

×
∫ 1

0

eiρωk(1−s)[1 +G0 n−1 k(s, ρ)]u(s) ds

+
1

nρn−1

n−1∑
k=ν

{mi∑
j=0

αij(iωk)ρj [(iωk)j + F0kj(0, ρ)]
}

×
∫ 1

0

e−iρωks[1 +G0 n−1 k(s, ρ)]u(s) ds

(6.22)

for i = 1, . . . , n. For i = 1, . . . , n and k = 0, 1, . . . , ν − 1 define

T0ik(ρ) :=
mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F0kj(1, ρ)]

for ρ ∈ T0 with |ρ| > R0, and for i = 1, . . . , n and k = ν, . . . , n− 1 define

T0ik(ρ) :=
mi∑
j=0

αij(iωk)ρj [(iωk)j + F0kj(0, ρ)]

for ρ ∈ T0 with |ρ| > R0; and for k = 0, 1, . . . , ν − 1 define

U0k(s, ρ) := eiρωk(1−s)[1 +G0 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T0 with |ρ| > R0, and for k = ν, . . . , n− 1 define

U0k(s, ρ) := e−iρωks[1 +G0 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T0 with |ρ| > R0. Then we can express (6.22) in the simpler form

Bi(v) =
1

nρn−1

n−1∑
k=0

T0ik(ρ)
∫ 1

0

U0k(s, ρ)u(s) ds (6.23)

for i = 1, . . . , n, where the functions T0ik(ρ) are analytic functions of ρ on G0,
and for fixed ρ in T0 with |ρ| > R0 the functions U0k( · , ρ) belong to Hn[0, 1].

In terms of the matrix (M0ik(ρ)), let M̃0ik(ρ) denote the cofactor of the
entry M0ik(ρ):

M̃0ik(ρ) := (−1)i+k+1 times the determinant of the (n− 1)× (n− 1)
submatrix of (M0j`(ρ)) obtained by deleting
the ith row and kth column.
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Clearly the cofactors M̃0ik(ρ), i = 1, . . . , n, k = 0, 1, . . . , n − 1, are analytic
functions in the ρ variable on the open set G0. These cofactors arise naturally
when we solve for the constants c0, c1, . . . , cn−1 in the linear system (6.21) by
means of Cramer’s rule:

ck =
−1
∆0(ρ)

det


kth column

M010(ρ) · · · B1(v) · · · M01n−1(ρ)
...

...
...

M0n0(ρ) · · · Bn(v) · · · M0nn−1(ρ)


=

−1
∆0(ρ)

n∑
j=1

M̃0jk(ρ)Bj(v),

or

ck =
−1

nρn−1∆0(ρ)

n−1∑
l=0

n∑
j=1

M̃0jk(ρ)T0jl(ρ)
∫ 1

0

U0l(s, ρ)u(s) ds (6.24)

for k = 0, 1, . . . , n− 1.
Combining the above results, we conclude that

Rλ(L)u(t) = K0ρu(t)

− 1
nρn−1∆0(ρ)

n−1∑
k,l=0

n∑
j=1

M̃0jk(ρ)T0jl(ρ)u0k(t, ρ)
∫ 1

0

U0l(s, ρ)u(s) ds

(6.25)

for 0 ≤ t ≤ 1 and for u ∈ L2[0, 1], where (6.25) is valid for λ = ρn in C with
ρ ∈ G0 and with ∆0(ρ) 6= 0. Also, from (6.25) the associated Green’s function
is given by

G(t, s;λ) = k0(t, s; ρ)

− 1
nρn−1∆0(ρ)

n−1∑
k,l=0

n∑
j=1

M̃0jk(ρ)T0jl(ρ)u0k(t, ρ)U0l(s, ρ)
(6.26)

for t 6= s in [0, 1], where (6.26) is valid for λ = ρn in C with ρ ∈ G0 and with
∆0(ρ) 6= 0.

To effectively use the representations (6.25) and (6.26), we must determine
bounds or growth rates for the various functions appearing there. For the
basis functions u0k(t, ρ) we have already established the necessary bounds in
equation (6.4). For the kernel k0(t, s; ρ) the required growth rate is given in
equation (6.20). Let us proceed to calculate bounds and growth rates for the
functions T0ik(ρ), U0k(s, ρ), and M̃0ik(ρ).

First, consider the functions T0ik(ρ). From their definitions and the esti-
mate (6.2), it is immediate that
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|T0ik(ρ)| ≤ γ1|ρ|mi (6.27)

for ρ ∈ T0 with |ρ| > R1 and for i = 1, . . . , n, k = 0, 1, . . . , n− 1. Second, for
the functions U0k(s, ρ), from their definitions and the earlier estimates (5.8),
(5.9), together with (6.9), we obtain the estimates (replace t by 1− s)

|U00(s, ρ)| ≤ 2e−b(1−s), (6.28)

|U0ν(s, ρ)| ≤ 2e−bs, (6.29)

|U0k(s, ρ)| ≤ 2e−(1−s)α|ρ| ≤ 2, k = 1, . . . , ν − 1, (6.30)

|U0k(s, ρ)| ≤ 2e−sα|ρ| ≤ 2, k = ν + 1, . . . , n− 1, (6.31)

for 0 ≤ s ≤ 1 and for ρ = a+ib ∈ T0 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S0 (where b ≥ 0) with |ρ| > R1, we have

|U0k(s, ρ)| ≤ 2, 0 ≤ s ≤ 1, k = 0, 1, . . . , n− 1. (6.32)

Third, fix indices i and k with 1 ≤ i ≤ n and 0 ≤ k ≤ n − 1, and let
us consider the cofactor M̃0ik(ρ). It is formed by taking (−1)i+k+1 times the
determinant of the (n− 1)× (n− 1) matrix obtained by deleting the ith row
and the kth column of the matrix


1≤k≤ν−1 ν+1≤k≤n−1

P010(ρ)+Q010(ρ)eiρ P̂1k(ρ)+F̃01k(ρ) P01ν(ρ)+Q01ν(ρ)eiρ P̂1k(ρ)+F̃01k(ρ)

...
...

...
...

P0n0(ρ)+Q0n0(ρ)eiρ P̂nk(ρ)+F̃0nk(ρ) P0nν(ρ)+Q0nν(ρ)eiρ P̂nk(ρ)+F̃0nk(ρ)

.
Suppose we proceed to expand the determinant for M̃0ik(ρ) in the same man-
ner as ∆0(ρ) was expanded in Chapter 5. See equation (5.25). If 1 ≤ k ≤ ν−1
or ν+ 1 ≤ k ≤ n− 1, then the determinant of the (n− 1)× (n− 1) submatrix
that leads to M̃0ik(ρ) is first expanded using linearity in both the 0th and νth
columns; this yields the terms e2iρ, eiρ, 1. On the other hand, if k = 0, then
the initial expansion takes place in only the νth column; this gives the terms
eiρ, 1. And if k = ν, then the expansion initially is in the 0th column, leading
to the terms eiρ, 1.

Next, all the (n− 1)× (n− 1) determinants are expanded using linearity
in all n− 1 columns. This expansion produces the representation

M̃0ik(ρ) = π̃′′ik(ρ)e2iρ + π̃′ik(ρ)eiρ + π̃ik(ρ)

+ φ̃′′0ik(ρ)e2iρ + φ̃′0ik(ρ)eiρ + φ̃0ik(ρ)
(6.33)

for ρ ∈ G0. In this equation the functions π̃′′ik, π̃′ik, π̃ik are formed from the
functions P̂ik, Q̂ik introduced in Chapter 3 (see equations (3.1) and (3.2));
they are analytic for ρ 6= 0 in C, and each one has the simple form
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p0−mi∑
j=−(n−1)(m−1)

Aikjρ
j , ρ 6= 0 in C.

Cf. (3.3); (3.20), (3.25), (3.26); and (5.30). All the perturbation terms are
contained in the functions φ̃′′0ik, φ̃′0ik, φ̃0ik; they are analytic for ρ in the open
set G0, and satisfy the growth rates

|φ̃′′0ik(ρ)| ≤ γ2|ρ|−(m−p0+mi), |φ̃′0ik(ρ)| ≤ γ2|ρ|−(m−p0+mi),

|φ̃0ik(ρ)| ≤ γ2|ρ|−(m−p0+mi)
(6.34)

for ρ ∈ G0. In the special cases k = 0 or k = ν, then π̃′′ik(ρ) ≡ 0 and
φ̃′′0ik(ρ) ≡ 0.

Take any point ρ = a + ib in the sector S0 with |ρ| > R1. Clearly b ≥ 0,
|eiρ| = e−b ≤ 1, and |e2iρ| ≤ 1, and hence, by (6.33) and (6.34)

|M̃0ik(ρ)| ≤ 3γ3|ρ|p0−mi + 3γ2|ρ|−(m−p0+mi) ≤ γ4|ρ|p0−mi (6.35)

for i = 1, . . . , n, k = 0, 1, . . . , n − 1. Combining this result with (6.27), we
obtain the estimate

∣∣ n∑
j=1

M̃0jk(ρ)T0jl(ρ)
∣∣ ≤ n∑

j=1

γ4|ρ|p0−mj · γ1|ρ|mj ≤ γ5|ρ|p0 (6.36)

for ρ ∈ S0 with |ρ| > R1 and for k, l = 0, 1, . . . , n− 1.
Finally, take any point λ = ρn in C with ρ = a + ib ∈ S0, with |ρ| > R1,

and with ∆0(ρ) 6= 0. Clearly ρ ∈ T0 with |ρ| > R1 ≥ R0, ρ ∈ G0, and b ≥ 0,
and λ belongs to the resolvent set ρ(L) with the Green’s function G(t, s;λ)
given by (6.26). Applying the estimates (6.20), (6.36), (6.4), and (6.32) to
(6.26), we see that

|G(t, s;λ)| ≤ 2
|ρ|n−1

+
1

n|ρ|n−1|∆0(ρ)|

n−1∑
k,l=0

γ5|ρ|p0 · 2 · 2,

or

|G(t, s;λ)| ≤ 2
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1|∆0(ρ)|
(6.37)

for t 6= s in [0, 1], where (6.37) is valid for λ = ρn in C with ρ ∈ S0 and
|ρ| > R1 and with ∆0(ρ) 6= 0. Cf. equation (9.8) in Chapter 4 of [34]. This
is our principal result for the growth rate of the Green’s function G(t, s;λ)
relative to the sector S0 when λ = ρn and ρ ∈ S0.

We can derive alternate representations of the resolvent Rλ(L) and the
Green’s function G(t, s;λ) that are in terms of the characteristic determinant
∆1(ρ) and the sectors S1, T1. The treatment for ∆1 and S1, T1 is similar
to the one for ∆0 and S0, T0, but there are some subtle differences. For
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ρ ∈ T1 with |ρ| > R0, let v10( · , ρ), v11( · , ρ), . . . , v1 n−1( · , ρ) be the basis for
the solution space of the differential equation (2.1) determined in Theorem 4.4.
In Chapter 5 we showed that

v
(α)
1k (t, ρ) = ραeiρωkt

[
(iωk)α + F1kα(t, ρ)

]
(6.38)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1, where
the function F1kα( · , ρ) belongs to Hn−α[0, 1] with

|F1kα(t, ρ)| ≤ 1 (6.39)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R1 ≥ R0, and for k, α = 0, 1, . . . , n − 1.
Also in Chapter 5, for ρ ∈ T1 with |ρ| > R0 we formed the modified solutions
u10( · , ρ), u11( · , ρ), . . . , u1 n−1( · , ρ) of the differential equation (2.1):

u10(t, ρ) = e−iρω0v10(t, ρ) = e−iρω0 [y0(t, ρ) + eiρω0tE100(t, ρ)ρ−m],

u1k(t, ρ) = v1k(t, ρ) = yk(t, ρ) + eiρωktE1k0(t, ρ)ρ−m,

k = 1, . . . , ν − 1,

u1ν(t, ρ) = v1ν(t, ρ) = eiρων [yν(t, ρ) + eiρων(t−1)E1ν0(t, ρ)ρ−m],

u1k(t, ρ) = e−iρωkv1k(t, ρ) = yk(t, ρ) + eiρωk(t−1)E1k0(t, ρ)ρ−m,

k = ν + 1, . . . , n− 1,

for 0 ≤ t ≤ 1. These functions also form a basis for the solution space of
the differential equation (2.1), and together with their derivatives they can be
expressed as

u
(α)
10 (t, ρ) = ραeiρω0(t−1)

[
(iω0)α + F10α(t, ρ)

]
,

u
(α)
1k (t, ρ) = ραeiρωkt

[
(iωk)α + F1kα(t, ρ)

]
, k = 1, . . . , ν − 1,

u
(α)
1ν (t, ρ) = ραeiρωνt

[
(iων)α + F1να(t, ρ)

]
,

u
(α)
1k (t, ρ) = ραeiρωk(t−1)

[
(iωk)α + F1kα(t, ρ)

]
, k = ν + 1, . . . , n− 1,

(6.40)

for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > R0, and for α = 0, 1, . . . , n− 1. From
equation (5.48) we have the bounds

|u1k(t, ρ)| ≤ 2, 0 ≤ t ≤ 1, k = 0, 1, . . . , n− 1, (6.41)

for ρ = a+ ib in the sector S1 (where b ≤ 0) with |ρ| > R1.
For λ = ρn in C with ρ ∈ T1 satisfying |ρ| > R0, we can again compute

the Green’s function g(t, s;λ) of the differential operator λI−L0, but now we
use the basis v1k( · , ρ), k = 0, 1, . . . , n− 1:

g(t, s;λ) =
n−1∑
k=0

v1k(t, ρ)η1k(s, ρ), 0 ≤ s < t ≤ 1,

(6.42)
g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,
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where the functions η1k( · , ρ), k = 0, 1, . . . , n − 1, belong to Hn[0, 1] and are
determined by the linear system

n−1∑
k=0

v
(α)
1k (s, ρ)η1k(s, ρ) = −δα n−1 in, α = 0, 1, . . . , n− 1, (6.43)

for 0 ≤ s ≤ 1. Using (6.38), we can write this system in the form

n−1∑
k=0

[
(iωk)α + F1kα(s, ρ)

]
eiρωksη1k(s, ρ) = −δα n−1inρ−(n−1),

α = 0, 1, . . . , n− 1,

(6.44)

for 0 ≤ s ≤ 1. We will consider this as a linear system for the unknowns
eiρωksη1k(s, ρ), k = 0, 1, . . . , n− 1, with coefficient matrix

A1(s, ρ) :=
(
(iωk)α + F1kα(s, ρ)

)
that is nonsingular for 0 ≤ s ≤ 1 and for ρ ∈ T1 with |ρ| > R0.

Proceeding as above, we express the inverse A1(s, ρ)−1 in the form

A1(s, ρ)−1 :=
( 1
ni k

ωn−k
α [1 +G1kα(s, ρ)]

)
for 0 ≤ s ≤ 1 and for ρ ∈ T1 with |ρ| > R0, and it then follows that

η1k(s, ρ) = − iωk

nρn−1
e−iρωks[1 +G1 n−1 k(s, ρ)] (6.45)

for 0 ≤ s ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k = 0, 1, . . . , n − 1. For
fixed ρ the functions G1 n−1 k( · , ρ) belong to Hn[0, 1], and appealing to the
continuity of matrix inversion once more, the G1kα(s, ρ) go to 0 uniformly on
[0, 1]× T1 as |ρ| → ∞ for k, α = 0, 1, . . . , n− 1. Without loss of generality we
can assume that the constant R1 chosen earlier also produces the bound

|G1kα(s, ρ)| ≤ 1 (6.46)

for 0 ≤ s ≤ 1, for ρ ∈ T1 with |ρ| > R1, and for k, α = 0, 1, . . . , n− 1.
Thus, for λ = ρn in C and ρ ∈ T1 with |ρ| > R0, the Green’s function for

the differential operator λI − L0 is given by

g(t, s;λ) = − 1
nρn−1

n−1∑
k=0

(iωk)eiρωk(t−s)[1 + F1k0(t, ρ)][1 +G1 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,
(6.47)
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where the functions F1k0( · , ρ) andG1 n−1 k( · , ρ) belong toHn[0, 1] and satisfy
the bounds given in equations (6.39) and (6.46).

Next, recall that ωn = ω0 = 1 and ων = −1. To simplify the discussion,
we set

v1n(t, ρ) := v10(t, ρ),
F1nα(t, ρ) := F10α(t, ρ), α = 0, 1, . . . , n− 1,
η1n(s, ρ) := η10(s, ρ), G1 n−1 n(s, ρ) := G1 n−1 0(s, ρ),

for 0 ≤ t, s ≤ 1 and for ρ ∈ T1 with |ρ| > R0. With this change of notation,
we can then rewrite (6.47) in the form

g(t, s;λ) = − 1
nρn−1

n∑
k=1

(iωk)eiρωk(t−s)[1 + F1k0(t, ρ)][1 +G1 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,
(6.48)

for λ = ρn in C and ρ ∈ T1 with |ρ| > R0. The representations (6.42), (6.47),
and (6.48) can be expressed in the alternate form

g(t, s;λ) = k1(t, s; ρ) + `1(t, s; ρ)

for t 6= s in [0, 1] and for λ = ρn in C and ρ ∈ T1 with |ρ| > R0, where

k1(t, s; ρ) :=
ν∑

k=1

v1k(t, ρ)η1k(s, ρ), 0 ≤ s < t ≤ 1,

k1(t, s; ρ) := −
n∑

k=ν+1

v1k(t, ρ)η1k(s, ρ), 0 ≤ t < s ≤ 1,

(6.49)

and

`1(t, s; ρ) :=
n∑

k=ν+1

v1k(t, ρ)η1k(s, ρ), 0 ≤ t, s ≤ 1.

For each ρ ∈ T1 with |ρ| > R0, let K1ρ be the integral operator on L2[0, 1]
defined by

K1ρu(t) :=
∫ 1

0

k1(t, s; ρ)u(s) ds, 0 ≤ t ≤ 1,

for u ∈ L2[0, 1]. If u ∈ L2[0, 1] and v = K1ρu, then it follows that v belongs
to Hn[0, 1] and (ρnI − `)v = u, and by direct calculation

v(t) =
∫ 1

0

k1(t, s; ρ)u(s) ds

=
ν∑

k=1

v1k(t, ρ)
∫ t

0

η1k(s, ρ)u(s) ds−
n∑

k=ν+1

v1k(t, ρ)
∫ 1

t

η1k(s, ρ)u(s) ds
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for 0 ≤ t ≤ 1. Using equation (6.43) with α = 0, we get

v′(t) =
ν∑

k=1

v′1k(t, ρ)
∫ t

0

η1k(s, ρ)u(s) ds−
n∑

k=ν+1

v′1k(t, ρ)
∫ 1

t

η1k(s, ρ)u(s) ds

=
∫ 1

0

∂k1

∂t
(t, s; ρ)u(s) ds

for 0 ≤ t ≤ 1. Proceeding by induction, we see immediately that the deriva-
tives of v = K1ρu satisfy the equations

v(j)(t) =
∫ 1

0

∂jk1

∂tj
(t, s; ρ)u(s) ds

=
ν∑

k=1

v
(j)
1k (t, ρ)

∫ t

0

η1k(s, ρ)u(s) ds−
n∑

k=ν+1

v
(j)
1k (t, ρ)

∫ 1

t

η1k(s, ρ)u(s) ds

(6.50)

for 0 ≤ t ≤ 1 and for j = 0, 1, . . . , n− 1, valid for each ρ ∈ T1 with |ρ| > R0.
Using (6.38) and (6.45), for ρ ∈ T1 with |ρ| > R0 the kernel k1(t, s; ρ) can

be expressed as

k1(t, s; ρ) = − 1
nρn−1

ν∑
k=1

(iωk)eiρωk(t−s)[1 + F1k0(t, ρ)][1 +G1 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

k1(t, s; ρ) =
1

nρn−1

n∑
k=ν+1

(iωk)eiρωk(t−s)[1 + F1k0(t, ρ)][1 +G1 n−1 k(s, ρ)],

0 ≤ t < s ≤ 1.
(6.51)

Now take any point ρ = a + ib ∈ T1 with |ρ| > R0. If t, s are real numbers
with 0 ≤ s < t ≤ 1, then 0 < t− s ≤ 1, and by (5.8) we obtain the estimates∣∣eiρωk(t−s)

∣∣ ≤ e−(t−s)α|ρ| ≤ 1, k = 1, . . . , ν − 1, (6.52)∣∣eiρων(t−s)
∣∣ = eb(t−s). (6.53)

On the other hand, for real numbers t, s with 0 ≤ t < s ≤ 1, we have

0 < s− t ≤ 1, −1 ≤ t− s < 0, 0 ≤ 1 + t− s < 1,

and hence, by (5.9)∣∣eiρωk(t−s)
∣∣ = ∣∣eiρωk(1+t−s−1)

∣∣ ≤ e−(s−t)α|ρ| ≤ 1, k = ν + 1, . . . , n− 1,
(6.54)∣∣eiρωn(t−s)

∣∣ = eb(s−t). (6.55)
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In particular, if ρ = a + ib ∈ S1 (where b ≤ 0) with |ρ| > R1, then these
estimates give∣∣eiρωk(t−s)

∣∣ ≤ 1, 0 ≤ s < t ≤ 1, k = 1, . . . , ν, (6.56)∣∣eiρωk(t−s)
∣∣ ≤ 1, 0 ≤ t < s ≤ 1, k = ν + 1, . . . , n. (6.57)

Applying (6.56), (6.57) and (6.39), (6.46) to the representation (6.51), it fol-
lows that

|k1(t, s; ρ)| ≤
2

|ρ|n−1
(6.58)

for t 6= s in [0, 1] and for ρ ∈ S1 with |ρ| > R1.
Finally, fix any point λ = ρn in C with ρ ∈ G1, and assume that∆1(ρ) 6= 0,

so the point λ belongs to the resolvent set ρ(L). We are going to establish
representations of the resolvent Rλ(L) and the associated Green’s function
G(t, s;λ). Indeed, take any u ∈ L2[0, 1], and set

v = K1ρu and w = Rλ(L)u.

Clearly the functions v and w belong to Hn[0, 1], and

(λI − `)v = u = (λI − `)w.

Thus, there exist constants c0, c1, . . . , cn−1 (depending on ρ) such that

Rλ(L)u(t) = w(t) = v(t) +
n−1∑
k=0

cku1k(t, ρ), 0 ≤ t ≤ 1.

The functions u1k( · , ρ), k = 0, 1, . . . , n − 1, were introduced earlier. They
form a basis for the solution space of the differential equation (2.1), and the
characteristic determinant ∆1(ρ) is defined in terms of them.

Applying the boundary value Bi to the last equation, we obtain the linear
system

n−1∑
k=0

M1ik(ρ)ck = −Bi(v), i = 1, . . . , n, (6.59)

for the constants c0, c1, . . . , cn−1, where as in Chapter 5

M1ik(ρ) = Bi(u1k( · , ρ)) =
mi∑
j=0

αiju
(j)
1k (0, ρ) +

mi∑
j=0

βiju
(j)
1k (1, ρ)

for i = 1, . . . , n, k = 0, 1, . . . , n− 1. Note that det(M1ik(ρ)) = ∆1(ρ) 6= 0.
Fix an index i with 1 ≤ i ≤ n, and consider the quantity Bi(v) =

Bi(K1ρu). From equation (6.50) and equations (6.38), (6.45), we have
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v(j)(0) = −
n∑

k=ν+1

v
(j)
1k (0, ρ)

∫ 1

0

η1k(s, ρ)u(s) ds

=
1

nρn−1

n∑
k=ν+1

(iωk)ρj [(iωk)j

+ F1kj(0, ρ)]
∫ 1

0

e−iρωks[1 +G1 n−1 k(s, ρ)]u(s) ds

and

v(j)(1) =
ν∑

k=1

v
(j)
1k (1, ρ)

∫ 1

0

η1k(s, ρ)u(s) ds

= − 1
nρn−1

ν∑
k=1

(iωk)ρj [(iωk)j

+ F1kj(1, ρ)]
∫ 1

0

eiρωk(1−s)[1 +G1 n−1 k(s, ρ)]u(s) ds

for j = 0, 1, . . . , n− 1, and hence,

Bi(v) =
mi∑
j=0

αijv
(j)(0) +

mi∑
j=0

βijv
(j)(1)

=
1

nρn−1

ν∑
k=1

{mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F1kj(1, ρ)]
}

×
∫ 1

0

eiρωk(1−s)[1 +G1 n−1 k(s, ρ)]u(s) ds

+
1

nρn−1

n∑
k=ν+1

{mi∑
j=0

αij(iωk)ρj [(iωk)j + F1kj(0, ρ)]
}

×
∫ 1

0

e−iρωks[1 +G1 n−1 k(s, ρ)]u(s) ds

(6.60)

for i = 1, . . . , n. For i = 1, . . . , n and k = 1, . . . , ν define

T1ik(ρ) :=
mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F1kj(1, ρ)]

for ρ ∈ T1 with |ρ| > R0, and for i = 1, . . . , n and k = ν + 1, . . . , n define

T1ik(ρ) :=
mi∑
j=0

αij(iωk)ρj [(iωk)j + F1kj(0, ρ)]

for ρ ∈ T1 with |ρ| > R0; and for k = 1, . . . , ν define
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U1k(s, ρ) := eiρωk(1−s)[1 +G1 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T1 with |ρ| > R0, and for k = ν + 1, . . . , n define

U1k(s, ρ) := e−iρωks[1 +G1 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T1 with |ρ| > R0. Then we can express (6.60) in the simpler form

Bi(v) =
1

nρn−1

n∑
k=1

T1ik(ρ)
∫ 1

0

U1k(s, ρ)u(s) ds (6.61)

for i = 1, . . . , n, where the functions T1ik(ρ) are analytic functions of ρ on G1,
and for fixed ρ in T1 with |ρ| > R0 the functions U1k( · , ρ) belong to Hn[0, 1].

In terms of the matrix (M1ik(ρ)), let M̃1ik(ρ) denote the cofactor of the
entry M1ik(ρ):

M̃1ik(ρ) := (−1)i+k+1 times the determinant of the (n− 1)× (n− 1)
submatrix of (M1j`(ρ)) obtained by deleting
the ith row and kth column.

Clearly the cofactors M̃1ik(ρ), i = 1, . . . , n, k = 0, 1, . . . , n − 1, are analytic
functions in the ρ variable on the open set G1. Using these cofactors, we
proceed to solve for the constants c0, c1, . . . , cn−1 in the linear system (6.59)
by means of Cramer’s rule:

ck =
−1
∆1(ρ)

det


kth column

M110(ρ) · · · B1(v) · · · M11n−1(ρ)
...

...
...

M1n0(ρ) · · · Bn(v) · · · M1nn−1(ρ)


=

−1
∆1(ρ)

n∑
j=1

M̃1jk(ρ)Bj(v),

or

ck =
−1

nρn−1∆1(ρ)

n∑
l=1

n∑
j=1

M̃1jk(ρ)T1jl(ρ)
∫ 1

0

U1l(s, ρ)u(s) ds (6.62)

for k = 0, 1, . . . , n− 1.
Combining the above results, we conclude that

Rλ(L)u(t) = K1ρu(t)

− 1
nρn−1∆1(ρ)

n−1∑
k=0

n∑
j,l=1

M̃1jk(ρ)T1jl(ρ)u1k(t, ρ)
∫ 1

0

U1l(s, ρ)u(s) ds

(6.63)
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for 0 ≤ t ≤ 1 and for u ∈ L2[0, 1], where (6.63) is valid for λ = ρn in C with
ρ ∈ G1 and with ∆1(ρ) 6= 0. Also, from (6.63) the associated Green’s function
is given by

G(t, s;λ) = k1(t, s; ρ)

− 1
nρn−1∆1(ρ)

n−1∑
k=0

n∑
j,l=1

M̃1jk(ρ)T1jl(ρ)u1k(t, ρ)U1l(s, ρ)
(6.64)

for t 6= s in [0, 1], where (6.64) is valid for λ = ρn in C with ρ ∈ G1 and with
∆1(ρ) 6= 0.

Let us proceed to determine bounds and growth rates for the various func-
tions appearing in equations (6.63) and (6.64). For the basis functions u1k(t, ρ)
we have already established the necessary boundedness in equation (6.41). For
the kernel k1(t, s; ρ) the required growth rate is given in equation (6.58). Con-
sider the functions T1ik(ρ), U1k(s, ρ), and M̃1ik(ρ).

First, for the functions T1ik(ρ), from their definitions and the estimate
(6.39) it is immediate that

|T1ik(ρ)| ≤ γ1|ρ|mi (6.65)

for ρ ∈ T1 with |ρ| > R1 and for i = 1, . . . , n, k = 1, . . . , n. Second, for the
functions U1k(s, ρ), from their definitions and the earlier estimates (5.8), (5.9),
together with (6.46), we obtain the estimates (replace t by 1− s)

|U1k(s, ρ)| ≤ 2e−(1−s)α|ρ| ≤ 2, k = 1, . . . , ν − 1, (6.66)

|U1ν(s, ρ)| ≤ 2eb(1−s), (6.67)

|U1k(s, ρ)| ≤ 2e−sα|ρ| ≤ 2, k = ν + 1, . . . , n− 1, (6.68)

|U1n(s, ρ)| ≤ 2ebs (6.69)

for 0 ≤ s ≤ 1 and for ρ = a+ib ∈ T1 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S1 (where b ≤ 0) with |ρ| > R1, we have

|U1k(s, ρ)| ≤ 2, 0 ≤ s ≤ 1, k = 1, . . . , n. (6.70)

Third, fix indices i and k with 1 ≤ i ≤ n and 0 ≤ k ≤ n − 1, and let us
consider the cofactor M̃1ik(ρ) for ρ ∈ G1. It is formed by taking (−1)i+k+1

times the determinant of the (n − 1) × (n − 1) matrix obtained by deleting
the ith row and the kth column of the matrix


1≤k≤ν−1 ν+1≤k≤n−1

P110(ρ)e−iρ+Q110(ρ) P̂1k(ρ)+F̃11k(ρ) P11ν(ρ)e−iρ+Q11ν(ρ) P̂1k(ρ)+F̃11k(ρ)

...
...

...
...

P1n0(ρ)e−iρ+Q1n0(ρ) P̂nk(ρ)+F̃1nk(ρ) P1nν(ρ)e−iρ+Q1nν(ρ) P̂nk(ρ)+F̃1nk(ρ)

.
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Suppose we proceed to expand the determinant for M̃1ik(ρ) in the same man-
ner as ∆1(ρ) was expanded in Chapter 5. See equation (5.56). If 1 ≤ k ≤ ν−1
or ν+1 ≤ k ≤ n−1, then in the determinant of the (n−1)×(n−1) submatrix
leading to M̃1ik(ρ), we first factor out the term e−iρ from the original 0th and
νth columns, and then we apply linearity to these two columns; this yields
the terms 1, e−iρ, e−2iρ. On the other hand, if k = 0, then e−iρ is factored
out of the original νth column, and then linearity is applied to this column;
this yields the terms 1, e−iρ. And if k = ν, then initially e−iρ is factored out
of the original 0th column, and then linearity is applied to this column; this
also yields the terms 1, e−iρ.

Next, all the (n− 1)× (n− 1) determinants are expanded using linearity
in all n − 1 columns. This expansion produces the following representations:
for 1 ≤ k ≤ ν − 1 or for ν + 1 ≤ k ≤ n− 1,

M̃1ik(ρ) = e−2iρ[π̃′′ik(ρ)e2iρ + π̃′ik(ρ)eiρ + π̃ik(ρ)

+ φ̃′′1ik(ρ)e2iρ + φ̃′1ik(ρ)eiρ + φ̃1ik(ρ)]

= π̃′′ik(ρ) + π̃′ik(ρ)e−iρ + π̃ik(ρ)e−2iρ

+ φ̃′′1ik(ρ) + φ̃′1ik(ρ)e−iρ + φ̃1ik(ρ)e−2iρ

(6.71)

for ρ ∈ G1; for k = 0

M̃1i0(ρ) = e−iρ[π̃′i0(ρ)e
iρ + π̃i0(ρ) + φ̃′1i0(ρ)e

iρ + φ̃1i0(ρ)]

= π̃′i0(ρ) + π̃i0(ρ)e−iρ + φ̃′1i0(ρ) + φ̃1i0(ρ)e−iρ
(6.72)

for ρ ∈ G1; and for k = ν

M̃1iν(ρ) = e−iρ[π̃′iν(ρ)eiρ + π̃iν(ρ) + φ̃′1iν(ρ)eiρ + φ̃1iν(ρ)]

= π̃′iν(ρ) + π̃iν(ρ)e−iρ + φ̃′1iν(ρ) + φ̃1iν(ρ)e−iρ
(6.73)

for ρ ∈ G1. In these equations the functions π̃′′ik, π̃′ik, π̃ik are formed from the
functions P̂ik, Q̂ik introduced in Chapter 3. They are the same functions that
appear in (6.33); they are analytic for ρ 6= 0 in C, and each one has the simple
form

p0−mi∑
j=−(n−1)(m−1)

Aikjρ
j , ρ 6= 0 in C.

All the perturbation terms are contained in the functions φ̃′′1ik, φ̃′1ik, φ̃1ik; they
are analytic for ρ in the open set G1, and satisfy the growth rates

|φ̃′′1ik(ρ)| ≤ γ2|ρ|−(m−p0+mi), |φ̃′1ik(ρ)| ≤ γ2|ρ|−(m−p0+mi),

|φ̃1ik(ρ)| ≤ γ2|ρ|−(m−p0+mi)
(6.74)

for ρ ∈ G1.
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Fourth, consider any point ρ = a + ib belonging to the sector S1 with
|ρ| > R1. Clearly b ≤ 0, |e−iρ| = eb ≤ 1, and |e−2iρ| ≤ 1, and hence, by the
representations (6.71)–(6.73) and the bounds in (6.74),

|M̃1ik(ρ)| ≤ 3γ3|ρ|p0−mi + 3γ2|ρ|−(m−p0+mi) ≤ γ4|ρ|p0−mi (6.75)

for i = 1, . . . , n, k = 0, 1, . . . , n − 1. Combining this result with (6.65), we
obtain the estimate

∣∣ n∑
j=1

M̃1jk(ρ)T1jl(ρ)
∣∣ ≤ n∑

j=1

γ4|ρ|p0−mj · γ1|ρ|mj ≤ γ5|ρ|p0 (6.76)

for ρ ∈ S1 with |ρ| > R1 and for k = 0, 1, . . . , n− 1, l = 1, . . . , n.
Finally, take any point λ = ρn in C with ρ = a + ib ∈ S1, with |ρ| > R1,

and with ∆1(ρ) 6= 0. Clearly ρ ∈ T1 with |ρ| > R1 ≥ R0, ρ ∈ G1, and b ≤ 0,
and λ belongs to the resolvent set ρ(L) with the Green’s function G(t, s;λ)
given by (6.64). Applying the estimates (6.58), (6.76), (6.41), and (6.70) to
(6.64), we see that

|G(t, s;λ)| ≤ 2
|ρ|n−1

+
1

n|ρ|n−1|∆1(ρ)|

n−1∑
k=0

n∑
l=1

γ5|ρ|p0 · 2 · 2,

or

|G(t, s;λ)| ≤ 2
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1|∆1(ρ)|
(6.77)

for t 6= s in [0, 1], where (6.77) is valid for λ = ρn in C with ρ ∈ S1 and
|ρ| > R1 and with ∆1(ρ) 6= 0. Cf. equation (6.37) and equation (9.8) in
Chapter 4 of [34]. In Chapter 9 we will use the estimates (6.37) and (6.77) of
the Green’s function G(t, s;λ) to establish the completeness of the generalized
eigenfunctions of the differential operator L.

6.2 The Green’s Function for n Odd

Assume that n is odd: n = 2ν − 1 ≥ 3. For the odd order case the sectors S0

and S1 are given by

S0 : all ρ = |ρ|eiθ ∈ C with − π

2n
≤ θ ≤ π

2n
,

S1 : all ρ = |ρ|eiθ ∈ C with π − π

2n
≤ θ ≤ π +

π

2n
,

with T0 and T1 the corresponding translated sectors. In the last half of this
chapter we again construct representations of the resolvent and the Green’s
function, and then use these representation to derive their growth rates for ρ
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belonging to the sectors S0 and S1. The treatment closely follows the develop-
ment in the first half for the case n even. Consequently, we will only indicate
the main features of the theory for the odd order case.

For each ρ ∈ T0 with |ρ| > R0, let v00( · , ρ), v01( · , ρ), . . . , v0 n−1( · , ρ) be
the basis for the solution space of the differential equation (2.1) determined in
Theorem 4.6. In Chapter 5 we showed that (see equations (5.80) and (5.81))

v
(α)
0k (t, ρ) = ραeiρωkt

[
(iωk)α + F0kα(t, ρ)

]
(6.78)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1, where
the function F0kα( · , ρ) belongs to Hn−α[0, 1] with

|F0kα(t, ρ)| ≤ 1 (6.79)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R1 ≥ R0, and for k, α = 0, 1, . . . , n − 1.
Also in Chapter 5, for ρ ∈ T0 with |ρ| > R0 we formed the modified solutions
u00( · , ρ), u01( · , ρ), . . . , u0 n−1( · , ρ) of the differential equation (2.1). These
functions have the representations (5.82):

u
(α)
0k (t, ρ) = ραeiρωkt

[
(iωk)α + F0kα(t, ρ)

]
, k = 0, 1, . . . , ν − 1,

u
(α)
0k (t, ρ) = ραeiρωk(t−1)

[
(iωk)α + F0kα(t, ρ)

]
, k = ν, . . . , n− 1,

(6.80)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for α = 0, 1, . . . , n − 1. From
equations (5.89)–(5.91) we have the bounds

|u00(t, ρ)| ≤ 2e−bt, (6.81)

|u0k(t, ρ)| ≤ 2e−tα|ρ| ≤ 2, k = 1, . . . , ν − 1, (6.82)

|u0k(t, ρ)| ≤ 2e−(1−t)α|ρ| ≤ 2, k = ν, . . . , n− 1, (6.83)

for 0 ≤ t ≤ 1 and for ρ = a+ib ∈ T0 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S0 with |ρ| > R1 and b ≥ 0, we have

|u0k(t, ρ)| ≤ 2, 0 ≤ t ≤ 1, k = 0, 1, . . . , n− 1. (6.84)

We must form another set of modified solutions in order to treat the case of
ρ = a+ ib in S0 with |ρ| > R1 and b ≤ 0.

Indeed, set v0n(t, ρ) := v00(t, ρ) and

F0nα(t, ρ) := F00α(t, ρ), α = 0, 1, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ ∈ T0 with |ρ| > R0, and then set

u0n(t, ρ) : = e−iρω0u00(t, ρ) = e−iρωnv0n(t, ρ)

= eiρωn(t−1)[1 + F0n0(t, ρ)]

for 0 ≤ t ≤ 1 and for ρ ∈ T0 with |ρ| > R0. Clearly
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u
(α)
0n (t, ρ) = ραeiρωn(t−1)

[
(iωn)α + F0nα(t, ρ)

]
(6.85)

for 0 ≤ t ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for α = 0, 1, . . . , n−1, and clearly
the functions u0k( · , ρ), k = 1, . . . , n, also form a basis for the solution space
of the differential equation (2.1). Note that

|u0n(t, ρ)| ≤ 2e−b(t−1) (6.86)

for 0 ≤ t ≤ 1 and for ρ = a+ ib ∈ T0 with |ρ| > R1, and hence, for ρ = a+ ib
in S0 with |ρ| > R1 and b ≤ 0, we have

|u0k(t, ρ)| ≤ 2, 0 ≤ t ≤ 1, k = 1, . . . , n. (6.87)

In terms of this new basis, we can form the new characteristic determinant

∆∗
0(ρ) := det

B1(u01( · , ρ)) · · · B1(u0n( · , ρ))
...

...
Bn(u01( · , ρ)) · · · Bn(u0n( · , ρ))

 = e−iρ∆0(ρ)

for ρ ∈ G0.
Next, as earlier in this chapter let L0 be the nth order differential operator

in L2[0, 1] defined by

D(L0) = {u ∈ Hn[0, 1] | u(n−i)(0) = 0, i = 1, . . . , n}, L0u = `u.

Then the resolvent set ρ(L0) is equal to C, and the Green’s function g(t, s;λ)
of the differential operator λI − L0 is given by

g(t, s;λ) =
n−1∑
k=0

v0k(t, ρ)η0k(s, ρ), 0 ≤ s < t ≤ 1,

(6.88)
g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,

for λ = ρn in C and ρ ∈ T0 with |ρ| > R0. The functions η0k( · , ρ), k =
0, 1, . . . , n− 1, belong to Hn[0, 1] and are determined by the linear system

n−1∑
k=0

v
(α)
0k (s, ρ)η0k(s, ρ) = −δα n−1 in, α = 0, 1, . . . , n− 1, (6.89)

for 0 ≤ s ≤ 1. This system can be rewritten in the form

n−1∑
k=0

[
(iωk)α + F0kα(s, ρ)

]
eiρωksη0k(s, ρ) = −δα n−1inρ−(n−1),

α = 0, 1, . . . , n− 1,

(6.90)

for 0 ≤ s ≤ 1. We know that the n×n matrix A0(s, ρ) :=
(
(iωk)α+F0kα(s, ρ)

)
is nonsingular for 0 ≤ s ≤ 1 and for ρ ∈ T0 with |ρ| > R0, and its inverse can
be expressed in the form
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A0(s, ρ)−1 :=
( 1
ni k

ωn−k
α [1 +G0kα(s, ρ)]

)
for 0 ≤ s ≤ 1 and for ρ ∈ T0 with |ρ| > R0. It follows that

η0k(s, ρ) = − iωk

nρn−1
e−iρωks[1 +G0 n−1 k(s, ρ)] (6.91)

for 0 ≤ s ≤ 1, for ρ ∈ T0 with |ρ| > R0, and for k = 0, 1, . . . , n − 1,
with the functions G0 n−1 k( · , ρ) belonging to Hn[0, 1]. Since the functions
G0kα(s, ρ) → 0 uniformly on [0, 1]× T0 as |ρ| → ∞ for k, α = 0, 1, . . . , n− 1,
we can assume that the constant R1 chosen earlier also yields the bound

|G0kα(s, ρ)| ≤ 1 (6.92)

for 0 ≤ s ≤ 1, for ρ ∈ T0 with |ρ| > R1, and for k, α = 0, 1, . . . , n− 1.
Summarizing, for λ = ρn in C and ρ ∈ T0 with |ρ| > R0, the Green’s

function for the differential operator λI − L0 is given by

g(t, s;λ) = − 1
nρn−1

n−1∑
k=0

(iωk)eiρωk(t−s)[1 + F0k0(t, ρ)][1 +G0 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,
(6.93)

where the functions F0k0( · , ρ) andG0 n−1 k( · , ρ) belong toHn[0, 1] and satisfy
the bounds given in equations (6.79) and (6.92).

Next, we rewrite (6.88) or (6.93) in the form

g(t, s;λ) = k0(t, s; ρ) + `0(t, s; ρ)

for t 6= s in [0, 1] and for λ = ρn in C and ρ ∈ T0 with |ρ| > R0, where

k0(t, s; ρ) :=
ν−1∑
k=0

v0k(t, ρ)η0k(s, ρ), 0 ≤ s < t ≤ 1,

k0(t, s; ρ) := −
n−1∑
k=ν

v0k(t, ρ)η0k(s, ρ), 0 ≤ t < s ≤ 1,

(6.94)

and

`0(t, s; ρ) :=
n−1∑
k=ν

v0k(t, ρ)η0k(s, ρ), 0 ≤ t, s ≤ 1.

The Green’s function g(t, s;λ) is the kernel of the integral operator Rλ(L0),
which assigns to each u in L2[0, 1] the unique solution z ∈ D(L0) of the initial
value problem (λI − L0)z = u. On the other hand, the function `0(t, s; ρ) is
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the kernel of an integral operator which maps L2[0, 1] into the solution space
of the differential equation (ρnI − `)u = 0.

For each ρ ∈ T0 with |ρ| > R0, let K0ρ be the integral operator on L2[0, 1]
defined by

K0ρu(t) :=
∫ 1

0

k0(t, s; ρ)u(s) ds, 0 ≤ t ≤ 1,

for u ∈ L2[0, 1]. From the above remarks it follows that if u ∈ L2[0, 1] and
v = K0ρu, then v belongs to Hn[0, 1] and (ρnI − `)v = u, and using equation
(6.89) and induction, the derivatives of v = K0ρu are given by

v(j)(t) =
∫ 1

0

∂jk0

∂tj
(t, s; ρ)u(s) ds

=
ν−1∑
k=0

v
(j)
0k (t, ρ)

∫ t

0

η0k(s, ρ)u(s) ds−
n−1∑
k=ν

v
(j)
0k (t, ρ)

∫ 1

t

η0k(s, ρ)u(s) ds

(6.95)

for 0 ≤ t ≤ 1 and for j = 0, 1, . . . , n− 1, valid for each ρ ∈ T0 with |ρ| > R0.
Using (6.78) and (6.91), the kernel k0(t, s; ρ) can be expressed as

k0(t, s; ρ) = − 1
nρn−1

ν−1∑
k=0

(iωk)eiρωk(t−s)[1 + F0k0(t, ρ)][1 +G0 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

k0(t, s; ρ) =
1

nρn−1

n−1∑
k=ν

(iωk)eiρωk(t−s)[1 + F0k0(t, ρ)][1 +G0 n−1 k(s, ρ)],

0 ≤ t < s ≤ 1,
(6.96)

for ρ ∈ T0 with |ρ| > R0. Now take any point ρ = a+ ib ∈ T0 with |ρ| > R0.
If t, s are real numbers with 0 ≤ s < t ≤ 1, then 0 < t− s ≤ 1, and by (5.83)
and (5.84) we obtain the estimates∣∣eiρω0(t−s)

∣∣ = e−b(t−s), (6.97)∣∣eiρωk(t−s)
∣∣ ≤ e−(t−s)α|ρ| ≤ 1, k = 1, . . . , ν − 1. (6.98)

On the other hand, for real numbers t, s with 0 ≤ t < s ≤ 1, we have
0 ≤ 1 + t− s < 1, and hence, by (5.85)∣∣eiρωk(t−s)

∣∣ = ∣∣eiρωk(1+t−s−1)
∣∣ ≤ e−(s−t)α|ρ| ≤ 1, k = ν, . . . , n− 1. (6.99)

In particular, if ρ = a+ ib ∈ S0 with |ρ| > R1 and b ≥ 0, then these estimates
give
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∣∣ ≤ 1, 0 ≤ s < t ≤ 1, k = 0, 1, . . . , ν − 1, (6.100)∣∣eiρωk(t−s)
∣∣ ≤ 1, 0 ≤ t < s ≤ 1, k = ν, . . . , n− 1. (6.101)

Applying (6.100), (6.101) and (6.79), (6.92) to the representation (6.96), it
follows that

|k0(t, s; ρ)| ≤
4

|ρ|n−1
(6.102)

for t 6= s in [0, 1] and for ρ = a+ ib ∈ S0 with |ρ| > R1 and b ≥ 0.
Now fix any point λ = ρn in C with ρ ∈ G0 and with ∆0(ρ) 6= 0, so the

point λ belongs to the resolvent set ρ(L). Take any function u ∈ L2[0, 1], and
set

v = K0ρu and w = Rλ(L)u.

Then v and w belong to Hn[0, 1], and (λI − `)v = u = (λI − `)w. Thus, there
exist constants c0, c1, . . . , cn−1 (depending on ρ) such that

Rλ(L)u(t) = w(t) = v(t) +
n−1∑
k=0

cku0k(t, ρ), 0 ≤ t ≤ 1.

The functions u0k( · , ρ), k = 0, 1, . . . , n− 1, are the modified solutions of the
differential equation (2.1) introduced earlier; the characteristic determinant
∆0(ρ) is defined in terms of them.

Applying the boundary value Bi to the last equation, we obtain the linear
system

n−1∑
k=0

M0ik(ρ)ck = −Bi(v), i = 1, . . . , n, (6.103)

for the constants c0, c1, . . . , cn−1, where as in Chapter 5

M0ik(ρ) = Bi(u0k( · , ρ)) =
mi∑
j=0

αiju
(j)
0k (0, ρ) +

mi∑
j=0

βiju
(j)
0k (1, ρ)

for i = 1, . . . , n, k = 0, 1, . . . , n− 1. The n× n coefficient matrix (M0ik(ρ)) in
(6.103) is nonsingular because det(M0ik(ρ)) = ∆0(ρ) 6= 0.

Fix an index i with 1 ≤ i ≤ n, and consider the quantity Bi(v) =
Bi(K0ρu). From equation (6.95) and equations (6.78), (6.91), we have
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Bi(v) =
mi∑
j=0

αijv
(j)(0) +

mi∑
j=0

βijv
(j)(1)

=
1

nρn−1

ν−1∑
k=0

{mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F0kj(1, ρ)]
}

×
∫ 1

0

eiρωk(1−s)[1 +G0 n−1 k(s, ρ)]u(s) ds

+
1

nρn−1

n−1∑
k=ν

{mi∑
j=0

αij(iωk)ρj [(iωk)j + F0kj(0, ρ)]
}

×
∫ 1

0

e−iρωks[1 +G0 n−1 k(s, ρ)]u(s) ds

(6.104)

for i = 1, . . . , n. For i = 1, . . . , n and k = 0, 1, . . . , ν − 1 define

T0ik(ρ) :=
mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F0kj(1, ρ)]

for ρ ∈ T0 with |ρ| > R0, and for i = 1, . . . , n and k = ν, . . . , n− 1 define

T0ik(ρ) :=
mi∑
j=0

αij(iωk)ρj [(iωk)j + F0kj(0, ρ)]

for ρ ∈ T0 with |ρ| > R0; and for k = 0, 1, . . . , ν − 1 define

U0k(s, ρ) := eiρωk(1−s)[1 +G0 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T0 with |ρ| > R0, and for k = ν, . . . , n− 1 define

U0k(s, ρ) := e−iρωks[1 +G0 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T0 with |ρ| > R0. Then (6.104) can be expressed in the simpler form

Bi(v) =
1

nρn−1

n−1∑
k=0

T0ik(ρ)
∫ 1

0

U0k(s, ρ)u(s) ds (6.105)

for i = 1, . . . , n, where the functions T0ik(ρ) are analytic functions of ρ on G0,
and for fixed ρ in T0 with |ρ| > R0 the functions U0k( · , ρ) belong to Hn[0, 1].

In terms of the matrix (M0ik(ρ)), let M̃0ik(ρ) denote the cofactor of the
entry M0ik(ρ). Clearly the cofactors M̃0ik(ρ), i = 1, . . . , n, k = 0, 1, . . . , n− 1,
are analytic functions in the ρ variable on the open set G0, and in terms of
them we can solve for the constants c0, c1, . . . , cn−1 that appear in the linear
system (6.103):
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ck =
−1
∆0(ρ)

det


kth column

M010(ρ) · · · B1(v) · · · M01n−1(ρ)
...

...
...

M0n0(ρ) · · · Bn(v) · · · M0nn−1(ρ)


=

−1
∆0(ρ)

n∑
j=1

M̃0jk(ρ)Bj(v),

or

ck =
−1

nρn−1∆0(ρ)

n−1∑
l=0

n∑
j=1

M̃0jk(ρ)T0jl(ρ)
∫ 1

0

U0l(s, ρ)u(s) ds (6.106)

for k = 0, 1, . . . , n− 1.
Combining the above results, we conclude that

Rλ(L)u(t) = K0ρu(t)

− 1
nρn−1∆0(ρ)

n−1∑
k,l=0

n∑
j=1

M̃0jk(ρ)T0jl(ρ)u0k(t, ρ)
∫ 1

0

U0l(s, ρ)u(s) ds

(6.107)

for 0 ≤ t ≤ 1 and for u ∈ L2[0, 1], where (6.107) is valid for λ = ρn in C with
ρ ∈ G0 and with ∆0(ρ) 6= 0. The associated Green’s function is then given by

G(t, s;λ) = k0(t, s; ρ)

− 1
nρn−1∆0(ρ)

n−1∑
k,l=0

n∑
j=1

M̃0jk(ρ)T0jl(ρ)u0k(t, ρ)U0l(s, ρ)
(6.108)

for t 6= s in [0, 1], where (6.108) is valid for λ = ρn in C with ρ ∈ G0 and with
∆0(ρ) 6= 0.

Let us determine bounds and growth rates for the various functions ap-
pearing in equations (6.107) and (6.108). For the basis functions u0k(t, ρ),
k = 0, 1, . . . , n − 1, we have the bounds given previously in equation (6.84).
For the kernel k0(t, s; ρ) the required growth rate is determined by equation
(6.102). Note the restriction Im ρ ≥ 0 that applies to these estimates.

Consider the functions T0ik(ρ), U0k(s, ρ), and M̃0ik(ρ). First, from the
definitions of the T0ik(ρ) and the estimate (6.79), it is immediate that

|T0ik(ρ)| ≤ γ1|ρ|mi (6.109)

for ρ ∈ T0 with |ρ| > R1 and for i = 1, . . . , n, k = 0, 1, . . . , n−1. Second, from
the definitions of the U0k(s, ρ) and the estimates (5.83)–(5.85), together with
(6.92), we obtain the estimates (replace t by 1− s)
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|U00(s, ρ)| ≤ 2e−b(1−s), (6.110)

|U0k(s, ρ)| ≤ 2e−(1−s)α|ρ| ≤ 2, k = 1, . . . , ν − 1, (6.111)

|U0k(s, ρ)| ≤ 2e−sα|ρ| ≤ 2, k = ν, . . . , n− 1, (6.112)

for 0 ≤ s ≤ 1 and for ρ = a+ib ∈ T0 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S0 with |ρ| > R1 and b ≥ 0, we have

|U0k(s, ρ)| ≤ 2, 0 ≤ s ≤ 1, k = 0, 1, . . . , n− 1. (6.113)

Third, fix indices i and k with 1 ≤ i ≤ n and 0 ≤ k ≤ n − 1. The
cofactor M̃0ik(ρ) is formed by taking (−1)i+k+1 times the determinant of the
(n− 1)× (n− 1) matrix obtained by deleting the ith row and the kth column
of the matrix


1≤k≤ν−1 ν≤k≤n−1

P010(ρ)+Q010(ρ)eiρ P̂1k(ρ)+F̃01k(ρ) P̂1k(ρ)+F̃01k(ρ)

...
...

...
P0n0(ρ)+Q0n0(ρ)eiρ P̂nk(ρ)+F̃0nk(ρ) P̂nk(ρ)+F̃0nk(ρ)

.
Suppose we expand the determinant for M̃0ik(ρ) in the same manner as ∆0(ρ)
was expanded earlier. See equation (5.99). If 1 ≤ k ≤ ν − 1 or ν ≤ k ≤ n− 1,
then the determinant of the (n− 1)× (n− 1) submatrix that leads to M̃0ik(ρ)
is first expanded using linearity in the 0th column; this yields eiρ, 1 terms. On
the other hand, if k = 0, then a 1 term is produced, but no eiρ term appears.

Next, all the (n− 1)× (n− 1) determinants are expanded using linearity
in all n− 1 columns. This expansion produces the representation

M̃0ik(ρ) = π̃′ik(ρ)eiρ + π̃ik(ρ) + φ̃′0ik(ρ)eiρ + φ̃0ik(ρ) (6.114)

for ρ ∈ G0. In this equation the functions π̃′ik, π̃ik are formed from the func-
tions P̂ik, Q̂ik introduced in Chapter 3; they are analytic for ρ 6= 0 in C, and
each one has the simple form

p0−mi∑
j=−(n−1)(m−1)

Aikjρ
j , ρ 6= 0 in C.

The functions φ̃′0ik, φ̃0ik are analytic for ρ in the open set G0, and satisfy the
growth rates

|φ̃′0ik(ρ)| ≤ γ2|ρ|−(m−p0+mi), |φ̃0ik(ρ)| ≤ γ2|ρ|−(m−p0+mi) (6.115)

for ρ ∈ G0. For the special case k = 0, π̃′ik(ρ) ≡ 0 and φ̃′0ik(ρ) ≡ 0.
Take any point ρ = a+ib in the sector S0 with |ρ| > R1 and b ≥ 0. Clearly

|eiρ| = e−b ≤ 1, and hence, by (6.114) and (6.115)
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|M̃0ik(ρ)| ≤ 2γ3|ρ|p0−mi + 2γ2|ρ|−(m−p0+mi) ≤ γ4|ρ|p0−mi (6.116)

for i = 1, . . . , n, k = 0, 1, . . . , n− 1. Upon combining (6.116) with (6.109), we
obtain the estimate∣∣ n∑

j=1

M̃0jk(ρ)T0jl(ρ)
∣∣ ≤ n∑

j=1

γ4|ρ|p0−mj · γ1|ρ|mj ≤ γ5|ρ|p0 (6.117)

for ρ = a+ ib ∈ S0 with |ρ| > R1 and b ≥ 0 and for k, l = 0, 1, . . . , n− 1.
Finally, take any point λ = ρn in C with ρ = a+ib ∈ S0, with |ρ| > R1 and

b ≥ 0, and with ∆0(ρ) 6= 0. Clearly ρ ∈ IntT0 with |ρ| > R1 ≥ R0, ρ ∈ G0,
and λ belongs to the resolvent set ρ(L) with the Green’s function G(t, s;λ)
given by (6.108). Applying the estimates (6.102), (6.117), (6.84), and (6.113)
to (6.108), we see that

|G(t, s;λ)| ≤ 4
|ρ|n−1

+
1

n|ρ|n−1|∆0(ρ)|

n−1∑
k,l=0

γ5|ρ|p0 · 2 · 2,

or

|G(t, s;λ)| ≤ 4
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1|∆0(ρ)|
(6.118)

for t 6= s in [0, 1], where (6.118) is valid for λ = ρn in C with ρ = a+ ib ∈ S0,
with |ρ| > R1 and b ≥ 0, and with ∆0(ρ) 6= 0.

The representation (6.108) of the Green’s function G(t, s;λ) is still valid
for λ = ρn in C with ρ = a + ib ∈ S0 and with |ρ| > R1 and b ≤ 0, but
in this form it is difficult to obtain the necessary bounds and growth rates.
To remedy this situation, we make simple modifications in the above work:
we first alter the integral operator K0ρ, and then replace the basis u0k( · , ρ),
k = 0, 1, . . . , n− 1, with the basis u0k( · , ρ), k = 1, . . . , n.

Recall that ωn = ω0 = 1, and earlier we introduced the notation
v0n(t, ρ) := v00(t, ρ) and

F0nα(t, ρ) := F00α(t, ρ), α = 0, 1, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ ∈ T0 with |ρ| > R0. Now set η0n(s, ρ) := η00(s, ρ) and

G0kn(s, ρ) := G0k0(s, ρ), k = 0, 1, . . . , n− 1,

for 0 ≤ s ≤ 1 and for ρ ∈ T0 with |ρ| > R0. Clearly

|F0n0(t, ρ)| = |F000(t, ρ)| ≤ 1 (6.119)

for 0 ≤ t ≤ 1 and for ρ ∈ T0 with |ρ| > R1, and

|G0 n−1 n(s, ρ)| = |G0 n−1 0(s, ρ)| ≤ 1 (6.120)

for 0 ≤ s ≤ 1 and for ρ ∈ T0 with |ρ| > R1. With this change in notation, we
can rewrite the representation (6.93) of the Green’s function g(t, s;λ) as
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g(t, s;λ) = − 1
nρn−1

n∑
k=1

(iωk)eiρωk(t−s)[1 + F0k0(t, ρ)][1 +G0 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,
(6.121)

for λ = ρn in C and ρ ∈ T0 with |ρ| > R0. Here the functions F0k0( · , ρ) and
G0 n−1 k( · , ρ) belong to Hn[0, 1] and satisfy the bounds given in (6.79), (6.92),
and (6.119), (6.120).

Next, we rewrite (6.88) or (6.121) in the alternate form

g(t, s;λ) = k∗0(t, s; ρ) + `∗0(t, s; ρ)

for t 6= s in [0, 1] and for λ = ρn in C and ρ ∈ T0 with |ρ| > R0, where

k∗0(t, s; ρ) :=
ν−1∑
k=1

v0k(t, ρ)η0k(s, ρ), 0 ≤ s < t ≤ 1,

k∗0(t, s; ρ) := −
n∑

k=ν

v0k(t, ρ)η0k(s, ρ), 0 ≤ t < s ≤ 1,

(6.122)

and

`∗0(t, s; ρ) :=
n∑

k=ν

v0k(t, ρ)η0k(s, ρ), 0 ≤ t, s ≤ 1.

Observe that the function `∗0(t, s; ρ) is the kernel of an integral operator which
maps L2[0, 1] into the solution space of the differential equation (ρnI−`)u = 0.
For each ρ ∈ T0 with |ρ| > R0, let K∗

0ρ be the integral operator on L2[0, 1]
defined by

K∗
0ρu(t) :=

∫ 1

0

k∗0(t, s; ρ)u(s) ds, 0 ≤ t ≤ 1,

for u ∈ L2[0, 1]. If u ∈ L2[0, 1] and v = K∗
0ρu, then it follows that v belongs

to Hn[0, 1] and (ρnI − `)v = u. Using equation (6.89) and induction, we see
immediately that the derivatives of v = K∗

0ρu are given by

v(j)(t) =
∫ 1

0

∂jk∗0
∂tj

(t, s; ρ)u(s) ds

=
ν−1∑
k=1

v
(j)
0k (t, ρ)

∫ t

0

η0k(s, ρ)u(s) ds−
n∑

k=ν

v
(j)
0k (t, ρ)

∫ 1

t

η0k(s, ρ)u(s) ds

(6.123)

for 0 ≤ t ≤ 1 and for j = 0, 1, . . . , n− 1, valid for each ρ ∈ T0 with |ρ| > R0.
From (6.78) and (6.91) the kernel k∗0(t, s; ρ) can be expressed in the form
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k∗0(t, s; ρ) = − 1
nρn−1

ν−1∑
k=1

(iωk)eiρωk(t−s)[1 + F0k0(t, ρ)][1 +G0 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

k∗0(t, s; ρ) =
1

nρn−1

n∑
k=ν

(iωk)eiρωk(t−s)[1 + F0k0(t, ρ)][1 +G0 n−1 k(s, ρ)],

0 ≤ t < s ≤ 1,
(6.124)

for ρ ∈ T0 with |ρ| > R0. Now take any point ρ = a+ ib ∈ T0 with |ρ| > R0.
If t, s are real numbers with 0 ≤ s < t ≤ 1, then 0 < t− s ≤ 1, and by (5.84)
we obtain the estimate∣∣eiρωk(t−s)

∣∣ ≤ e−(t−s)α|ρ| ≤ 1, k = 1, . . . , ν − 1. (6.125)

On the other hand, for real numbers t, s with 0 ≤ t < s ≤ 1, we have
0 ≤ 1 + t− s < 1, and by (5.85)∣∣eiρωk(t−s)

∣∣ = ∣∣eiρωk(1+t−s−1)
∣∣ ≤ e−(s−t)α|ρ| ≤ 1,
k = ν, . . . , n− 1,

(6.126)∣∣eiρωn(t−s)
∣∣ = eb(s−t). (6.127)

In particular, if ρ = a+ ib ∈ S0 with |ρ| > R1 and b ≤ 0, then these estimates
give ∣∣eiρωk(t−s)

∣∣ ≤ 1, 0 ≤ s < t ≤ 1, k = 1, . . . , ν − 1, (6.128)∣∣eiρωk(t−s)
∣∣ ≤ 1, 0 ≤ t < s ≤ 1, k = ν, . . . , n. (6.129)

Applying (6.128), (6.129) and (6.79), (6.119) and (6.92), (6.120) to the repre-
sentation (6.124), it follows that

|k∗0(t, s; ρ)| ≤ 4
|ρ|n−1

(6.130)

for t 6= s in [0, 1] and for ρ ∈ S0 with |ρ| > R1 and b ≤ 0.
Using the integral operator K∗

0ρ, the alternate basis u0k( · , ρ), k = 1, . . . , n,
and the alternate characteristic determinant

∆∗
0(ρ) = det

B1(u01( · , ρ)) · · · B1(u0n( · , ρ))
...

...
Bn(u01( · , ρ)) · · · Bn(u0n( · , ρ))

 = e−iρ∆0(ρ), ρ ∈ G0,

(6.131)
we can establish alternate representations for the resolvent Rλ(L) and the
associated Green’s function G(t, s;λ). Fix any point λ = ρn in C with ρ ∈ G0,
and assume that ∆0(ρ) 6= 0. Clearly ∆∗

0(ρ) 6= 0, and the point λ belongs to
the resolvent set ρ(L). Take any function u ∈ L2[0, 1], and set v = K∗

0ρu and
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w = Rλ(L)u. The functions v and w belong to Hn[0, 1], and (λI − `)v = u =
(λI − `)w. Thus, there exist constants c1, . . . , cn such that

Rλ(L)u(t) = w(t) = v(t) +
n∑

k=1

cku0k(t, ρ), 0 ≤ t ≤ 1.

Applying the boundary value Bi to the last equation, we obtain the linear
system

n∑
k=1

M∗
0ik(ρ)ck = −Bi(v), i = 1, . . . , n, (6.132)

for the constants c1, . . . , cn, where

M∗
0ik(ρ) = Bi(u0k( · , ρ)) =

mi∑
j=0

αiju
(j)
0k (0, ρ) +

mi∑
j=0

βiju
(j)
0k (1, ρ)

for i = 1, . . . , n, k = 1, . . . , n. The n×n coefficient matrix (M∗
0ik(ρ)) in (6.132)

is nonsingular because det(M∗
0ik(ρ)) = ∆∗

0(ρ) 6= 0.
Fix an index i with 1 ≤ i ≤ n, and consider the quantity Bi(v) =

Bi(K∗
0ρu). From equation (6.123) and equations (6.78), (6.91), we have

Bi(v) =
mi∑
j=0

αijv
(j)(0) +

mi∑
j=0

βijv
(j)(1)

=
1

nρn−1

ν−1∑
k=1

{mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F0kj(1, ρ)]
}

×
∫ 1

0

eiρωk(1−s)[1 +G0 n−1 k(s, ρ)]u(s) ds

+
1

nρn−1

n∑
k=ν

{mi∑
j=0

αij(iωk)ρj [(iωk)j + F0kj(0, ρ)]
}

×
∫ 1

0

e−iρωks[1 +G0 n−1 k(s, ρ)]u(s) ds

(6.133)

for i = 1, . . . , n. For i = 1, . . . , n and k = 1, . . . , ν − 1 define

T ∗0ik(ρ) :=
mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F0kj(1, ρ)]

for ρ ∈ T0 with |ρ| > R0, and for i = 1, . . . , n and k = ν, . . . , n define

T ∗0ik(ρ) :=
mi∑
j=0

αij(iωk)ρj [(iωk)j + F0kj(0, ρ)]
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for ρ ∈ T0 with |ρ| > R0; and for k = 1, . . . , ν − 1 define

U∗0k(s, ρ) := eiρωk(1−s)[1 +G0 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T0 with |ρ| > R0, and for k = ν, . . . , n define

U∗0k(s, ρ) := e−iρωks[1 +G0 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T0 with |ρ| > R0. Then (6.133) can be expressed in the simpler form

Bi(v) =
1

nρn−1

n∑
k=1

T ∗0ik(ρ)
∫ 1

0

U∗0k(s, ρ)u(s) ds (6.134)

for i = 1, . . . , n, where the functions T ∗0ik(ρ) are analytic functions of ρ on G0,
and for fixed ρ in T0 with |ρ| > R0 the functions U∗0k( · , ρ) belong to Hn[0, 1].

For the matrix (M∗
0ik(ρ)), let M̃∗

0ik(ρ) denote the cofactor of the entry
M∗

0ik(ρ). These cofactors are analytic functions in the ρ variable on the open
set G0. They appear naturally when we solve for the constants c1, . . . , cn in
the linear system (6.132):

ck =
−1

∆∗
0(ρ)

det


kth column

M∗
011(ρ) · · · B1(v) · · · M∗

01n(ρ)
...

...
...

M∗
0n1(ρ) · · · Bn(v) · · · M∗

0nn(ρ)


=

−1
∆∗

0(ρ)

n∑
j=1

M̃∗
0jk(ρ)Bj(v),

or

ck =
−1

nρn−1∆∗
0(ρ)

n∑
l=1

n∑
j=1

M̃∗
0jk(ρ)T ∗0jl(ρ)

∫ 1

0

U∗0l(s, ρ)u(s) ds (6.135)

for k = 1, . . . , n.
From the above we conclude that

Rλ(L)u(t) = K∗
0ρu(t)

− 1
nρn−1∆∗

0(ρ)

n∑
k,l=1

n∑
j=1

M̃∗
0jk(ρ)T ∗0jl(ρ)u0k(t, ρ)

∫ 1

0

U∗0l(s, ρ)u(s) ds

(6.136)

for 0 ≤ t ≤ 1 and for u ∈ L2[0, 1], where (6.136) is valid for λ = ρn in C
with ρ ∈ G0 and with ∆∗

0(ρ) 6= 0 (equivalently ∆0(ρ) 6= 0). From (6.136) the
associated Green’s function is given by
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G(t, s;λ) = k∗0(t, s; ρ)

− 1
nρn−1∆∗

0(ρ)

n∑
k,l=1

n∑
j=1

M̃∗
0jk(ρ)T ∗0jl(ρ)u0k(t, ρ)U∗0l(s, ρ)

(6.137)

for t 6= s in [0, 1], valid for λ = ρn in C with ρ ∈ G0 and with ∆∗
0(ρ) 6= 0.

Next, we determine bounds and growth rates for the functions appearing
in (6.136) and (6.137). For the basis functions u0k(t, ρ), k = 1, . . . , n, we
have already established the necessary bounds in equation (6.87). For the
kernel k∗0(t, s; ρ) the required growth rate is given in equation (6.130). Note
the restriction Im ρ ≤ 0 that applies to these estimates. Let us calculate
bounds and growth rates for the functions T ∗0ik(ρ), U∗0k(s, ρ), and M̃∗

0ik(ρ).
First, consider the functions T ∗0ik(ρ). From their definitions and the esti-

mates (6.79) and (6.119), it is immediate that

|T ∗0ik(ρ)| ≤ γ1|ρ|mi (6.138)

for ρ ∈ T0 with |ρ| > R1 and for i = 1, . . . , n, k = 1, . . . , n. Second, for the
functions U∗0k(s, ρ), from their definitions and the estimates (5.84) and (5.85),
together with (6.92) and (6.120), we obtain the estimates (replace t by 1− s)

|U∗0k(s, ρ)| ≤ 2e−(1−s)α|ρ| ≤ 2, k = 1, . . . , ν − 1, (6.139)

|U∗0k(s, ρ)| ≤ 2e−sα|ρ| ≤ 2, k = ν, . . . , n− 1, (6.140)

|U∗0n(s, ρ)| ≤ 2ebs (6.141)

for 0 ≤ s ≤ 1 and for ρ = a+ib ∈ T0 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S0 with |ρ| > R1 and b ≤ 0, we have

|U∗0k(s, ρ)| ≤ 2, 0 ≤ s ≤ 1, k = 1, . . . , n. (6.142)

Third, fix indices i and k with 1 ≤ i ≤ n and 1 ≤ k ≤ n. Then the
cofactor M̃∗

0ik(ρ) is formed by taking (−1)i+k times the determinant of the
(n− 1)× (n− 1) matrix obtained by deleting the ith row and the kth column
of the matrix


1≤k≤ν−1 ν≤k≤n−1

P̂1k(ρ)+F̃01k(ρ) P̂1k(ρ)+F̃01k(ρ) P010(ρ)e−iρ+Q010(ρ)

...
...

...
P̂nk(ρ)+F̃0nk(ρ) P̂nk(ρ)+F̃0nk(ρ) P0n0(ρ)e−iρ+Q0n0(ρ)

.
Suppose we expand the determinant for M̃∗

0ik(ρ) in the same manner as ∆0(ρ)
was expanded earlier. See equation (5.99). Now we emphasize the nth column
instead of the 0th column. If 1 ≤ k ≤ ν − 1 or ν ≤ k ≤ n − 1, then the
determinant of the (n− 1)× (n− 1) submatrix that leads to M̃∗

0ik(ρ) is first
expanded using linearity in the nth column; this yields e−iρ, 1 terms. On the
other hand, if k = n, then a 1 term is produced, but no e−iρ term appears.
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Next, all the (n− 1)× (n− 1) determinants are expanded using linearity
in all n − 1 columns. This expansion produces the following representations:
for 1 ≤ k ≤ ν − 1 or for ν ≤ k ≤ n− 1,

M̃∗
0ik(ρ) = e−iρ[π̃′ik(ρ)eiρ + π̃ik(ρ) + φ̃′0ik(ρ)eiρ + φ̃0ik(ρ)]

= π̃′ik(ρ) + π̃ik(ρ)e−iρ + φ̃′0ik(ρ) + φ̃0ik(ρ)e−iρ
(6.143)

for ρ ∈ G0; and for k = n,

M̃∗
0in(ρ) = π̃i0(ρ) + φ̃0i0(ρ) (6.144)

for ρ ∈ G0. In these equations the functions π̃′ik, π̃ik and φ̃′0ik, φ̃0ik are the same
functions that appear in equation (6.114). The functions π̃′ik, π̃ik are formed
from the functions P̂ik, Q̂ik introduced in Chapter 3. They are analytic for
ρ 6= 0 in C, and each one has the simple form

p0−mi∑
j=−(n−1)(m−1)

Aikjρ
j , ρ 6= 0 in C.

The functions φ̃′0ik, φ̃0ik are analytic for ρ in the open set G0, and satisfy the
growth rates

|φ̃′0ik(ρ)| ≤ γ2|ρ|−(m−p0+mi), |φ̃0ik(ρ)| ≤ γ2|ρ|−(m−p0+mi) (6.145)

for ρ ∈ G0.
Take any point ρ = a+ib in the sector S0 with |ρ| > R1 and b ≤ 0. Clearly

|e−iρ| = eb ≤ 1, and hence, by (6.143)–(6.145)

|M̃∗
0ik(ρ)| ≤ 2γ3|ρ|p0−mi + 2γ2|ρ|−(m−p0+mi) ≤ γ4|ρ|p0−mi (6.146)

for i = 1, . . . , n, k = 1, . . . , n. Combining this result with (6.138), we obtain
the estimate∣∣ n∑

j=1

M̃∗
0jk(ρ)T ∗0jl(ρ)

∣∣ ≤ n∑
j=1

γ4|ρ|p0−mj · γ1|ρ|mj ≤ γ5|ρ|p0 (6.147)

for ρ = a+ ib ∈ S0 with |ρ| > R1 and b ≤ 0 and for k, l = 1, . . . , n.
Finally, take any point λ = ρn in C with ρ = a+ib ∈ S0, with |ρ| > R1 and

b ≤ 0, and with ∆0(ρ) 6= 0, so ∆∗
0(ρ) 6= 0. Clearly ρ ∈ IntT0 with |ρ| > R1 ≥

R0, ρ ∈ G0, and λ belongs to the resolvent set ρ(L) with the Green’s function
G(t, s;λ) given by equation (6.137). Applying the estimates (6.130), (6.147),
(6.87), and (6.143) and the relation (6.131) to the representation (6.137), we
see that

|G(t, s;λ)| ≤ 4
|ρ|n−1

+
1

n|ρ|n−1|∆∗
0(ρ)|

n∑
k,l=1

γ5|ρ|p0 · 2 · 2,
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or

|G(t, s;λ)| ≤ 4
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1eb|∆0(ρ)|
(6.148)

for t 6= s in [0, 1], where (6.148) is valid for λ = ρn in C with ρ = a+ ib ∈ S0,
with |ρ| > R1 and b ≤ 0, and with ∆0(ρ) 6= 0. Compare this growth rate to
the growth rate given previously in equation (6.118). Note the extra factor eb

that appears in the denominator of (6.148).
To develop the growth rate of the Green’s function G(t, s;λ) for λ = ρn

with ρ belonging to the sector S1, we simply recopy the above material, and
then make the few changes needed for the new material. Let us proceed with
these extensions of the theory.

For each ρ ∈ T1 with |ρ| > R0, let v10( · , ρ), v11( · , ρ), . . . , v1 n−1( · , ρ) be
the basis for the solution space of the differential equation (2.1) determined
in Theorem 4.7. In Chapter 5 we showed that (see (5.107) and (5.108))

v
(α)
1k (t, ρ) = ραeiρωkt

[
(iωk)α + F1kα(t, ρ)

]
(6.149)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k, α = 0, 1, . . . , n − 1, where
the function F1kα( · , ρ) belongs to Hn−α[0, 1] with

|F1kα(t, ρ)| ≤ 1 (6.150)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R1 ≥ R0, and for k, α = 0, 1, . . . , n − 1.
Also in Chapter 5, for ρ ∈ T1 with |ρ| > R0 we formed the modified solutions
u10( · , ρ), u11( · , ρ), . . . , u1 n−1( · , ρ) of the differential equation (2.1). These
functions have the representations (5.109):

u
(α)
1k (t, ρ) = ραeiρωk(t−1)

[
(iωk)α + F1kα(t, ρ)

]
, k = 0, 1, . . . , ν − 1,

u
(α)
1k (t, ρ) = ραeiρωkt

[
(iωk)α + F1kα(t, ρ)

]
, k = ν, . . . , n− 1,

(6.151)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for α = 0, 1, . . . , n − 1. From
equations (5.116)–(5.118) we have the bounds

|u10(t, ρ)| ≤ 2e−b(t−1), (6.152)

|u1k(t, ρ)| ≤ 2e−(1−t)α|ρ| ≤ 2, k = 1, . . . , ν − 1, (6.153)

|u1k(t, ρ)| ≤ 2e−tα|ρ| ≤ 2, k = ν, . . . , n− 1, (6.154)

for 0 ≤ t ≤ 1 and for ρ = a+ib ∈ T1 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S1 with |ρ| > R1 and b ≤ 0, we have

|u1k(t, ρ)| ≤ 2, 0 ≤ t ≤ 1, k = 0, 1, . . . , n− 1. (6.155)

We must form another set of modified solutions in order to treat the case of
ρ = a+ ib in S1 with |ρ| > R1 and b ≥ 0.
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Indeed, set v1n(t, ρ) := v10(t, ρ) and

F1nα(t, ρ) := F10α(t, ρ), α = 0, 1, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > R0, and then set

u1n(t, ρ) : = eiρω0u10(t, ρ) = v1n(t, ρ)

= eiρωnt[1 + F1n0(t, ρ)]

for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > R0. Clearly we have the representation

u
(α)
1n (t, ρ) = ραeiρωnt

[
(iωn)α + F1nα(t, ρ)

]
(6.156)

for 0 ≤ t ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for α = 0, 1, . . . , n−1, and clearly
the functions u1k( · , ρ), k = 1, . . . , n, also form a basis for the solution space
of the differential equation (2.1). Observe that

|u1n(t, ρ)| ≤ 2e−bt (6.157)

for 0 ≤ t ≤ 1 and for ρ = a+ ib ∈ T1 with |ρ| > R1, and hence, for ρ = a+ ib
in S1 with |ρ| > R1 and b ≥ 0, we have

|u1k(t, ρ)| ≤ 2, 0 ≤ t ≤ 1, k = 1, . . . , n. (6.158)

In terms of this new basis, we can form the new characteristic determinant

∆∗
1(ρ) := det

B1(u11( · , ρ)) · · · B1(u1n( · , ρ))
...

...
Bn(u11( · , ρ)) · · · Bn(u1n( · , ρ))

 = eiρ∆1(ρ)

for ρ ∈ G1.
Next, let L0 be the nth order differential operator in L2[0, 1] introduced

earlier:

D(L0) = {u ∈ Hn[0, 1] | u(n−i)(0) = 0, i = 1, . . . , n}, L0u = `u.

Clearly the resolvent set ρ(L0) is equal to C, and the Green’s function g(t, s;λ)
of the differential operator λI − L0 is given by

g(t, s;λ) =
n−1∑
k=0

v1k(t, ρ)η1k(s, ρ), 0 ≤ s < t ≤ 1,

g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,

(6.159)

for λ = ρn in C and ρ ∈ T1 with |ρ| > R0. The functions η1k( · , ρ), k =
0, 1, . . . , n− 1, belong to Hn[0, 1] and are determined by the linear system
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n−1∑
k=0

v
(α)
1k (s, ρ)η1k(s, ρ) = −δα n−1 in, α = 0, 1, . . . , n− 1, (6.160)

for 0 ≤ s ≤ 1. This system can be rewritten in the form

n−1∑
k=0

[
(iωk)α + F1kα(s, ρ)

]
eiρωksη1k(s, ρ) = −δα n−1inρ−(n−1),

α = 0, 1, . . . , n− 1,

(6.161)

for 0 ≤ s ≤ 1. We know that the n×n matrix A1(s, ρ) :=
(
(iωk)α+F1kα(s, ρ)

)
is nonsingular for 0 ≤ s ≤ 1 and for ρ ∈ T1 with |ρ| > R0, and its inverse can
be expressed in the form

A1(s, ρ)−1 :=
( 1
ni k

ωn−k
α [1 +G1kα(s, ρ)]

)
for 0 ≤ s ≤ 1 and for ρ ∈ T1 with |ρ| > R0. It follows that

η1k(s, ρ) = − iωk

nρn−1
e−iρωks[1 +G1 n−1 k(s, ρ)] (6.162)

for 0 ≤ s ≤ 1, for ρ ∈ T1 with |ρ| > R0, and for k = 0, 1, . . . , n − 1,
with the functions G1 n−1 k( · , ρ) belonging to Hn[0, 1]. Since the functions
G1kα(s, ρ) → 0 uniformly on [0, 1]× T1 as |ρ| → ∞ for k, α = 0, 1, . . . , n− 1,
we can assume that the constant R1 chosen earlier also produces the bound

|G1kα(s, ρ)| ≤ 1 (6.163)

for 0 ≤ s ≤ 1, for ρ ∈ T1 with |ρ| > R1, and for k, α = 0, 1, . . . , n− 1.
Summarizing, for λ = ρn in C and ρ ∈ T1 with |ρ| > R0, the Green’s

function for the differential operator λI − L0 is given by

g(t, s;λ) = − 1
nρn−1

n−1∑
k=0

(iωk)eiρωk(t−s)[1 + F1k0(t, ρ)][1 +G1 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,
(6.164)

where the functions F1k0( · , ρ) andG1 n−1 k( · , ρ) belong toHn[0, 1] and satisfy
the bounds given in equations (6.150) and (6.163).

Next, we rewrite (6.159) or (6.164) in the form

g(t, s;λ) = k1(t, s; ρ) + `1(t, s; ρ)

for t 6= s in [0, 1] and for λ = ρn in C and ρ ∈ T1 with |ρ| > R0, where
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k1(t, s; ρ) :=
n−1∑
k=ν

v1k(t, ρ)η1k(s, ρ), 0 ≤ s < t ≤ 1,

k1(t, s; ρ) := −
ν−1∑
k=0

v1k(t, ρ)η1k(s, ρ), 0 ≤ t < s ≤ 1,

(6.165)

and

`1(t, s; ρ) :=
ν−1∑
k=0

v1k(t, ρ)η1k(s, ρ), 0 ≤ t, s ≤ 1.

For each ρ ∈ T1 with |ρ| > R0, let K1ρ be the integral operator on L2[0, 1]
defined by

K1ρu(t) :=
∫ 1

0

k1(t, s; ρ)u(s) ds, 0 ≤ t ≤ 1,

for u ∈ L2[0, 1]. If u ∈ L2[0, 1] and v = K1ρu, then it follows that v belongs
to Hn[0, 1] and (ρnI − `)v = u, and by direct calculation

v(t) =
∫ 1

0

k1(t, s; ρ)u(s) ds

=
n−1∑
k=ν

v1k(t, ρ)
∫ t

0

η1k(s, ρ)u(s) ds−
ν−1∑
k=0

v1k(t, ρ)
∫ 1

t

η1k(s, ρ)u(s) ds

for 0 ≤ t ≤ 1. Proceeding by induction, we see that the derivatives of v = K1ρu
satisfy the equations

v(j)(t) =
∫ 1

0

∂jk1

∂tj
(t, s; ρ)u(s) ds

=
n−1∑
k=ν

v
(j)
1k (t, ρ)

∫ t

0

η1k(s, ρ)u(s) ds−
ν−1∑
k=0

v
(j)
1k (t, ρ)

∫ 1

t

η1k(s, ρ)u(s) ds

(6.166)

for 0 ≤ t ≤ 1 and for j = 0, 1, . . . , n− 1, valid for each ρ ∈ T1 with |ρ| > R0.
Using (6.149) and (6.162), the kernel k1(t, s; ρ) can be expressed as

k1(t, s; ρ) = − 1
nρn−1

n−1∑
k=ν

(iωk)eiρωk(t−s)[1 + F1k0(t, ρ)][1 +G1 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

k1(t, s; ρ) =
1

nρn−1

ν−1∑
k=0

(iωk)eiρωk(t−s)[1 + F1k0(t, ρ)][1 +G1 n−1 k(s, ρ)],

0 ≤ t < s ≤ 1,
(6.167)
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for ρ ∈ T1 with |ρ| > R0. Now take any point ρ = a+ib ∈ T1 with |ρ| > R0. If
t, s are real numbers with 0 ≤ s < t ≤ 1, then 0 < t− s ≤ 1, and by (5.112)
we obtain the estimates∣∣eiρωk(t−s)

∣∣ ≤ e−(t−s)α|ρ| ≤ 1, k = ν, . . . , n− 1. (6.168)

On the other hand, for real numbers t, s with 0 ≤ t < s ≤ 1, we have
0 ≤ 1 + t− s < 1, and hence, by (5.111)∣∣eiρω0(t−s)

∣∣ = e−b(t−s), (6.169)∣∣eiρωk(t−s)
∣∣ = ∣∣eiρωk(1+t−s−1)

∣∣ ≤ e−(s−t)α|ρ| ≤ 1, k = 1, . . . , ν − 1. (6.170)

In particular, if ρ = a+ ib ∈ S1 with |ρ| > R1 and b ≤ 0, then these estimates
give ∣∣eiρωk(t−s)

∣∣ ≤ 1, 0 ≤ s < t ≤ 1, k = ν, . . . , n− 1, (6.171)∣∣eiρωk(t−s)
∣∣ ≤ 1, 0 ≤ t < s ≤ 1, k = 0, 1, . . . , ν − 1. (6.172)

Applying (6.171), (6.172) and (6.150), (6.163) to the representation (6.167),
it follows that

|k1(t, s; ρ)| ≤
4

|ρ|n−1
(6.173)

for t 6= s in [0, 1] and for ρ = a+ ib ∈ S1 with |ρ| > R1 and b ≤ 0.
Fix any point λ = ρn in C with ρ ∈ G1, and assume that ∆1(ρ) 6= 0, so the

point λ belongs to the resolvent set ρ(L). Using the integral operator K1ρ, we
can establish our representations of the resolvent Rλ(L) and the associated
Green’s function G(t, s;λ). Indeed, take any function u ∈ L2[0, 1], and set

v = K1ρu and w = Rλ(L)u.

Clearly the functions v and w belong to Hn[0, 1], and

(λI − `)v = u = (λI − `)w.

Thus, there exist constants c0, c1, . . . , cn−1 (depending on ρ) such that

Rλ(L)u(t) = w(t) = v(t) +
n−1∑
k=0

cku1k(t, ρ), 0 ≤ t ≤ 1.

The functions u1k( · , ρ), k = 0, 1, . . . , n− 1, are the modified solutions of the
differential equation (2.1) introduced earlier. They form a basis for the solution
space of the differential equation (2.1), and the characteristic determinant
∆1(ρ) is defined in terms of them.

Applying the boundary value Bi to both sides of the last equation, we
obtain the linear system
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n−1∑
k=0

M1ik(ρ)ck = −Bi(v), i = 1, . . . , n, (6.174)

for the constants c0, c1, . . . , cn−1, where as in Chapter 5

M1ik(ρ) = Bi(u1k( · , ρ)) =
mi∑
j=0

αiju
(j)
1k (0, ρ) +

mi∑
j=0

βiju
(j)
1k (1, ρ)

for i = 1, . . . , n, k = 0, 1, . . . , n− 1. Note that det(M1ik(ρ)) = ∆1(ρ) 6= 0.
Fix an index i with 1 ≤ i ≤ n, and consider the quantity Bi(v) =

Bi(K1ρu). From equation (6.166) and equations (6.149), (6.162), we have

Bi(v) =
mi∑
j=0

αijv
(j)(0) +

mi∑
j=0

βijv
(j)(1)

=
1

nρn−1

ν−1∑
k=0

{mi∑
j=0

αij(iωk)ρj [(iωk)j + F1kj(0, ρ)]
}

×
∫ 1

0

e−iρωks[1 +G1 n−1 k(s, ρ)]u(s) ds

+
1

nρn−1

n−1∑
k=ν

{mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F1kj(1, ρ)]
}

×
∫ 1

0

eiρωk(1−s)[1 +G1 n−1 k(s, ρ)]u(s) ds

(6.175)

for i = 1, . . . , n. For i = 1, . . . , n and k = 0, 1, . . . , ν − 1 define

T1ik(ρ) :=
mi∑
j=0

αij(iωk)ρj [(iωk)j + F1kj(0, ρ)]

for ρ ∈ T1 with |ρ| > R0, and for i = 1, . . . , n and k = ν, . . . , n− 1 define

T1ik(ρ) :=
mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F1kj(1, ρ)]

for ρ ∈ T1 with |ρ| > R0; and for k = 0, 1, . . . , ν − 1 define

U1k(s, ρ) := e−iρωks[1 +G1 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T1 with |ρ| > R0, and for k = ν, . . . , n− 1 define

U1k(s, ρ) := eiρωk(1−s)[1 +G1 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T1 with |ρ| > R0. Then we can express (6.175) in the simpler form
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Bi(v) =
1

nρn−1

n−1∑
k=0

T1ik(ρ)
∫ 1

0

U1k(s, ρ)u(s) ds (6.176)

for i = 1, . . . , n, where the functions T1ik(ρ) are analytic functions of ρ on G1,
and for fixed ρ in T1 with |ρ| > R0 the functions U1k( · , ρ) belong to Hn[0, 1].

In terms of the matrix (M1ik(ρ)), let M̃1ik(ρ) denote the cofactor of the
entry M1ik(ρ). Clearly the cofactors M̃1ik(ρ), i = 1, . . . , n, k = 0, 1, . . . , n− 1,
are analytic functions in the ρ variable on the open set G1. These cofactors
arise naturally when we solve for the constants c0, c1, . . . , cn−1 in the linear
system (6.174) by means of Cramer’s rule:

ck =
−1
∆1(ρ)

det


kth column

M110(ρ) · · · B1(v) · · · M11n−1(ρ)
...

...
...

M1n0(ρ) · · · Bn(v) · · · M1nn−1(ρ)


=

−1
∆1(ρ)

n∑
j=1

M̃1jk(ρ)Bj(v),

or

ck =
−1

nρn−1∆1(ρ)

n−1∑
l=0

n∑
j=1

M̃1jk(ρ)T1jl(ρ)
∫ 1

0

U1l(s, ρ)u(s) ds (6.177)

for k = 0, 1, . . . , n− 1.
Combining these results, we conclude that

Rλ(L)u(t) = K1ρu(t)

− 1
nρn−1∆1(ρ)

n−1∑
k,l=0

n∑
j=1

M̃1jk(ρ)T1jl(ρ)u1k(t, ρ)
∫ 1

0

U1l(s, ρ)u(s) ds

(6.178)

for 0 ≤ t ≤ 1 and for u ∈ L2[0, 1], where (6.178) is valid for λ = ρn in C with
ρ ∈ G1 and with ∆1(ρ) 6= 0. The associated Green’s function is then given by

G(t, s;λ) = k1(t, s; ρ)

− 1
nρn−1∆1(ρ)

n−1∑
k,l=0

n∑
j=1

M̃1jk(ρ)T1jl(ρ)u1k(t, ρ)U1l(s, ρ)
(6.179)

for t 6= s in [0, 1], where (6.179) is valid for λ = ρn in C with ρ ∈ G1 and with
∆1(ρ) 6= 0.

Let us determine bounds and growth rates for the functions appearing in
(6.178) and (6.179). For the basis functions u1k(t, ρ), k = 0, 1, . . . , n − 1, we
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have already established the necessary bounds in equation (6.155). For the
kernel k1(t, s; ρ) the required growth rate is given in equation (6.173). Note
the restriction Im ρ ≤ 0 that applies to these estimates.

Consider the functions T1ik(ρ), U1k(s, ρ), and M̃1ik(ρ). First, from the
definitions of the T1ik(ρ) and the estimate (6.150), it is immediate that

|T1ik(ρ)| ≤ γ1|ρ|mi (6.180)

for ρ ∈ T1 with |ρ| > R1 and for i = 1, . . . , n, k = 0, 1, . . . , n−1. Second, from
the definitions of the U1k(s, ρ) and the estimates (5.111)–(5.112), together
with (6.163), we obtain the estimates (replace t by 1− s)

|U10(s, ρ)| ≤ 2ebs, (6.181)

|U1k(s, ρ)| ≤ 2e−sα|ρ| ≤ 2, k = 1, . . . , ν − 1, (6.182)

|U1k(s, ρ)| ≤ 2e−(1−s)α|ρ| ≤ 2, k = ν, . . . , n− 1, (6.183)

for 0 ≤ s ≤ 1 and for ρ = a+ib ∈ T1 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S1 with |ρ| > R1 and b ≤ 0, we have

|U1k(s, ρ)| ≤ 2, 0 ≤ s ≤ 1, k = 0, 1, . . . , n− 1. (6.184)

Third, fix indices i and k with 1 ≤ i ≤ n and 0 ≤ k ≤ n − 1. The
cofactor M̃1ik(ρ) is formed by taking (−1)i+k+1 times the determinant of the
(n− 1)× (n− 1) matrix obtained by deleting the ith row and the kth column
of the matrix


1≤k≤ν−1 ν≤k≤n−1

P110(ρ)e−iρ+Q110(ρ) F̃11k(ρ)+Q̂1k(ρ) F̃11k(ρ)+Q̂1k(ρ)

...
...

...
P1n0(ρ)e−iρ+Q1n0(ρ) F̃1nk(ρ)+Q̂nk(ρ) F̃1nk(ρ)+Q̂nk(ρ)

.
Suppose we proceed to expand the determinant for M̃1ik(ρ) in the same man-
ner as ∆1(ρ) was expanded in Chapter 5. See equation (5.125). If 1 ≤ k ≤ ν−1
or ν ≤ k ≤ n − 1, then the determinant of the (n − 1) × (n − 1) submatrix
that leads to M̃1ik(ρ) is first expanded using linearity in the 0th column; this
yields e−iρ, 1 terms. On the other hand, if k = 0, then a 1 term is produced,
but no e−iρ term appears.

Next, all the (n− 1)× (n− 1) determinants are expanded using linearity
in all n− 1 columns. This expansion produces the representation

M̃1ik(ρ) = Π̃ ′
ik(ρ)e−iρ + Π̃ik(ρ) + Φ̃′1ik(ρ)e−iρ + Φ̃1ik(ρ) (6.185)

for ρ ∈ G1. In this equation the functions Π̃ ′
ik, Π̃ik are formed from the

functions P̂ik, Q̂ik introduced in Chapter 3; they are analytic for ρ 6= 0 in C,
and each one has the simple form
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p0−mi∑
j=−(n−1)(m−1)

Bikjρ
j , ρ 6= 0 in C.

The functions Φ̃′1ik, Φ̃1ik are analytic for ρ in the open set G1, and satisfy the
growth rates

|Φ̃′1ik(ρ)| ≤ γ2|ρ|−(m−p0+mi), |Φ̃1ik(ρ)| ≤ γ2|ρ|−(m−p0+mi) (6.186)

for ρ ∈ G1. In the special case k = 0, then Π̃ ′
ik(ρ) ≡ 0 and Φ̃′1ik(ρ) ≡ 0.

Take any point ρ = a+ib in the sector S1 with |ρ| > R1 and b ≤ 0. Clearly
|e−iρ| = eb ≤ 1, and hence, by (6.185) and (6.186)

|M̃1ik(ρ)| ≤ 2γ3|ρ|p0−mi + 2γ2|ρ|−(m−p0+mi) ≤ γ4|ρ|p0−mi (6.187)

for i = 1, . . . , n, k = 0, 1, . . . , n − 1. Combining this result with (6.180), we
obtain the estimate∣∣ n∑

j=1

M̃1jk(ρ)T1jl(ρ)
∣∣ ≤ n∑

j=1

γ4|ρ|p0−mj · γ1|ρ|mj ≤ γ5|ρ|p0 (6.188)

for ρ = a+ ib ∈ S1 with |ρ| > R1 and b ≤ 0 and for k, l = 0, 1, . . . , n− 1.
Finally, take any point λ = ρn in C with ρ = a+ib ∈ S1, with |ρ| > R1 and

b ≤ 0, and with ∆1(ρ) 6= 0. Clearly ρ ∈ IntT1 with |ρ| > R1 ≥ R0, ρ ∈ G1,
and λ belongs to the resolvent set ρ(L) with the Green’s function G(t, s;λ)
given by (6.179). Applying the estimates (6.173), (6.188), (6.155), and (6.184)
to (6.179), we see that

|G(t, s;λ)| ≤ 4
|ρ|n−1

+
1

n|ρ|n−1|∆1(ρ)|

n−1∑
k,l=0

γ5|ρ|p0 · 2 · 2,

or

|G(t, s;λ)| ≤ 4
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1|∆1(ρ)|
(6.189)

for t 6= s in [0, 1], where (6.189) is valid for λ = ρn in C with ρ = a+ ib ∈ S1,
with |ρ| > R1 and b ≤ 0, and with ∆1(ρ) 6= 0.

The representation (6.179) of the Green’s function G(t, s;λ) is also valid
for λ = ρn in C with ρ = a+ ib ∈ S1 and with |ρ| > R1 and b ≥ 0, but in this
form it is difficult to obtain the necessary bounds and growth rates. To remedy
this situation, we proceed to make simple modifications in the above work:
we first alter the integral operator K1ρ, and then replace the basis u1k( · , ρ),
k = 0, 1, . . . , n− 1, with the basis u1k( · , ρ), k = 1, . . . , n.

Recall that ωn = ω0 = 1, and earlier we introduced the notation

v1n(t, ρ) := v10(t, ρ),
F1nα(t, ρ) := F10α(t, ρ), α = 0, 1, . . . , n− 1,
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for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > R0. Now set η1n(s, ρ) := η10(s, ρ) and

G1kn(s, ρ) := G1k0(s, ρ), k = 0, 1, . . . , n− 1,

for 0 ≤ s ≤ 1 and for ρ ∈ T1 with |ρ| > R0. Clearly

|F1n0(t, ρ)| = |F100(t, ρ)| ≤ 1 (6.190)

for 0 ≤ t ≤ 1 and for ρ ∈ T1 with |ρ| > R1, and

|G1 n−1 n(s, ρ)| = |G1 n−1 0(s, ρ)| ≤ 1 (6.191)

for 0 ≤ s ≤ 1 and for ρ ∈ T1 with |ρ| > R1. With this change in notation, we
can rewrite the representation (6.164) of the Green’s function g(t, s;λ) as

g(t, s;λ) = − 1
nρn−1

n∑
k=1

(iωk)eiρωk(t−s)[1 + F1k0(t, ρ)][1 +G1 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

g(t, s;λ) = 0, 0 ≤ t < s ≤ 1,
(6.192)

for λ = ρn in C and ρ ∈ T1 with |ρ| > R0. Here the functions F1k0( · , ρ) and
G1 n−1 k( · , ρ) belong to Hn[0, 1] and satisfy the bounds given in equations
(6.150), (6.190) and (6.163), (6.191).

Next, we rewrite (6.159) or (6.192) in the alternate form

g(t, s;λ) = k∗1(t, s; ρ) + `∗1(t, s; ρ)

for t 6= s in [0, 1] and for λ = ρn in C and ρ ∈ T1 with |ρ| > R0, where

k∗1(t, s; ρ) :=
n∑

k=ν

v1k(t, ρ)η1k(s, ρ), 0 ≤ s < t ≤ 1,

k∗1(t, s; ρ) := −
ν−1∑
k=1

v1k(t, ρ)η1k(s, ρ), 0 ≤ t < s ≤ 1,

(6.193)

and

`∗1(t, s; ρ) :=
ν−1∑
k=1

v1k(t, ρ)η1k(s, ρ), 0 ≤ t, s ≤ 1.

Note that the function `∗1(t, s; ρ) is the kernel of an integral operator which
maps L2[0, 1] into the solution space of the differential equation (ρnI−`)u = 0.
For each ρ ∈ T1 with |ρ| > R0, let K∗

1ρ be the integral operator on L2[0, 1]
defined by

K∗
1ρu(t) :=

∫ 1

0

k∗1(t, s; ρ)u(s) ds, 0 ≤ t ≤ 1,
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for u ∈ L2[0, 1]. If u ∈ L2[0, 1] and v = K∗
1ρu, then it follows that v belongs

to Hn[0, 1] and (ρnI − `)v = u. Using equation (6.160) and induction, we see
immediately that the derivatives of v = K∗

1ρu are given by

v(j)(t) =
∫ 1

0

∂jk∗1
∂tj

(t, s; ρ)u(s) ds

=
n∑

k=ν

v
(j)
1k (t, ρ)

∫ t

0

η1k(s, ρ)u(s) ds−
ν−1∑
k=1

v
(j)
1k (t, ρ)

∫ 1

t

η1k(s, ρ)u(s) ds

(6.194)

for 0 ≤ t ≤ 1 and for j = 0, 1, . . . , n− 1, valid for each ρ ∈ T1 with |ρ| > R0.
From (6.149) and (6.162) the kernel k∗1(t, s; ρ) can be expressed in the form

k∗1(t, s; ρ) = − 1
nρn−1

n∑
k=ν

(iωk)eiρωk(t−s)[1 + F1k0(t, ρ)][1 +G1 n−1 k(s, ρ)],

0 ≤ s < t ≤ 1,

k∗1(t, s; ρ) =
1

nρn−1

ν−1∑
k=1

(iωk)eiρωk(t−s)[1 + F1k0(t, ρ)][1 +G1 n−1 k(s, ρ)],

0 ≤ t < s ≤ 1,
(6.195)

for ρ ∈ T1 with |ρ| > R0. Now take any point ρ = a+ ib ∈ T1 with |ρ| > R0.
If t, s are real numbers with 0 ≤ s < t ≤ 1, then from (6.168) we obtain the
estimates ∣∣eiρωk(t−s)

∣∣ ≤ e−(t−s)α|ρ| ≤ 1, k = ν, . . . , n− 1, (6.196)∣∣eiρωn(t−s)
∣∣ = e−b(t−s). (6.197)

On the other hand, for real numbers t, s with 0 ≤ t < s ≤ 1, from (6.170) we
get ∣∣eiρωk(t−s)

∣∣ ≤ e−(s−t)α|ρ| ≤ 1, k = 1, . . . , ν − 1. (6.198)

In particular, if ρ = a+ ib ∈ S1 with |ρ| > R1 and b ≥ 0, then these estimates
give ∣∣eiρωk(t−s)

∣∣ ≤ 1, 0 ≤ s < t ≤ 1, k = ν, . . . , n, (6.199)∣∣eiρωk(t−s)
∣∣ ≤ 1, 0 ≤ t < s ≤ 1, k = 1, . . . , ν − 1. (6.200)

Applying (6.199), (6.200) and (6.150), (6.190) and (6.163), (6.191) to the
representation (6.195), it follows that

|k∗1(t, s; ρ)| ≤ 4
|ρ|n−1

(6.201)
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for t 6= s in [0, 1] and for ρ = a+ ib ∈ S1 with |ρ| > R1 and b ≥ 0.
Using the integral operator K∗

1ρ, the alternate basis u1k( · , ρ), k = 1, . . . , n,
and the alternate characteristic determinant

∆∗
1(ρ) = det

B1(u11( · , ρ)) · · · B1(u1n( · , ρ))
...

...
Bn(u11( · , ρ)) · · · Bn(u1n( · , ρ))

 = eiρ∆1(ρ), ρ ∈ G1,

(6.202)
we now proceed to establish alternate representations for the resolvent Rλ(L)
and the associated Green’s function G(t, s;λ). Fix any point λ = ρn in C
with ρ ∈ G1, and assume that ∆1(ρ) 6= 0. Clearly ∆∗

1(ρ) 6= 0, and the point
λ belongs to the resolvent set ρ(L). Take any function u ∈ L2[0, 1], and set
v = K∗

1ρu and w = Rλ(L)u. The functions v and w belong to Hn[0, 1], and
(λI − `)v = u = (λI − `)w. Thus, there exist constants c1, . . . , cn such that

Rλ(L)u(t) = w(t) = v(t) +
n∑

k=1

cku1k(t, ρ), 0 ≤ t ≤ 1.

Applying the boundary value Bi to the last equation, we obtain the linear
system

n∑
k=1

M∗
1ik(ρ)ck = −Bi(v), i = 1, . . . , n, (6.203)

for the constants c1, . . . , cn, where

M∗
1ik(ρ) = Bi(u1k( · , ρ)) =

mi∑
j=0

αiju
(j)
1k (0, ρ) +

mi∑
j=0

βiju
(j)
1k (1, ρ)

for i = 1, . . . , n, k = 1, . . . , n. The n×n coefficient matrix (M∗
1ik(ρ)) in (6.203)

is nonsingular because det(M∗
1ik(ρ)) = ∆∗

1(ρ) 6= 0.
Fix an index i with 1 ≤ i ≤ n, and consider the quantity Bi(v) =

Bi(K∗
1ρu). From equation (6.194) and equations (6.149), (6.162), we have

Bi(v) =
mi∑
j=0

αijv
(j)(0) +

mi∑
j=0

βijv
(j)(1)

=
1

nρn−1

ν−1∑
k=1

{mi∑
j=0

αij(iωk)ρj [(iωk)j + F1kj(0, ρ)]
}

×
∫ 1

0

e−iρωks[1 +G1 n−1 k(s, ρ)]u(s) ds

+
1

nρn−1

n∑
k=ν

{mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F1kj(1, ρ)]
}

×
∫ 1

0

eiρωk(1−s)[1 +G1 n−1 k(s, ρ)]u(s) ds

(6.204)
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for i = 1, . . . , n. For i = 1, . . . , n and k = 1, . . . , ν − 1 define

T ∗1ik(ρ) :=
mi∑
j=0

αij(iωk)ρj [(iωk)j + F1kj(0, ρ)]

for ρ ∈ T1 with |ρ| > R0, and for i = 1, . . . , n and k = ν, . . . , n define

T ∗1ik(ρ) :=
mi∑
j=0

(−1)βij(iωk)ρj [(iωk)j + F1kj(1, ρ)]

for ρ ∈ T1 with |ρ| > R0; and for k = 1, . . . , ν − 1 define

U∗1k(s, ρ) := e−iρωks[1 +G1 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T1 with |ρ| > R0, and for k = ν, . . . , n define

U∗1k(s, ρ) := eiρωk(1−s)[1 +G1 n−1 k(s, ρ)], 0 ≤ s ≤ 1,

for ρ ∈ T1 with |ρ| > R0. Then (6.204) takes on the simpler form

Bi(v) =
1

nρn−1

n∑
k=1

T ∗1ik(ρ)
∫ 1

0

U∗1k(s, ρ)u(s) ds (6.205)

for i = 1, . . . , n, where the functions T ∗1ik(ρ) are analytic functions of ρ on G1,
and for fixed ρ in T1 with |ρ| > R0 the functions U∗1k( · , ρ) belong to Hn[0, 1].

In terms of the matrix (M∗
1ik(ρ)), let M̃∗

1ik(ρ) denote the cofactor of the
entry M∗

1ik(ρ). These cofactors are analytic functions in the ρ variable on the
open set G1; they appear naturally when we solve for the constants c1, . . . , cn
in the linear system (6.203):

ck =
−1

∆∗
1(ρ)

det


kth column

M∗
111(ρ) · · · B1(v) · · · M∗

11n(ρ)
...

...
...

M∗
1n1(ρ) · · · Bn(v) · · · M∗

1nn(ρ)


=

−1
∆∗

1(ρ)

n∑
j=1

M̃∗
1jk(ρ)Bj(v),

or

ck =
−1

nρn−1∆∗
1(ρ)

n∑
l=1

n∑
j=1

M̃∗
1jk(ρ)T ∗1jl(ρ)

∫ 1

0

U∗1l(s, ρ)u(s) ds (6.206)

for k = 1, . . . , n.
Combining the above results, we conclude that
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Rλ(L)u(t) = K∗
1ρu(t)

− 1
nρn−1∆∗

1(ρ)

n∑
k,l=1

n∑
j=1

M̃∗
1jk(ρ)T ∗1jl(ρ)u1k(t, ρ)

∫ 1

0

U∗1l(s, ρ)u(s) ds

(6.207)

for 0 ≤ t ≤ 1 and for u ∈ L2[0, 1], where (6.207) is valid for λ = ρn in C with
ρ ∈ G1 and with ∆∗

1(ρ) 6= 0 (equivalently ∆1(ρ) 6= 0). Also, from (6.207) the
associated Green’s function is given by

G(t, s;λ) = k∗1(t, s; ρ)

− 1
nρn−1∆∗

1(ρ)

n∑
k,l=1

n∑
j=1

M̃∗
1jk(ρ)T ∗1jl(ρ)u1k(t, ρ)U∗1l(s, ρ)

(6.208)

for t 6= s in [0, 1], valid for λ = ρn in C with ρ ∈ G1 and with ∆∗
1(ρ) 6= 0.

Next, we determine bounds and growth rates for the functions appearing
in (6.207) and (6.208). For the basis functions u1k(t, ρ), k = 1, . . . , n, we
have already established the necessary bounds in equation (6.158). For the
kernel k∗1(t, s; ρ) the required growth rate is given in equation (6.201). Note
the restriction Im ρ ≥ 0 that applies to these inequalities. Let us calculate
bounds and growth rates for the functions T ∗1ik(ρ), U∗1k(s, ρ), and M̃∗

1ik(ρ).
First, consider the functions T ∗1ik(ρ). From their definitions and the esti-

mates (6.150) and (6.190), it is immediate that

|T ∗1ik(ρ)| ≤ γ1|ρ|mi (6.209)

for ρ ∈ T1 with |ρ| > R1 and for i = 1, . . . , n, k = 1, . . . , n. Second, for the
functions U∗1k(s, ρ), from their definitions and the estimates (5.111)–(5.112),
together with (6.163) and (6.191), we obtain the estimates (replace t by 1−s)

|U∗1k(s, ρ)| ≤ 2e−sα|ρ| ≤ 2, k = 1, . . . , ν − 1, (6.210)

|U∗1k(s, ρ)| ≤ 2e−(1−s)α|ρ| ≤ 2, k = ν, . . . , n− 1, (6.211)

|U∗1n(s, ρ)| ≤ 2e−b(1−s) (6.212)

for 0 ≤ s ≤ 1 and for ρ = a+ib ∈ T1 with |ρ| > R1. In particular, for ρ = a+ib
belonging to the sector S1 with |ρ| > R1 and b ≥ 0, we have

|U∗1k(s, ρ)| ≤ 2, 0 ≤ s ≤ 1, k = 1, . . . , n. (6.213)

Third, fix indices i and k with 1 ≤ i ≤ n and 1 ≤ k ≤ n. Then the
cofactor M̃∗

1ik(ρ) is formed by taking (−1)i+k times the determinant of the
(n− 1)× (n− 1) matrix obtained by deleting the ith row and the kth column
of the matrix


1≤k≤ν−1 ν≤k≤n−1

F̃11k(ρ)+Q̂1k(ρ) F̃11k(ρ)+Q̂1k(ρ) P110(ρ)+Q110(ρ)eiρ

...
...

...
F̃1nk(ρ)+Q̂nk(ρ) F̃1nk(ρ)+Q̂nk(ρ) P1n0(ρ)+Q1n0(ρ)eiρ

.
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Suppose we expand the determinant for M̃∗
1ik(ρ) in the same manner as ∆1(ρ)

was expanded in Chapter 5. See equation (5.125). Now we emphasize the nth
column instead of the 0th column. If 1 ≤ k ≤ ν − 1 or ν ≤ k ≤ n − 1, then
the determinant of the (n − 1) × (n − 1) submatrix that leads to M̃∗

1ik(ρ) is
first expanded using linearity in the nth column; this yields eiρ, 1 terms. On
the other hand, if k = n, then a 1 term is produced, but no eiρ term appears.

Next, all the (n− 1)× (n− 1) determinants are expanded using linearity
in all n − 1 columns. This expansion produces the following representations:
for 1 ≤ k ≤ ν − 1 or for ν ≤ k ≤ n− 1,

M̃∗
1ik(ρ) = eiρ[Π̃ ′

ik(ρ)e−iρ + Π̃ik(ρ) + Φ̃′1ik(ρ)e−iρ + Φ̃1ik(ρ)]

= Π̃ ′
ik(ρ) + Π̃ik(ρ)eiρ + Φ̃′1ik(ρ) + Φ̃1ik(ρ)eiρ

(6.214)

for ρ ∈ G1; and for k = n,

M̃∗
1in(ρ) = Π̃i0(ρ) + Φ̃1i0(ρ) (6.215)

for ρ ∈ G1. In these representations the functions Π̃ ′
ik, Π̃ik and Φ̃′1ik, Φ̃1ik are

the same functions that appear in equation (6.185). The functions Π̃ ′
ik, Π̃ik

are formed from the functions P̂ik, Q̂ik introduced in Chapter 3. They are
analytic for ρ 6= 0 in C, and each one has the simple form

p0−mi∑
j=−(n−1)(m−1)

Bikjρ
j , ρ 6= 0 in C.

The functions Φ̃′1ik, Φ̃1ik are analytic for ρ in the open set G1, and satisfy the
growth rates

|Φ̃′1ik(ρ)| ≤ γ2|ρ|−(m−p0+mi), |Φ̃1ik(ρ)| ≤ γ2|ρ|−(m−p0+mi) (6.216)

for ρ ∈ G1.
Take any point ρ = a+ib in the sector S1 with |ρ| > R1 and b ≥ 0. Clearly

|eiρ| = e−b ≤ 1, and hence, by (6.214)–(6.216)

|M̃∗
1ik(ρ)| ≤ 2γ3|ρ|p0−mi + 2γ2|ρ|−(m−p0+mi) ≤ γ4|ρ|p0−mi (6.217)

for i = 1, . . . , n, k = 1, . . . , n. Combining this result with (6.209), we obtain
the estimate

∣∣ n∑
j=1

M̃∗
1jk(ρ)T ∗1jl(ρ)

∣∣ ≤ n∑
j=1

γ4|ρ|p0−mj · γ1|ρ|mj ≤ γ5|ρ|p0 (6.218)

for ρ = a+ ib ∈ S1 with |ρ| > R1 and b ≥ 0 and for k, l = 1, . . . , n.
Finally, take any point λ = ρn in C with ρ = a + ib ∈ S1, with |ρ| > R1

and b ≥ 0, and with ∆1(ρ) 6= 0, so ∆∗
1(ρ) 6= 0. Clearly ρ ∈ IntT1 with
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|ρ| > R1 ≥ R0, ρ ∈ G1, and λ belongs to the resolvent set ρ(L) with the
Green’s function G(t, s;λ) given by equation (6.208). Applying the estimates
(6.201), (6.218), (6.158), and (6.213) and the relation (6.202) to (6.208), we
see that

|G(t, s;λ)| ≤ 4
|ρ|n−1

+
1

n|ρ|n−1|∆∗
1(ρ)|

n∑
k,l=1

γ5|ρ|p0 · 2 · 2,

or

|G(t, s;λ)| ≤ 4
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1e−b|∆1(ρ)|
(6.219)

for t 6= s in [0, 1], where equation (6.219) is valid for λ = ρn ∈ C with
ρ = a+ ib ∈ S1, with |ρ| > R1 and b ≥ 0, and with ∆1(ρ) 6= 0. Compare this
growth rate to the growth rate given in equation (6.189). Note the additional
factor e−b that appears in the denominator of (6.219). In Chapter 9 we will
use the estimates (6.118), (6.148) and (6.189), (6.219) of the Green’s function
G(t, s;λ) to establish the completeness of the generalized eigenfunctions of
the differential operator L.
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The Eigenvalues for n Even

In this chapter we compute the eigenvalues of the differential operator L for
the case n even. We assume the hypotheses of Chapters 3–5: (i) n = 2ν ≥ 2;
(ii) the differential operator L is either regular or simply irregular; (iii) the
integers p and q have been determined with −∞ < p ≤ q ≤ p0 and with
ap 6= 0, cp 6= 0, and aκ = cκ = 0 for κ = p + 1, . . . , p0 and bκ = 0 for
κ = q+1, . . . , p0; (iv) the translated sectors T0 and T1 have been chosen with
condition (3.31) being satisfied for the case p = q; (v) the integer m has been
fixed with m > n, m > p0, and −(m−p0−1) ≤ p ≤ p0; and (vi) the functions
πi, i = 0, 1, 2, have been determined as per Chapter 3 or equation (5.29). The
functions πi are given explicitly by the formulas

π2(ρ) =
p∑

κ=−(m−p0−1)

aκρ
κ, π1(ρ) =

q∑
κ=−(m−p0−1)

bκρ
κ, π0(ρ) =

p∑
κ=−(m−p0−1)

cκρ
κ

(7.1)
for ρ 6= 0 in C. By our choice of the integer q, if p = q, then the constant
bp = bq can be either zero or nonzero, while if p < q, then the constant bq is
nonzero.

Let ∆0 and ∆1 be the characteristic determinants of L determined in
Theorem 5.1 and Theorem 5.2, respectively. ∆0 is analytic on the open set
G0 = {ρ ∈ IntT0 | |ρ| > R0} and has the representation

∆0(ρ) = π2(ρ)e2iρ + π1(ρ)eiρ + π0(ρ)

+ Φ02(ρ)e2iρ + Φ01(ρ)eiρ + Φ00(ρ)
(7.2)

for ρ ∈ G0, where the functions Φ0i, i = 0, 1, 2, are analytic on G0 with

|Φ0i(ρ)| ≤ γ|ρ|−(m−p0) (7.3)

for ρ ∈ G0 and for i = 0, 1, 2. Similarly, the characteristic determinant ∆1 is
analytic on the open set G1 = {ρ ∈ IntT1 | |ρ| > R0} and has the representa-
tion
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∆1(ρ) = π2(ρ) + π1(ρ)e−iρ + π0(ρ)e−2iρ

+ Φ12(ρ) + Φ11(ρ)e−iρ + Φ10(ρ)e−2iρ
(7.4)

for ρ ∈ G1, where the functions Φ1i, i = 0, 1, 2, are analytic on G1 with

|Φ1i(ρ)| ≤ γ|ρ|−(m−p0) (7.5)

for ρ ∈ G1 and for i = 0, 1, 2.
To determine the eigenvalues of L, we calculate the zeros of the charac-

teristic determinants ∆0 and ∆1. The analysis divides quite naturally into
several cases determined by the relative size of the integers p and q.

Assume that p = q. This case divides below into Case 1 and Case 2.
Case 1 corresponds to simple eigenvalues, while Case 2 allows the possibility
of multiple eigenvalues. These two cases include all the cases in which L is
regular, as well as many cases in which L is simply irregular. Consider first
the characteristic determinant ∆0 on the open set G0. Let

f0(ρ) := ape2iρ + bpeiρ + cp

for ρ ∈ C, an entire function, and let

g0(ρ) :=
p−1∑

κ=−(m−p0−1)

aκ

ρp−κ
e2iρ +

p−1∑
κ=−(m−p0−1)

bκ
ρp−κ

eiρ +
p−1∑

κ=−(m−p0−1)

cκ
ρp−κ

+
1
ρp

[
Φ02(ρ)e2iρ + Φ01(ρ)eiρ + Φ00(ρ)

]
for ρ ∈ G0, where the function g0 is analytic on the open set G0. From (7.2)
we obtain the representation

∆0(ρ) = ρp[f0(ρ) + g0(ρ)] (7.6)

for ρ ∈ G0.
Next, consider the characteristic determinant ∆1 on the open set G1. Here

we let
f1(ρ) := ap + bpe−iρ + cpe−2iρ = e−2iρf0(ρ)

for ρ ∈ C, an entire function, and let

g1(ρ) :=
p−1∑

κ=−(m−p0−1)

aκ

ρp−κ
+

p−1∑
κ=−(m−p0−1)

bκ
ρp−κ

e−iρ +
p−1∑

κ=−(m−p0−1)

cκ
ρp−κ

e−2iρ

+
1
ρp

[
Φ12(ρ) + Φ11(ρ)e−iρ + Φ10(ρ)e−2iρ

]
for ρ ∈ G1, where the function g1 is analytic on the open set G1. From (7.4)
we have

∆1(ρ) = ρp[f1(ρ) + g1(ρ)] (7.7)
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for ρ ∈ G1.
Recall that the constant d > 0 has been chosen in Chapter 3 to satisfy

condition (3.31), namely

|ap|e−2d + |bp|e−d + |cp|e−2d ≤ 1
4
|ap| =

1
4
|cp|, (7.8)

and that the translated sectors T0, T1 have been selected such that the sectors
S0, S1 lie in the interiors of T0, T1, respectively, and such that the horizontal
strip

Γ = {ρ = a+ ib ∈ C | a ≥ −π and |b| ≤ d}

lies in the interiors of both T0 and T1.
Let us examine the functions f0 and g0 which make up the characteristic

determinant ∆0. First, if ρ = a + ib ∈ C with b ≥ d, then |eiρ| = e−b ≤ e−d,
|e2iρ| ≤ e−2d, and by inequality (7.8)

|f0(ρ)| ≥ |cp| − |ap||e2iρ| − |bp||eiρ|

≥ |cp| − |ap|e−2d − |bp|e−d ≥ |cp| −
1
4
|cp|.

Thus,

|f0(ρ)| ≥
3
4
|cp| =

3
4
|ap| for ρ = a+ ib ∈ C with b ≥ d.

Second, take any ρ = a + ib ∈ G0 with b ≥ −d. Clearly |eiρ| = e−b ≤ ed

and |e2iρ| ≤ e2d. Also, since −(m − p0 − 1) ≤ p ≤ p0, we have m − p0 + p ≥
m− p0 − (m− p0 − 1) = 1, and hence, by (7.3)

|g0(ρ)| ≤
γ1

|ρ|
+

1
|ρ|p

· γ2

|ρ|m−p0

=
γ1

|ρ|
+

γ2

|ρ|m−p0+p
≤ γ1 + γ2

|ρ|
.

Therefore,

|g0(ρ)| ≤
γ0

|ρ|
for ρ = a+ ib ∈ G0 with b ≥ −d.

Third, if ρ = a+ib ∈ C with b ≤ −d, then |e−iρ| = eb ≤ e−d, |e−2iρ| ≤ e−2d,
and by inequality (7.8) again

|f1(ρ)| = |ap + bpe−iρ + cpe−2iρ|

≥ |ap| − |bp|e−d − |cp|e−2d ≥ |ap| −
1
4
|ap|.

Hence,

|f1(ρ)| ≥
3
4
|ap| for ρ = a+ ib ∈ C with b ≤ −d.
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Fourth, consider the function g1 appearing in the representation (7.7) for
∆1(ρ). Take any point ρ = a + ib ∈ G1 with b ≤ d. Then |e−iρ| = eb ≤ ed,
|e−2iρ| ≤ e2d, and by (7.5)

|g1(ρ)| ≤
γ3

|ρ|
+

1
|ρ|p

· γ4

|ρ|m−p0
≤ γ3 + γ4

|ρ|
,

and hence,
|g1(ρ)| ≤

γ0

|ρ|
for ρ = a+ ib ∈ G1 with b ≤ d.

In terms of the constant γ0 appearing in the estimates for g0 and g1, choose
a constant r1 > R1 ≥ R0 such that

γ0

|ρ|
≤ 1

4
|ap| for all ρ ∈ C with |ρ| ≥ r1.

It follows from the above that if ρ = a+ib ∈ G0 with |ρ| ≥ r1 and b ≥ d, then

|∆0(ρ)| ≥ |ρ|p{|f0(ρ)| − |g0(ρ)|}

≥ |ρ|p
{

3
4
|ap| −

1
4
|ap|
}

=
1
2
|ap||ρ|p > 0.

(7.9)

On the other hand, if ρ = a+ ib ∈ G1 with |ρ| ≥ r1 and b ≤ −d, then

|∆1(ρ)| ≥ |ρ|p{|f1(ρ)| − |g1(ρ)|}

≥ |ρ|p
{

3
4
|ap| −

1
4
|ap|
}

=
1
2
|ap||ρ|p > 0.

(7.10)

The estimates (7.9) and (7.10) are our initial growth rates for the char-
acteristic determinants ∆0 and ∆1 relative to the open sets G0 and G1, re-
spectively. They will play a crucial role in Chapter 9 where we show that the
generalized eigenfunctions of the differential operator L are complete in the
Hilbert space L2[0, 1]. As an immediate application of (7.9) and (7.10), we
have the following theorem which establishes apriori estimates for the eigen-
values of L relative to the sets G0 and G1.

Theorem 7.1. Assume that p = q. Let λ = ρn ∈ C with ρ = a+ ib ∈ G0 and
with |ρ| ≥ r1.

(a) If b ≥ d, then ∆0(ρ) 6= 0 and λ ∈ ρ(L).
(b) If λ is an eigenvalue of L, then ∆0(ρ) = 0 and b < d.

In addition, let λ = ρn ∈ C with ρ = a+ ib ∈ G1 and with |ρ| ≥ r1.
(c) If b ≤ −d, then ∆1(ρ) 6= 0 and λ ∈ ρ(L).
(d) If λ is an eigenvalue of L, then ∆1(ρ) = 0 and b > −d.

It follows from the theorem that the resolvent set ρ(L) is nonempty. Thus,
the differential operator L is a Fredholm operator with Fredholm set Φ(L) = C
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and with resolvent set ρ(L) 6= ∅: this implies that the spectrum σ(L) is a
countable set having no limit points in C. See [34, p. 58 or p.60].

We next focus our search for the zeros of ∆0 on the horizontal strip Γ . Let
ξ0 and η0 be the roots of the quadratic polynomial Q(z) := apz

2 + bpz + cp,
so

Q(z) = ap[z − ξ0][z − η0]

with apξ0η0 = cp, ξ0 6= 0, η0 6= 0 and with η0 = −1/(ωpξ0) by (3.30). Then
the function f0 can be written in the form

f0(ρ) = ap[eiρ − ξ0][eiρ − η0]

for ρ ∈ C, and we see immediately that the zeros of f0 are given by

µ′k := (2πk + Arg ξ0)− i ln |ξ0|, k = 0,±1,±2, . . . ,
µ′′k := (2πk + Arg η0)− i ln |η0|, k = 0,±1,±2, . . . ,

with |η0| = 1/|ξ0| and arg η0 = − arg ξ0−2πp/n+π. From the above estimates
for f0, the zeros µ′k, µ′′k must all lie in the interior of the horizontal strip
| Im ρ| ≤ d, i.e., −d < ln |ξ0| < d. In case ξ0 6= η0, we have µ′k 6= µ′′l for all k, l,
with each µ′k and each µ′′k a zero of order 1 of f0. In the special case ξ0 = η0,
where Q has a double root, we have b2p = −4a2

p/ωp,

ξ0 = η0 = − bp
2ap

= ± i
√
ωp

and |ξ0| = |η0| = 1,

and
µ′k = µ′′k = 2πk + Arg ξ0 := µk for k = 0,±1,±2, . . . ;

in this case each µk is a real zero of order 2 of f0, and the relation b2p =
−4a2

p/ωp implies that bp 6= 0. In both cases we will show that the zeros of ∆0

and f0 + g0 in Γ appear as perturbations of the µ′k, µ′′k .
Since −π < Arg ξ0 ≤ π and −π < Arg η0 ≤ π, we can select a constant

ω ≥ π such that ω − 2π < Arg ξ0 < ω and ω − 2π < Arg η0 < ω. Then for
k = 1, 2, . . . we introduce the rectangles

R′k := {ρ ∈ C | ω − 2π ≤ Re ρ ≤ ω + 2π(k − 1) and | Im ρ | ≤ d}.

Clearly these rectangles lie in the horizontal strip Γ , and hence, they lie in
the interior of the sector T0, and the zeros µ′0, µ

′′
0 lie in the interior of the

rectangle R′1. Choose a constant δ with 0 < δ ≤ π/4 such that the two closed
disks |ρ−µ′0| ≤ δ and |ρ−µ′′0 | ≤ δ both lie in the interior of R′1 and such that
these two disks are disjoint in the case ξ0 6= η0. For k = 0,±1,±2, . . . form
the circles

Γ ′k := {ρ ∈ C | |ρ− µ′k| = δ}, Γ ′′k := {ρ ∈ C | |ρ− µ′′k | = δ},

where in the case ξ0 = η0 we set
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Γ ′k = Γ ′′k := Γk for k = 0,±1,±2, . . . .

The following properties are obvious from these definitions: (i) the circles
Γ ′k, Γ ′′k , k ≥ 0, lie in the interior of the horizontal strip Γ ; (ii) the Γ ′k, Γ ′′l and
the points inside them do not overlap each other in the case ξ0 6= η0; (iii) the
Γk and the points inside them do not overlap each other in the case ξ0 = η0;
and (iv) for each positive integer k0 the circles Γ ′k, Γ ′′k , 0 ≤ k < k0, lie in the
interior of the rectangle R′k0

, the circles Γ ′k, Γ ′′k , k ≥ k0, lie in the exterior
of R′k0

and to the right of R′k0
, and the circles Γ ′k, Γ ′′k , k < 0, lie in the exterior

of R′k0
and to the left of R′k0

.
To complete the geometry, let Γ∗ be the subset of T0 defined by

Γ∗ := {ρ = a+ ib ∈ Γ | ρ is not inside any of the circles Γ ′k, Γ ′′k }.

In the sequel we refer to Γ∗ as a punctured horizontal strip.
It is clear that f0(ρ) 6= 0 for all ρ ∈ R′1 not in the circles Γ ′0, Γ

′′
0 . Set

m∗ := min{ |f0(ρ)| | ρ ∈ R′1 with ρ not in Γ ′0, Γ
′′
0 } > 0.

Since f0(ρ + 2π) = f0(ρ) for all ρ ∈ C, it follows that |f0(ρ)| ≥ m∗ for all
points ρ = a+ ib ∈ C with |b| ≤ d and with ρ not in any of the circles Γ ′k, Γ ′′k .
If we set m0 := min{3|ap|/4, m∗} > 0, then our estimates for f0 combine to
yield the result

|f0(ρ)| ≥ m0 > 0 (7.11)

for all ρ ∈ C with ρ not in any of the circles Γ ′k, Γ ′′k .
Select a positive integer k0 such that the constant y0 := ω + 2π(k0 − 1)

has the following properties: y0 ≥ r1, y0 ≥ ω, and

γ0

|ρ|
≤ m0

2
for all ρ ∈ C with |ρ| ≥ y0,

where γ0 is the constant introduced above in the estimates for g0 and g1.
Clearly y0 > 1. Then for any point ρ = a + ib ∈ Γ with |ρ| ≥ y0, we have
|ρ| ≥ r1 > R0, so ρ ∈ G0, and by our previous estimate for g0,

|g0(ρ)| ≤
γ0

|ρ|
≤ m0

2
. (7.12)

Combining (7.11) and (7.12), we conclude that

|g0(ρ)| ≤
m0

2
< m0 ≤ |f0(ρ)| (7.13)

and
|f0(ρ) + g0(ρ)| ≥

m0

2
(7.14)

for all ρ = a+ ib ∈ Γ∗ with |ρ| ≥ y0, and hence, by (7.6)

|∆0(ρ)| ≥
m0

2
|ρ|p > 0 (7.15)
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for all ρ = a+ ib ∈ Γ∗ with |ρ| ≥ y0.
The estimate (7.15) is our principal result for the growth rate of the char-

acteristic determinant ∆0 on the punctured horizontal strip Γ∗ for the case
p = q. At this point we divide the discussion into the two cases where ξ0 6= η0
and ξ0 = η0.

7.1 Case 1. p = q, ξ0 6= η0

Assume that p = q and ξ0 6= η0. Suppose ρ = a+ib is a zero of ∆0 in G0 with
a ≥ −π, b ≥ −d, and |ρ| ≥ y0. What can we say about the location of ρ? By
Theorem 7.1 and the inequality (7.15), ρ must lie in one of the circles Γ ′k, Γ ′′k
for some integer k.

Let us consider the circles Γ ′k, Γ ′′k for k ≥ k0, which lie in the interior of T0

and in the interior of the horizontal strip Γ and to the right of the rectangle
R′k0

= [ω−2π, y0]× [−d, d]. From (7.13) we have |g0(ρ)| < |f0(ρ)| for all points
ρ on Γ ′k, Γ ′′k for k ≥ k0, and hence, by Rouché’s Theorem ∆0 and f0 +g0 have
precisely the same number of zeros as f0 inside Γ ′k and Γ ′′k for all k ≥ k0. But
f0 has only the single zero µ′k of order 1 inside Γ ′k and only the single zero µ′′k
of order 1 inside Γ ′′k , implying that ∆0 has exactly one zero ρ′k inside Γ ′k with
ρ′k having order 1 for k ≥ k0, and ∆0 has exactly one zero ρ′′k inside Γ ′′k with
ρ′′k having order 1 for k ≥ k0.

Setting

λ′k := (ρ′k)n, k = k0, k0 + 1, . . . ,
λ′′k := (ρ′′k)n, k = k0, k0 + 1, . . . ,

it follows that the λ′k, λ′′k , k = k0, k0 + 1, . . ., are eigenvalues of L. Since the
points ρ′k, ρ′′k , k = k0, k0 + 1, . . ., are zeros of order 1 of ∆0, applying our
earlier work the corresponding algebraic multiplicities and ascents are

ν(λ′k) = m(λ′k) = 1, k = k0, k0 + 1, . . . ,
ν(λ′′k) = m(λ′′k) = 1, k = k0, k0 + 1, . . . .

(7.16)

See Theorem 2.1 of Chapter 4 in [34]; the proof given for the principal part T
also works for the differential operator L.

Now suppose that λ0 is any eigenvalue of L distinct from the λ′k, λ′′k ,
k = k0, k0 + 1, . . .. Choose ρ0 ∈ S0 ∪ S1 such that λ0 = (ρ0)n. Clearly ρ0 ∈
IntT0 ∪ IntT1. There are two possible locations for the point ρ0: either ρ0 lies
in the disk |ρ| < y0, or |ρ0| ≥ y0. In the former case only a finite number of
such ρ0 are possible because the spectrum σ(L) is a countable set having no
limit points in C. Assume that ρ0 belongs to the latter case, so |ρ0| ≥ y0. Let
ρ0 = a0 + ib0. First, if b0 ≥ d, then we would have ρ0 ∈ S0 with |ρ0| ≥ r1, and
hence, ρ0 would belong to the open set G0 with |ρ0| ≥ r1; but Theorem 7.1
would then place λ0 in ρ(L) — a contradiction. Thus, we must have b0 < d.
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Second, if b0 ≤ −d, then we would have ρ0 ∈ S1 with |ρ0| ≥ r1, so ρ0 would
belong to the open set G1 with |ρ0| ≥ r1, and Theorem 7.1 would again place
λ0 in ρ(L) — a contradiction. Therefore, for the imaginary part of ρ0 we must
have −d < b0 < d.

Now for the real part, clearly a0 ≥ 0 from the simple geometry of the
sector S0 ∪ S1, and hence, ρ0 lies in the interior of the horizontal strip Γ and
ρ0 lies in IntT0. Suppose a0 > y0. We know that ρ0 does not lie in any of the
circles Γ ′k, Γ ′′k for k ≥ k0 because λ0 is distinct from the λ′k, λ′′k . The circles
Γ ′k, Γ ′′k , −∞ < k < k0, either lie in the interior of the rectangle R′k0

or lie to
the left of R′k0

, and hence, ρ0 can not be in any of these circles. This implies
that ρ0 belongs to the punctured horizontal strip Γ∗ with |ρ0| ≥ a0 > y0, and
by inequality (7.15) we have ∆0(ρ0) 6= 0 — again putting λ0 in ρ(L). This
contradiction shows that we must have a0 ≤ y0, and hence, ρ0 must lie in
the rectangle [0, y0] × [−d, d]. Only a finite number of such ρ0 are possible.
Thus, the λ′k, λ′′k , k = k0, k0 +1, . . ., account for all but a finite number of the
eigenvalues of L.

To complete this case, we derive asymptotic formulas for the zeros ρ′k, ρ′′k
of ∆0. Indeed, let G be the entire function defined by G(ρ) := ap[eiρ − η0],
and set

M0 := min{ |G(ρ)| | ρ ∈ C with |ρ− µ′0| ≤ δ} > 0.

Because G has period 2π, it follows that |G(ρ′k)| ≥M0 for k = k0, k0 + 1, . . ..
If we set ζ ′k := −g0(ρ′k)/ξ0G(ρ′k), k = k0, k0 + 1, . . ., then we can write the
equation f0(ρ′k) + g0(ρ′k) = 0 as eiρ′k = ξ0 + ξ0ζ

′
k, and upon dividing by

eiµ′k = ξ0, it becomes
ei(ρ′k−µ′k) = 1 + ζ ′k.

But |Re(ρ′k − µ′k)| ≤ |ρ′k − µ′k| < δ ≤ π/4, so

ρ′k − µ′k = −i Log[1 + ζ ′k], k = k0, k0 + 1, . . . . (7.17)

For each integer k ≥ k0 we have

|ρ′k| ≥ |µ′k| − |ρ′k − µ′k| ≥ 2πk + Arg ξ0 − δ

≥ 2πk − π − π

4
≥ 6k − 5 ≥ k

and

|ζ ′k| =
|g0(ρ′k)|
|ξ0||G(ρ′k)|

≤ γ0

|ξ0|M0|ρ′k|
≤ γ

k
. (7.18)

Since
−i Log[1 + z] = zH(z) for |z| < 1,

with H analytic on the disk |z| < 1, from (7.17) and (7.18) we obtain the
estimate

|ρ′k − µ′k| ≤
γ

k
, k = k0, k0 + 1, . . . , (7.19)

for an appropriate constant γ > 0. A similar argument shows that
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|ρ′′k − µ′′k | ≤
γ

k
, k = k0, k0 + 1, . . . . (7.20)

The estimates (7.19) and (7.20) are the desired asymptotic formulas for Case 1.
We summarize these results for the eigenvalues as a theorem.

Theorem 7.2. Let the differential operator L belong to Case 1, where the
integers p and q satisfy the conditions −∞ < p = q ≤ p0 and where ξ0 and η0
are the roots of the quadratic polynomial Q(z) = apz

2 + bpz + cp with ξ0 6= η0
(so |η0| = 1/|ξ0| and arg η0 = − arg ξ0−2πp/n+π). Then the elements of the
spectrum σ(L) can be listed as two distinct sequences

λ′k = (ρ′k)n, k = k0, k0 + 1, . . . , λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

plus a finite number of additional points, where

ρ′k = (2πk + Arg ξ0)− i ln |ξ0|+ ε′k, k = k0, k0 + 1, . . . ,
ρ′′k = (2πk + Arg η0) + i ln |ξ0|+ ε′′k , k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ/k and |ε′′k | ≤ γ/k for k = k0, k0 + 1, . . .. Moreover, the corre-
sponding algebraic multiplicities and ascents are

ν(λ′k) = m(λ′k) = 1, k = k0, k0 + 1, . . . ,

ν(λ′′k) = m(λ′′k) = 1, k = k0, k0 + 1, . . . .

7.2 Case 2. p = q, ξ0 = η0

Assume that p = q and ξ0 = η0. In this case the polynomial

Q(z) = apz
2 + bpz + cp

has the double root ξ0 = η0, and multiple eigenvalues are possible. If ρ =
a + ib ∈ G0 is a zero of ∆0 with a ≥ −π, b ≥ −d, and |ρ| ≥ y0, then by
Theorem 7.1 and (7.15) ρ must lie in one of the circles Γk = Γ ′k = Γ ′′k for
some integer k. Let us consider the circles Γk, k ≥ k0, which lie in the interior
of T0 and in the interior of the horizontal strip Γ and to the right of the
rectangle R′k0

= [ω − 2π, y0] × [−d, d]. From (7.13) we have |g0(ρ)| < |f0(ρ)|
for all points ρ on Γk for k ≥ k0, and hence, by Rouché’s Theorem ∆0 and
f0 + g0 have precisely the same number of zeros as f0 inside Γk for all k ≥ k0.
But f0 has only the single zero µk of order 2 inside Γk, implying that ∆0 has
two zeros ρ′k and ρ′′k inside Γk for k ≥ k0, where either ρ′k 6= ρ′′k with ρ′k and
ρ′′k both being zeros of order 1 or ρ′k = ρ′′k with ρ′k being a zero of order 2.

Setting

λ′k := (ρ′k)n, k = k0, k0 + 1, . . . ,
λ′′k := (ρ′′k)n, k = k0, k0 + 1, . . . ,
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it follows that the λ′k, λ′′k , k = k0, k0 +1, . . ., are eigenvalues of L. In addition,
if ρ′k 6= ρ′′k , then λ′k 6= λ′′k and by our earlier work the algebraic multiplicities
and ascents are

ν(λ′k) = m(λ′k) = 1, ν(λ′′k) = m(λ′′k) = 1; (7.21)

if ρ′k = ρ′′k , then λ′k = λ′′k , and again by our previous work the algebraic
multiplicities and ascents are

ν(λ′k) = 2, m(λ′k) = 1 or m(λ′k) = 2. (7.22)

Let λ0 be any eigenvalue of L distinct from the λ′k, λ′′k , k = k0, k0 + 1, . . ..
Choose ρ0 ∈ S0 ∪ S1 such that λ0 = (ρ0)n. Then either ρ0 lies in the disk
|ρ| < y0, or the modulus satisfies the condition |ρ0| ≥ y0 with | Im ρ0| < d by
Theorem 7.1. In the latter case (7.15) implies that ρ0 belongs to the rectangle
[0, y0] × [−d, d]. In either case only a finite number of such ρ0 are possible
because the spectrum σ(L) is a countable set having no limit points in C.
Thus, we conclude that the λ′k, λ′′k , k = k0, k0 + 1, . . ., account for all but a
finite number of the eigenvalues of L.

Next, let us derive asymptotic formulas for the zeros ρ′k, ρ′′k of ∆0. Fix any
index k ≥ k0. We know that f0(ρ′k) + g0(ρ′k) = 0, so[

eiρ′k − ξ0
]2 = − 1

ap
g0(ρ′k).

By constructing an appropriate analytic branch of the square root
√

(de-
pending on k), the last equation can be rewritten as

eiρ′k = ξ0 +

√
− 1
ap
g0(ρ′k) ,

and upon dividing by eiµk = ξ0, it becomes

ei(ρ′k−µk) = 1 +
1
ξ0

√
− 1
ap
g0(ρ′k)︸ ︷︷ ︸

ζ ′k

.

Since |Re(ρ′k − µk)| ≤ |ρ′k − µk| < δ ≤ π/4, we get

ρ′k − µk = −i Log [1 + ζ ′k].

Now

|ρ′k| ≥ |µk| − |ρ′k − µk| ≥ 2πk + Arg ξ0 −
π

4
≥ 6k − 5 ≥ k

and
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|ζ ′k| =
1
|ξ0|

√
1
|ap|

|g0(ρ′k)| ≤ 1
|ξ0|

√
γ0

|ap||ρ′k|
≤ γ√

k
.

As in Case 1 this leads to the estimate

|ρ′k − µk| ≤
γ√
k
, k = k0, k0 + 1, . . . , (7.23)

for an appropriate constant γ > 0. The same argument shows that

|ρ′′k − µk| ≤
γ√
k
, k = k0, k0 + 1, . . . . (7.24)

These last two results are our asymptotic formulas for the zeros in Case 2.
We now summarize the above results as a theorem.

Theorem 7.3. Let the differential operator L belong to Case 2, where the
integers p and q satisfy −∞ < p = q ≤ p0 and where ξ0 = η0 is the double root
of the quadratic polynomial Q(z) = apz

2 + bpz + cp (so ξ0 = η0 = ±i/√ωp ).
Then the elements of the spectrum σ(L) can be listed as two sequences

λ′k = (ρ′k)n, k = k0, k0 + 1, . . . , λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

plus a finite number of additional points, where

ρ′k = 2πk + Arg ξ0 + ε′k, k = k0, k0 + 1, . . . ,
ρ′′k = 2πk + Arg ξ0 + ε′′k , k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ/
√
k and |ε′′k | ≤ γ/

√
k for k = k0, k0 + 1, . . .. For each k ≥ k0 if

ρ′k 6= ρ′′k, then λ′k 6= λ′′k and the algebraic multiplicities and ascents are

ν(λ′k) = m(λ′k) = 1 and ν(λ′′k) = m(λ′′k) = 1,

while if ρ′k = ρ′′k, then λ′k = λ′′k and the algebraic multiplicities and ascents are

ν(λ′k) = 2 and m(λ′k) = 1 or m(λ′k) = 2.

Question. There are examples of differential operators L belonging to Case 2
that are regular, where the integers p and q satisfy the conditions p = q = p0.
For example, consider a second order differential operator L determined by
periodic boundary conditions. Are there examples of differential operators L
belonging to Case 2 that are simply irregular, i.e., where the integers p and q
satisfy the conditions p = q < p0?

7.3 Case 3. p < q

Assume that p < q. This case becomes Case 3, the so-called logarithmic case.
For this case the differential operator L is always simply irregular. For the
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functions in (7.1) we know that the coefficients satisfy ap 6= 0, bq 6= 0, and
cp 6= 0. Set n0 := q− p > 0. By (7.1) and (7.2) we can write the characteristic
determinant ∆0 in the form

∆0(ρ) = ρp
{
ape2iρ[1 + φ02(ρ)] + bqρ

n0eiρ[1 + φ01(ρ)] + cp[1 + φ00(ρ)]
}

(7.25)

for ρ ∈ G0, where

φ02(ρ) :=
p−1∑

κ=−(m−p0−1)

aκ

apρp−κ
+

1
apρp

Φ02(ρ),

φ01(ρ) :=
q−1∑

κ=−(m−p0−1)

bκ
bqρq−κ

+
1

bqρq
Φ01(ρ),

φ00(ρ) :=
p−1∑

κ=−(m−p0−1)

cκ
cpρp−κ

+
1

cpρp
Φ00(ρ)

for ρ ∈ G0. The functions φ0i, i = 0, 1, 2, are analytic on the open set G0,
and recalling that m− p0 + p ≥ 1 and m− p0 + q ≥ 1, by (7.3) we obtain the
growth rates

|φ02(ρ)| ≤
γ0

|ρ|
, |φ01(ρ)| ≤

γ0

|ρ|
, |φ00(ρ)| ≤

γ0

|ρ|
(7.26)

for ρ ∈ G0. Choose a constant r1 > R1 ≥ R0 such that

1/2 ≤ |1 + φ02(ρ)| ≤ 2, 1/2 ≤ |1 + φ01(ρ)| ≤ 2, 1/2 ≤ |1 + φ00(ρ)| ≤ 2

for ρ ∈ G0 with |ρ| ≥ r1.
Similarly, by (7.1) and (7.4) the characteristic determinant ∆1 can be

expressed as

∆1(ρ) = ρp
{
ap[1+φ12(ρ)]+bqρn0e−iρ[1+φ11(ρ)]+cpe−2iρ[1+φ10(ρ)]

}
(7.27)

for ρ ∈ G1, where

φ12(ρ) :=
p−1∑

κ=−(m−p0−1)

aκ

apρp−κ
+

1
apρp

Φ12(ρ),

φ11(ρ) :=
q−1∑

κ=−(m−p0−1)

bκ
bqρq−κ

+
1

bqρq
Φ11(ρ),

φ10(ρ) :=
p−1∑

κ=−(m−p0−1)

cκ
cpρp−κ

+
1

cpρp
Φ10(ρ)

for ρ ∈ G1. The functions φ1i, i = 0, 1, 2, are analytic on the open set G1, and
by (7.5)
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|φ12(ρ)| ≤
γ0

|ρ|
, |φ11(ρ)| ≤

γ0

|ρ|
, |φ10(ρ)| ≤

γ0

|ρ|
(7.28)

for ρ ∈ G1. Without loss of generality we can assume that the constant r1
chosen above also produces the inequalities

1/2 ≤ |1 + φ12(ρ)| ≤ 2, 1/2 ≤ |1 + φ11(ρ)| ≤ 2, 1/2 ≤ |1 + φ10(ρ)| ≤ 2

for ρ ∈ G1 with |ρ| ≥ r1.
Set µ0 := −bq/cp, a nonzero complex constant, and let ω be the positive

real number defined by the equation 1/ω := 1/|µ0|1/n0 + n0. Choose real
numbers α and β with 0 < α < [1/(2|µ0|)]1/n0 , β > [2/|µ0|]1/n0 , and

2|µ0|(2α)n0 ≤ 1
8
,

4
|µ0|βn0

≤ 1
4
.

Clearly 1/β < |µ0|1/n0 < 1/α. We will first study the characteristic determi-
nant ∆0 on the sector S0, which lies in Quadrant I. Note that if ρ is any point
in S0 with |ρ| > R0, then ρ belongs to the open set G0, and hence, we will be
working in a region where ∆0 is analytic. In terms of the constants α and β,
form the region

Ω0 :=
{
ρ = a+ ib ∈ S0

∣∣ αeb/n0 ≤ a ≤ βeb/n0
}

and the two complementary regions

Ω0∞ :=
{
ρ = a+ ib ∈ S0

∣∣ a ≤ αeb/n0
}
,

Ω0 :=
{
ρ = a+ ib ∈ S0

∣∣ βeb/n0 ≤ a
}
.

Clearly these three regions lie in Quadrant I. An equivalent definition of Ω0

is
Ω0 =

{
ρ = a+ ib ∈ S0

∣∣ a ≥ α and n0 ln[a/β] ≤ b ≤ n0 ln[a/α]
}
,

so in the sequel Ω0 is referred to as a logarithmic strip. Also, observe that

n0 ln[a/β] < n0 ln[|µ0|1/n0a] < n0 ln[a/α]

for a ≥ β, so the logarithmic curve b = n0 ln[|µ0|1/n0a] runs down the ‘middle’
of Ω0.

Let us begin by calculating the growth rate of ∆0 on the region Ω0∞. For
any point ρ = a+ ib ∈ Ω0∞ we have

|ρ| ≤ a+ b ≤ αeb/n0 + n0eb/n0

≤ [1/|µ0|1/n0 + n0]eb/n0 =
1
ω

eb/n0 ,

and hence,
n0 ln[ω|ρ|] ≤ b for all ρ = a+ ib ∈ Ω0∞. (7.29)
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Choose a constant x0 > 0 such that x ≤ αex/n0 and e−2x ≤ 1/16 for all x ∈ R
with x ≥ x0, and then choose a second constant r2 with r2 ≥ r1 and r2 ≥ β
and with x0 ≤ n0 ln[ω|ρ|] for all ρ ∈ C with |ρ| ≥ r2. If ρ = a+ ib ∈ Ω0∞ with
|ρ| ≥ r2, then by (7.29) we have b ≥ x0, b ≤ αeb/n0 and e−2b ≤ 1/16, and

|ρ| ≤ a+ b ≤ αeb/n0 + αeb/n0 = 2αeb/n0 . (7.30)

Take any point ρ = a + ib ∈ Ω0∞ with |ρ| ≥ r2. Clearly b ≥ x0 > 0.
Combining (7.30) with (7.25), we have

∆0(ρ) = cpρ
p
{

[1 + φ00(ρ)]− µ0ρ
n0 [1 + φ01(ρ)]eiρ +

ap

cp
[1 + φ02(ρ)]e2iρ

}
and (recall |ap| = |cp| by (3.30))

|∆0(ρ)| ≥ |cp||ρ|p
{

1
2
− 2|µ0||ρ|n0e−b − 2e−2b

}
≥ |cp||ρ|p

{
1
2
− 2|µ0| · (2α)n0eb · e−b − 2 · 1

16

}
≥ 1

4
|cp||ρ|p,

or
|∆0(ρ)| ≥

1
4
|ap||ρ|p > 0 (7.31)

for all ρ = a+ ib ∈ Ω0∞ with |ρ| ≥ r2.
To determine the growth rate of ∆0 on the region Ω0 , we first use (7.25)

to express ∆0 in the form

∆0(ρ) = bqρ
qeiρ
{

[1 + φ01(ρ)] +
ap

bqρn0
[1 + φ02(ρ)]eiρ

+
cp

bqρn0
[1 + φ00(ρ)]e−iρ

}
for ρ ∈ G0. Then for any point ρ = a+ ib ∈ Ω0 with |ρ| ≥ r2 we have

|ρ| ≥ a ≥ βeb/n0 , (7.32)

and hence,

|∆0(ρ)| ≥ |bq||ρ|qe−b

{
1
2
− 2
|µ0||ρ|n0

[
e−b + eb

]}
≥ |bq||ρ|qe−b

{
1
2
− 4eb

|µ0| · βn0eb

}
≥ 1

4
|bq||ρ|qe−b

=
1
4
|bq||ρ|p · |ρ|n0e−b ≥ βn0

4
|bq||ρ|p ≥

4
|µ0|

|bq||ρ|p > 0,

or
|∆0(ρ)| ≥

1
4
|bq||ρ|qe−b ≥ 4

|µ0|
|bq||ρ|p > 0 (7.33)
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for all ρ = a+ ib ∈ Ω0 with |ρ| ≥ r2.
Next, we rework the above material for the characteristic determinant ∆1

on the sector S1. For ρ ∈ S1 with |ρ| > R0, we have ρ ∈ G1, and we are
working in a region of analyticity for ∆1. Now let us form the region

Ω1 :=
{
ρ = a+ ib ∈ S1

∣∣ αe−b/n0 ≤ a ≤ βe−b/n0
}

and the two complementary regions

Ω1∞ :=
{
ρ = a+ ib ∈ S1

∣∣ a ≤ αe−b/n0
}
,

Ω1 :=
{
ρ = a+ ib ∈ S1

∣∣ βe−b/n0 ≤ a
}
.

These three regions lie in Quadrant IV, and Ω1 can be expressed as

Ω1 =
{
ρ = a+ ib ∈ S1

∣∣ a ≥ α and − n0 ln[a/α] ≤ b ≤ −n0 ln[a/β]
}
.

The logarithmic curve b = −n0 ln[|µ0|1/n0a] runs down the ‘middle’ of Ω1.
Let us first calculate the growth rate of ∆1 on the region Ω1∞. For any

point ρ = a+ ib in Ω1∞ we have

|ρ| ≤ a+ |b| ≤ αe−b/n0 + n0e|b|/n0

≤ [1/|µ0|1/n0 + n0]e|b|/n0 =
1
ω

e|b|/n0 ,

and hence,
n0 ln[ω|ρ|] ≤ |b| for all ρ = a+ ib ∈ Ω1∞. (7.34)

Note that if ρ = a+ ib ∈ Ω1∞ with |ρ| ≥ r2, then by (7.34) we have |b| ≥ x0,
|b| ≤ αe|b|/n0 and e−2|b| ≤ 1/16, and

|ρ| ≤ a+ |b| ≤ αe−b/n0 + αe|b|/n0 = 2αe|b|/n0 . (7.35)

Now take any point ρ = a+ ib ∈ Ω1∞ with |ρ| ≥ r2. Clearly |b| ≥ x0 > 0.
Combining (7.35) with (7.27), we have

∆1(ρ) = apρ
p
{

[1 + φ12(ρ)] +
bq
ap
ρn0 [1 + φ11(ρ)]e−iρ +

cp
ap

[1 + φ10(ρ)]e−2iρ
}

and

|∆1(ρ)| ≥ |ap||ρ|p
{

1
2
− 2|µ0||ρ|n0eb − 2e2b

}
≥ |ap||ρ|p

{
1
2
− 2|µ0| · (2α)n0e−b · eb − 2 · 1

16

}
≥ 1

4
|ap||ρ|p,

or
|∆1(ρ)| ≥

1
4
|ap||ρ|p > 0 (7.36)
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for all ρ = a+ ib ∈ Ω1∞ with |ρ| ≥ r2. Compare this growth rate to (7.31).
To determine the growth rate of ∆1 on the region Ω1 , we use (7.27) to

express ∆1 in the form

∆1(ρ) = bqρ
qe−iρ

{
[1+φ11(ρ)]+

ap

bqρn0
[1+φ12(ρ)]eiρ +

cp
bqρn0

[1+φ10(ρ)]e−iρ
}

for ρ ∈ G1. Then for any point ρ = a+ ib ∈ Ω1 with |ρ| ≥ r2 we have

|ρ| ≥ a ≥ βe−b/n0 = βe|b|/n0 , (7.37)

and hence,

|∆1(ρ)| ≥ |bq||ρ|qeb

{
1
2
− 2
|µ0||ρ|n0

[
e−b + eb

]}
≥ |bq||ρ|qeb

{
1
2
− 4e|b|

|µ0| · βn0e|b|

}
≥ 1

4
|bq||ρ|qeb

≥ 1
4
|bq||ρ|p · |ρ|n0e−|b| ≥ βn0

4
|bq||ρ|p ≥

4
|µ0|

|bq||ρ|p > 0,

or
|∆1(ρ)| ≥

1
4
|bq||ρ|qeb ≥ 4

|µ0|
|bq||ρ|p > 0 (7.38)

for all ρ = a+ ib ∈ Ω1 with |ρ| ≥ r2. Cf. (7.33).
As an application of these growth rates on the regions Ω0∞, Ω0 and Ω1∞,

Ω1 , we obtain the following apriori estimates for the eigenvalues of L.

Theorem 7.4. Assume p < q. For any point λ = ρn ∈ C with ρ = a+ib ∈ S0

and |ρ| ≥ r2 :

(a) If ρ ∈ Ω0∞ or ρ ∈ Ω0 , then ∆0(ρ) 6= 0 and λ ∈ ρ(L).
(b) If λ is an eigenvalue of L, then ∆0(ρ) = 0 and ρ lies in the interior of

the logarithmic strip Ω0.
Also, for any point λ = ρn ∈ C with ρ = a+ ib ∈ S1 and |ρ| ≥ r2 :

(c) If ρ ∈ Ω1∞ or ρ ∈ Ω1 , then ∆1(ρ) 6= 0 and λ ∈ ρ(L).
(d) If λ is an eigenvalue of L, then ∆1(ρ) = 0 and ρ lies in the interior of

the logarithmic strip Ω1.

The theorem implies that the resolvent set ρ(L) is nonempty, and hence,
by our earlier remarks the spectrum σ(L) is a countable set having no limit
points in C.

Next, we calculate the eigenvalues of L that correspond to the zeros of
∆0 in the logarithmic strip Ω0. Following this we compute the eigenvalues
corresponding to the zeros of ∆1 in the logarithmic strip Ω1. Set ξ := 1+n0/α
and η := β + n0. Then for ρ = a+ ib ∈ Ω0 we have

|ρ| ≤ a+ b ≤ a+ n0 ln[a/α] ≤ a+ (n0/α)a = ξa (7.39)
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and
|ρ| ≤ a+ b ≤ βeb/n0 + b ≤ βeb/n0 + n0eb/n0 = ηeb/n0 . (7.40)

In studying the characteristic determinant on the logarithmic strip Ω0, we
use (7.25) to write ∆0 in the form

∆0(ρ) = cpρ
peiρ

{
e−iρ − µ0ρ

n0 [1 + h0(ρ)]
}

(7.41)

for ρ ∈ G0, where h0 is the function given by

h0(ρ) := − e−iρ

µ0ρn0
φ00(ρ) + φ01(ρ) +

ap

bqρn0
[1 + φ02(ρ)]eiρ

for ρ ∈ G0. The function h0 is analytic on the open set G0. Observe that for
any point ρ = a+ ib ∈ Ω0 with |ρ| ≥ r2, the inequalities defining Ω0 yield∣∣∣∣ e−iρ

µ0ρn0

∣∣∣∣ = eb

|µ0||ρ|n0
≤ 1
|µ0||ρ|n0

· a
n0

αn0
≤ 1
|µ0|αn0

,

and clearly |1 + φ02(ρ)||eiρ| = |1 + φ02(ρ)|e−b ≤ 2 because b ≥ 0 for ρ ∈ S0,
and hence, by the inequalities in (7.26)

|h0(ρ)| ≤
γ1

|ρ|
(7.42)

for ρ = a+ ib ∈ Ω0 with |ρ| ≥ r2.
Set

Ω′ :=
{
ρ = a+ ib ∈ S0

∣∣ a ≥ r2, n0 ln[a/β] ≤ b ≤ n0 ln[a/α]
}
,

which is a subset of both G0 and Ω0 (recall that r2 ≥ β > α). Fix a real
number δ with 0 < δ ≤ π/4 and 0 < δ < (ln 2)/(1 + n0), and then for
k = 1, 2, . . . define{

α′k := 2πk −Argµ0, β′k := n0 ln[|µ0|1/n0α′k],
µ′k := α′k + iβ′k,

and introduce the circles

Γ ′k := {ρ ∈ C | |ρ− µ′k| = δ}.

Choose an integer k1 ≥ 2 such that y′1 := α′k1
− π ≥ r2. Note that α′k − π ≥

r2 ≥ β and α′k ≥ 3π for k = k1, k1 + 1, . . .. Also, introduce the logarithmic
rectangles

R′k :=
{
ρ = a+ ib ∈ C | α′k − π ≤ a ≤ α′k + π, n0 ln[a/β] ≤ b ≤ n0 ln[a/α]

}
for k = k1, k1 + 1, . . .. Without loss of generality we can assume that k1 is
sufficiently large to guarantee that each R′k is contained in S0, and hence, for
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k = k1, k1 + 1, . . . the point µ′k lies in the interior of R′k with R′k a subset
of Ω′.

Fix any index k ≥ k1, and take any point ρ = a+ib ∈ C with |ρ−µ′k| ≤ δ.
We assert that ρ lies in the interior of R′k. Indeed, we clearly have |a− α′k| ≤
δ < π and |b− n0 ln[|µ0|1/n0α′k]| ≤ δ, so

|b− n0 ln[|µ0|1/n0a]| ≤ |b− n0 ln[|µ0|1/n0α′k]|
+ |n0 ln[|µ0|1/n0a]− n0 ln[|µ0|1/n0α′k]|

≤ δ + n0|a− α′k| ≤ δ(1 + n0) < ln 2.

It follows that n0 ln[(|µ0|/2)1/n0a] < b < n0 ln[(2|µ0|)1/n0a] and

n0 ln[a/β] < b < n0 ln[a/α].

This establishes the assertion, and it is immediate that the circle Γ ′k lies in
the interior of the logarithmic rectangle R′k for k = k1, k1 +1, . . .. To complete
the setup of the geometry, for k = k1, k1 + 1, . . . let Ω′

k be the punctured
logarithmic rectangle formed from R′k by removing all the points inside Γ ′k.

The next step is to establish the growth rate of ∆0 on each of the regions
Ω′

k. Note that
e−iµ′k = µ0(α′k)n0

for k = k1, k1 + 1, . . .. Let fk, k = k1, k1 + 1, . . ., and gk, k = k1, k1 + 1, . . ., be
the sequences of functions defined by

fk(ρ) := e−i(ρ−µ′k) − 1 for ρ ∈ C,

gk(ρ) := −h0(ρ)−
n0∑

j=1

(
n0

j

)[ 1
α′k

(ρ− µ′k) +
iβ′k
α′k

]j[
1 + h0(ρ)

]
for ρ ∈ G0.

The functions fk are entire functions, while the functions gk are analytic on
the open set G0. We can use (7.41) to write ∆0 in its final form

∆0(ρ) = cpµ0(α′k)n0ρpeiρ
{

e−iρ · eiµ′k −
[ ρ
α′k

]n0[
1 + h0(ρ)

]}
= cpµ0(α′k)n0ρpeiρ

{
e−i(ρ−µ′k) −

[ 1
α′k

(ρ− µ′k) +
iβ′k
α′k

+ 1
]n0[

1 + h0(ρ)
]}
,

or
∆0(ρ) = cpµ0(α′k)n0ρpeiρ[fk(ρ) + gk(ρ)] (7.43)

for ρ ∈ G0 and for k = k1, k1 +1, . . .. Here we have a family of representations
for ∆0 depending on the integer k. We will use the kth representation to
determine the growth rate of ∆0 on the kth region Ω′

k.
In terms of the constants α, β, δ, choose d0 > 0 such that

n0 ln[2/(|µ0|1/n0α)] ≤ d0, n0 ln[2|µ0|1/n0β] ≤ d0,
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and δ < d0, and then form the punctured rectangle

R∗ := {ρ = a+ ib ∈ C | −π ≤ a ≤ π, −d0 ≤ b ≤ d0, and |ρ| ≥ δ}.

Set m0 := min{ |e−iρ − 1| | ρ ∈ R∗} > 0.
Fix any index k ≥ k1 and any point ρ = a + ib ∈ Ω′

k. It follows that
−π ≤ a− α′k ≤ π, π/α′k ≤ 1/2 because α′k ≥ 3π,

a

α′k
≤ α′k + π

α′k
≤ 2,

a

α′k
≥ α′k − π

α′k
≥ 1

2
,

and

b− β′k ≤ n0 ln[a/α]− n0 ln[|µ0|1/n0α′k]

= n0 ln[a/(|µ0|1/n0αα′k)] ≤ n0 ln[2/(|µ0|1/n0α)] ≤ d0,

b− β′k ≥ n0 ln[a/β]− n0 ln[|µ0|1/n0α′k]

= n0 ln[a/(|µ0|1/n0βα′k)] ≥ n0 ln[1/(2|µ0|1/n0β)] ≥ −d0.

Thus, the point ρ−µ′k belongs to the punctured rectangle R∗ with |ρ−µ′k| ≤
π + d0. We conclude that

|fk(ρ)| ≥ m0 (7.44)

for k ≥ k1 and for ρ ∈ Ω′
k. Note that the constant m0 is independent of the

index k.
Clearly limk→∞ 1/α′k = limk→∞ β′k/α

′
k = 0. In terms of the constant γ1

that appears in the inequality (7.42), select an integer k0 ≥ k1 such that
y′0 := α′k0

− π ≥ r2, such that

γ1

|ρ|
≤ m0

4
for all ρ ∈ C with |ρ| ≥ y′0,

and such that
n0∑

j=1

(
n0

j

)[
π + d0

α′k
+
β′k
α′k

]j[
1 +

γ1

r2

]
≤ m0

4
for all k ≥ k0.

Then for k ≥ k0 and for ρ = a+ ib ∈ Ω′
k, we have |ρ| ≥ a ≥ α′k − π ≥ y′0 ≥ r2,

and hence, by (7.42) and the definition of the integer k0:

|gk(ρ)| ≤ m0

2
< m0 ≤ |fk(ρ)|. (7.45)

Also, since α′k ≥ 3π, we have a ≥ α′k − π ≥ 2π or a/2 ≥ π, and α′k ≥ a− π ≥
a/2 ≥ |ρ|/(2ξ) by (7.39). Therefore, from (7.43) and (7.45) we conclude that

|∆0(ρ)| ≥ |cp||µ0|(α′k)n0 |ρ|pe−b · m0

2
≥ m0|ap||µ0|

2(2ξ)n0
|ρ|qe−b,
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or

|∆0(ρ)| ≥
m0|ap||µ0|
2(2ξ)n0

|ρ|qe−b > 0 (7.46)

for k ≥ k0 and for ρ = a+ ib ∈ Ω′
k.

The estimate (7.45) is local in character in that it depends on k: it is
valid only on the region Ω′

k. In contrast, the estimate (7.46) is global because
the constant on the right is independent of k. If we introduce the punctured
logarithmic strip

Ω′
∗ :=

∞⋃
k=k0

Ω′
k,

then we see that Ω′
∗ consists of all points ρ = a+ib ∈ Ω0 which satisfy a ≥ y′0

and which do not lie inside any of the circles Γ ′k for k ≥ k0, and from (7.46)
and the definition of Ω0:

|∆0(ρ)| ≥
m0|ap||µ0|
2(2ξ)n0

|ρ|qe−b ≥ m0|ap||µ0|αn0

2(2ξ)n0
|ρ|p > 0 (7.47)

for all ρ = a+ ib ∈ Ω′
∗.

With the basic estimates (7.45) and (7.47) in place, consider one of the
circles Γ ′k for k ≥ k0. Since (7.45) is valid for each point ρ on Γ ′k, it follows by
Rouché’s Theorem that ∆0 and fk + gk have the same number of zeros as fk

inside Γ ′k. But µ′k is the only zero of fk inside Γ ′k, µ′k being a zero of order 1.
Consequently, ∆0 has a unique zero ρ′k inside Γ ′k with ρ′k having order 1 for
k ≥ k0. Setting

λ′k := (ρ′k)n, k = k0, k0 + 1, . . . ,

the complex numbers λ′k are eigenvalues of L, and by our earlier work the
corresponding algebraic multiplicities and ascents are given by

ν(λ′k) = m(λ′k) = 1, k = k0, k0 + 1, . . . . (7.48)

It is also easy to derive asymptotic formulas for the zeros ρ′k of ∆0. Set
ζ ′k := −gk(ρ′k) for k = k0, k0 + 1, . . .. Then e−i(ρ′k−µ′k) = 1 + ζ ′k and

ρ′k − µ′k = iLog [1 + ζ ′k] (7.49)

for k = k0, k0 + 1, . . ., where

|ζ ′k| ≤
γ1

|ρ′k|
+

n0∑
j=1

(
n0

j

)[
δ

α′k
+
β′k
α′k

]j[
1 +

γ1

r2

]
.

Now for each k ≥ k0, α′k ≥ 2πk−π ≥ k, β′k ≤ n0 ln[|µ0|1/n0(2πk+π)] ≤ γ2 ln k,
and |ρ′k| ≥ |µ′k|− |ρ′k−µ′k| ≥ α′k−δ ≥ 6k−5 ≥ k, which yields |ζ ′k| ≤ γ3 ln k/k
and

|ρ′k − µ′k| ≤
γ ln k
k

, k = k0, k0 + 1, . . . . (7.50)
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To compute the zeros of ∆1 in the logarithmic strip Ω1, we begin by using
(7.27) to express ∆1 in the form

∆1(ρ) = apρ
pe−iρ

{
eiρ − µ1ρ

n0 [1 + h1(ρ)]
}

(7.51)

for ρ ∈ G1, where µ1 := −bq/ap = −µ0/ωp , |µ1| = |µ0|, and h1 is the analytic
function given by

h1(ρ) := − eiρ

µ1ρn0
φ12(ρ) + φ11(ρ) +

cp
bqρn0

[1 + φ10(ρ)]e−iρ

for ρ ∈ G1. For any point ρ = a + ib ∈ Ω1 with |ρ| ≥ r2, the inequalities
defining Ω1 give∣∣∣∣ eiρ

µ1ρn0

∣∣∣∣ = e−b

|µ1||ρ|n0
≤ 1
|µ1||ρ|n0

· a
n0

αn0
≤ 1
|µ0|αn0

,

and clearly |1+φ10(ρ)||e−iρ| = |1+φ10(ρ)|eb ≤ 2, and hence, by the inequalities
in (7.28)

|h1(ρ)| ≤
γ1

|ρ|
(7.52)

for ρ = a+ ib ∈ Ω1 with |ρ| ≥ r2.
We concentrate the search for zeros in the region

Ω′′ :=
{
ρ = a+ ib ∈ S1

∣∣ a ≥ r2, −n0 ln[a/α] ≤ b ≤ −n0 ln[a/β]
}
,

which is a subset of both G1 and Ω1. Using the real number δ defined above,
for k = 1, 2, . . . define{

α′′k := 2πk + Argµ1, β′′k := −n0 ln[|µ1|1/n0α′′k ],
µ′′k := α′′k + iβ′′k ,

and introduce the circles

Γ ′′k := {ρ ∈ C | |ρ− µ′′k | = δ}.

Assume the positive integer k1 also satisfies the condition y′′1 := α′′k1
−π ≥ r2.

Clearly we have α′′k − π ≥ r2 ≥ β and α′′k ≥ 3π for k = k1, k1 + 1, . . .. Let us
introduce the logarithmic rectangles

R′′k :=
{
ρ = a+ib ∈ C | α′′k−π ≤ a ≤ α′′k +π, −n0 ln[a/α] ≤ b ≤ −n0 ln[a/β]

}
for k = k1, k1 + 1, . . .. Without loss of generality we can assume that k1 is
sufficiently large to guarantee that each R′′k is contained in S1, and hence, for
k = k1, k1 + 1, . . . the point µ′′k lies in the interior of R′′k with R′′k a subset
of Ω′′. As above the circle Γ ′′k lies in the interior of the logarithmic rectangle
R′′k for k = k1, k1+1, . . .. Finally, for k = k1, k1+1, . . . let Ω′′

k be the punctured
logarithmic rectangle formed from R′′k by removing all the points inside Γ ′′k .
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We next determine the growth rate of ∆1 on each of the regions Ω′′
k .

Observe that the points µ′′k satisfy the equation

eiµ′′k = µ1(α′′k)n0

for k = k1, k1 + 1, . . .. If Fk, k = k1, k1 + 1, . . ., and Gk, k = k1, k1 + 1, . . ., are
the sequences of analytic functions defined by

Fk(ρ) = ei(ρ−µ′′k ) − 1 for ρ ∈ C,

Gk(ρ) = −h1(ρ)−
n0∑

j=1

(
n0

j

)[ 1
α′′k

(ρ− µ′′k) +
iβ′′k
α′′k

]j[
1 + h1(ρ)

]
for ρ ∈ G1,

then we can rewrite ∆1 in the form

∆1(ρ) = apµ1(α′′k)n0ρpe−iρ
{

eiρ · e−iµ′′k −
[ ρ
α′′k

]n0[
1 + h1(ρ)

]}
= apµ1(α′′k)n0ρpe−iρ

{
ei(ρ−µ′′k )

−
[ 1
α′′k

(ρ− µ′′k) +
iβ′′k
α′′k

+ 1
]n0[

1 + h1(ρ)
]}
,

or
∆1(ρ) = apµ1(α′′k)n0ρpe−iρ[Fk(ρ) +Gk(ρ)] (7.53)

for ρ ∈ G1 and for k = k1, k1 + 1, . . .. In the last equation we actually have a
family of representations for ∆1 depending on the integer k.

Using the constant d0 defined above, let us form the punctured rectangle

R∗ = {ρ = a+ ib ∈ C | −π ≤ a ≤ π, −d0 ≤ b ≤ d0, and |ρ| ≥ δ}.

Clearly min{ |eiρ − 1| | ρ ∈ R∗} = m0 > 0. For any index k ≥ k1 and any
point ρ = a+ ib ∈ Ω′′

k , we again get −π ≤ a− α′′k ≤ π, 1/2 ≤ a/α′′k ≤ 2, and
−d0 ≤ b − β′′k ≤ d0, and hence, the point ρ − µ′′k belongs to the punctured
rectangle R∗ with |ρ− µ′′k | ≤ π + d0, and

|Fk(ρ)| ≥ m0. (7.54)

Since limk→∞ 1/α′′k = limk→∞ β′′k/α
′′
k = 0, in terms of (7.52) it can be

assumed that the previous integer k0 also guarantees that y′′0 := α′′k0
−π ≥ r2,

γ1

|ρ|
≤ m0

4
for all ρ ∈ C with |ρ| ≥ y′′0 ,

and
n0∑

j=1

(
n0

j

)[
π + d0

α′′k
+
|β′′k |
α′′k

]j[
1 +

γ1

r2

]
≤ m0

4
for all k ≥ k0.
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Then for each k ≥ k0 and each ρ = a+ ib ∈ Ω′′
k , we have |ρ| ≥ a ≥ α′′k − π ≥

y′′0 ≥ r2, and by (7.52) and the defining properties of k0:

|Gk(ρ)| ≤ m0

2
< m0 ≤ |Fk(ρ)|. (7.55)

Also, α′′k ≥ a−π ≥ a/2 ≥ |ρ|/(2ξ), and from (7.53) and (7.55) it follows that

|∆1(ρ)| ≥ |ap||µ1|(α′′k)n0 |ρ|peb · m0

2
≥ m0|ap||µ0|

2(2ξ)n0
|ρ|qeb > 0 (7.56)

for k ≥ k0 and for ρ = a+ ib ∈ Ω′′
k . Cf. the estimate (7.46).

The estimate (7.55) is local as it depends on k, while the estimate (7.56)
is global being independent of k. Introducing the punctured logarithmic strip

Ω′′
∗ :=

∞⋃
k=k0

Ω′′
k ,

we see that Ω′′
∗ consists of all points ρ = a+ ib ∈ Ω1 which satisfy a ≥ y′′0 and

which do not lie inside any of the circles Γ ′′k for k ≥ k0, and from (7.56) and
the definition of Ω1:

|∆1(ρ)| ≥
m0|ap||µ0|
2(2ξ)n0

|ρ|qeb ≥ m0|ap||µ0|αn0

2(2ξ)n0
|ρ|p > 0 (7.57)

for all ρ = a+ ib ∈ Ω′′
∗ . Cf. (7.47).

Consider one of the circles Γ ′′k for k ≥ k0. Inequality (7.55) is valid for
each point ρ on the circle Γ ′′k , so by Rouché’s Theorem ∆1 and Fk +Gk have
the same number of zeros as Fk inside Γ ′′k . The point µ′′k is the only zero of Fk

inside Γ ′′k with µ′′k being a zero of order 1. We conclude that ∆1 has a unique
zero ρ′′k inside Γ ′′k of order 1 for k ≥ k0. Setting

λ′′k := (ρ′′k)n, k = k0, k0 + 1, . . . ,

the λ′′k are all eigenvalues of L with algebraic multiplicities and ascents

ν(λ′′k) = m(λ′′k) = 1, k = k0, k0 + 1, . . . . (7.58)

To derive asymptotic formulas, set ζ ′′k := −Gk(ρ′′k) for k = k0, k0 + 1, . . ..
It is immediate that ei(ρ′′k−µ′′k ) = 1 + ζ ′′k and

ρ′′k − µ′′k = −i Log [1 + ζ ′′k ] (7.59)

for k = k0, k0 + 1, . . ., where

|ζ ′′k | ≤
γ1

|ρ′′k |
+

n0∑
j=1

(
n0

j

)[
δ

α′′k
+
|β′′k |
α′′k

]j[
1 +

γ1

r2

]
.
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For each k ≥ k0 we have α′′k ≥ 2πk− π ≥ k, |β′′k | ≤ n0 ln[|µ0|1/n0(2πk+ π)] ≤
γ2 ln k, and |ρ′′k | ≥ |µ′′k | − |ρ′′k − µ′′k | ≥ α′′k − δ ≥ 6k − 5 ≥ k, which yields the
estimates |ζ ′′k | ≤ γ3 ln k/k and

|ρ′′k − µ′′k | ≤
γ ln k
k

, k = k0, k0 + 1, . . . . (7.60)

Finally, we assert that the λ′k, λ′′k , k = k0, k0 + 1, . . ., account for all but
a finite number of the eigenvalues of L. Indeed, suppose λ0 = (ρ0)n is any
eigenvalue of L distinct from the λ′k, λ′′k , with ρ0 = a0 + ib0 belonging to the
sector S0∪S1. Only a finite number of such ρ0 are possible in the disk |ρ| < r2.
Assume that |ρ0| ≥ r2.

First, consider the case where ρ0 ∈ S0. By Theorem 7.4 we know that
∆0(ρ0) = 0 and ρ0 lies in the interior of the logarithmic strip Ω0. Now ρ0

does not lie in any of the circles Γ ′k for k ≥ k0 since λ0 is distinct from the
λ′k, and ρ0 does not lie in the punctured logarithmic strip Ω′

∗ by virtue of
(7.47). Thus, we must have ρ0 ∈ Ω0 with α ≤ a0 < y′0. But this implies that
0 ≤ b0 ≤ n0 ln[a0/α] < n0 ln[y′0/α], so these ρ0 lie in a bounded region of the
ρ plane, and again only a finite number of such ρ0 are possible.

Second, consider the other possible case where ρ0 ∈ S1. By Theorem 7.4
we have ∆1(ρ0) = 0 with ρ0 lying in the interior of the logarithmic strip Ω1.
Following the same argument as in the previous case, only a finite number of
such ρ0 are possible. This establishes the assertion.

We summarize the above results for this logarithmic case in the following
theorem.

Theorem 7.5. Let the differential operator L belong to Case 3, a logarithmic
case, where the integers p and q satisfy the conditions −∞ < p < q ≤ p0, and
let n0 = q − p, µ0 = −bq/cp 6= 0, and µ1 = −bq/ap 6= 0 (so |µ1| = |µ0| and
argµ1 = argµ0− 2πp/n+ π). Then the elements of the spectrum σ(L) can be
listed as two distinct sequences

λ′k = (ρ′k)n, k = k0, k0 + 1, . . . , λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

plus a finite number of additional points, where

ρ′k = (2πk −Argµ0) + in0 ln[|µ0|1/n0(2πk −Argµ0)] + ε′k,

k = k0, k0 + 1, . . . ,

ρ′′k = (2πk + Argµ1)− in0 ln[|µ0|1/n0(2πk + Argµ1)] + ε′′k ,

k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ ln k/k and |ε′′k | ≤ γ ln k/k for k = k0, k0 + 1, . . .. Moreover, the
corresponding algebraic multiplicities and ascents are

ν(λ′k) = m(λ′k) = 1, k = k0, k0 + 1, . . . ,

ν(λ′′k) = m(λ′′k) = 1, k = k0, k0 + 1, . . . .
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The Eigenvalues for n Odd

In this chapter we compute the eigenvalues of the differential operator L for
the case n odd. Throughout the hypotheses of Chapters 3–5 are assumed:
(i) n = 2ν − 1 ≥ 3; (ii) the differential operator L is either regular or simply
irregular; (iii) the integers p and q have been determined with −∞ < p, q ≤ p0

and with ap 6= 0, bq 6= 0, and aκ = 0 for κ = p + 1, . . . , p0 and bκ = 0 for
κ = q+1, . . . , p0; (iv) the translated sectors T0 and T1 have been chosen with
condition (3.51) being satisfied for the case p = q; (v) the integer m has been
fixed with m > n, m > p0, and −(m − p0 − 1) ≤ p, q ≤ p0; and (vi) the
functions πi, i = 0, 1, and the functions π′i, i = 0, 1, have been determined as
per Chapter 3 or equations (5.103) and (5.129). Specifically, the functions π1

and π0 are given by

π1(ρ) =
p∑

κ=−(m−p0−1)

aκρ
κ, π0(ρ) =

q∑
κ=−(m−p0−1)

bκρ
κ (8.1)

for ρ 6= 0 in C, while the functions π′1 and π′0 are given by

π′1(ρ) =
q∑

κ=−(m−p0−1)

a′κρ
κ, π′0(ρ) =

p∑
κ=−(m−p0−1)

b′κρ
κ (8.2)

for ρ 6= 0 in C. The leading coefficients in these representations are related by
equation (5.133), viz. |a′q| = |bq| and |b′p| = |ap|.

To determine the eigenvalues of L, we calculate the zeros of the charac-
teristic determinant ∆0 in the open set G0 and the zeros of the characteristic
determinant ∆1 in the open set G1. The basic properties of ∆0 and ∆1 have
been developed previously in Theorem 5.4 and Theorem 5.5. Our analysis di-
vides naturally into the three cases where p = q, p < q, and p > q. The latter
two cases are logarithmic cases.
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8.1 Case 1. p = q

Assume that p = q. This first case is a case with simple eigenvalues; it includes
all of the regular differential operators and many of the simply irregular ones.
We begin by working on the sector T0 and the corresponding open set G0 =
{ρ ∈ IntT0 | |ρ| > R0}. Let

f0(ρ) := apeiρ + bp = ap

[
eiρ − ξ0

]
for ρ ∈ C, where ξ0 := −bp/ap 6= 0, and let

g0(ρ) :=
p−1∑

κ=−(m−p0−1)

aκ

ρp−κ
eiρ +

p−1∑
κ=−(m−p0−1)

bκ
ρp−κ

+
1
ρp

[
Φ01(ρ)eiρ + Φ00(ρ)

]
for ρ ∈ G0. From the representation (5.105) or Theorem 5.4 we have

∆0(ρ) = ρp[f0(ρ) + g0(ρ)] (8.3)

for ρ ∈ G0, where the function f0 is an entire function and the function g0 is
analytic on the open set G0. In Chapter 3 the constant d > 0 was selected to
satisfy condition (3.51):

|ap|e−d + |bp|e−d ≤ 1
4

min{|ap|, |bp|}. (8.4)

From equation (3.53) we also have

|a′p|e−d + |b′p|e−d ≤ 1
4

min{|a′p|, |b′p|} =
1
4

min{|ap|, |bp|}. (8.5)

Let us examine the functions f0 and g0 which make up ∆0. First, if ρ =
a+ ib ∈ C with b ≥ d, then |eiρ| = e−b ≤ e−d, and by (8.4)

|f0(ρ)| ≥ |bp| − |ap||eiρ| ≥ |bp| − |ap|e−d ≥ |bp| −
1
4
|bp|.

Thus, we obtain the inequality

|f0(ρ)| ≥
3
4
|bp|

for ρ = a+ ib ∈ C with b ≥ d.
Second, take any point ρ = a+ib ∈ G0 with b ≥ −d. Clearly |ρ| > R0 ≥ 1,

|eiρ| ≤ ed, and −(m−p0−1) ≤ p ≤ p0, som−p0+p ≥ m−p0−(m−p0−1) = 1.
Applying (5.106), it follows that

|g0(ρ)| ≤
γ1

|ρ|
+

1
|ρ|p

· γ2

|ρ|m−p0

=
γ1

|ρ|
+

γ2

|ρ|m−p0+p
≤ γ1 + γ2

|ρ|
.
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Therefore,
|g0(ρ)| ≤

γ0

|ρ|
for ρ = a+ ib ∈ G0 with b ≥ −d.

Third, if ρ = a+ ib ∈ C with b ≤ −d, then |e−iρ| = eb ≤ e−d and

|f0(ρ)| = |eiρ||ap + bpe−iρ| ≥ e−b
{
|ap| − |bp|e−d

}
≥ e−b

{
|ap| −

1
4
|ap|
}
.

Thus,

|f0(ρ)| ≥
3
4

e−b|ap| ≥
3
4
|ap|

for ρ = a+ ib ∈ C with b ≤ −d.
Fourth, for any ρ = a+ ib ∈ G0 with b ≤ −d, by (5.106) once more

|g0(ρ)| ≤
γ3

|ρ|
e−b +

1
|ρ|p

· γ4

|ρ|m−p0
e−b ≤ γ3 + γ4

|ρ|
e−b,

and hence,

|g0(ρ)| ≤
γ0e−b

|ρ|
for ρ = a+ ib ∈ G0 with b ≤ −d.

In terms of the constant γ0 that appears in the estimates for g0, choose a
constant r1 > R1 ≥ R0 such that

γ0

|ρ|
≤ 1

4
min{|ap|, |bp|} =

1
4

min{|a′p|, |b′p|}

for all ρ ∈ C with |ρ| ≥ r1. It follows from the above that if ρ = a + ib ∈ G0

with |ρ| ≥ r1 and b ≥ d, then

|∆0(ρ)| ≥ |ρ|p{|f0(ρ)| − |g0(ρ)|}

≥ |ρ|p
{

3
4
|bp| −

1
4
|bp|
}

=
1
2
|bp||ρ|p > 0.

(8.6)

On the other hand, if ρ = a+ ib ∈ G0 with |ρ| ≥ r1 and b ≤ −d, then

|∆0(ρ)| ≥ |ρ|p
{

3
4

e−b|ap| −
1
4

e−b|ap|
}

=
1
2

e−b|ap||ρ|p ≥
1
2
|ap||ρ|p > 0.

(8.7)

The estimates (8.6) and (8.7) are our initial growth rates for the characteristic
determinant ∆0 relative to the open set G0.

Next, we consider the characteristic determinant ∆1, and proceed to ex-
amine its behavior on the open set G1 = {ρ ∈ IntT1 | |ρ| > R0}. Let
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f1(ρ) := a′pe
−iρ + b′p = a′p

[
e−iρ − η0

]
for ρ ∈ C, where by (5.133) η0 := −b′p/a′p = 1/(ωpξ0) (cf. [36, p. 59]), and let

g1(ρ) :=
p−1∑

κ=−(m−p0−1)

a′κ
ρp−κ

e−iρ +
p−1∑

κ=−(m−p0−1)

b′κ
ρp−κ

+
1
ρp

[
Φ11(ρ)e−iρ + Φ10(ρ)

]
for ρ ∈ G1. Then from (5.131) or Theorem 5.5 we have

∆1(ρ) = ρp[f1(ρ) + g1(ρ)] (8.8)

for ρ ∈ G1, where the function f1 is an entire function and the function g1 is
analytic on the open set G1.

Consider the functions f1 and g1. First, if ρ = a + ib ∈ C with b ≤ −d,
then we have |e−iρ| = eb ≤ e−d, and by (8.5)

|f1(ρ)| ≥ |b′p| − |a′p|e−d ≥ |b′p| −
1
4
|b′p|.

Hence,

|f1(ρ)| ≥
3
4
|b′p|

for ρ = a+ ib ∈ C with b ≤ −d.
Second, take any point ρ = a + ib ∈ G1 with b ≤ d. Then |ρ| ≥ 1,

|e−iρ| = eb ≤ ed, and by equation (5.132)

|g1(ρ)| ≤
γ′1
|ρ|

+
1
|ρ|p

· γ′2
|ρ|m−p0

≤ γ′1 + γ′2
|ρ|

.

Thus,

|g1(ρ)| ≤
γ′0
|ρ|

for ρ = a+ ib ∈ G1 with b ≤ d.
Third, if ρ = a+ ib ∈ C with b ≥ d, then |eiρ| = e−b ≤ e−d and

|f1(ρ)| = |e−iρ||a′p + b′pe
iρ| ≥ eb{|a′p| − |b′p|e−d} ≥ eb

{
|a′p| −

1
4
|a′p|
}
.

Therefore,

|f1(ρ)| ≥
3
4

eb|a′p| ≥
3
4
|a′p|

for ρ = a+ ib ∈ C with b ≥ d.
Fourth, for any ρ = a + ib ∈ G1 with b ≥ d, using (5.132) once more, we

have

|g1(ρ)| ≤ eb
{ γ′3
|ρ|

+
1
|ρ|p

· γ′4
|ρ|m−p0

}
,

and hence,
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|g1(ρ)| ≤
γ′0e

b

|ρ|
for ρ = a+ ib ∈ G1 with b ≥ d.

Without loss of generality we can assume that γ0 = γ′0, so

γ′0
|ρ|

≤ 1
4

min{|ap|, |bp|} =
1
4

min{|a′p|, |b′p|}

for all ρ ∈ C with |ρ| ≥ r1. It follows from the above that if ρ = a + ib ∈ G1

with |ρ| ≥ r1 and b ≤ −d , then

|∆1(ρ)| ≥ |ρ|p{|f1(ρ)| − |g1(ρ)|}

≥ |ρ|p
{

3
4
|b′p| −

1
4
|b′p|
}

=
1
2
|b′p||ρ|p > 0,

(8.9)

while if ρ = a+ ib ∈ G1 with |ρ| ≥ r1 and b ≥ d, then

|∆1(ρ)| ≥ |ρ|p
{

3
4

eb|a′p| −
1
4

eb|a′p|
}

=
1
2

eb|a′p||ρ|p ≥
1
2
|a′p||ρ|p > 0.

(8.10)

The estimates (8.9) and (8.10) are our initial growth rates for ∆1 relative to
the open set G1.

As an immediate application of (8.6), (8.7) and (8.9), (8.10), we have the
following theorem which establishes apriori estimates for the eigenvalues of L.

Theorem 8.1. Assume that p = q. Let λ = ρn ∈ C with ρ = a+ ib ∈ G0 and
with |ρ| ≥ r1.

(a) If |b| ≥ d, then ∆0(ρ) 6= 0 and λ ∈ ρ(L).
(b) If λ is an eigenvalue of L, then ∆0(ρ) = 0 and |b| < d.

In addition, let λ = ρn ∈ C with ρ = a+ ib ∈ G1 and with |ρ| ≥ r1.
(c) If |b| ≥ d, then ∆1(ρ) 6= 0 and λ ∈ ρ(L).
(d) If λ is an eigenvalue of L, then ∆1(ρ) = 0 and |b| < d.

From the theorem the resolvent set ρ(L) is nonempty. Consequently, the
differential operator L is a Fredholm operator with Fredholm set Φ(L) = C
and with resolvent set ρ(L) 6= ∅; this implies that the spectrum σ(L) is a
countable set having no limit points in C. See [34, p. 58 or p. 60].

We next focus our search for the zeros of ∆0 on the horizontal strip

Γ0 = {ρ = a+ ib ∈ C | a ≥ −π and |b| ≤ d}.

Recall that the sector T0 was selected in Chapter 3 so that the horizontal strip
Γ0 lies in the interior of T0. Clearly the zeros of f0 are given by the sequence

µ′k := (2πk + Arg ξ0)− i ln |ξ0|, k = 0,±1,±2, . . . ,
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where each µ′k is a zero of order 1 of f0. From the above estimates for f0, it
follows that the µ′k all lie in the interior of the horizontal strip |Im ρ| ≤ d, i.e.,
−d < ln |ξ0| < d. We will show that the zeros of ∆0 and f0 + g0 that lie in the
horizontal strip Γ0 appear as perturbations of the zeros µ′k.

Since −π < Arg ξ0 ≤ π, we can choose a real number ω ≥ π such that
ω − 2π < Arg ξ0 < ω. Then for k = 1, 2, . . . introduce the rectangles

R′k := {ρ ∈ C | ω − 2π ≤ Re ρ ≤ ω + 2π(k − 1) and |Im ρ| ≤ d}.

Clearly these rectangles lie in the horizontal strip Γ0, and hence, they lie in the
interior of the sector T0, and the zero µ′0 lies in the interior of the rectangle R′1.
Choose a real number δ with 0 < δ ≤ π/4 such that the disk |ρ− µ′0| ≤ δ lies
in the interior of R′1. For k = 0,±1,±2, . . . form the circles

Γ ′k := {ρ ∈ C | |ρ− µ′k| = δ}.

The following properties are obvious from these definitions: (i) the circles
Γ ′k, k ≥ 0, lie in the interior of the horizontal strip Γ0; (ii) the Γ ′k and the
points inside them do not overlap each other; and (iii) for each positive integer
k0 the circles Γ ′k, 0 ≤ k < k0, lie in the interior of the rectangle R′k0

, the circles
Γ ′k, k ≥ k0, lie in the exterior of R′k0

and to the right of R′k0
, and the circles

Γ ′k, k < 0, lie in the exterior of R′k0
and to the left of R′k0

.
To complete the geometry, let Ω0 be the subset of the sector T0 defined by

Ω0 := {ρ = a+ ib ∈ Γ0 | ρ is not inside any of the circles Γ ′k}.

In the sequel we refer to Ω0 as a punctured horizontal strip.
Clearly f0(ρ) 6= 0 for all ρ ∈ R′1 which do not lie in the circle Γ ′0. Let

m∗ := min{|f0(ρ)| | ρ ∈ R′1 with ρ not in Γ ′0} > 0.

Then f0(ρ + 2π) = f0(ρ) for all ρ ∈ C, and hence, |f0(ρ)| ≥ m∗ for all
ρ = a+ ib ∈ C with |b| ≤ d and with ρ not in any of the circles Γ ′k. Setting

m0 := min
{

3
4
|ap|,

3
4
|bp|, m∗

}
> 0,

the estimates for f0 combine to yield

|f0(ρ)| ≥ m0 > 0 (8.11)

for all ρ ∈ C with ρ not in any of the circles Γ ′k.
Choose a positive integer k0 such that the constant y0 := ω + 2π(k0 − 1)

has the following properties: y0 ≥ r1 and

γ0

|ρ|
≤ m0

2
for all ρ ∈ C with |ρ| ≥ y0,
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where γ0 = γ′0 is the constant introduced above in the estimates for g0 and g1.
Clearly y0 > 1 and y0 ≥ ω. Then for any point ρ = a+ ib ∈ Γ0 with |ρ| ≥ y0,
we have |ρ| ≥ r1 > R0, so ρ ∈ G0, and by our previous estimates for g0,

|g0(ρ)| ≤
γ0

|ρ|
≤ m0

2
. (8.12)

Combining (8.11) and (8.12), we conclude that

|g0(ρ)| ≤
m0

2
< m0 ≤ |f0(ρ)| (8.13)

and
|f0(ρ) + g0(ρ)| ≥

m0

2
(8.14)

for all ρ = a+ ib ∈ Ω0 with |ρ| ≥ y0, and hence, by the representation (8.3)

|∆0(ρ)| ≥
m0

2
|ρ|p > 0 (8.15)

for all ρ = a + ib ∈ Ω0 with |ρ| ≥ y0. The estimate (8.15) is our main result
for the growth rate of the characteristic determinant ∆0 on the punctured
horizontal strip Ω0. It immediately implies that ∆0 and f0 + g0 have no zeros
in Ω0 when |ρ| ≥ y0.

Now let us consider the circles Γ ′k for k ≥ k0, which lie in the interior of T0

and in the interior of the horizontal strip Γ0 and to the right of the rectangle
R′k0

= [ω−2π, y0]× [−d, d]. From (8.13) we have |g0(ρ)| < |f0(ρ)| for all points
ρ on Γ ′k for k ≥ k0, and hence, by Rouché’s Theorem ∆0 and f0 + g0 have
precisely the same number of zeros as f0 inside Γ ′k for all k ≥ k0. But f0 has
only the single zero µ′k of order 1 inside Γ ′k, implying that ∆0 has exactly one
zero ρ′k inside Γ ′k with ρ′k having order 1 for k ≥ k0. Setting

λ′k := (ρ′k)n, k = k0, k0 + 1, . . . ,

it follows that the λ′k, k = k0, k0 + 1, . . ., are eigenvalues of L, and by our
earlier work the corresponding algebraic multiplicities and ascents are

ν(λ′k) = m(λ′k) = 1, k = k0, k0 + 1, . . . . (8.16)

Let us derive asymptotic formulas for the zeros ρ′k, k = k0, k0 + 1, . . ., of
∆0. If we set ζ ′k = −g0(ρ′k)/(apξ0), k = k0, k0 + 1, . . ., then we can rewrite
the equation f0(ρ′k) + g0(ρ′k) = 0 as eiρ′k = ξ0 + ξ0ζ

′
k, and upon dividing by

eiµ′k = ξ0, it becomes
ei(ρ′k−µ′k) = 1 + ζ ′k.

But |Re(ρ′k − µ′k)| ≤ |ρ′k − µ′k| < δ ≤ π/4, so

ρ′k − µ′k = −i Log [1 + ζ ′k], k = k0, k0 + 1, . . . . (8.17)

Now fix an integer k ≥ k0, and consider the zero ρ′k. Clearly
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|ρ′k| ≥ |µ′k| − |ρ′k − µ′k| ≥ 2πk + Arg ξ0 − δ

≥ 2πk − π − π/4 ≥ 6k − 5 ≥ k

and

|ζ ′k| =
|g0(ρ′k)|
|ξ0||ap|

≤ γ0

|ξ0||ap||ρ′k|
≤ γ′

k
. (8.18)

Since
−i Log [1 + z] = zH(z) for |z| < 1,

with H analytic on the disk |z| < 1, from (8.17) and (8.18) we obtain the
estimate

|ρ′k − µ′k| ≤
γ

k
, k = k0, k0 + 1, . . . , (8.19)

for an appropriate constant γ > 0. This is the desired asymptotic formula.
Next, we compute the zeros of ∆1 in the horizontal strip

Γ1 = {ρ = a+ ib ∈ C | a ≤ π and |b| ≤ d}.

Recall that the sector T1 was selected in Chapter 3 so that the horizontal strip
Γ1 lies in the interior of T1. The zeros of the entire function f1 are given by

µ′′k := −(2πk + Arg η0) + i ln |η0|, k = 0,±1,±2, . . . ,

where |η0| = 1/|ξ0| and arg η0 = − arg ξ0 − 2πp/n and where each µ′′k is a
zero of order 1 of f1. Clearly the µ′′k all lie in the interior of the horizontal
strip |Im ρ| ≤ d, i.e., −d < ln |η0| < d. We will show that the zeros of ∆1 and
f1 + g1 in Γ1 appear as perturbations of the µ′′k .

Choose a constant ω′ ≤ π such that ω′ − 2π < −Arg η0 < ω′, and then
for k = 1, 2, . . . introduce the rectangles

R′′k := {ρ ∈ C | ω′ − 2πk ≤ Re ρ ≤ ω′ and |Im ρ| ≤ d}.

Clearly the zero µ′′0 lies in the interior of the rectangle R′′1 , so we can choose
a constant δ′ with 0 < δ′ ≤ π/4 such that the disk |ρ − µ′′0 | ≤ δ′ lies in the
interior of R′′1 . Without loss of generality we can assume that δ = δ′. For
k = 0,±1,±2, . . . form the circles

Γ ′′k := {ρ ∈ C | |ρ− µ′′k | = δ}.

The following properties are obvious from these definitions: (i) the circles
Γ ′′k , k ≥ 0, lie in the interior of the horizontal strip Γ1; (ii) the Γ ′′k and the
points inside them do not overlap each other; and (iii) for each positive integer
k0 the circles Γ ′′k , 0 ≤ k < k0, lie in the interior of the rectangle R′′k0

, the circles
Γ ′′k , k ≥ k0, lie in the exterior of R′′k0

and to the left of R′′k0
, and the circles

Γ ′′k , k < 0, lie in the exterior of R′′k0
and to the right of R′′k0

. Finally, let Ω1

be the punctured horizontal strip in the ρ plane defined by
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Ω1 := {ρ = a+ ib ∈ Γ1 | ρ is not inside any of the circles Γ ′′k }.

It is clear that f1(ρ) 6= 0 for all ρ ∈ R′′1 which do not lie in the circle Γ ′′0 .
Set

m∗ := min{|f1(ρ)| | ρ ∈ R′′1 with ρ not in Γ ′′0 } > 0.

Since f1(ρ+ 2π) = f1(ρ) for all points ρ ∈ C, it follows that |f1(ρ)| ≥ m∗ for
all ρ = a+ ib ∈ C with |b| ≤ d and with ρ not in any of the circles Γ ′′k . If we
set

m� := min
{

3
4
|a′p|,

3
4
|b′p|, m∗

}
> 0,

then the estimates for f1 combine to yield

|f1(ρ)| ≥ m� > 0 (8.20)

for all ρ ∈ C with ρ not in any of the circles Γ ′′k .
Select a positive integer k1 such that the real number x0 := ω′− 2πk1 has

the properties: x0 ≤ −r1 and

γ0

|ρ|
≤ m�

2
for all ρ ∈ C with |ρ| ≥ |x0|,

where γ0 = γ′0 is again the constant introduced above in the estimates for
g0 and g1. Without loss of generality we can assume that k1 = k0. Clearly
|x0| ≥ r1 > 1 and x0 ≤ ω′ − 2π. Then for any point ρ = a + ib ∈ Γ1 with
|ρ| ≥ |x0|, we have |ρ| ≥ r1 > R0, so ρ ∈ G1, and by our previous estimates
for g1,

|g1(ρ)| ≤
γ0

|ρ|
≤ m�

2
. (8.21)

Combining (8.20) and (8.21), we conclude that

|g1(ρ)| ≤
m�

2
< m� ≤ |f1(ρ)| (8.22)

and
|f1(ρ) + g1(ρ)| ≥

m�

2
(8.23)

for ρ = a+ ib ∈ Ω1 with |ρ| ≥ |x0|, and hence, by the representation (8.8)

|∆1(ρ)| ≥
m�

2
|ρ|p > 0 (8.24)

for ρ = a+ ib ∈ Ω1 with |ρ| ≥ |x0|. The estimate (8.24) is our main result for
the growth rate of ∆1 on the punctured horizontal strip Ω1. It immediately
implies that ∆1 and f1 + g1 have no zeros in Ω1 when |ρ| ≥ |x0|.

Now let us consider the circles Γ ′′k for k ≥ k0, which lie in Γ1 and to the left
of the rectangle R′′k0

= [x0, ω
′]× [−d, d]. From (8.22) we have |g1(ρ)| < |f1(ρ)|

for all points ρ on Γ ′′k for k ≥ k0, and hence, by Rouché’s Theorem ∆1 and
f1 +g1 have precisely the same number of zeros as f1 inside Γ ′′k for all k ≥ k0.
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But f1 has only the single zero µ′′k of order 1 inside Γ ′′k , implying that ∆1 has
exactly one zero ρ′′k inside Γ ′′k with ρ′′k having order 1 for each k ≥ k0. Setting

λ′′k := (ρ′′k)n, k = k0, k0 + 1, . . . ,

the λ′′k are eigenvalues of L with algebraic multiplicities and ascents

ν(λ′′k) = m(λ′′k) = 1, k = k0, k0 + 1, . . . . (8.25)

Let us derive asymptotic formulas for the zeros ρ′′k , k = k0, k0 + 1, . . ..
Indeed, set ζ ′′k = −g1(ρ′′k)/(a′pη0), k = k0, k0 + 1, . . .. Then the equation
f1(ρ′′k) + g1(ρ′′k) = 0 can be rewritten as

e−iρ′′k = η0 + η0ζ
′′
k ,

and dividing by e−iµ′′k = η0, it becomes e−i(ρ′′k−µ′′k ) = 1 + ζ ′′k or

ρ′′k − µ′′k = iLog [1 + ζ ′′k ], k = k0, k0 + 1, . . . . (8.26)

Now fix an integer k ≥ k0, and consider the zero ρ′′k . Clearly

|ρ′′k | ≥ |µ′′k | − |ρ′′k − µ′′k | ≥ 2πk + Arg η0 − δ

≥ 2πk − π − π/4 ≥ k for k sufficiently large,

and hence,

|ζ ′′k | =
|g1(ρ′′k)|
|η0||a′p|

≤ γ0

|η0||a′p||ρ′′k |
≤ γ′′

k
. (8.27)

Since i Log [1 + z] = zH(z) for |z| < 1, with H analytic on the disk |z| < 1,
from (8.26) and (8.27) we obtain the estimate

|ρ′′k − µ′′k | ≤
γ

k
, k = k0, k0 + 1, . . . . (8.28)

Finally, suppose that λ0 6= 0 is any eigenvalue of L which is distinct from
the λ′k, λ′′k , k = k0, k0 + 1, . . .. Then we can express λ0 in the form λ0 = (ρ0)n

where ρ0 = a0 + ib0 6= 0 belongs to either the sector S0 or the sector S1. Let
us consider these two cases separately.

First, assume ρ0 ∈ S0. Clearly ρ0 ∈ IntT0. There are two possible locations
for the point ρ0: either ρ0 lies in the disk |ρ| < y0, or |ρ0| ≥ y0. In the former
case only a finite number of such ρ0 are possible because the spectrum σ(L)
is a countable set having no limit points in C. Assume that ρ0 belongs to the
latter case, so |ρ0| ≥ y0. Then |ρ0| ≥ y0 ≥ r1 > R0, and hence, ρ0 ∈ G0. By
Theorem 8.1we must have ∆0(ρ0) = 0 and |b0| < d. From the simple geometry
of the sector S0 it is immediate that a0 ≥ 0, and hence, ρ0 lies in the interior of
the horizontal strip Γ0. Suppose a0 > y0. We know that ρ0 does not lie in any
of the circles Γ ′k for k ≥ k0 because λ0 is distinct from the λ′k. The circles Γ ′k,
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−∞ < k < k0, either lie in the interior of the rectangle R′k0
or lie to the left

of R′k0
, and hence, ρ0 can not be in any of these circles. This implies that ρ0

belongs to the punctured horizontal strip Ω0 with |ρ0| ≥ a0 > y0, and by the
inequality (8.15) we have ∆0(ρ0) 6= 0 — a contradiction. This contradiction
shows that we must have a0 ≤ y0, and hence, ρ0 must lie in the rectangle
[0, y0]× [−d, d]. Only a finite number of such ρ0 are possible.

Second, assume ρ0 ∈ S1, so ρ0 ∈ IntT1. Now either ρ0 lies in the disk
|ρ| < |x0|, or |ρ0| ≥ |x0|. In the former case only a finite number of such ρ0

are possible. Assume that |ρ0| ≥ |x0|, so |ρ0| ≥ |x0| ≥ r1 > R0, and hence,
ρ0 ∈ G1. Again by Theorem 8.1 we must have ∆1(ρ0) = 0 and |b0| < d. From
the simple geometry of the sector S1 we must also have a0 ≤ 0. It follows that
ρ0 lies in the interior of the horizontal strip Γ1. Suppose a0 < x0. We know
that ρ0 does not lie in any of the circles Γ ′′k for k ≥ k0 because λ0 is distinct
from the λ′′k . The circles Γ ′′k , −∞ < k < k0, either lie in the interior of the
rectangle R′′k0

or lie to the right of R′′k0
, and hence, ρ0 can not be in any of

these circles. This implies that ρ0 belongs to the punctured horizontal strip
Ω1 with |ρ0| ≥ |a0| > |x0|, and by the estimate (8.24) we have ∆1(ρ0) 6= 0 —
a contradiction. We conclude that x0 ≤ a0 ≤ 0, and hence, ρ0 must lie in the
rectangle [x0, 0]× [−d, d]. Again only a finite number of such ρ0 are possible.

Combining the two cases, we conclude that the λ′k, λ′′k , k = k0, k0 + 1, . . .,
account for all but a finite number of the eigenvalues of L.

These results for the eigenvalues are summarized below in a theorem.

Theorem 8.2. Let the differential operator L belong to Case 1, where the
integers p and q satisfy the conditions −∞ < p = q ≤ p0 and where ξ0 =
−bp/ap 6= 0 and η0 = −b′p/a′p 6= 0 (so |η0|= 1/|ξ0|, arg η0 = − arg ξ0−2πp/n).
Then the elements of the spectrum σ(L) can be listed as two sequences

λ′k = (ρ′k)n, k = k0, k0 + 1, . . . , λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

plus a finite number of additional points, where

ρ′k = (2πk + Arg ξ0)− i ln |ξ0|+ ε′k, k = k0, k0 + 1, . . . ,
ρ′′k = −(2πk + Arg η0)− i ln |ξ0|+ ε′′k , k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ/k and |ε′′k | ≤ γ/k for k = k0, k0 + 1, . . .. Moreover, the corre-
sponding algebraic multiplicities and ascents are

ν(λ′k) = m(λ′k) = 1, k = k0, k0 + 1, . . . ,

ν(λ′′k) = m(λ′′k) = 1, k = k0, k0 + 1, . . . .

8.2 Case 2. p < q

Assume that p < q. This second case is a logarithmic case; all differential
operators belonging to it are simply irregular. We begin by making some
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simple observations about the translated sectors T0 = {ρ − τ0 | ρ ∈ S0} and
T1 = {ρ−τ1 | ρ ∈ S1}. Take any point ρ in the sector T0. Then the point ρ+τ0
belongs to the sector S0, and it can be expressed in the form ρ+τ0 = |ρ+τ0|eiθ

with −π/(2n) ≤ θ ≤ π/(2n) (recall n ≥ 3). Hence,

Re ρ = Re(ρ+ τ0)− Re τ0 = |ρ+ τ0| cos θ − Re τ0

≥ |ρ| cos
π

2n
− |τ0| cos

π

2n
− Re τ0.

It follows that Re ρ ≥ 0 for all points ρ ∈ T0 with |ρ| sufficiently large. A
similar argument show that Re ρ ≤ 0 for all ρ ∈ T1 with |ρ| sufficiently large.
Without loss of generality we can assume that in forming the open sets

G0 = {ρ ∈ IntT0 | |ρ| > R0}, G1 = {ρ ∈ IntT1 | |ρ| > R0},

the constant R0 has been chosen sufficiently large to guarantee that Re ρ ≥ 0
for all ρ ∈ G0 and Re ρ ≤ 0 for all ρ ∈ G1. We will assume this property is
also valid for Case 3 which follows later in the chapter.

Set n0 := q−p > 0, and consider the sector T0 and the corresponding open
set G0. By (5.105) or Theorem 5.4 and (8.1) we can write the characteristic
determinant ∆0 in the form

∆0(ρ) = ρp
{
apeiρ[1 + φ01(ρ)] + bqρ

n0 [1 + φ00(ρ)]
}

(8.29)

for ρ ∈ G0, where

φ01(ρ) :=
p−1∑

κ=−(m−p0−1)

aκ

apρp−κ
+

1
apρp

Φ01(ρ),

φ00(ρ) :=
q−1∑

κ=−(m−p0−1)

bκ
bqρq−κ

+
1

bqρq
Φ00(ρ)

for ρ ∈ G0. The functions φ01, φ00 are analytic on the open set G0, and
recalling that m − p0 + p ≥ 1 and m − p0 + q ≥ 1, by (5.106) we obtain the
growth rates

|φ01(ρ)| ≤
γ0

|ρ|
, |φ00(ρ)| ≤

γ0

|ρ|
(8.30)

for ρ ∈ G0.
Set µ0 := −bq/ap 6= 0. Choose a constant r1 > R1 ≥ R0 such that

1/2 ≤ |1 + φ01(ρ)| ≤ 2, 1/2 ≤ |1 + φ00(ρ)| ≤ 2

for ρ ∈ G0 with |ρ| ≥ r1 and such that

2
|µ0||ρ|n0

≤ 1
4
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for all ρ ∈ C with |ρ| ≥ r1. Then (8.29) can be rewritten in the form

∆0(ρ) = bqρ
q
{

[1 + φ00(ρ)] +
ap

bqρn0
[1 + φ01(ρ)]eiρ

}
for ρ ∈ G0, and for any point ρ = a + ib ∈ G0 with |ρ| ≥ r1 and b ≥ 0, we
have

|∆0(ρ)| ≥ |bq||ρ|q
{

1
2
− 2
|µ0||ρ|n0

e−b

}
≥ |bq||ρ|q

{
1
2
− 1

4
· 1
}

=
1
4
|bq||ρ|q > 0.

(8.31)

Consequently, as we search for the zeros of ∆0 in the open set G0, we will
concentrate our search in Quadrant IV.

Let ω be the positive real number defined by the equation 1/ω :=
1/|µ0|1/n0 + n0. Choose real numbers α and β with 0 < α < [1/(2|µ0|)]1/n0 ,
β > [2/|µ0|]1/n0 , and

2|µ0|(2α)n0 ≤ 1
4
,

2
|µ0|βn0

≤ 1
4
.

Clearly 1/β < |µ0|1/n0 < 1/α. We will first study the characteristic determi-
nant ∆0 on the sector S0. Note that if ρ is any point in S0 with |ρ| > R0,
then ρ belongs to the open set G0, and hence, we will be working in a region
where ∆0 is analytic. In terms of the constants µ0, α, and β, we form the
logarithmic strip

Ω0 :=
{
ρ = a+ ib ∈ S0

∣∣ b ≤ 0, αe−b/n0 ≤ a ≤ βe−b/n0
}

=
{
ρ = a+ ib ∈ S0

∣∣ a ≥ α, b ≤ 0, −n0 ln[a/α] ≤ b ≤ −n0 ln[a/β]
}

and the two complementary regions

Ω0∞ :=
{
ρ = a+ ib ∈ S0

∣∣ b ≤ 0, a ≤ αe−b/n0
}
,

Ω0 :=
{
ρ = a+ ib ∈ S0

∣∣ b ≤ 0, βe−b/n0 ≤ a
}
.

These three regions are contained in Quadrant IV. Note that

−n0 ln[a/α] < −n0 ln[|µ0|1/n0a] < −n0 ln[a/β]

for a ≥ β, so the logarithmic curve b = −n0 ln[|µ0|1/n0a] runs down the
‘middle’ of the logarithmic strip Ω0.

Let us begin by calculating the growth rate of ∆0 on the region Ω0∞. For
any point ρ = a+ ib belonging to Ω0∞, we have a ≥ 0, b ≤ 0, and

|ρ| ≤ |a|+ |b| ≤ αe|b|/n0 + n0e|b|/n0

≤ [1/|µ0|1/n0 + n0]e|b|/n0 =
1
ω

e|b|/n0 ,
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and hence,
n0 ln[ω|ρ|] ≤ |b| for all ρ = a+ ib ∈ Ω0∞. (8.32)

Choose a real number x0 > 0 such that x ≤ αex/n0 for all x ∈ R with x ≥ x0,
and then choose a real number r2 such that r2 ≥ r1 and r2 ≥ β and such that
x0 ≤ n0 ln[ω|ρ|] for all ρ ∈ C with |ρ| ≥ r2. If ρ = a+ ib ∈ Ω0∞ with |ρ| ≥ r2,
then by (8.32) we have |b| ≥ x0, |b| ≤ αe|b|/n0 , and

|ρ| ≤ |a|+ |b| ≤ αe|b|/n0 + αe|b|/n0 = 2αe|b|/n0 . (8.33)

Combining (8.33) with (8.29) gives

∆0(ρ) = apρ
peiρ

{
[1 + φ01(ρ)] +

bq
ap
ρn0 [1 + φ00(ρ)]e−iρ

}
and

|∆0(ρ)| ≥ |ap||ρ|pe−b

{
1
2
− 2|µ0||ρ|n0eb

}
≥ |ap||ρ|pe−b

{
1
2
− 2|µ0| · (2α)n0e−b · eb

}
≥ 1

4
|ap||ρ|pe−b,

or

|∆0(ρ)| ≥
1
4
|ap||ρ|pe−b ≥ |ap|

4(2α)n0
|ρ|q > 0 (8.34)

for all ρ = a + ib ∈ Ω0∞ with |ρ| ≥ r2. The inequality (8.34) establishes the
growth rate for ∆0 on the region Ω0∞.

To determine the growth rate on the region Ω0 , we again express the
characteristic determinant in the form

∆0(ρ) = bqρ
q
{

[1 + φ00(ρ)] +
ap

bqρn0
[1 + φ01(ρ)]eiρ

}
for ρ ∈ G0. Then for any point ρ = a+ ib ∈ Ω0 we have |ρ| ≥ |a| ≥ βe|b|/n0 ,
and hence,

|∆0(ρ)| ≥ |bq||ρ|q
{

1
2
− 2e−b

|µ0||ρ|n0

}
≥ |bq||ρ|q

{
1
2
− 2e|b|

|µ0| · βn0e|b|

}
≥ 1

4
|bq||ρ|q,

or
|∆0(ρ)| ≥

1
4
|bq||ρ|q > 0 (8.35)

for all ρ = a+ ib ∈ Ω0 . This is our growth rate for ∆0 on the region Ω0 .
Relative to the sector T1 and the corresponding open set G1, we can use

(5.131) or Theorem 5.5 and (8.2) to write the characteristic determinant ∆1

in the form
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∆1(ρ) = ρq
{
a′qe

−iρ
[
1 + φ11(ρ)

]
+

b′p
ρn0

[
1 + φ10(ρ)

]}
(8.36)

for ρ ∈ G1, where

φ11(ρ) :=
q−1∑

κ=−(m−p0−1)

a′κ
a′qρ

q−κ
+

1
a′qρ

q
Φ11(ρ),

φ10(ρ) :=
p−1∑

κ=−(m−p0−1)

b′κ
b′pρ

p−κ
+

1
b′pρ

p
Φ10(ρ)

for ρ ∈ G1. The functions φ11, φ10 are analytic on the open set G1 with

|φ11(ρ)| ≤
γ′0
|ρ|

, |φ10(ρ)| ≤
γ′0
|ρ|

(8.37)

for ρ ∈ G1 (see equation (5.132)).
Set µ1 := −a′q/b′p 6= 0. From (5.133) we have b′p = ωp

ν−1ap and a′q = ωq
νbq,

and hence,
µ1 = −ωq

νbq/(ω
p
ν−1ap) = ωn0ν+pµ0. (8.38)

Clearly |µ1| = |µ0| and argµ1 = argµ0 + 2π(n0ν + p)/n. Choose a constant
r′1 > R1 ≥ R0 such that

1/2 ≤ |1 + φ11(ρ)| ≤ 2, 1/2 ≤ |1 + φ10(ρ)| ≤ 2

for ρ ∈ G1 with |ρ| ≥ r′1 and such that

2
|µ1||ρ|n0

≤ 1
4

for all ρ ∈ C with |ρ| ≥ r′1. Then (8.36) can be rewritten in the form

∆1(ρ) = a′qρ
qe−iρ

{
[1 + φ11(ρ)] +

b′p
a′qρ

n0
[1 + φ10(ρ)]eiρ

}
for ρ ∈ G1, and for any point ρ = a + ib ∈ G1 with |ρ| ≥ r′1 and b ≥ 0, we
have

|∆1(ρ)| ≥ |a′q||ρ|qeb

{
1
2
− 2
|µ1||ρ|n0

e−b

}
≥ |a′q||ρ|qeb

{
1
2
− 1

4
· 1
}

=
1
4
|a′q||ρ|qeb > 0.

(8.39)

In view of this result, our search for the zeros of the characteristic determinant
∆1 in the open set G1 will be concentrated in Quadrant III.

Set ω1 := ω, α1 := α, and β1 := β. Clearly 1/ω1 = 1/|µ1|1/n0 + n0,
0 < α1 < [1/(2|µ1|)]1/n0 , β1 > [2/|µ1|]1/n0 , and
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2|µ1|(2α1)n0 ≤ 1
4
,

2
|µ1|(β1)n0

≤ 1
4
.

Note that for ρ ∈ S1 with |ρ| > R0, we have ρ ∈ G1, and we are working in
a region of analyticity for ∆1. In terms of the constants µ1, α1, and β1, we
form the logarithmic strip

Ω1 :=
{
ρ = a+ ib ∈ S1

∣∣ b ≤ 0, −β1e−b/n0 ≤ a ≤ −α1e−b/n0
}

=
{
ρ = a+ ib ∈ S1

∣∣ a ≤ −α1, b ≤ 0, −n0 ln[−a/α1] ≤ b ≤ −n0 ln[−a/β1]
}

and the two complementary regions

Ω1∞ :=
{
ρ = a+ ib ∈ S1

∣∣ b ≤ 0, −α1e−b/n0 ≤ a
}
,

Ω1 :=
{
ρ = a+ ib ∈ S1

∣∣ b ≤ 0, a ≤ −β1e−b/n0
}
.

These three regions are contained in Quadrant III. Also, observe that

−n0 ln[−a/α1] < −n0 ln[−|µ1|1/n0a] < −n0 ln[−a/β1]

for a ≤ −β1, so the logarithmic curve b = −n0 ln[−|µ1|1/n0a] runs down the
‘middle’ of Ω1.

To calculate the growth rate of ∆1 on Ω1∞, take any point ρ = a + ib
in Ω1∞. Clearly a ≤ 0, b ≤ 0, |a| = −a ≤ α1e|b|/n0 , and

|ρ| ≤ |a|+ |b| ≤ α1e|b|/n0 + n0e|b|/n0 ≤ [1/|µ1|1/n0 + n0]e|b|/n0 =
1
ω1

e|b|/n0

or
n0 ln[ω1|ρ|] ≤ |b|. (8.40)

For the constant x1 := x0, we know that x ≤ α1ex/n0 for all x ∈ R with
x ≥ x1. Choose a real number r′2 such that r′2 ≥ r′1 and r′2 ≥ β1 and such that

x1 ≤ n0 ln[ω1|ρ|]

for all ρ ∈ C with |ρ| ≥ r′2. By working with the maximum of the two constants
r2 and r′2, we can assume without loss of generality that r2 = r′2.

Now consider any point ρ = a + ib ∈ Ω1∞ with |ρ| ≥ r′2. Then by (8.40)
we have |b| ≥ x1 and |b| ≤ α1e|b|/n0 , and hence,

|ρ| ≤ |a|+ |b| ≤ α1e|b|/n0 + α1e|b|/n0 = 2α1e|b|/n0 .

We conclude that
|ρ| ≤ 2α1e|b|/n0 (8.41)

for all ρ = a+ ib ∈ Ω1∞ with |ρ| ≥ r′2.
Combining (8.41) with (8.36), we have

∆1(ρ) = b′pρ
p
{
[1 + φ10(ρ)] + (a′q/b

′
p)ρ

n0 [1 + φ11(ρ)]e−iρ
}
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and

|∆1(ρ)| ≥ |b′p||ρ|p
{

1
2
− 2|µ1||ρ|n0eb

}
≥ |b′p||ρ|p

{
1
2
− 2|µ1| · (2α1)n0e−b · eb

}
≥ 1

4
|b′p||ρ|p,

or
|∆1(ρ)| ≥

1
4
|b′p||ρ|p > 0 (8.42)

for all ρ = a + ib ∈ Ω1∞ with |ρ| ≥ r′2. The inequality (8.42) establishes the
growth rate for ∆1 on the region Ω1∞.

For the growth rate on Ω1 , we again express the characteristic determi-
nant in the form

∆1(ρ) = a′qρ
qe−iρ

{
[1 + φ11(ρ)] +

b′p
a′qρ

n0
[1 + φ10(ρ)]eiρ

}
for ρ ∈ G1. Then for any point ρ = a+ ib ∈ Ω1 we have |ρ| ≥ |a| ≥ β1e|b|/n0 ,
and hence,

|∆1(ρ)| ≥ |a′q||ρ|qeb

{
1
2
− 2e−b

|µ1||ρ|n0

}
≥ |a′q||ρ|qeb

{
1
2
− 2e|b|

|µ1| · (β1)n0e|b|

}
≥ 1

4
|a′q||ρ|qeb,

or
|∆1(ρ)| ≥

1
4
|a′q||ρ|qeb ≥ 1

4
|a′q|(β1)n0 |ρ|p > 0 (8.43)

for all ρ = a+ ib ∈ Ω1 . This is our growth rate for ∆1 on the region Ω1 .
As an application of these growth rates on the regions Ω0∞, Ω0 and Ω1∞,

Ω1 , we obtain the following apriori estimates for the eigenvalues of L. Recall
that we are assuming that r2 = r′2.

Theorem 8.3. Assume that p < q. Let λ = ρn ∈ C with ρ = a+ ib ∈ S0 and
with |ρ| ≥ r2.

(a) If ρ ∈ Ω0∞ or ρ ∈ Ω0 , then ∆0(ρ) 6= 0 and λ ∈ ρ(L).
(b) If λ is an eigenvalue of L, then ∆0(ρ) = 0 and ρ lies in the interior of

the logarithmic strip Ω0.
In addition, let λ = ρn ∈ C with ρ = a+ ib ∈ S1 and with |ρ| ≥ r2.

(c) If ρ ∈ Ω1∞ or ρ ∈ Ω1 , then ∆1(ρ) 6= 0 and λ ∈ ρ(L).
(d) If λ is an eigenvalue of L, then ∆1(ρ) = 0 and ρ lies in the interior of

the logarithmic strip Ω1.

By the theorem the resolvent set ρ(L) is nonempty, and hence, by our
earlier remarks the spectrum σ(L) is a countable set having no limit points
in C.
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Next, let us consider the behavior of ∆0 on the logarithmic strip Ω0.
Setting ξ := 1 + n0/α, for each point ρ = a+ ib ∈ Ω0 we have

|ρ| ≤ |a|+ |b| ≤ |a|+ n0 ln[|a|/α] ≤ |a|+ (n0/α)|a| = ξ|a|. (8.44)

Relative to the strip Ω0 the characteristic determinant can be written in the
form

∆0(ρ) = apρ
p
{
eiρ − µ0ρ

n0 [1 + h0(ρ)]
}

(8.45)

for ρ ∈ G0, where h0 is the analytic function given by

h0(ρ) := − eiρ

µ0ρn0
φ01(ρ) + φ00(ρ)

for ρ ∈ G0. If ρ = a+ ib ∈ Ω0 with |ρ| ≥ r2, then∣∣∣∣ eiρ

µ0ρn0

∣∣∣∣ = e−b

|µ0||ρ|n0
≤ 1
|µ0||ρ|n0

· |a|
n0

αn0
≤ 1
|µ0|αn0

,

and hence, by (8.30)
|h0(ρ)| ≤

γ1

|ρ|
(8.46)

for all ρ = a+ ib ∈ Ω0 with |ρ| ≥ r2.
Fix a real number δ with 0 < δ ≤ π/4 and 0 < δ < (ln 2)/(1 + n0), and

then for the integers k = 1, 2, . . . define{
α′k := 2πk + Argµ0, β′k := −n0 ln[|µ0|1/n0α′k],
µ′k := α′k + iβ′k,

and introduce the circles

Γ ′k := {ρ ∈ C | |ρ− µ′k| = δ}.

Choose a positive integer k1 ≥ 2 such that y′1 := α′k1
− π ≥ r2. Note that

α′k − π ≥ r2 ≥ β and α′k ≥ 3π for k = k1, k1 + 1, . . .. Also, we introduce the
logarithmic rectangles

R′k :=
{
ρ = a+ib ∈ C

∣∣ α′k−π ≤ a ≤ α′k +π, −n0 ln[a/α] ≤ b ≤ −n0 ln[a/β]
}

for k = k1, k1 + 1, . . .. Without loss of generality we can assume that k1 is
sufficiently large to guarantee that each R′k is contained in the sector S0, and
hence, for k = k1, k1 + 1, . . . the point µ′k lies in the interior of R′k with R′k a
subset of Ω0.

Fix any index k ≥ k1, and take any point ρ = a+ib ∈ C with |ρ−µ′k| ≤ δ.
We assert that ρ lies in the interior of R′k. Indeed, we clearly have |a− α′k| ≤
δ < π and |b+ n0 ln[|µ0|1/n0α′k]| ≤ δ, so
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|b+ n0 ln[|µ0|1/n0a]| ≤ |b+ n0 ln[|µ0|1/n0α′k]|
+ |n0 ln[|µ0|1/n0a]− n0 ln[|µ0|1/n0α′k]|

≤ δ + n0|a− α′k| ≤ δ(1 + n0) < ln 2.

Thus, −n0 ln[(2|µ0|)1/n0a] < b < −n0 ln[(|µ0|/2)1/n0a] and

−n0 ln[a/α] < b < −n0 ln[a/β].

This establishes the assertion, and it is immediate that the circle Γ ′k lies in
the interior of the logarithmic rectangle R′k for k = k1, k1 +1, . . .. To complete
the setup of the geometry, for k = k1, k1 + 1, . . . let Ω′

k be the punctured
logarithmic rectangle formed from R′k by removing all the points inside Γ ′k.

The next step is to establish the growth rate of ∆0 on each of the regions
Ω′

k. Note that
eiµ′k = µ0(α′k)n0

for k = k1, k1 + 1, . . .. Let fk, k = k1, k1 + 1, . . ., and gk, k = k1, k1 + 1, . . ., be
the sequences of analytic functions defined by

fk(ρ) := ei(ρ−µ′k) − 1 for ρ ∈ C,

gk(ρ) := −h0(ρ)−
n0∑

j=1

(
n0

j

)[ 1
α′k

(ρ− µ′k) +
iβ′k
α′k

]j[
1 + h0(ρ)

]
for ρ ∈ G0.

Then we can use (8.45) to write ∆0 in its final form:

∆0(ρ) = apµ0(α′k)n0ρp
{

eiρ · e−iµ′k −
[ ρ
α′k

]n0[
1 + h0(ρ)

]}
= apµ0(α′k)n0ρp

{
ei(ρ−µ′k) −

[ 1
α′k

(ρ− µ′k) +
iβ′k
α′k

+ 1
]n0[

1 + h0(ρ)
]}
,

or
∆0(ρ) = apµ0(α′k)n0ρp[fk(ρ) + gk(ρ)] (8.47)

for ρ ∈ G0 and for k = k1, k1 +1, . . .. Here we have a family of representations
for ∆0 depending on the integer k. We will use the kth representation to
determine the growth rate of ∆0 on the kth region Ω′

k.
In terms of the constants α, β, δ, choose d0 > 0 such that

n0 ln[2/(|µ0|1/n0α)] ≤ d0, n0 ln[2|µ0|1/n0β] ≤ d0,

and δ < d0, and then form the punctured rectangle

R∗ := {ρ = a+ ib ∈ C | −π ≤ a ≤ π, −d0 ≤ b ≤ d0, and |ρ| ≥ δ}.

Set m0 := min{ |eiρ − 1| | ρ ∈ R∗} > 0.
Fix any index k ≥ k1, and take any point ρ = a+ib ∈ Ω′

k. Clearly we have
−π ≤ a− α′k ≤ π, π/α′k ≤ 1/2 because α′k ≥ 3π,
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a

α′k
≤ α′k + π

α′k
≤ 2,

a

α′k
≥ α′k − π

α′k
≥ 1

2
,

and

b− β′k ≥ −n0 ln[a/α] + n0 ln[|µ0|1/n0α′k]

= −n0 ln[a/(|µ0|1/n0αα′k)] ≥ −n0 ln[2/(|µ0|1/n0α)] ≥ −d0,

b− β′k ≤ −n0 ln[a/β] + n0 ln[|µ0|1/n0α′k]

= −n0 ln[a/(|µ0|1/n0βα′k)] ≤ −n0 ln[1/(2|µ0|1/n0β)] ≤ d0.

Thus, the translate ρ − µ′k belongs to R∗ with |ρ − µ′k| ≤ π + d0. It follows
that

|fk(ρ)| ≥ m0 (8.48)

for k ≥ k1 and for ρ ∈ Ω′
k. Note that the constant m0 is independent of the

index k.
Clearly limk→∞ 1/α′k = limk→∞ β′k/α

′
k = 0. In terms of the constant γ1

that appears in the inequality (8.46), select an integer k0 ≥ k1 such that

γ1

|ρ|
≤ m0

4
for all ρ ∈ C with |ρ| ≥ y′0,

where y′0 := α′k0
− π ≥ r2, and such that

n0∑
j=1

(
n0

j

)[
π + d0

α′k
+
|β′k|
α′k

]j[
1 +

γ1

r2

]
≤ m0

4
for all k ≥ k0.

Then for k ≥ k0 and for ρ = a+ ib ∈ Ω′
k, we have |ρ| ≥ a ≥ α′k − π ≥ y′0 ≥ r2,

and hence, by (8.46) and the definition of the integer k0,

|gk(ρ)| ≤ m0

2
< m0 ≤ |fk(ρ)|. (8.49)

Also, since α′k ≥ 3π, we have a ≥ α′k − π ≥ 2π or a/2 ≥ π, and α′k ≥ a− π ≥
a/2 ≥ |ρ|/(2ξ) by (8.44). Therefore, from (8.47) and (8.49) we conclude that

|∆0(ρ)| ≥ |ap||µ0|(α′k)n0 |ρ|p · m0

2
≥ m0|ap||µ0|

2(2ξ)n0
|ρ|q,

or

|∆0(ρ)| ≥
m0|ap||µ0|
2(2ξ)n0

|ρ|q > 0 (8.50)

for k ≥ k0 and for ρ ∈ Ω′
k.

The estimate (8.49) is local in character in that it depends on k: it is
valid only on the region Ω′

k. In contrast, the estimate (8.50) is global because
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the constant on the right is independent of k. If we introduce the punctured
logarithmic strip

Ω′
∗ :=

∞⋃
k=k0

Ω′
k,

then we see that Ω′
∗ consists of all points ρ = a+ ib ∈ Ω0 with a ≥ y′0 which

do not lie inside any of the circles Γ ′k for k ≥ k0, and from the above

|∆0(ρ)| ≥
m0|ap||µ0|
2(2ξ)n0

|ρ|q > 0 (8.51)

for all ρ = a+ ib ∈ Ω′
∗.

With the basic estimates (8.49) and (8.51) in place, consider one of the
circles Γ ′k for k ≥ k0. Since (8.49) is valid for each point ρ on Γ ′k, it follows by
Rouché’s Theorem that ∆0 and fk + gk have the same number of zeros as fk

inside Γ ′k. But µ′k is the only zero of fk inside Γ ′k, µ′k being a zero of order 1.
Consequently, the characteristic determinant ∆0 has a unique zero ρ′k inside
Γ ′k with ρ′k having order 1 for k ≥ k0. Setting

λ′k := (ρ′k)n, k = k0, k0 + 1, . . . ,

the complex numbers λ′k are eigenvalues of L, and by our earlier work the
corresponding algebraic multiplicities and ascents are given by

ν(λ′k) = m(λ′k) = 1, k = k0, k0 + 1, . . . . (8.52)

It is also easy to derive asymptotic formulas for the zeros ρ′k, k = k0,
k0 + 1, . . .. Set ζ ′k := −gk(ρ′k) for k = k0, k0 + 1, . . .. Then we know that
ei(ρ′k−µ′k) = 1 + ζ ′k and

ρ′k − µ′k = −i Log [1 + ζ ′k] (8.53)

for k = k0, k0 + 1, . . ., where

|ζ ′k| ≤
γ1

|ρ′k|
+

n0∑
j=1

(
n0

j

)[
δ

α′k
+
|β′k|
α′k

]j[
1 +

γ1

r2

]
.

Now for each k ≥ k0, α′k ≥ 2πk − π ≥ k, |β′k| ≤ n0 ln[|µ0|1/n0(2πk + π)] ≤
γ2 ln k, and

|ρ′k| ≥ |µ′k| − |ρ′k − µ′k| ≥ α′k − δ ≥ 6k − 5 ≥ k,

which yields |ζ ′k| ≤ γ3 ln k/k and

|ρ′k − µ′k| ≤
γ ln k
k

, k = k0, k0 + 1, . . . . (8.54)



230 8 The Eigenvalues for n Odd

To determine the zeros of ∆1 in the logarithmic strip Ω1, we adopt an
approach similar to the above. Set η := 1 + n0/α1. Then for each point
ρ = a+ ib ∈ Ω1 we have

|ρ| ≤ |a|+ |b| ≤ |a|+ n0 ln[|a|/α1] ≤ |a|+ (n0/α1)|a| = η|a|. (8.55)

Relative to the strip Ω1 we can write ∆1 in the form

∆1(ρ) = a′qρ
q
{

e−iρ − 1
µ1ρn0

[
1 + h1(ρ)

]}
(8.56)

for ρ ∈ G1, where h1 is the analytic function given by

h1(ρ) := −µ1ρ
n0e−iρφ11(ρ) + φ10(ρ)

for ρ ∈ G1. If ρ = a+ ib ∈ Ω1 with |ρ| ≥ r′2, then

|µ1ρ
n0e−iρ| = |µ1||ρ|n0eb ≤ |µ1| · ηn0 |a|n0 · (β1)n0

|a|n0
= |µ1|(ηβ1)n0 ,

and hence, by (8.37)

|h1(ρ)| ≤
γ′1
|ρ|

(8.57)

for all ρ = a+ ib ∈ Ω1 with |ρ| ≥ r′2.
Let δ be defined as above, so 0 < δ ≤ π/4 and 0 < δ < (ln 2)/(1+n0). For

k = 1, 2, . . . define{
α′′k := −(2πk −Argµ1 + πn0), β′′k := −n0 ln[−|µ1|1/n0α′′k ],
µ′′k := α′′k + iβ′′k ,

and introduce the circles

Γ ′′k := {ρ ∈ C | |ρ− µ′′k | = δ}.

Choose an integer k1 ≥ 2 such that y′′1 := α′′k1
+ π ≤ −r′2. Note that the

α′′k satisfy α′′k + π ≤ −r′2 ≤ −β1 and |α′′k | ≥ 3π for k = k1, k1 + 1, . . .. Also,
introduce the logarithmic rectangles

R′′k :=
{
ρ = a+ ib ∈ C

∣∣α′′k − π ≤ a ≤ α′′k + π,

− n0 ln[−a/α1] ≤ b ≤ −n0 ln[−a/β1]
}

for k = k1, k1 + 1, . . .. Without loss of generality we can assume that this
new k1 is identical to the k1 introduced earlier, and that k1 is sufficiently
large to guarantee that each R′′k is contained in the sector S1, and hence, for
k = k1, k1 + 1, . . . the point µ′′k lies in the interior of the logarithmic rectangle
R′′k with R′′k a subset of the logarithmic strip Ω1.



8.2 Case 2. p < q 231

Fix any index k ≥ k1, and take any point ρ = a+ib ∈ C with |ρ−µ′′k | ≤ δ.
We assert that ρ lies in the interior of R′′k . Indeed, we clearly have |a− α′′k | ≤
δ < π and |b+ n0 ln[−|µ1|1/n0α′′k ]| ≤ δ, so

|b+ n0 ln[−|µ1|1/n0a]| ≤ |b+ n0 ln[−|µ1|1/n0α′′k ]|
+ |n0 ln[−|µ1|1/n0a]− n0 ln[−|µ1|1/n0α′′k ]|

≤ δ + n0|a− α′′k | ≤ δ(1 + n0) < ln 2.

Hence, −n0 ln[−(2|µ1|)1/n0a] < b < −n0 ln[−(|µ1|/2)1/n0a], and from the def-
initions of α1 and β1 it follows that −n0 ln[−a/α1] < b < −n0 ln[−a/β1]. We
have established the assertion. It is immediate that the circle Γ ′′k lies in the
interior of the logarithmic rectangle R′′k for k = k1, k1 + 1, . . .. To complete
the setup of the geometry, for k = k1, k1 + 1, . . . let Ω′′

k be the punctured
logarithmic rectangle formed from R′′k by removing all the points inside Γ ′′k .

Next, we establish the growth rate of∆1 on each of the regionsΩ′′
k . Observe

that
eiµ′′k = µ1(α′′k)n0

for k = k1, k1+1, . . .. Introducing the analytic functions Fk, k = k1, k1+1, . . .,
and Gk, k = k1, k1 + 1, . . ., defined by

Fk(ρ) := ei(µ′′k−ρ) − 1 for ρ ∈ C,

Gk(ρ) := −h1(ρ)−
n0∑

j=1

(
n0

j

)[
1
ρ

(µ′′k − ρ)− iβ′′k
ρ

]j[
1 + h1(ρ)

]
for ρ ∈ G1,

we can use (8.56) to write ∆1 in its final form:

∆1(ρ) = a′qρ
q
{

e−iρ · eiµ′′k

µ1(α′′k)n0
− 1
µ1ρn0

[1 + h1(ρ)]
}

=
a′qρ

q

µ1(α′′k)n0

{
ei(µ′′k−ρ) −

[α′′k
ρ

]n0

[1 + h1(ρ)]
}

=
a′qρ

q

µ1(α′′k)n0

{
ei(µ′′k−ρ) −

[ 1
ρ

(µ′′k − ρ)− iβ′′k
ρ

+ 1
]n0

[1 + h1(ρ)]
}
,

or

∆1(ρ) =
a′qρ

q

µ1(α′′k)n0
[Fk(ρ) +Gk(ρ)] (8.58)

for ρ ∈ G1 and for k = k1, k1 +1, . . .. Here we have a family of representations
for ∆1 which depends on the integer k. We use the kth representation to
determine the growth rate of ∆1 on the kth region Ω′′

k .
In terms of the constant d0 introduced earlier, we clearly have

n0 ln[2/(|µ1|1/n0α1)] ≤ d0, n0 ln[2|µ1|1/n0β1] ≤ d0,

and δ < d0. As previously we can form the punctured rectangle
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R∗ = {ρ = a+ ib ∈ C | −π ≤ a ≤ π, −d0 ≤ b ≤ d0, and |ρ| ≥ δ},

and determine the constant m0 = min{ |eiρ − 1| | ρ ∈ R∗} > 0.
Fix any index k ≥ k1, and take any point ρ = a + ib ∈ Ω′′

k . Clearly
−π ≤ α′′k − a ≤ π, π/|α′′k | ≤ 1/2 because |α′′k | ≥ 3π,

−a
−α′′k

≤ −α′′k + π

−α′′k
= 1 +

π

|α′′k |
≤ 2,

−a
−α′′k

≥ −α′′k − π

−α′′k
= 1− π

|α′′k |
≥ 1

2
,

and

β′′k − b ≤ −n0 ln[−|µ1|1/n0α′′k ] + n0 ln[−a/α1]

= n0 ln[−a/(|µ1|1/n0α1(−α′′k))] ≤ n0 ln[2/(|µ1|1/n0α1)] ≤ d0,

β′′k − b ≥ −n0 ln[−|µ1|1/n0α′′k ] + n0 ln[−a/β1]

= n0 ln[−a/(|µ1|1/n0β1(−α′′k))]

≥ n0 ln[1/(2|µ1|1/n0β1)] ≥ −d0.

Thus, the point µ′′k − ρ belongs to the punctured rectangle R∗ with |µ′′k − ρ| ≤
π + d0. It follows that

|Fk(ρ)| ≥ m0 (8.59)

for k ≥ k1 and for ρ ∈ Ω′′
k . Clearly the constant m0 is independent of the

index k.
On the other hand, for any index k ≥ k1 and for any point ρ = a+ib ∈ Ω′′

k ,
we have −α′′k/2 = |α′′k |/2 ≥ π, −α′′k − π ≥ −α′′k/2, and

|ρ| ≥ |a| = −a ≥ −α′′k − π ≥ −α′′k
2

=
|α′′k |
2

.

It follows that

|Gk(ρ)| ≤ γ′1
|ρ|

+
n0∑

j=1

(
n0

j

)[
2
|α′′k |

(π + d0) +
2|β′′k |
|α′′k |

]j[
1 +

γ′1
r′2

]
.

Since limk→∞ 1/α′′k = limk→∞ β′′k/α
′′
k = 0, in terms of the constant γ′1 that

appears in (8.57), we can select an integer k0 ≥ k1 such that

γ′1
|ρ|

≤ m0

4
for all ρ ∈ C with |ρ| ≥ −y′′0 ,

where y′′0 := α′′k0
+ π ≤ −r′2, and such that

n0∑
j=1

(
n0

j

)[
2
|α′′k |

(π + d0) +
2|β′′k |
|α′′k |

]j[
1 +

γ′1
r′2

]
≤ m0

4
for all k ≥ k0.
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Then for k ≥ k0 and for ρ = a+ ib ∈ Ω′′
k , we have

|ρ| ≥ |a| ≥ −α′′k − π ≥ −y′′0 ≥ r′2,

and hence, by (8.57), the definition of the integer k0, and (8.59):

|Gk(ρ)| ≤ m0

2
< m0 ≤ |Fk(ρ)|. (8.60)

Also, for k ≥ k0 and for ρ = a + ib ∈ Ω′′
k , we have |α′′k | ≥ 3π, so α′′k ≤ −2π

and α′′k + π ≤ −π, and hence, a ≤ α′′k + π ≤ −π and

|α′′k | = −α′′k ≤ −a+ π ≤ −2a = 2|a| ≤ 2|ρ|.

Therefore, from (8.58) and (8.60) we conclude that

|∆1(ρ)| ≥
|a′q||ρ|q

|µ1||α′′k |n0
·m0

2
≥

m0|a′q|
2|µ1|(2n0)

|ρ|p,

or

|∆1(ρ)| ≥
m0|a′q|

2|µ1|(2n0)
|ρ|p > 0 (8.61)

for k ≥ k0 and for ρ ∈ Ω′′
k . If we introduce the punctured logarithmic strip

Ω′′
∗ :=

∞⋃
k=k0

Ω′′
k ,

then we see that Ω′′
∗ consists of all points ρ = a + ib ∈ Ω1 with a ≤ y′′0 and

with ρ not inside any of the circles Γ ′′k for k ≥ k0, and from the last equation

|∆1(ρ)| ≥
m0|a′q|

2|µ1|(2n0)
|ρ|p > 0 (8.62)

for all ρ ∈ Ω′′
∗ .

Consider one of the circles Γ ′′k for k ≥ k0. Since (8.60) is valid for each
point ρ on Γ ′′k , it follows by Rouché’s Theorem that ∆1 and Fk +Gk have the
same number of zeros as Fk inside Γ ′′k . But µ′′k is the only zero of Fk inside
Γ ′′k , µ′′k being a zero of order 1. Consequently, the characteristic determinant
∆1 has a unique zero ρ′′k inside Γ ′′k with ρ′′k having order 1 for k ≥ k0. Setting

λ′′k := (ρ′′k)n, k = k0, k0 + 1, . . . ,

the λ′′k are eigenvalues of L with corresponding algebraic multiplicities and
ascents

ν(λ′′k) = m(λ′′k) = 1, k = k0, k0 + 1, . . . . (8.63)

To derive asymptotic formulas for the zeros ρ′′k , define ζ ′′k := −Gk(ρ′′k) for
k = k0, k0 + 1, . . .. Then ei(µ′′k−ρ′′k ) = 1 + ζ ′′k and
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ρ′′k − µ′′k = i Log [1 + ζ ′′k ] (8.64)

for k = k0, k0 + 1, . . ., where

|ζ ′′k | ≤
γ′1
|ρ′′k |

+
n0∑

j=1

(
n0

j

)[
2δ
|α′′k |

+
2|β′′k |
|α′′k |

]j[
1 +

γ′1
r′2

]
.

Now for each k ≥ k0, |α′′k | ≥ 2πk − π ≥ k,

|β′′k | ≤ n0 ln[|µ1|1/n0(2πk + π + πn0)] ≤ γ′2 ln k,

and
|ρ′′k | ≥ |µ′′k | − |ρ′′k − µ′′k | ≥ |α′′k | − δ ≥ 6k − 5 ≥ k,

which yields |ζ ′′k | ≤ γ′3 ln k/k and

|ρ′′k − µ′′k | ≤
γ ln k
k

, k = k0, k0 + 1, . . . . (8.65)

Finally, we claim that L can have only a finite number of eigenvalues
beyond the λ′k, λ′′k , k = k0, k0+1, . . .. Indeed, suppose λ0 6= 0 is any eigenvalue
of L distinct from the λ′k, λ′′k . Then λ0 can be expressed in the form λ0 = (ρ0)n

where the point ρ0 6= 0 belongs to either the sector S0 or to the sector S1. We
look at these two cases separately.

First, assume ρ0 = a0 + ib0 ∈ S0. If |ρ0| < r2, then only a finite number
of such ρ0 are possible because the spectrum σ(L) is a countable set having
no limit points in C. Assume that |ρ0| ≥ r2. Then by Theorem 8.3 we must
have ∆0(ρ0) = 0 and ρ0 must lie in the interior of the logarithmic strip
Ω0. If a0 > y′0, then either ρ0 ∈ Ω′

∗ or ρ0 lies inside one of the circles Γ ′k,
k ≥ k0. But these two possibilities can not occur because of (8.51) and the
fact that ρ0 must be distinct from the ρ′k, k ≥ k0. Thus, α ≤ a0 ≤ y′0 and
−n0 ln[y′0/α] ≤ b0 ≤ 0. Since these ρ0 come from a bounded region in the ρ
plane, only a finite number of such ρ0 are possible.

Second, assume ρ0 = a0 + ib0 ∈ S1. Again if |ρ0| < r2, then only a finite
number of such ρ0 are possible. Assume that |ρ0| ≥ r2. Then by Theorem 8.3
we must have ∆1(ρ0) = 0 and ρ0 must lie in the interior of the logarithmic
strip Ω1. It is impossible to have a0 < y′′0 because of (8.62) and the fact that
ρ0 must be distinct from the ρ′′k , k ≥ k0. Therefore, y′′0 ≤ a0 ≤ −α1 and
−n0 ln[−y′′0/α1] ≤ b0 ≤ 0. Again only a finite number of such ρ0 are possible.

Combining the two cases, we conclude that the λ′k, λ′′k , k = k0, k0 + 1, . . .,
account for all but a finite number of the eigenvalues of L.

We summarize the results for this logarithmic case as a theorem.

Theorem 8.4. Let the differential operator L belong to Case 2, a logarithmic
case, where the integers p and q satisfy the conditions −∞ < p < q ≤ p0, and
let n0 = q − p, µ0 = −bq/ap 6= 0, and µ1 = −a′q/b′p 6= 0 (so |µ1| = |µ0| and
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argµ1 = argµ0 + 2π(n0ν + p)/n). Then the elements of the spectrum σ(L)
can be listed as two sequences

λ′k = (ρ′k)n, k = k0, k0 + 1, . . . , λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

plus a finite number of additional points, where

ρ′k = (2πk + Argµ0)− in0 ln[|µ0|1/n0(2πk + Argµ0)] + ε′k,

k = k0, k0 + 1, . . . ,

ρ′′k = −(2πk −Argµ1 + πn0)− in0 ln[|µ0|1/n0(2πk −Argµ1 + πn0)] + ε′′k ,

k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ ln k/k and |ε′′k | ≤ γ ln k/k for k = k0, k0 + 1, . . .. In addition, the
corresponding algebraic multiplicities and ascents are

ν(λ′k) = m(λ′k) = 1, k = k0, k0 + 1, . . . ,
ν(λ′′k) = m(λ′′k) = 1, k = k0, k0 + 1, . . . .

8.3 Case 3. p > q

Assume that p > q. The differential operators belonging to this case are always
simply irregular. It is also a logarithmic case. As in Case 2 we will assume that
the constant R0 has been chosen sufficiently large to guarantee that Re ρ ≥ 0
for all ρ ∈ G0 and Re ρ ≤ 0 for all ρ ∈ G1. Set n0 := p − q > 0, and let us
begin work in the sector T0 and the open set G0. By (5.105) or Theorem 5.4
and (8.1) we can write the characteristic determinant ∆0 in the form

∆0(ρ) = ρp
{
apeiρ[1 + φ01(ρ)] +

bq
ρn0

[
1 + φ00(ρ)

]}
(8.66)

for ρ ∈ G0, where

φ01(ρ) :=
p−1∑

κ=−(m−p0−1)

aκ

apρp−κ
+

1
apρp

Φ01(ρ),

φ00(ρ) :=
q−1∑

κ=−(m−p0−1)

bκ
bqρq−κ

+
1

bqρq
Φ00(ρ)

for ρ ∈ G0. The functions φ01, φ00 are analytic on the open set G0, and
recalling that m − p0 + p ≥ 1 and m − p0 + q ≥ 1, by (5.106) we obtain the
growth rates

|φ01(ρ)| ≤
γ0

|ρ|
, |φ00(ρ)| ≤

γ0

|ρ|
(8.67)
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for ρ ∈ G0.
Set µ0 := −ap/bq 6= 0. Choose a constant r1 > R1 ≥ R0 such that

1/2 ≤ |1 + φ01(ρ)| ≤ 2, 1/2 ≤ |1 + φ00(ρ)| ≤ 2

for ρ ∈ G0 with |ρ| ≥ r1 and such that

2
|µ0||ρ|n0

≤ 1
4

for all ρ ∈ C with |ρ| ≥ r1. Then (8.66) can be rewritten in the form

∆0(ρ) = apρ
peiρ

{
[1 + φ01(ρ)] +

bq
apρn0

[1 + φ00(ρ)]e−iρ
}

for ρ ∈ G0, and for any point ρ = a + ib ∈ G0 with |ρ| ≥ r1 and b ≤ 0, we
have

|∆0(ρ)| ≥ |ap||ρ|pe−b

{
1
2
− 2
|µ0||ρ|n0

eb

}
≥ |ap||ρ|pe−b

{
1
2
− 1

4
· 1
}

=
1
4
|ap||ρ|pe−b > 0.

(8.68)

Consequently, as we search for the zeros of ∆0 in the open set G0, we will
concentrate our search in Quadrant I.

Let ω be the number defined by the equation 1/ω := 1/|µ0|1/n0 + n0.
Choose real numbers α and β with 0 < α < [1/(2|µ0|)]1/n0 , β > [2/|µ0|]1/n0 ,
and

2|µ0|(2α)n0 ≤ 1
4
,

2
|µ0|βn0

≤ 1
4
.

Clearly 1/β < |µ0|1/n0 < 1/α. Note that if ρ is any point in S0 with |ρ| > R0,
then ρ belongs to the open set G0, and hence, we will be working in a region
where ∆0 is analytic. In terms of the constants µ0, α, and β, we form the
logarithmic strip

Ω0 :=
{
ρ = a+ ib ∈ S0

∣∣ b ≥ 0, αeb/n0 ≤ a ≤ βeb/n0
}

=
{
ρ = a+ ib ∈ S0

∣∣ a ≥ α, b ≥ 0, n0 ln[a/β] ≤ b ≤ n0 ln[a/α]
}

and the two complementary regions

Ω0∞ :=
{
ρ = a+ ib ∈ S0

∣∣ b ≥ 0, a ≤ αeb/n0
}
,

Ω0 :=
{
ρ = a+ ib ∈ S0

∣∣ b ≥ 0, βeb/n0 ≤ a
}
.

These three regions are contained in Quadrant I. Also, we have

n0 ln[a/β] < n0 ln[|µ0|1/n0a] < n0 ln[a/α]
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for a ≥ β, and hence, the logarithmic curve b = n0 ln[|µ0|1/n0a] runs down
the ‘middle’ of the logarithmic strip Ω0.

Let us begin by calculating the growth rate of ∆0 on the region Ω0∞. Take
any point ρ = a+ ib in Ω0∞. Clearly a ≥ 0, b ≥ 0, and a ≤ αeb/n0 and

|ρ| ≤ |a|+ |b| ≤ αe|b|/n0 + n0e|b|/n0 ≤ [1/|µ0|1/n0 + n0]e|b|/n0 =
1
ω

e|b|/n0 ,

or
n0 ln[ω|ρ|] ≤ |b| for all ρ = a+ ib ∈ Ω0∞. (8.69)

Choose a real number x0 > 0 such that x ≤ αex/n0 for all x ∈ R with x ≥ x0,
and then choose a real number r2 such that r2 ≥ r1 and r2 ≥ β and such that
x0 ≤ n0 ln[ω|ρ|] for all ρ ∈ C with |ρ| ≥ r2.

Now consider any point ρ = a + ib ∈ Ω0∞ with |ρ| ≥ r2. Then by (8.69)
we have |b| ≥ x0 and |b| ≤ αe|b|/n0 , and hence,

|ρ| ≤ |a|+ |b| ≤ αe|b|/n0 + αe|b|/n0 = 2αe|b|/n0 . (8.70)

Combining (8.70) with (8.66), we have

∆0(ρ) = bqρ
q
{
[1 + φ00(ρ)] + (ap/bq)ρn0 [1 + φ01(ρ)]eiρ

}
and

|∆0(ρ)| ≥ |bq||ρ|q
{

1
2
− 2|µ0||ρ|n0e−b

}
≥ |bq||ρ|q

{
1
2
− 2|µ0| · (2α)n0eb · e−b

}
≥ 1

4
|bq||ρ|q,

or
|∆0(ρ)| ≥

1
4
|bq||ρ|q > 0 (8.71)

for all ρ = a + ib ∈ Ω0∞ with |ρ| ≥ r2. The inequality (8.71) establishes the
growth rate for ∆0 on the region Ω0∞.

To determine the growth rate on Ω0 , we again express the characteristic
determinant in the form

∆0(ρ) = apρ
peiρ

{
[1 + φ01(ρ)] +

bq
apρn0

[1 + φ00(ρ)]e−iρ
}

for ρ ∈ G0. Then for any point ρ = a+ ib ∈ Ω0 we have |ρ| ≥ |a| ≥ βe|b|/n0 ,
and hence,

|∆0(ρ)| ≥ |ap||ρ|pe−b

{
1
2
− 2eb

|µ0||ρ|n0

}
≥ |ap||ρ|pe−b

{
1
2
− 2e|b|

|µ0| · βn0e|b|

}
≥ 1

4
|ap||ρ|pe−b,
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or
|∆0(ρ)| ≥

1
4
|ap||ρ|pe−b ≥ 1

4
|ap|(β)n0 |ρ|q > 0 (8.72)

for all ρ = a+ ib ∈ Ω0 . This is our growth rate for ∆0 on the region Ω0 .
Relative to the sector T1 and the corresponding open set G1, we can use

(5.131) or Theorem 5.5 and (8.2) to write the characteristic determinant ∆1

in the form

∆1(ρ) = ρq
{
a′qe

−iρ
[
1 + φ11(ρ)

]
+ b′pρ

n0
[
1 + φ10(ρ)

]}
(8.73)

for ρ ∈ G1, where

φ11(ρ) :=
q−1∑

κ=−(m−p0−1)

a′κ
a′qρ

q−κ
+

1
a′qρ

q
Φ11(ρ),

φ10(ρ) :=
p−1∑

κ=−(m−p0−1)

b′κ
b′pρ

p−κ
+

1
b′pρ

p
Φ10(ρ)

for ρ ∈ G1. The functions φ11, φ10 are analytic on the open set G1 with

|φ11(ρ)| ≤
γ′0
|ρ|

, |φ10(ρ)| ≤
γ′0
|ρ|

(8.74)

for ρ ∈ G1 (see equation (5.132)).
Set µ1 := −b′p/a′q 6= 0. From (5.133) we have b′p = ωp

ν−1ap and a′q = ωq
νbq,

and hence,
µ1 = −ωp

ν−1ap/(ωq
νbq) = ωn0ν−pµ0. (8.75)

Clearly |µ1| = |µ0| and argµ1 = argµ0 + 2π(n0ν − p)/n. Choose a constant
r′1 > R1 ≥ R0 such that

1/2 ≤ |1 + φ11(ρ)| ≤ 2, 1/2 ≤ |1 + φ10(ρ)| ≤ 2

for ρ ∈ G1 with |ρ| ≥ r′1 and such that

2
|µ1||ρ|n0

≤ 1
4

for all ρ ∈ C with |ρ| ≥ r′1. Then (8.73) can be rewritten in the form

∆1(ρ) = b′pρ
p
{

[1 + φ10(ρ)] +
a′q

b′pρ
n0

[1 + φ11(ρ)]e−iρ
}

for ρ ∈ G1, and for any point ρ = a + ib ∈ G1 with |ρ| ≥ r′1 and b ≤ 0, we
have

|∆1(ρ)| ≥ |b′p||ρ|p
{

1
2
− 2
|µ1||ρ|n0

eb

}
≥ |b′p||ρ|p

{
1
2
− 1

4
· 1
}

=
1
4
|b′p||ρ|p > 0.

(8.76)
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In view of this result, our search for the zeros of the characteristic determinant
∆1 in the open set G1 will be concentrated in Quadrant II.

Set ω1 := ω, α1 := α, and β1 := β. Clearly 1/ω1 = 1/|µ1|1/n0 + n0,
0 < α1 < [1/(2|µ1|)]1/n0 , β1 > [2/|µ1|]1/n0 , and

2|µ1|(2α1)n0 ≤ 1
4
,

2
|µ1|(β1)n0

≤ 1
4
.

Note that for ρ ∈ S1 with |ρ| > R0, we have ρ ∈ G1, and we are working in
a region of analyticity for ∆1. In terms of the constants µ1, α1, and β1, we
form the logarithmic strip

Ω1 :=
{
ρ = a+ ib ∈ S1

∣∣ b ≥ 0, −β1eb/n0 ≤ a ≤ −α1eb/n0
}

=
{
ρ = a+ ib ∈ S1

∣∣ a ≤ −α1, b ≥ 0, n0 ln[−a/β1] ≤ b ≤ n0 ln[−a/α1]
}

and the two complementary regions

Ω1∞ :=
{
ρ = a+ ib ∈ S1

∣∣ b ≥ 0, −α1eb/n0 ≤ a
}
,

Ω1 :=
{
ρ = a+ ib ∈ S1

∣∣ b ≥ 0, a ≤ −β1eb/n0
}
.

These three regions are contained in Quadrant II. Also, note that

n0 ln[−a/β1] < n0 ln[−|µ1|1/n0a] < n0 ln[−a/α1]

for a ≤ −β1, so the logarithmic curve b = n0 ln[−|µ1|1/n0a] runs down the
‘middle’ of the logarithmic strip Ω1.

Let us determine the growth rate of ∆1 on the regions Ω1∞ and Ω1 . For
any point ρ = a+ ib in Ω1∞ we have a ≤ 0, b ≥ 0, |a| = −a ≤ α1eb/n0 , and

|ρ| ≤ |a|+ |b| ≤ α1e|b|/n0 + n0e|b|/n0

≤ [1/|µ1|1/n0 + n0]e|b|/n0 =
1
ω1

e|b|/n0 ,

and hence,
n0 ln[ω1|ρ|] ≤ |b| for all ρ = a+ ib ∈ Ω1∞. (8.77)

For the constant x1 := x0, we know that x ≤ α1ex/n0 for all x ∈ R with
x ≥ x1. Choose a real number r′2 such that r′2 ≥ r′1 and r′2 ≥ β1 and such that
x1 ≤ n0 ln[ω1|ρ|] for all ρ ∈ C with |ρ| ≥ r′2. Without loss of generality we can
assume that r2 = r′2.

Now take any point ρ = a + ib ∈ Ω1∞ with |ρ| ≥ r′2. Then by (8.77) we
have |b| ≥ x1, and hence, |b| ≤ α1e|b|/n0 and

|ρ| ≤ |a|+ |b| ≤ α1e|b|/n0 + α1e|b|/n0 = 2α1e|b|/n0 . (8.78)

Combining (8.78) with (8.73),

∆1(ρ) = a′qρ
qe−iρ

{
[1 + φ11(ρ)] + (b′p/a

′
q)ρ

n0 [1 + φ10(ρ)]eiρ
}
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and

|∆1(ρ)| ≥ |a′q||ρ|qeb

{
1
2
− 2|µ1||ρ|n0e−b

}
≥ |a′q||ρ|qeb

{
1
2
− 2|µ1| · (2α1)n0eb · e−b

}
≥ 1

4
|a′q||ρ|qeb,

or

|∆1(ρ)| ≥
1
4
|a′q||ρ|qeb ≥

|a′q|
4(2α1)n0

|ρ|p > 0 (8.79)

for all ρ = a + ib ∈ Ω1∞ with |ρ| ≥ r′2. The inequality (8.79) establishes the
growth rate for ∆1 on the region Ω1∞.

To determine the growth rate on Ω1 , we again express the characteristic
determinant in the form

∆1(ρ) = b′pρ
p
{

[1 + φ10(ρ)] +
a′q

b′pρ
n0

[1 + φ11(ρ)]e−iρ
}

for ρ ∈ G1. Then for any point ρ = a+ ib ∈ Ω1 we have |ρ| ≥ |a| ≥ β1eb/n0 ,
and hence,

|∆1(ρ)| ≥ |b′p||ρ|p
{

1
2
− 2eb

|µ1||ρ|n0

}
≥ |b′p||ρ|p

{
1
2
− 2eb

|µ1| · (β1)n0eb

}
≥ 1

4
|b′p||ρ|p,

or
|∆1(ρ)| ≥

1
4
|b′p||ρ|p > 0 (8.80)

for all ρ = a+ ib ∈ Ω1 . This is our growth rate for ∆1 on the region Ω1 .
These growth rates on the regions Ω0∞, Ω0 and Ω1∞, Ω1 combine to give

the following apriori estimates for the eigenvalues of L. Recall that r2 = r′2.

Theorem 8.5. Assume that p > q. Let λ = ρn ∈ C with ρ = a+ ib ∈ S0 and
with |ρ| ≥ r2.

(a) If ρ ∈ Ω0∞ or ρ ∈ Ω0 , then ∆0(ρ) 6= 0 and λ ∈ ρ(L).
(b) If λ is an eigenvalue of L, then ∆0(ρ) = 0 and ρ lies in the interior of

the logarithmic strip Ω0.
In addition, let λ = ρn ∈ C with ρ = a+ ib ∈ S1 and with |ρ| ≥ r2.

(c) If ρ ∈ Ω1∞ or ρ ∈ Ω1 , then ∆1(ρ) 6= 0 and λ ∈ ρ(L).
(d) If λ is an eigenvalue of L, then ∆1(ρ) = 0 and ρ lies in the interior of

the logarithmic strip Ω1.

The theorem shows that the resolvent set ρ(L) is nonempty, and hence,
the spectrum σ(L) is a countable set having no limit points in C.

Next, let us compute the actual zeros of ∆0 in the logarithmic strip Ω0.
Setting ξ := 1 + n0/α, for each point ρ = a+ ib ∈ Ω0 we have



8.3 Case 3. p > q 241

|ρ| ≤ |a|+ |b| ≤ |a|+ n0 ln[|a|/α] ≤ |a|+ (n0/α)|a| = ξ|a|. (8.81)

Relative to the strip Ω0 the characteristic determinant can be written in the
form

∆0(ρ) = apρ
p
{

eiρ − 1
µ0ρn0

[
1 + h0(ρ)

]}
(8.82)

for ρ ∈ G0, where h0 is the analytic function given by

h0(ρ) := −µ0ρ
n0eiρφ01(ρ) + φ00(ρ)

for ρ ∈ G0. If ρ = a+ ib ∈ Ω0 with |ρ| ≥ r2, then

|µ0ρ
n0eiρ| = |µ0||ρ|n0e−b ≤ |µ0| · ξn0 |a|n0 · β

n0

|a|n0
= |µ0|ξn0βn0 ,

and hence, by (8.67)
|h0(ρ)| ≤

γ1

|ρ|
(8.83)

for all ρ = a+ ib ∈ Ω0 with |ρ| ≥ r2.
Fix a real number δ with 0 < δ ≤ π/4 and 0 < δ < (ln 2)/(1 + n0), and

then for the integers k = 1, 2, . . . define{
α′k := 2πk −Argµ0, β′k := n0 ln[|µ0|1/n0α′k],
µ′k := α′k + iβ′k,

and introduce the circles

Γ ′k := {ρ ∈ C | |ρ− µ′k| = δ}.

Choose a positive integer k1 ≥ 2 such that y′1 := α′k1
− π ≥ r2. Note that the

α′k satisfy α′k − π ≥ r2 ≥ β and α′k ≥ 3π for k = k1, k1 + 1, . . .. Introduce the
logarithmic rectangles

R′k :=
{
ρ = a+ ib ∈ C

∣∣ α′k − π ≤ a ≤ α′k + π, n0 ln[a/β] ≤ b ≤ n0 ln[a/α]
}

for k = k1, k1 + 1, . . .. Without loss of generality we can assume that k1 is
sufficiently large to guarantee that each R′k is contained in the sector S0, and
hence, for k = k1, k1 + 1, . . . the point µ′k lies in the interior of R′k with R′k a
subset of Ω0.

Take any index k ≥ k1, and take any point ρ = a+ib ∈ C with |ρ−µ′k| ≤ δ.
We assert that ρ lies in the interior of R′k. Indeed, we clearly have |a− α′k| ≤
δ < π and |b− n0 ln[|µ0|1/n0α′k]| ≤ δ, so

|b− n0 ln[|µ0|1/n0a]| ≤ |b− n0 ln[|µ0|1/n0α′k]|
+ |n0 ln[|µ0|1/n0a]− n0 ln[|µ0|1/n0α′k]|

≤ δ + n0|a− α′k| ≤ δ(1 + n0) < ln 2.
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It follows that n0 ln[(|µ0|/2)1/n0a] < b < n0 ln[(2|µ0|)1/n0a] and

n0 ln[a/β] < b < n0 ln[a/α].

This establishes the assertion, and it is immediate that the circle Γ ′k lies in
the interior of the logarithmic rectangle R′k for k = k1, k1 +1, . . .. To complete
the setup of the geometry, for k = k1, k1 + 1, . . . let Ω′

k be the punctured
logarithmic rectangle formed from R′k by removing all the points inside Γ ′k.

To establish the growth rate of ∆0 on the region Ω′
k, first note that

eiµ′k =
1

µ0(α′k)n0

for k = k1, k1 + 1, . . .. Let fk, k = k1, k1 + 1, . . ., and gk, k = k1, k1 + 1, . . ., be
the sequences of analytic functions defined by

fk(ρ) := ei(ρ−µ′k) − 1 for ρ ∈ C,

gk(ρ) := −h0(ρ)−
n0∑

j=1

(
n0

j

)[
1
ρ

(µ′k − ρ)− iβ′k
ρ

]j[
1 + h0(ρ)

]
for ρ ∈ G0.

Then we use (8.82) to write ∆0 in its final form:

∆0(ρ) = apρ
p
{

eiρ · e−iµ′k

µ0(α′k)n0
− 1
µ0ρn0

[1 + h0(ρ)]
}

=
apρ

p

µ0(α′k)n0

{
ei(ρ−µ′k) −

[α′k
ρ

]n0

[1 + h0(ρ)]
}

=
apρ

p

µ0(α′k)n0

{
ei(ρ−µ′k) −

[1
ρ

(µ′k − ρ)− iβ′k
ρ

+ 1
]n0

[1 + h0(ρ)]
}
,

or
∆0(ρ) =

apρ
p

µ0(α′k)n0
[fk(ρ) + gk(ρ)] (8.84)

for ρ ∈ G0 and for k = k1, k1 + 1, . . .. We will use the kth representation in
this family to compute the growth rate of ∆0 on the kth region Ω′

k.
Choose a constant d0 > 0 such that

n0 ln[2/(|µ0|1/n0α)] ≤ d0, n0 ln[2|µ0|1/n0β] ≤ d0,

and δ < d0, and then form the punctured rectangle

R∗ := {ρ = a+ ib ∈ C | −π ≤ a ≤ π, −d0 ≤ b ≤ d0, and |ρ| ≥ δ}.

Set m0 := min{ |eiρ − 1| | ρ ∈ R∗} > 0.
Fix any index k ≥ k1, and take any point ρ = a+ib ∈ Ω′

k. Clearly we have
−π ≤ a− α′k ≤ π, π/α′k ≤ 1/2 because α′k ≥ 3π,
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a

α′k
≤ α′k + π

α′k
≤ 2,

a

α′k
≥ α′k − π

α′k
≥ 1

2
,

and

b− β′k ≤ n0 ln[a/α]− n0 ln[|µ0|1/n0α′k]

= n0 ln[a/(|µ0|1/n0αα′k)] ≤ n0 ln[2/(|µ0|1/n0α)] ≤ d0,

b− β′k ≥ n0 ln[a/β]− n0 ln[|µ0|1/n0α′k]

= n0 ln[a/(|µ0|1/n0βα′k)] ≥ n0 ln[1/(2|µ0|1/n0β)] ≥ −d0.

Thus, the point ρ−µ′k belongs to the punctured rectangle R∗ with |ρ−µ′k| ≤
π + d0. It follows that

|fk(ρ)| ≥ m0 (8.85)

for k ≥ k1 and for ρ ∈ Ω′
k. Note that the constant m0 is independent of the

index k.
On the other hand, for any index k ≥ k1 and for any point ρ = a+ib ∈ Ω′

k,
we have α′k/2 = |α′k|/2 ≥ π, α′k − π ≥ α′k/2, and

|ρ| ≥ |a| = a ≥ α′k − π ≥ α′k
2

=
|α′k|
2

.

It follows that

|gk(ρ)| ≤ γ1

|ρ|
+

n0∑
j=1

(
n0

j

)[
2
|α′k|

(π + d0) +
2|β′k|
|α′k|

]j[
1 +

γ1

r2

]
.

Since limk→∞ 1/α′k = limk→∞ β′k/α
′
k = 0, in terms of the constant γ1 that

appears in (8.83), we can select an integer k0 ≥ k1 such that

γ1

|ρ|
≤ m0

4
for all ρ ∈ C with |ρ| ≥ y′0,

where y′0 := α′k0
− π ≥ r2, and such that

n0∑
j=1

(
n0

j

)[
2
|α′k|

(π + d0) +
2|β′k|
|α′k|

]j[
1 +

γ1

r2

]
≤ m0

4
for all k ≥ k0.

Then for k ≥ k0 and for ρ = a+ ib ∈ Ω′
k, we have |ρ| ≥ a ≥ α′k − π ≥ y′0 ≥ r2,

and hence, by (8.83), the definition of the integer k0, and (8.85):

|gk(ρ)| ≤ m0

2
< m0 ≤ |fk(ρ)|. (8.86)

Also, for k ≥ k0 and for ρ = a + ib ∈ Ω′
k, we have α′k ≥ 3π, so α′k − π ≥ π,

and hence, a ≥ α′k − π ≥ π and
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|α′k| = α′k ≤ a+ π ≤ 2a = 2|a| ≤ 2|ρ|.

From (8.84) and (8.86) we conclude that

|∆0(ρ)| ≥
|ap||ρ|p

|µ0||α′k|n0
·m0

2
≥ m0|ap|

2|µ0|(2n0)
|ρ|q,

or

|∆0(ρ)| ≥
m0|ap|

2|µ0|(2n0)
|ρ|q > 0 (8.87)

for k ≥ k0 and for ρ ∈ Ω′
k. Introducing the punctured logarithmic strip

Ω′
∗ =

∞⋃
k=k0

Ω′
k,

we see that Ω′
∗ consists of all points ρ = a + ib ∈ Ω0 with a ≥ y′0 which do

not lie inside any of the circles Γ ′k for k ≥ k0, and from the above

|∆0(ρ)| ≥
m0|ap|

2|µ0|(2n0)
|ρ|q > 0 (8.88)

for all ρ = a+ ib ∈ Ω′
∗.

Now consider one of the circles Γ ′k for k ≥ k0. The inequality (8.86) is valid
for each point ρ on Γ ′k, and hence, by Rouché’s Theorem ∆0 and fk + gk have
the same number of zeros as fk inside Γ ′k. But the only zero of fk inside the
circle Γ ′k occurs at the center µ′k, with µ′k being a zero of order 1. It follows
that the characteristic determinant ∆0 has a unique zero ρ′k inside Γ ′k, and ρ′k
is a zero of order 1 for k ≥ k0. If we set

λ′k := (ρ′k)n, k = k0, k0 + 1, . . . ,

then the λ′k are eigenvalues of L with algebraic multiplicities and ascents

ν(λ′k) = m(λ′k) = 1, k = k0, k0 + 1, . . . . (8.89)

To establish asymptotic formulas, set ζ ′k = −gk(ρ′k) for k = k0, k0 + 1, . . ..
Then ei(ρ′k−µ′k) = 1 + ζ ′k and

ρ′k − µ′k = −i Log [1 + ζ ′k] (8.90)

for k = k0, k0 + 1, . . ., where

|ζ ′k| ≤
γ1

|ρ′k|
+

n0∑
j=1

(
n0

j

)[
2δ
|α′k|

+
2|β′k|
|α′k|

]j[
1 +

γ1

r2

]
.

Now for each k ≥ k0, α′k ≥ 2πk−π ≥ k, β′k ≤ n0 ln[|µ0|1/n0(2πk+π)] ≤ γ2 ln k,
and
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|ρ′k| ≥ |µ′k| − |ρ′k − µ′k| ≥ α′k − δ ≥ 6k − 5 ≥ k,

which gives |ζ ′k| ≤ γ3 ln k/k and

|ρ′k − µ′k| ≤
γ ln k
k

, k = k0, k0 + 1, . . . . (8.91)

The calculation of the zeros of ∆1 in the logarithmic strip Ω1 is similar to
the above. Indeed, setting η := 1 + n0/α1, for each point ρ = a+ ib ∈ Ω1 we
have |b| ≤ n0 ln[|a|/α1] and

|ρ| ≤ |a|+ n0 ln[|a|/α1] ≤ |a|+ (n0/α1)|a| = η|a|. (8.92)

Relative to Ω1 we can express ∆1 in the form

∆1(ρ) = a′qρ
q
{
e−iρ − µ1ρ

n0 [1 + h1(ρ)]
}

(8.93)

for ρ ∈ G1, where h1 is the analytic function given by

h1(ρ) := − e−iρ

µ1ρn0
φ11(ρ) + φ10(ρ)

for ρ ∈ G1. Note that for each point ρ = a+ ib ∈ Ω1 with |ρ| ≥ r′2, we have∣∣∣∣ e−iρ

µ1ρn0

∣∣∣∣ = eb

|µ1||ρ|n0
≤ 1
|µ1||ρ|n0

· |a|
n0

(α1)n0
≤ 1
|µ1|(α1)n0

,

and hence, from (8.74)

|h1(ρ)| ≤
γ′1
|ρ|

(8.94)

for all ρ = a+ ib ∈ Ω1 with |ρ| ≥ r′2.
Let δ be defined as above, so 0 < δ ≤ π/4 and 0 < δ < (ln 2)/(1+n0). For

k = 1, 2, . . . set{
α′′k := −(2πk + Argµ1 + πn0), β′′k := n0 ln[−|µ1|1/n0α′′k ],
µ′′k := α′′k + iβ′′k ,

and then form the circles

Γ ′′k := {ρ ∈ C | |ρ− µ′′k | = δ}.

Select an integer k1 ≥ 2 with y′′1 := α′′k1
+π ≤ −r′2. Clearly α′′k+π ≤ −r′2 ≤ −β1

and |α′′k | ≥ 3π for k = k1, k1+1, . . .. Also, let us form the logarithmic rectangles

R′′k :=
{
ρ = a+ib ∈ C

∣∣ α′′k−π ≤ a ≤ α′′k+π, n0 ln[−a/β1] ≤ b ≤ n0 ln[−a/α1]
}

for k = k1, k1 + 1, . . .. We can assume that this new index k1 is identical to
the k1 introduced earlier, and that k1 is sufficiently large to guarantee that
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each R′′k is contained in the sector S1. Consequently, for k = k1, k1 + 1, . . .
the point µ′′k lies in the interior of the logarithmic rectangle R′′k , and R′′k is a
subset of the logarithmic strip Ω1.

Take any index k ≥ k1 and any point ρ = a + ib ∈ C with |ρ − µ′′k | ≤ δ.
Then |a− α′′k | ≤ δ < π and |b− n0 ln[−|µ1|1/n0α′′k ]| ≤ δ, and hence,

|b− n0 ln[−|µ1|1/n0a]| ≤ |b− n0 ln[−|µ1|1/n0α′′k ]|
+ |n0 ln[−|µ1|1/n0a]− n0 ln[−|µ1|1/n0α′′k ]|

≤ δ + n0|a− α′′k | ≤ δ(1 + n0) < ln 2.

Thus, n0 ln[−(|µ1|/2)1/n0a] < b < n0 ln[−(2|µ1|)1/n0a], and from the defini-
tions of α1 and β1 we conclude that n0 ln[−a/β1] < b < n0 ln[−a/α1]. This
shows that the point ρ lies in the interior of R′′k . It is immediate that the circle
Γ ′′k lies in the interior of the logarithmic rectangle R′′k . For k = k1, k1 + 1, . . .
let Ω′′

k be the punctured logarithmic rectangle formed from R′′k by removing
all the points inside Γ ′′k .

Next, let us calculate the growth rate of ∆1 on each of the regions Ω′′
k .

From the definition of µ′′k it follows that

eiµ′′k =
1

µ1(α′′k)n0
for k = k1, k1 + 1, . . ..

Let Fk, k = k1, k1 + 1, . . ., and Gk, k = k1, k1 + 1, . . ., be the sequences of
analytic functions defined by

Fk(ρ) := ei(µ′′k−ρ) − 1 for ρ ∈ C,

Gk(ρ) := −h1(ρ)−
n0∑

j=1

(
n0

j

)[
1
α′′k

(ρ− µ′′k) +
iβ′′k
α′′k

]j[
1 + h1(ρ)

]
for ρ ∈ G1.

Then (8.93) can be used to express ∆1 in its final form:

∆1(ρ) = a′qµ1(α′′k)n0ρq
{

e−iρ · eiµ′′k −
[ ρ
α′′k

]n0[
1 + h1(ρ)

]}
= a′qµ1(α′′k)n0ρq

{
ei(µ′′k−ρ) −

[ 1
α′′k

(ρ− µ′′k) +
iβ′′k
α′′k

+ 1
]n0[

1 + h1(ρ)
]}
,

or
∆1(ρ) = a′qµ1(α′′k)n0ρq[Fk(ρ) + Gk(ρ)] (8.95)

for all ρ ∈ G1 and for k = k1, k1 + 1, . . .. We will use (8.95) to calculate the
growth rate of ∆1 on the region Ω′′

k .
In terms of the constant d0 introduced earlier, we clearly have

n0 ln[2/(|µ1|1/n0α1)] ≤ d0, n0 ln[2|µ1|1/n0β1] ≤ d0,

and δ < d0. As above we can form the punctured rectangle
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R∗ = {ρ = a+ ib ∈ C | −π ≤ a ≤ π, −d0 ≤ b ≤ d0, and |ρ| ≥ δ},

and determine the constant m0 = min{ |eiρ − 1| | ρ ∈ R∗} > 0.
Take any index k ≥ k1, and take any point ρ = a + ib ∈ Ω′′

k . Then the
point µ′′k−ρ satisfies the following conditions: −π ≤ α′′k−a ≤ π, π/|α′′k | ≤ 1/2
because |α′′k | ≥ 3π,

−a
−α′′k

≤ −α′′k + π

−α′′k
= 1 +

π

|α′′k |
≤ 2,

−a
−α′′k

≥ −α′′k − π

−α′′k
= 1− π

|α′′k |
≥ 1

2
,

and

β′′k − b ≤ n0 ln[−|µ1|1/n0α′′k ]− n0 ln[−a/β1]

= −n0 ln[−a/(|µ1|1/n0β1(−α′′k))] ≤ −n0 ln[1/(2|µ1|1/n0β1)] ≤ d0,

β′′k − b ≥ n0 ln[−|µ1|1/n0α′′k ]− n0 ln[−a/α1]

= −n0 ln[−a/(|µ1|1/n0α1(−α′′k))] ≥ −n0 ln[2/(|µ1|1/n0α1)] ≥ −d0.

Thus, the point µ′′k − ρ belongs to the punctured rectangle R∗ with |µ′′k − ρ| ≤
π + d0. We conclude that

|Fk(ρ)| ≥ m0 (8.96)

for k ≥ k1 and for ρ ∈ Ω′′
k .

Clearly limk→∞ 1/α′′k = limk→∞ β′′k/α
′′
k = 0. Choose an integer k0 ≥ k1

such that
γ′1
|ρ|

≤ m0

4
for all ρ ∈ C with |ρ| ≥ −y′′0 ,

where y′′0 := α′′k0
+ π ≤ −r′2, and such that

n0∑
j=1

(
n0

j

)[
π + d0

|α′′k |
+
|β′′k |
|α′′k |

]j[
1 +

γ′1
r′2

]
≤ m0

4
for all k ≥ k0.

Then for k ≥ k0 and for ρ = a + ib ∈ Ω′′
k , we have |ρ| ≥ |a| ≥ −α′′k − π ≥

−y′′0 ≥ r′2, and by (8.94), the definitions of Gk and k0, and (8.96):

|Gk(ρ)| ≤ m0

2
< m0 ≤ |Fk(ρ)|. (8.97)

Also, since |α′′k | ≥ 3π, we have −a ≥ −α′′k − π ≥ 2π, −a/2 ≥ π, and

|α′′k | = −α′′k ≥ −a− π ≥ −a/2 = |a|/2 ≥ |ρ|/(2η).

From (8.95) we conclude that

|∆1(ρ)| ≥ |a′q||µ1||α′′k |n0 |ρ|q · m0

2
≥
m0|a′q||µ1|
2(2η)n0

|ρ|p,
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or

|∆1(ρ)| ≥
m0|a′q||µ1|
2(2η)n0

|ρ|p > 0 (8.98)

for k ≥ k0 and for ρ ∈ Ω′′
k . If we introduce the punctured logarithmic strip

Ω′′
∗ =

∞⋃
k=k0

Ω′′
k ,

then Ω′′
∗ consists of all points ρ = a + ib ∈ Ω1 with a ≤ y′′0 and with ρ not

inside any of the circles Γ ′′k for k ≥ k0, and from (8.98)

|∆1(ρ)| ≥
m0|a′q||µ1|
2(2η)n0

|ρ|p > 0 (8.99)

for all ρ ∈ Ω′′
∗ .

Let us examine one of the circles Γ ′′k for k ≥ k0. Since (8.97) is valid for
each point ρ on Γ ′′k , by Rouché’s Theorem ∆1 and Fk + Gk must have the
same number of zeros as Fk inside Γ ′′k . Clearly µ′′k is the only zero of Fk inside
Γ ′′k , µ′′k being a zero of order 1. Therefore, ∆1 has a unique zero ρ′′k of order 1
inside the circle Γ ′′k for k ≥ k0. Corresponding to these zeros, the complex
numbers

λ′′k := (ρ′′k)n, k = k0, k0 + 1, . . . ,

are eigenvalues of L with algebraic multiplicities and ascents

ν(λ′′k) = m(λ′′k) = 1, k = k0, k0 + 1, . . . . (8.100)

For the asymptotic formulas, set ζ ′′k = −Gk(ρ′′k) for k = k0, k0 + 1, . . ..
Then we know that e−i(ρ′′k−µ′′k ) = 1 + ζ ′′k and

ρ′′k − µ′′k = i Log [1 + ζ ′′k ] (8.101)

for k = k0, k0 + 1, . . ., where

|ζ ′′k | ≤
γ′1
|ρ′′k |

+
n0∑

j=1

(
n0

j

)[
δ

|α′′k |
+
|β′′k |
|α′′k |

]j[
1 +

γ′1
r′2

]
.

Also, we have |α′′k | ≥ 2πk−π ≥ k, |β′′k | = β′′k ≤ n0 ln[|µ1|1/n0(2πk+π+πn0)] ≤
γ′2 ln k, and |ρ′′k | ≥ |µ′′k | − |ρ′′k − µ′′k | ≥ |α′′k | − δ ≥ 6k − 5 ≥ k for each k ≥ k0,
which leads to the estimates |ζ ′′k | ≤ γ′3 ln k/k and

|ρ′′k − µ′′k | ≤
γ ln k
k

, k = k0, k0 + 1, . . . . (8.102)

Finally, we assert that L has only a finite number of eigenvalues other than
the λ′k, λ′′k , k = k0, k0 + 1, . . .. Indeed, suppose λ0 is a nonzero eigenvalue of
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L which is distinct from the λ′k, λ′′k . Then λ0 can be expressed in the form
λ0 = (ρ0)n, where the point ρ0 = a0 + ib0 belongs to either the sector S0 or
to the sector S1. We look at these two cases separately.

First, consider the case when ρ0 belongs to S0. We know that either ρ0

lies in the disk |ρ| < r2, or |ρ0| ≥ r2. In case |ρ0| < r2, only a finite number
of such ρ0 are possible because the spectrum σ(L) is a countable set having
no limit points in C. Assume that |ρ0| ≥ r2. Then by Theorem 8.5 we must
have ∆0(ρ0) = 0 and ρ0 must lie in the interior of the logarithmic strip
Ω0. If a0 > y′0, then either ρ0 ∈ Ω′

∗ or ρ0 lies inside one of the circles Γ ′k,
k ≥ k0. But these two possibilities can not occur because of (8.88) and the
fact that ρ0 must be distinct from the ρ′k, k ≥ k0. Thus, α ≤ a0 ≤ y′0 and
0 ≤ b0 ≤ n0 ln[y′0/α]. Since these ρ0 come from a bounded region in the ρ
plane, only a finite number of such ρ0 are possible.

Second, assume that ρ0 belongs to S1. If |ρ0| < r2, then only a finite
number of such ρ0 are possible. Assume that |ρ0| ≥ r2. Again by Theorem 8.5
we must have ∆1(ρ0) = 0 and ρ0 must lie in the interior of the logarithmic
strip Ω1. It is impossible to have a0 < y′′0 because of (8.99) and the fact that
ρ0 must be distinct from the ρ′′k , k ≥ k0. Therefore, y′′0 ≤ a0 ≤ −α1 and
0 ≤ b0 ≤ n0 ln[−y′′0/α1]. Again only a finite number of such ρ0 are possible.

We conclude that the λ′k, λ′′k , k = k0, k0 +1, . . ., account for all but a finite
number of the eigenvalues of L.

The results for this logarithmic case are summarized below in a theorem.

Theorem 8.6. Let the differential operator L belong to Case 3, a logarithmic
case, where the integers p and q satisfy the conditions −∞ < q < p ≤ p0, and
let n0 = p − q, µ0 = −ap/bq 6= 0, and µ1 = −b′p/a′q 6= 0 (so |µ1| = |µ0| and
argµ1 = argµ0 + 2π(n0ν − p)/n ). Then the elements of the spectrum σ(L)
can be listed as two sequences

λ′k = (ρ′k)n, k = k0, k0 + 1, . . . , λ′′k = (ρ′′k)n, k = k0, k0 + 1, . . . ,

plus a finite number of additional points, where

ρ′k = (2πk −Argµ0) + in0 ln[|µ0|1/n0(2πk −Argµ0)] + ε′k,

k = k0, k0 + 1, . . . ,

ρ′′k = −(2πk + Argµ1 + πn0) + in0 ln[|µ0|1/n0(2πk + Argµ1 + πn0)] + ε′′k ,

k = k0, k0 + 1, . . . ,

with |ε′k| ≤ γ ln k/k and |ε′′k | ≤ γ ln k/k for k = k0, k0 + 1, . . .. In addition, the
corresponding algebraic multiplicities and ascents are

ν(λ′k) = m(λ′k) = 1, k = k0, k0 + 1, . . . ,

ν(λ′′k) = m(λ′′k) = 1, k = k0, k0 + 1, . . . .





9

Completeness of the Generalized
Eigenfunctions

To demonstrate the completeness of the generalized eigenfunctions of L, we
will determine the growth rates of the Green’s function G(t, s;λ) and the resol-
vent Rλ(L) along various rays in the λ plane, and then appeal to Theorem 6.2
in Chapter 2 of [34].

From the results of Chapters 7 and 8, we know that the resolvent set ρ(L) is
nonempty, and hence, the differential operator L is a Hilbert-Schmidt discrete
linear operator in L2[0, 1]. The spectrum σ(L) is a countable set having no
finite limit points in C, and in Chapters 7 and 8 we have given a detailed
description of σ(L). Let

σ(L) = {λi}∞i=1

be any enumeration of σ(L), let mi (0 < mi < ∞) denote the ascent of
the operator λiI − L for i = 1, 2, . . . , and let Pi, i = 1, 2, . . ., denote the
projection of L2[0, 1] onto the generalized eigenspace N ((λiI − L)mi) along
the range R((λiI − L)mi).

Let sp(L) denote the subspace of L2[0, 1] spanned by the generalized eigen-
functions of L, and let us introduce the subspaces

S∞(L) :=
{
u ∈ L2[0, 1]

∣∣∣ u =
∞∑

i=1

Piu
}

and
M∞(L) :=

{
u ∈ L2[0, 1] | Piu = 0 for i = 1, 2, . . .

}
.

Clearly M∞(L) is closed, sp(L) is a subset of S∞(L), and it is easy to check
that sp(L) = S∞(L). Our goal in this chapter is to prove that

sp(L) = S∞(L) = L2[0, 1] and M∞(L) = {0}.

9.1 Completeness for n Even

Assume that n is even, n = 2ν ≥ 2. In the representations of the characteristic
determinants∆0 and∆1, the functions πi, i = 0, 1, 2, are given by the formulas
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π2(ρ) =
p∑

κ=−(m−p0−1)

aκρ
κ, π1(ρ) =

q∑
κ=−(m−p0−1)

bκρ
κ, π0(ρ) =

p∑
κ=−(m−p0−1)

cκρ
κ

for ρ 6= 0 in C. See equation (7.1). In these expressions the integers p and q
have been determined with −∞ < p ≤ q ≤ p0, and the leading coefficients
satisfy ap 6= 0 and cp 6= 0. The integer m has been fixed with m > n, m > p0,
and −(m− p0 − 1) ≤ p ≤ p0. In Theorems 7.2, 7.3, and 7.5 the eigenvalues of
L are characterized asymptotically in terms of the constants ap, bq, and cp.

For the Green’s function G(t, s;λ) of the differential operator λI − L, we
have established growth rates for it in equations (6.37) and (6.77). First, in
terms of the sector S0 we have

|G(t, s;λ)| ≤ 2
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1|∆0(ρ)|
(9.1)

for t 6= s in [0, 1], where (9.1) is valid for λ = ρn in C with ρ ∈ S0 and |ρ| > R1

and with ∆0(ρ) 6= 0. Second, in terms of the sector S1 we have the analogous
result

|G(t, s;λ)| ≤ 2
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1|∆1(ρ)|
(9.2)

for t 6= s in [0, 1], where (9.2) is now valid for λ = ρn in C with ρ ∈ S1 and
|ρ| > R1 and with ∆1(ρ) 6= 0. These growth rates depend on the sectors S0

and S1, but they are independent of whether L belongs to Case 1, Case 2, or
Case 3. On the other hand, growth rates for the characteristic determinants
∆0 and ∆1 are case dependent. Specifically, assume that L belongs to Case 1
or Case 2 where p = q ≤ p0. From equation (7.9) we have

|∆0(ρ)| ≥
1
2
|ap||ρ|p > 0 (9.3)

for ρ = a+ ib ∈ G0 with |ρ| ≥ r1 and b ≥ d, and from (7.10) we have

|∆1(ρ)| ≥
1
2
|ap||ρ|p > 0 (9.4)

for ρ = a+ ib ∈ G1 with |ρ| ≥ r1 and b ≤ −d. Recall that the constant r1 was
chosen in Chapter 7 such that r1 > R1 ≥ R0. Combining (9.1) with (9.3), we
obtain the estimate

|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 = γ|λ|(p0−p−n+1)/n (9.5)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ ib ∈ S0 and with |ρ| ≥ r1
and b ≥ d. Similarly, combining (9.2) with (9.4), we get

|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 = γ|λ|(p0−p−n+1)/n (9.6)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ ib ∈ S1 and with |ρ| ≥ r1
and b ≤ −d. Note that it is implicit in (9.5) and (9.6) that the point λ = ρn
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belongs to the resolvent set ρ(L), which is a consequence of (9.3) and (9.4).
Thus, in Case 1 and Case 2 the resolvent satisfies the growth rate

‖Rλ(L)‖ ≤ γ|ρ|p0−p−n+1 = γ|λ|(p0−p−n+1)/n (9.7)

for λ = ρn in C with ρ = a+ib ∈ S0, |ρ| ≥ r1, and b ≥ d, or with ρ = a+ib ∈ S1,
|ρ| ≥ r1, and b ≤ −d.

Next, assume that L belongs to Case 3 where p < q ≤ p0, the logarithmic
case. Then from equation (7.31)

|∆0(ρ)| ≥
1
4
|ap||ρ|p > 0 (9.8)

for all ρ = a+ ib ∈ Ω0∞ with |ρ| ≥ r2, and from equation (7.36)

|∆1(ρ)| ≥
1
4
|ap||ρ|p > 0 (9.9)

for all ρ = a + ib ∈ Ω1∞ with |ρ| ≥ r2. The constant r2 was selected in
Chapter 7 such that r2 ≥ r1 > R1 ≥ R0. Note that if ρ = a+ ib ∈ Ω0∞ with
|ρ| ≥ r2, then ρ ∈ S0 and a ≤ αeb/n0 , (9.8) applies, and (9.1) is valid at the
point λ = ρn. Similarly, if ρ = a + ib ∈ Ω1∞ with |ρ| ≥ r2, then ρ ∈ S1 and
a ≤ αe−b/n0 , (9.9) applies, and (9.2) is valid at the point λ = ρn. Combining
(9.1) and (9.2) with (9.8) and (9.9), we obtain the estimates

|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 = γ|λ|(p0−p−n+1)/n (9.10)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a + ib ∈ Ω0∞ and |ρ| ≥ r2,
and

|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 = γ|λ|(p0−p−n+1)/n (9.11)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a + ib ∈ Ω1∞ and |ρ| ≥ r2.
Therefore, the resolvent in Case 3 satisfies the growth rate

‖Rλ(L)‖ ≤ γ|ρ|p0−p−n+1 = γ|λ|(p0−p−n+1)/n (9.12)

for λ = ρn in C with ρ ∈ Ω0∞ ∪Ω1∞ and |ρ| ≥ r2.
With our estimates (9.7) and (9.12) for the resolvent in place, we are

now ready to prove the completeness of the generalized eigenfunctions of the
differential operator L. Let N be a positive integer that satisfies the condition

N ≥ (p0 − p− n+ 1)/n.

Fix any real number θ0 with either σ0 ≤ θ0 ≤ π or −π ≤ θ0 ≤ −σ0, and let
us consider the ray

Rθ0 : λ = |λ|eiθ0 , 0 < |λ| <∞.

Assume initially that σ0 ≤ θ0 ≤ π. For each λ ∈ Rθ0 we can form the nth
root
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ρ = n
√
λ = |λ|1/neiθ0/n,

with σ0/n ≤ θ0/n ≤ π/n and with ρ ∈ S0. Note that 0 < θ0/n ≤ π/2 and
sin(θ0/n) > 0, and for λ ∈ Rθ0 and ρ = n

√
λ :{

ρ = a+ ib = |ρ| cos(θ0/n) + i|ρ| sin(θ0/n),
a = |ρ| cos(θ0/n) ≥ 0, b = |ρ| sin(θ0/n) > 0.

The geometry is slightly different for Case 1 and Case 2 where p = q ≤ p0

and for Case 3 where p < q ≤ p0. First, assume that p = q (Case 1 and
Case 2). Set

r(θ0) := max{r1, d/ sin(θ0/n)}.

If λ ∈ Rθ0 with |λ| ≥ r(θ0)n, then the point ρ = n
√
λ = a + ib belongs

to the sector S0 with |ρ| ≥ r(θ0) ≥ r1, |ρ| ≥ r(θ0) ≥ d/ sin(θ0/n), and
b = |ρ| sin(θ0/n) ≥ d. Thus, by (9.7)

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.13)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Second, assume that p < q (Case 3, the logarithmic case). Set

r(θ0) := max{r2, (2n2
0/α) cot(θ0/n)/ sin(θ0/n)}.

Take any point λ ∈ Rθ0 with |λ| ≥ r(θ0)n. Then the point ρ = n
√
λ = a + ib

belongs to S0, and |ρ| ≥ r(θ0) ≥ r2 and b = |ρ| sin(θ0/n) > 0. Also,

b = |ρ| sin(θ0/n) ≥ (2n2
0/α) cot(θ0/n),

eb/n0 ≥ b · b

2n2
0

≥ b

α
cot(θ0/n),

and
a = |ρ| cos(θ0/n) = b cot(θ0/n) ≤ αeb/n0 ,

and hence, ρ = a+ ib ∈ Ω0∞ with |ρ| ≥ r2. It follows from (9.12) that

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.14)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
To complete the discussion, assume that −π ≤ θ0 ≤ −σ0 for the ray Rθ0 .

We repeat the above argument with simple modifications. For each λ ∈ Rθ0

we now form the nth root

ρ = n
√
λ = |λ|1/neiθ0/n,

with −π/n ≤ θ0/n ≤ −σ0/n and with ρ ∈ S1. Note that we have −π/2 ≤
θ0/n < 0 and sin(θ0/n) < 0, cos(θ0/n) ≥ 0, and for λ ∈ Rθ0 and ρ = n

√
λ :
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ρ = a+ ib = |ρ| cos(θ0/n) + i|ρ| sin(θ0/n),
a = |ρ| cos(θ0/n) ≥ 0, b = |ρ| sin(θ0/n) < 0.

First, assume that p = q (Case 1 and Case 2). Set

r(θ0) := max{r1, d/| sin(θ0/n)|}.

If λ ∈ Rθ0 with |λ| ≥ r(θ0)n, then the point ρ = n
√
λ = a + ib belongs

to the sector S1 with |ρ| ≥ r(θ0) ≥ r1, |ρ| ≥ r(θ0) ≥ d/| sin(θ0/n)|, and
b = |ρ| sin(θ0/n) ≤ −d. Hence, by (9.7)

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.15)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Second, assume that p < q (Case 3, the logarithmic case). Set

r(θ0) := max{r2, (2n2
0/α)|cot(θ0/n)|/| sin(θ0/n)|}.

Take any point λ ∈ Rθ0 with |λ| ≥ r(θ0)n. Then the point ρ = n
√
λ = a + ib

belongs to the sector S1, and |ρ| ≥ r(θ0) ≥ r2 and b = |ρ| sin(θ0/n) < 0. Also,

−b = |b| = |ρ|| sin(θ0/n)| ≥ (2n2
0/α)|cot(θ0/n)|,

e−b/n0 ≥ (−b) · −b
2n2

0

≥ −b
α
|cot(θ0/n)|,

and
a = |ρ| cos(θ0/n) = b cot(θ0/n) = −b|cot(θ0/n)| ≤ αe−b/n0 ,

and hence, ρ = a+ ib ∈ Ω1∞ with |ρ| ≥ r2. It follows from (9.12) that

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.16)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Recall that the constant σ0 was selected in Chapter 5 with 0 < σ0 < π/10.

The rays Rθ0 , with either σ0 ≤ θ0 ≤ π or −π ≤ θ0 ≤ −σ0, clearly cover the
sector

Σ0 : all λ = |λ|eiθ ∈ C with σ0 ≤ θ ≤ 2π − σ0

in the λ plane. Note that the five equally spaced rays

R1 : arg λ = θ1 :=
π

5
= 36◦,

R2 : arg λ = θ2 :=
π

5
+

2π
5

=
3π
5

= 108◦,

R3 : arg λ = θ3 :=
3π
5

+
2π
5

= π = 180◦,

R4 : arg λ = θ4 := π +
2π
5

=
7π
5

= 252◦,

R5 : arg λ = θ5 :=
7π
5

+
2π
5

=
9π
5

= 324◦
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all lie in Σ0, and the angle between adjacent rays is 2π/5 = 72◦ < π/2. From
(9.13)–(9.16) we have the growth rate

‖Rλ(L)‖ = O
(
|λ|N

)
as λ→∞ along each ray Rj ,

j = 1, . . . , 5, valid for all three cases, Case 1, Case 2, Case 3. Applying the
completeness theorem, Theorem 6.2 in Chapter 2 of [34], we conclude that

sp(L) = S∞(L) = L2[0, 1] (9.17)

and
M∞(L) = {0}. (9.18)

We summarize the above results for the even order case in the following
theorem.

Theorem 9.1. Let the differential operator L be of even order n = 2ν, and
let L be either regular or simply irregular according to Definition 3.2. Then
the spectrum σ(L) is an infinite countable subset of C having no limit points
in C, and if σ(L) = {λi}∞i=1 is any enumeration of σ(L) and if S∞(L) and
M∞(L) are the corresponding subspaces, then

sp(L) = S∞(L) = L2[0, 1] and M∞(L) = {0}.

9.2 Completeness for n Odd

Assume that n is odd, n = 2ν − 1 ≥ 3. The functions π1, π0 and π′1, π
′
0 that

appear as terms in the characteristic determinants ∆0 and ∆1 are given by

π1(ρ) =
p∑

κ=−(m−p0−1)

aκρ
κ, π0(ρ) =

q∑
κ=−(m−p0−1)

bκρ
κ

and

π′1(ρ) =
q∑

κ=−(m−p0−1)

a′κρ
κ, π′0(ρ) =

p∑
κ=−(m−p0−1)

b′κρ
κ

for ρ 6= 0 in C. See equations (8.1) and (8.2). In these expressions the integers p
and q have been determined with −∞ < p , q ≤ p0, and the leading coefficients
satisfy ap 6= 0, bq 6= 0 and a′q 6= 0, b′p 6= 0. The integer m has been fixed with
m > n, m > p0, and −(m − p0 − 1) ≤ p , q ≤ p0. In Theorems 8.2, 8.4, and
8.6 the eigenvalues of L are characterized asymptotically in terms of the four
constants ap, bq, a′q, b

′
p.

For the Green’s function G(t, s;λ) of the differential operator λI − L, we
have established growth rates for it in equations (6.118) and (6.148) relative
to the sector S0 and in equations (6.189) and (6.219) relative to the sector S1.
Specifically, in terms of the sector S0 we have
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|G(t, s;λ)| ≤ 4
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1|∆0(ρ)|
(9.19)

for t 6= s in [0, 1], valid for λ = ρn in C with ρ = a + ib ∈ S0, with |ρ| > R1

and b ≥ 0, and with ∆0(ρ) 6= 0; and

|G(t, s;λ)| ≤ 4
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1eb|∆0(ρ)|
(9.20)

for t 6= s in [0, 1], valid for λ = ρn in C with ρ = a + ib ∈ S0, with |ρ| > R1

and b ≤ 0, and with ∆0(ρ) 6= 0. In terms of the sector S1 we have

|G(t, s;λ)| ≤ 4
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1|∆1(ρ)|
(9.21)

for t 6= s in [0, 1], valid for λ = ρn in C with ρ = a + ib ∈ S1, with |ρ| > R1

and b ≤ 0, and with ∆1(ρ) 6= 0; and

|G(t, s;λ)| ≤ 4
|ρ|n−1

+
γ|ρ|p0

n|ρ|n−1e−b|∆1(ρ)|
(9.22)

for t 6= s in [0, 1], valid for λ = ρn in C with ρ = a + ib ∈ S1, with |ρ| > R1

and b ≥ 0, and with ∆1(ρ) 6= 0. These growth rates depend on the sectors S0

and S1, but they are independent of whether L belongs to Case 1, Case 2, or
Case 3.

On the other hand, growth rates for the characteristic determinants ∆0

and ∆1 are case dependent. Specifically, assume that L belongs to Case 1
where p = q. From equation (8.6) we have

|∆0(ρ)| ≥
1
2
|bp||ρ|p > 0 (9.23)

for ρ = a+ ib ∈ S0 with |ρ| ≥ r1 and b ≥ d, and from equation (8.7) we have

|∆0(ρ)| ≥
1
2

e−b|ap||ρ|p > 0 (9.24)

for ρ = a+ ib ∈ S0 with |ρ| ≥ r1 and b ≤ −d. Similarly, from equation (8.9)

|∆1(ρ)| ≥
1
2
|b′p||ρ|p > 0 (9.25)

for ρ = a+ ib ∈ S1 with |ρ| ≥ r1 and b ≤ −d, and from equation (8.10)

|∆1(ρ)| ≥
1
2

eb|a′p||ρ|p > 0 (9.26)

for ρ = a + ib ∈ S1 with |ρ| ≥ r1 and b ≥ d. Recall that the constant r1 was
chosen in Chapter 8 such that r1 > R1 ≥ R0.

Combining (9.19) and (9.23), we obtain the estimate
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|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 (9.27)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ ib ∈ S0 and with |ρ| ≥ r1
and b ≥ d; and combining (9.20) and (9.24), we obtain the estimate

|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 (9.28)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ ib ∈ S0 and with |ρ| ≥ r1
and b ≤ −d. Similarly, combining (9.21) with (9.25), we get

|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 (9.29)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ ib ∈ S1 and with |ρ| ≥ r1
and b ≤ −d; and combining (9.22) with (9.26), we get

|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 (9.30)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ib ∈ S1 and with |ρ| ≥ r1 and
b ≥ d. It is implicit in equations (9.27)–(9.30) that the point λ = ρn belongs
to the resolvent set ρ(L), which is a direct consequence of (9.23)–(9.26). Thus,
in Case 1 the resolvent satisfies the growth rate

‖Rλ(L)‖ ≤ γ|ρ|p0−p−n+1 = γ|λ|(p0−p−n+1)/n (9.31)

for λ = ρn in C with ρ = a + ib ∈ S0 and |ρ| ≥ r1 and |b| ≥ d, or with
ρ = a+ ib ∈ S1 and |ρ| ≥ r1 and |b| ≥ d.

Next, assume that L belongs to Case 2 where p < q, a logarithmic case.
Then from equation (8.31)

|∆0(ρ)| ≥
1
4
|bq||ρ|q > 0 (9.32)

for ρ = a+ ib ∈ S0 with |ρ| ≥ r1 and b ≥ 0, and from equation (8.34)

|∆0(ρ)| ≥
1
4
|ap||ρ|pe−b > 0 (9.33)

for ρ = a + ib ∈ Ω0∞ with |ρ| ≥ r2. Recall that if ρ = a + ib ∈ Ω0∞, then
ρ ∈ S0 and b ≤ 0. Also, from equation (8.39)

|∆1(ρ)| ≥
1
4
|a′q||ρ|qeb > 0 (9.34)

for ρ = a+ ib ∈ S1 with |ρ| ≥ r′1 and b ≥ 0, and from equation (8.42)

|∆1(ρ)| ≥
1
4
|b′p||ρ|p > 0 (9.35)

for ρ = a + ib ∈ Ω1∞ with |ρ| ≥ r′2. For ρ = a + ib ∈ Ω1∞ we have ρ ∈ S1

and b ≤ 0. The constants r1, r2, r′1, r
′
2 were selected in Chapter 8 such that

r2 ≥ r1 > R1 ≥ R0, r′2 ≥ r′1 > R1 ≥ R0, and r2 = r′2.
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Combining (9.19) and (9.32), (9.20) and (9.33), (9.21) and (9.35), and
(9.22) and (9.34), we obtain the following estimates:

|G(t, s;λ)| ≤ γ|ρ|p0−q−n+1 (9.36)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ ib ∈ S0 and with |ρ| ≥ r1
and b ≥ 0;

|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 (9.37)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ ib ∈ Ω0∞ and |ρ| ≥ r2;

|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 (9.38)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a + ib ∈ Ω1∞ and |ρ| ≥ r′2;
and

|G(t, s;λ)| ≤ γ|ρ|p0−q−n+1 (9.39)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ ib ∈ S1 and with |ρ| ≥ r′1
and b ≥ 0. Therefore, the resolvent in Case 2 satisfies the growth rate

‖Rλ(L)‖ ≤ γ|ρ|p0−p−n+1 = γ|λ|(p0−p−n+1)/n (9.40)

for λ = ρn in C with ρ = a + ib ∈ S0 and |ρ| ≥ r1 and b ≥ 0, or with
ρ = a+ib ∈ Ω0∞ and |ρ| ≥ r2, or with ρ = a+ib ∈ Ω1∞ and |ρ| ≥ r′2, or with
ρ = a+ ib ∈ S1 and |ρ| ≥ r′1 and b ≥ 0.

Finally, assume that L belongs to Case 3 where p > q, another logarithmic
case. Then from equation (8.68)

|∆0(ρ)| ≥
1
4
|ap||ρ|pe−b > 0 (9.41)

for ρ = a+ ib ∈ S0 with |ρ| ≥ r1 and b ≤ 0, and from equation (8.71)

|∆0(ρ)| ≥
1
4
|bq||ρ|q > 0 (9.42)

for ρ = a + ib ∈ Ω0∞ with |ρ| ≥ r2. Recall that if ρ = a + ib ∈ Ω0∞, then
ρ ∈ S0 and b ≥ 0. Also, from equation (8.76)

|∆1(ρ)| ≥
1
4
|b′p||ρ|p > 0 (9.43)

for ρ = a+ ib ∈ S1 with |ρ| ≥ r′1 and b ≤ 0, and from equation (8.79)

|∆1(ρ)| ≥
1
4
|a′q||ρ|qeb > 0 (9.44)

for ρ = a + ib ∈ Ω1∞ with |ρ| ≥ r′2. For ρ = a + ib ∈ Ω1∞ we have ρ ∈ S1

and b ≥ 0. The constants r1, r2, r′1, r
′
2 were selected in Chapter 8 such that

r2 ≥ r1 > R1 ≥ R0, r′2 ≥ r′1 > R1 ≥ R0, and r2 = r′2.
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Combining (9.19) and (9.42), (9.20) and (9.41), (9.21) and (9.43), and
(9.22) and (9.44), we obtain the following estimates:

|G(t, s;λ)| ≤ γ|ρ|p0−q−n+1 (9.45)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ ib ∈ Ω0∞ and |ρ| ≥ r2;

|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 (9.46)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ ib ∈ S0 and with |ρ| ≥ r1
and b ≤ 0;

|G(t, s;λ)| ≤ γ|ρ|p0−p−n+1 (9.47)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a+ ib ∈ S1 and with |ρ| ≥ r′1
and b ≤ 0; and

|G(t, s;λ)| ≤ γ|ρ|p0−q−n+1 (9.48)

for t 6= s in [0, 1] and for λ = ρn in C with ρ = a + ib ∈ Ω1∞ and |ρ| ≥ r′2.
Therefore, the resolvent in Case 3 satisfies the growth rate

‖Rλ(L)‖ ≤ γ|ρ|p0−q−n+1 = γ|λ|(p0−q−n+1)/n (9.49)

for λ = ρn in C with ρ = a+ ib ∈ Ω0∞ and |ρ| ≥ r2, or with ρ = a+ ib ∈ S0

and |ρ| ≥ r1 and b ≤ 0, or with ρ = a + ib ∈ S1 and |ρ| ≥ r′1 and b ≤ 0, or
with ρ = a+ ib ∈ Ω1∞ and |ρ| ≥ r′2.

With our estimates (9.31), (9.40), and (9.49) for the resolvent in place,
we are now ready to prove the completeness of the generalized eigenfunctions
of the differential operator L. Let N be a positive integer that satisfies the
conditions

N ≥ (p0 − p− n+ 1)/n and N ≥ (p0 − q − n+ 1)/n.

Fix any real number θ0 satisfying one of the following four conditions: σ0 ≤
θ0 ≤ π/2, −π/2 ≤ θ0 ≤ −σ0, nπ + σ0 ≤ θ0 ≤ nπ + π/2, or nπ − π/2 ≤ θ0 ≤
nπ − σ0. Consider the ray

Rθ0 : λ = |λ|eiθ0 , 0 < |λ| <∞,

in the λ plane. We assert that for λ on Rθ0 with |λ| sufficiently large, the
resolvent Rλ(L) exists and satisfies the growth rate ‖Rλ(L)‖ = O

(
|λ|N

)
.

Assume that σ0 ≤ θ0 ≤ π/2. For each λ ∈ Rθ0 we can form the nth root

ρ = n
√
λ = |λ|1/neiθ0/n,

with σ0/n ≤ θ0/n ≤ π/2n and with ρ ∈ S0. Note that 0 < θ0/n < π/2 and
sin(θ0/n) > 0, and for λ ∈ Rθ0 and ρ = n

√
λ :{

ρ = a+ ib = |ρ| cos(θ0/n) + i|ρ| sin(θ0/n),
a = |ρ| cos(θ0/n) > 0, b = |ρ| sin(θ0/n) > 0.
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The geometry is slightly different for Case 1, Case 2, and Case 3. First,
assume that L belongs to Case 1 where p = q. Set

r(θ0) := max{r1, d/ sin(θ0/n)}.

If λ ∈ Rθ0 with |λ| ≥ r(θ0)n, then the point ρ = n
√
λ = a + ib belongs

to the sector S0 with |ρ| ≥ r(θ0) ≥ r1, |ρ| ≥ r(θ0) ≥ d/ sin(θ0/n), and
b = |ρ| sin(θ0/n) ≥ d. Thus, by (9.31)

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.50)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Second, assume that L belongs to Case 2 where p < q. Set r(θ0) := r1, and

take any point λ ∈ Rθ0 with |λ| ≥ r(θ0)n. Then the point ρ = n
√
λ = a + ib

belongs to S0, |ρ| ≥ r1, and b > 0. It follows from (9.40) that

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.51)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Third, assume that L belongs to Case 3 where p > q. Set

r(θ0) := max{r2, (2n2
0/α) cot(θ0/n)/ sin(θ0/n)}.

Take any point λ ∈ Rθ0 with |λ| ≥ r(θ0)n. Then the point ρ = n
√
λ = a + ib

belongs to S0, and |ρ| ≥ r(θ0) ≥ r2 and b = |ρ| sin(θ0/n) > 0. Also,

b = |ρ| sin(θ0/n) ≥ (2n2
0/α) cot(θ0/n),

eb/n0 ≥ b · b

2n2
0

≥ b

α
cot(θ0/n),

and
a = |ρ| cos(θ0/n) = b cot(θ0/n) ≤ αeb/n0 ,

and hence, ρ = a+ ib ∈ Ω0∞ with |ρ| ≥ r2. It follows from (9.49) that

‖Rλ(L)‖ ≤ γ|λ|(p0−q−n+1)/n ≤ γ|λ|N (9.52)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Next, assume that −π/2 ≤ θ0 ≤ −σ0. Again for each λ ∈ Rθ0 we can form

the nth root
ρ = n

√
λ = |λ|1/neiθ0/n,

with −π/2n ≤ θ0/n ≤ −σ0/n and ρ ∈ S0. Note that −π/2 < θ0/n < 0 and
sin(θ0/n) < 0, and for λ ∈ Rθ0 and ρ = n

√
λ :{

ρ = a+ ib = |ρ| cos(θ0/n) + i|ρ| sin(θ0/n),
a = |ρ| cos(θ0/n) > 0, b = |ρ| sin(θ0/n) < 0.
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Now consider the three possible cases for L. First, assume that L belongs
to Case 1 where p = q. Set

r(θ0) := max{r1, d/| sin(θ0/n)|}.

If λ ∈ Rθ0 with |λ| ≥ r(θ0)n, then the point ρ = n
√
λ = a + ib belongs

to the sector S0 with |ρ| ≥ r(θ0) ≥ r1, |ρ| ≥ r(θ0) ≥ d/| sin(θ0/n)|, and
b = |ρ| sin(θ0/n) ≤ −d. Thus, by (9.31)

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.53)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Second, assume that L belongs to Case 2 where p < q. Set

r(θ0) := max{r2, (2n2
0/α)| cot(θ0/n)|/| sin(θ0/n)|}.

Take any point λ ∈ Rθ0 with |λ| ≥ r(θ0)n. Then the point ρ = n
√
λ = a + ib

belongs to S0, and |ρ| ≥ r(θ0) ≥ r2 and b = |ρ| sin(θ0/n) < 0. Also,

|b| = |ρ|| sin(θ0/n)| ≥ (2n2
0/α)| cot(θ0/n)|,

e|b|/n0 ≥ |b| · |b|
2n2

0

≥ |b|
α
| cot(θ0/n)|,

and
a = |ρ| cos(θ0/n) = |b|| cot(θ0/n)| ≤ αe|b|/n0 = αe−b/n0 ,

and hence, ρ = a+ ib ∈ Ω0∞ with |ρ| ≥ r2. It follows from (9.40) that

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.54)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Third, assume that L belongs to Case 3 where p > q. Set r(θ0) := r1, and

take any point λ ∈ Rθ0 with |λ| ≥ r(θ0)n. Then the point ρ = n
√
λ = a + ib

belongs to S0, |ρ| ≥ r1, and b < 0. It follows from (9.49) that

‖Rλ(L)‖ ≤ γ|λ|(p0−q−n+1)/n ≤ γ|λ|N (9.55)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Continuing our discussion, assume that nπ+σ0 ≤ θ0 ≤ nπ+π/2. For each

λ ∈ Rθ0 we can form the nth root

ρ = n
√
λ = |λ|1/neiθ0/n,

with π+σ0/n ≤ θ0/n ≤ π+π/2n and with ρ ∈ S1. Note that π < θ0/n < 3π/2
and sin(θ0/n) < 0, and for λ ∈ Rθ0 and ρ = n

√
λ :{

ρ = a+ ib = |ρ| cos(θ0/n) + i|ρ| sin(θ0/n),
a = |ρ| cos(θ0/n) < 0, b = |ρ| sin(θ0/n) < 0.
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First, assume that L belongs to Case 1 where p = q. Set

r(θ0) := max{r1, d/| sin(θ0/n)|}.

If λ ∈ Rθ0 with |λ| ≥ r(θ0)n, then the point ρ = n
√
λ = a + ib belongs

to the sector S1 with |ρ| ≥ r(θ0) ≥ r1, |ρ| ≥ r(θ0) ≥ d/| sin(θ0/n)|, and
b = |ρ| sin(θ0/n) ≤ −d. Thus, by (9.31)

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.56)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Second, assume that L belongs to Case 2 where p < q. Set

r(θ0) := max{r′2, (2n2
0/α1) cot(θ0/n)/| sin(θ0/n)|}.

Take any point λ ∈ Rθ0 with |λ| ≥ r(θ0)n. Then the point ρ = n
√
λ = a + ib

belongs to S1, and |ρ| ≥ r(θ0) ≥ r′2 and b = |ρ| sin(θ0/n) < 0. Also,

|b| = |ρ|| sin(θ0/n)| ≥ (2n2
0/α1) cot(θ0/n),

e|b|/n0 ≥ |b| · |b|
2n2

0

≥ |b|
α1

cot(θ0/n),

and

a = |ρ| cos(θ0/n) = −|b| cot(θ0/n) ≥ −α1e|b|/n0 = −α1e−b/n0 ,

and hence, ρ = a+ ib ∈ Ω1∞ with |ρ| ≥ r′2. It follows from (9.40) that

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.57)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Third, assume that L belongs to Case 3 where p > q. Set r(θ0) := r′1, and

take any point λ ∈ Rθ0 with |λ| ≥ r(θ0)n. Then the point ρ = n
√
λ = a + ib

belongs to S1, |ρ| ≥ r′1, and b < 0. From (9.49) it follows that

‖Rλ(L)‖ ≤ γ|λ|(p0−q−n+1)/n ≤ γ|λ|N (9.58)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Finally, assume that nπ − π/2 ≤ θ0 ≤ nπ − σ0. For each λ ∈ Rθ0 we can

form the nth root
ρ = n

√
λ = |λ|1/neiθ0/n,

with π−π/2n ≤ θ0/n ≤ π−σ0/n and with ρ ∈ S1. Note that π/2 < θ0/n < π
and sin(θ0/n) > 0, and for λ ∈ Rθ0 and ρ = n

√
λ :{

ρ = a+ ib = |ρ| cos(θ0/n) + i|ρ| sin(θ0/n),
a = |ρ| cos(θ0/n) < 0, b = |ρ| sin(θ0/n) > 0.
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First, assume that L belongs to Case 1 where p = q. Set

r(θ0) := max{r1, d/ sin(θ0/n)}.

If λ ∈ Rθ0 with |λ| ≥ r(θ0)n, then the point ρ = n
√
λ = a + ib belongs

to the sector S1 with |ρ| ≥ r(θ0) ≥ r1, |ρ| ≥ r(θ0) ≥ d/ sin(θ0/n), and
b = |ρ| sin(θ0/n) ≥ d. Thus, by (9.31)

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.59)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Second, assume that L belongs to Case 2 where p < q. Set r(θ0) := r′1, and

take any point λ ∈ Rθ0 with |λ| ≥ r(θ0)n. Then the point ρ = n
√
λ = a + ib

belongs to S1, |ρ| ≥ r′1, and b > 0. From (9.40) it follows that

‖Rλ(L)‖ ≤ γ|λ|(p0−p−n+1)/n ≤ γ|λ|N (9.60)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Third, assume that L belongs to Case 3 where p > q. Set

r(θ0) := max{r′2, (2n2
0/α1)| cot(θ0/n)|/ sin(θ0/n)}.

Take any point λ ∈ Rθ0 with |λ| ≥ r(θ0)n. Then the point ρ = n
√
λ = a + ib

belongs to S1, and |ρ| ≥ r(θ0) ≥ r′2 and b = |ρ| sin(θ0/n) > 0. Also,

b = |ρ| sin(θ0/n) ≥ (2n2
0/α1)| cot(θ0/n)|,

eb/n0 ≥ b · b

2n2
0

≥ b

α1
| cot(θ0/n)|,

and
a = |ρ| cos(θ0/n) = b cot(θ0/n) = −b| cot(θ0/n)| ≥ −α1eb/n0 ,

and hence, ρ = a+ ib ∈ Ω1∞ with |ρ| ≥ r′2. It follows from (9.49) that

‖Rλ(L)‖ ≤ γ|λ|(p0−q−n+1)/n ≤ γ|λ|N (9.61)

for λ ∈ Rθ0 with |λ| ≥ r(θ0)n.
Recall that the constant σ0 was selected in Chapter 5 with 0 < σ0 < π/10.

The family of rays Rθ0 , with either σ0 ≤ θ0 ≤ π/2, or −π/2 ≤ θ0 ≤ −σ0, or
nπ + σ0 ≤ θ0 ≤ nπ + π/2, or nπ − π/2 ≤ θ0 ≤ nπ − σ0, clearly covers the
union of the two sectors

Σ0 : all λ = |λ|eiθ ∈ C with σ0 ≤ θ ≤ π − σ0,

Σ1 : all λ = |λ|eiθ ∈ C with − π + σ0 ≤ θ ≤ −σ0

in the λ plane. Note that the five equally spaced rays
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R1 : arg λ = θ1 :=
π

10
= 18◦,

R2 : arg λ = θ2 :=
π

10
+

2π
5

=
π

2
= 90◦,

R3 : arg λ = θ3 :=
π

2
+

2π
5

=
9π
10

= 162◦,

R4 : arg λ = θ4 :=
9π
10

+
2π
5

=
13π
10

= 234◦,

R5 : arg λ = θ5 :=
13π
10

+
2π
5

=
17π
10

= 306◦

all lie in Σ0 ∪Σ1, and the angle between adjacent rays is 2π/5 = 72◦ < π/2.
From the estimates (9.50)–(9.61) we have the growth rate

‖Rλ(L)‖ = O
(
|λ|N

)
as λ→∞ along each ray Rj ,

j = 1, . . . , 5, valid for all three cases, Case 1, Case 2, Case 3. Applying the
completeness theorem, Theorem 6.2 in Chapter 2 of [34], we conclude that

sp(L) = S∞(L) = L2[0, 1] (9.62)

and
M∞(L) = {0}. (9.63)

We summarize the above results for the odd order case in the following
theorem.

Theorem 9.2. Let the differential operator L be of odd order n = 2ν−1, and
let L be either regular or simply irregular according to Definition 3.3. Then
the spectrum σ(L) is an infinite countable subset of C having no limit points
in C, and if σ(L) = {λi}∞i=1 is any enumeration of σ(L) and if S∞(L) and
M∞(L) are the corresponding subspaces, then

sp(L) = S∞(L) = L2[0, 1] and M∞(L) = {0}.

Remark 9.3. In view of the remarks in Section 3.4, if the differential operator
L is regular, then Theorems 4.1, 5.1, and 6.1 from Chapter 6 of [34] are
applicable. These three theorems give stronger versions of Theorem 9.1 and
Theorem 9.2 for the special case of regularity. In the stronger versions we
actually have

S∞(L) = L2[0, 1] and M∞(L) = {0}, (9.64)

which gives a complete solution to the L2- expansion problem.





10

Special Case L = T and Degenerate Irregular
Differential Operators

In the previous chapters we have developed the spectral theory of the differ-
ential operator L for the cases in which L is either regular or simply irregular.
In particular, we have characterized the spectrum σ(L) in Theorems 7.2, 7.3,
and 7.5 for the case n even and in Theorems 8.2, 8.4, and 8.6 for the case n
odd, and have shown that the generalized eigenfunctions of L are complete
in L2[0, 1] in Theorem 9.1 for n even and in Theorem 9.2 for n odd. The dif-
ferential operators L that are neither regular nor simply irregular have been
grouped together in the degenerate irregular class, for lack of a better name.
This degenerate irregular class contains many strange differential operators,
and has never been studied. In the future when this class is better under-
stood, we envision it being subdivided into various subclasses, and having
better names assigned to these subclasses.

10.1 The Special Case L = T

To illustrate some of the unusual features of the degenerate irregular differen-
tial operators, we present in this chapter some examples for the special case
when the differential operator L is equal to its principal part T . Assume that
` = τ and σ = 0, so L = T and

D(L) = D(T ) = {u ∈ Hn[0, 1] | Bi(u) = 0, i = 1, . . . , n},
Lu = Tu = i−nu(n).

This important special case has been studied previously in Chapter 4 of [34]
under the assumption that L is either regular or simply irregular, but there has
been no discussion of the degenerate irregular case. Let us begin by observing
some of the important simplifications that occur in Chapters 2–5 when L = T .

Fix any integer m with m > n and m > p0. Consider the approximate
solutions and the approximate characteristic determinant defined in Chapter 2



268 10 Special Case L = T and Degenerate Irregular Differential Operators

and Chapter 3. First, from Example 2.4 the mth order Birkhoff approximate
solutions are given by

zk(t, ρ) = eiρωkt, k = 0, 1, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C. These approximate solutions are actual
solutions of the differential equation (2.1),

ρnu(t)− i−nu(n)(t) = 0,

and are independent of the integer m. The associated mth order residual
functions are simply

ηk(t, ρ) = e−iρωkt(ρnI − `)zk(t, ρ) = 0, k = 0, 1, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C. Second, the modified Birkhoff approximate
solutions are given by

yk(t, ρ) = zk(t, ρ) = eiρωkt, k = 0, 1, . . . , ν − 1,

yk(t, ρ) = e−iρωkzk(t, ρ) = eiρωk(t−1), k = ν, . . . , n− 1,

for 0 ≤ t ≤ 1 and for ρ 6= 0 in C. These functions are also actual solutions of
the differential equation (2.1).

In terms of the boundary values B1, . . . , Bn, we introduce the polynomials

Pi(ρ) :=
mi∑
p=0

αipρ
p, Qi(ρ) :=

mi∑
p=0

βipρ
p, i = 1, . . . , n.

Then for i = 1, . . . , n and k = 0, 1, . . . , ν − 1 we have

Bi(yk( · , ρ)) =
mi∑
p=0

αip(iρωk)p +
mi∑
p=0

βip(iρωk)peiρωk

= Pi(iρωk) +Qi(iρωk)eiρωk

= P̂ik(ρ) + Q̂ik(ρ)eiρωk

(10.1)

for ρ 6= 0 in C, while for i = 1, . . . , n and k = ν, . . . , n− 1

Bi(yk( · , ρ)) =
mi∑
p=0

αip(iρωk)pe−iρωk +
mi∑
p=0

βip(iρωk)p

= Qi(iρωk) + Pi(iρωk)e−iρωk

= P̂ik(ρ) + Q̂ik(ρ)e−iρωk

(10.2)

for ρ 6= 0 in C. Thus, the functions P̂ik(ρ), Q̂ik(ρ) defined in equations (3.1),
(3.2) are polynomials in ρ that are independent of the integer m, and they



10.1 The Special Case L = T 269

are identical to the polynomials Pik(ρ), Qik(ρ) introduced in [34, pp. 99–100].
Equations (3.7) and (3.9) now simplify to

P̂ik(ρ) = Pik(ρ) =
mi∑
s=0

piksρ
s, Q̂ik(ρ) = Qik(ρ) =

mi∑
s=0

qiksρ
s (10.3)

for ρ 6= 0 in C and for i = 1, . . . , n and k = 0, 1, . . . , n − 1. In terms of these
polynomials, the approximate characteristic determinant is given by

∆̂(ρ) = det(Bi(yk( · , ρ)))

= det
( 0 ≤ k ≤ ν − 1 ν ≤ k ≤ n− 1

Pi(iρωk) +Qi(iρωk)eiρωk Qi(iρωk) + Pi(iρωk)e−iρωk

)

= det
( 0 ≤ k ≤ ν − 1 ν ≤ k ≤ n− 1

P̂ik(ρ) + Q̂ik(ρ)eiρωk P̂ik(ρ) + Q̂ik(ρ)e−iρωk

)
(10.4)

for ρ 6= 0 in C. This shows that the approximate characteristic determinant
∆̂(ρ) is independent of the integer m, and it is identical to the characteristic
determinant ∆(ρ) defined for the differential operator L = T in [34, p. 100].

We can also construct the (approximate) characteristic determinant using
the functions zk(t, ρ), k = 0, 1, . . . , n− 1. Indeed, these functions form a basis
for the solution space of the differential equation (2.1), and for i = 1, . . . , n
and k = 0, 1, . . . , n− 1

Bi(zk( · , ρ)) = Pi(iρωk) +Qi(iρωk)eiρωk (10.5)

for ρ 6= 0 in C. An alternate characteristic determinant for the differential
operator L = T is defined by

∆∗(ρ) := det(Bi(zk( · , ρ))) = det
(
Pi(iρωk) +Qi(iρωk)eiρωk

)
for ρ 6= 0 in C. These characteristic determinants are related by the relation

∆(ρ) = ∆̂(ρ) = eiρη∆∗(ρ) (10.6)

for ρ 6= 0 in C, where the constant η is defined by η := −ων−ων+1−· · ·−ωn−1.
Later in this chapter it will be convenient to utilize ∆∗(ρ) in place of ∆(ρ).

Assume n is even: n = 2ν ≥ 2. From equation (10.3) it follows that the
functions π̂i(ρ), i = 0, 1, 2, introduced in Chapter 3, are polynomials of degree
≤ p0 that are identical to the earlier polynomials πi(ρ), i = 0, 1, 2, defined
in [34, pp. 114–115 ]. Also, from (3.24), (3.27), and (3.28) these polynomials
have the representations

π̂2(ρ) =
p0∑

κ=0

aκρ
κ, π̂1(ρ) =

p0∑
κ=0

bκρ
κ, π̂0(ρ) =

p0∑
κ=0

cκρ
κ
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for ρ 6= 0 in C, with aκ = bκ = cκ = 0 for κ = −1,−2, . . . ,−(m − p0 − 1).
Clearly these polynomials are independent of the integer m. Since m can be
chosen arbitrarily large, we conclude that

aκ = bκ = cκ = 0 for κ = −1,−2, . . .. (10.7)

It is immediate that the functions πi(ρ), i = 0, 1, 2, introduced in Chapter 3
are polynomials that coincide with the polynomials π̂i(ρ), i = 0, 1, 2:

π2(ρ) = π̂2(ρ) =
p0∑

κ=0

aκρ
κ,

π1(ρ) = π̂1(ρ) =
p0∑

κ=0

bκρ
κ,

π0(ρ) = π̂0(ρ) =
p0∑

κ=0

cκρ
κ

(10.8)

for ρ 6= 0 in C, and hence, the polynomials πi(ρ), i = 0, 1, 2, are independent
of the integer m and are also identical to the polynomials πi(ρ), i = 0, 1, 2,
defined in [34, pp. 114–115 ].

Assume n is odd: n = 2ν − 1 ≥ 3. Again from (10.3) we see that the func-
tions π̂i(ρ), i = 0, 1, and the functions πi(ρ), i = 0, 1, introduced in Chapter 3,
are polynomials of degree ≤ p0 which are identical and are independent of the
integer m:

π1(ρ) = π̂1(ρ) =
p0∑

κ=0

aκρ
κ, π0(ρ) = π̂0(ρ) =

p0∑
κ=0

bκρ
κ (10.9)

for ρ 6= 0 in C. In this case the coefficients satisfy the conditions

aκ = bκ = 0 for κ = −1,−2, . . ., (10.10)

and the polynomials πi(ρ), i = 0, 1, are identical to the polynomials πi(ρ),
i = 0, 1, defined in [34, pp. 123 ].

These results for the special case L = T show that the classification scheme
defined in our current work (see Definition 3.2 and Definition 3.3) is consistent
with the classification scheme defined in the monograph [34] (see Definition 5.1
and Definition 6.1 in Chapter 4 of [34]): regular ≡ regular, simply irregular ≡
irregular, and degenerate irregular ≡ degenerate.

In Chapter 4 we developed asymptotic expansions for solutions of the
differential equation (2.1). Let us examine the form of these expansions in
the special case L = T . Indeed, fix any integer m with m > n and m > p0,
and take any integer k with 0 ≤ k ≤ n − 1 and any point ρ 6= 0 in C.
Then the integral equations (4.9) and (4.43) reduce to the trivial equation
ψ(t) = 0, which has the unique solution ψk(t, ρ) = 0. Applying (4.15) and
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(4.48), we obtain the function vk(t, ρ) = zk(t, ρ), which is a solution of the
differential equation (2.1). The construction of the solution vk( · , ρ) does not
require restricting ρ to any of the sectors T0 or T1. Theorem 4.3, Theorem 4.4
and Theorem 4.6, Theorem 4.7 simplify to the statement that the functions

vk(t, ρ) = zk(t, ρ) = eiρωkt, k = 0, 1, . . . , n− 1,

are n linearly independent solutions of the differential equation (2.1) for all
ρ 6= 0 in C.

Finally, in Chapter 5 the solutions vk( · , ρ), k = 0, 1, . . . , n−1, are used to
form the characteristic determinant of L = T . Note that the modified solutions
uk( · , ρ), k = 0, 1, . . . , n−1, are the same as the modified Birkhoff approximate
solutions yk( · , ρ), k = 0, 1, . . . , n−1, and hence, the characteristic determinant
∆(ρ) of L defined in Chapter 5 is identical to the approximate characteristic
determinant ∆̂(ρ) formed above in equation (10.4):

∆(ρ) = det(Bi(uk( · , ρ))) = ∆̂(ρ) (10.11)

for ρ 6= 0 in C. We conclude that the characteristic determinant ∆(ρ) appear-
ing in (10.11) is identical to the characteristic determinant ∆(ρ) defined for
the differential operator L = T in [34, p. 100].

10.2 Two Degenerate Irregular Examples

With the above results for the special case L = T as a foundation, we next
look at some examples of the degenerate irregular case.

Example 10.1. Consider the differential operator L = T determined by initial
value conditions at the endpoint t = 0:

Bi(u) = u(n−i)(0), i = 1, . . . , n.

For this model the integer p0 is given by

p0 = (n− 1) + (n− 2) + · · ·+ 1 + 0 =
n

2
(n− 1).

In equations (10.1) and (10.2), for i = 1, . . . , n the functions are given by

Bi(yk( · , ρ)) = (iρωk)n−i, k = 0, 1, . . . , ν − 1,

Bi(yk( · , ρ)) = (iρωk)n−ie−iρωk , k = ν, . . . , n− 1,

and hence, for i = 1, . . . , n

P̂ik(ρ) = (iρωk)n−i, Q̂ik(ρ) ≡ 0, k = 0, 1, . . . , ν − 1,

P̂ik(ρ) ≡ 0, Q̂ik(ρ) = (iρωk)n−i, k = ν, . . . , n− 1.
(10.12)
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Setting η := −ων − ων+1 − · · · − ωn−1, it follows from equation (10.4) that

∆̂(ρ) = ∆(ρ) = det
( 0≤k≤ν−1 ν≤k≤n−1

(iρωk)n−i (iρωk)n−ie−iρωk

)

= (iρ)
n
2 (n−1)eiρη det


ω n−1

0 ω n−1
1 · · · ω n−1

n−1

ω n−2
0 ω n−2

1 · · · ω n−2
n−1

...
...

...

1 1 · · · 1

 ,

or
∆̂(ρ) = ∆(ρ) = γ(iρ)

n
2 (n−1)eiρη for ρ 6= 0 in C, (10.13)

where the constant γ is the displayed Vandermonde determinant. Therefore,
∆(ρ) 6= 0 for all ρ 6= 0 in C, which shows that the differential operator L has
no nonzero eigenvalues. Using the basis 1, t, t2, . . . , tn−1 for the solution space
of the differential equation −(i)−nu(n)(t) = 0, it is easy to check that λ = 0
is not an eigenvalue of L. We conclude that

σ(L) = ∅ and ρ(L) = C. (10.14)

Of course, this result follows directly from the Existence-Uniqueness Theorem
for initial value problems.

Assume that n is even: n = 2ν ≥ 2. Using the definitions of the functions
π̂i(ρ), i = 0, 1, 2, given in Chapter 3 together with equation (10.12), we see
that

π̂2(ρ) = π2(ρ) ≡ 0, π̂0(ρ) = π0(ρ) ≡ 0, (10.15)

and

π̂1(ρ) = π1(ρ) = det


(iρω0)n−1 · · · (iρων−1)n−1 (iρων)n−1 0 · · · 0

(iρω0)n−2 · · · (iρων−1)n−2 (iρων)n−2 0 · · · 0
...

...
...

...
...

1 · · · 1 1 0 · · · 0


=

{
2iρ for n = 2,
0 for n = 4, 6, 8, . . ..

(10.16)

Thus, for n = 2 we have p0 = 1 and

aκ = cκ = 0 for κ = 1, 0,−1, . . .,
b1 = 2i, bκ = 0 for κ = 0,−1, . . .,

(10.17)

and for n = 4, 6, 8, . . . we have p0 =
n

2
(n− 1) and
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aκ = bκ = cκ = 0 for κ = p0, . . . , 1, 0,−1, . . .. (10.18)

According to Definition 3.2, the differential operator L is degenerate irregular.
For n = 2 the boundary coefficient matrix is

A =

(
1 0 0 0

0 0 1 0

)
,

so A13 = 1 and A12 = A14 = A23 = A24 = A34 = 0. Consequently, the
above results for the constants aκ, bκ, cκ agree with the earlier results for the
constants given in Case 5 of Chapter 5.

Assume that n is odd: n = 2ν − 1 ≥ 3. Using the definitions of the
functions π̂1(ρ) and π̂0(ρ) given in Chapter 3 together with equation (10.12),
we see immediately that

π̂1(ρ) = π1(ρ) ≡ 0, π̂0(ρ) = π0(ρ) ≡ 0, (10.19)

and hence,
aκ = bκ = 0 for κ = p0, . . . , 1, 0,−1, . . . (10.20)

where p0 = (n/2)(n − 1). By Definition 3.3 the differential operator L is
degenerate irregular.

This example illustrates the fact that the principal exponentials:

e2iρ, eiρ, 1 for n even, eiρ, 1 for n odd,

may not appear in the characteristic determinant ∆(ρ). In this situation other
exponentials become the principal terms. For example, in equation (10.13) the
exponential

eiρη = e−iρ(ων+ων+1+···+ωn−1)

is the principal exponential appearing in ∆(ρ), and in fact, it is the only
exponential that appears.

Example 10.2. For n even, n = 2ν ≥ 2, let L = T be the differential operator
determined by the boundary values

Bi(u) = u(n−i)(0) + (−1)i+1u(n−i)(1), i = 1, . . . , n.

Again we have p0 = (n/2)(n − 1), and for i = 1, . . . , n equations (10.1) and
(10.2) become

Bi(yk( · , ρ)) = (iρωk)n−i + (−1)i+1(iρωk)n−ieiρωk , k = 0, 1, . . . , ν − 1,

Bi(yk( · , ρ)) = (iρωk)n−ie−iρωk + (−1)i+1(iρωk)n−i, k = ν, . . . , n− 1.
(10.21)

Hence, for i = 1, . . . , n
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P̂ik(ρ) = (iρωk)n−i, Q̂ik(ρ) = (−1)i+1(iρωk)n−i, k = 0, 1, . . . , ν − 1,

P̂ik(ρ) = (−1)i+1(iρωk)n−i, Q̂ik(ρ) = (iρωk)n−i, k = ν, . . . , n− 1.
(10.22)

Observe that in (10.21), for i = 1, . . . , n and k = 0 we have ω0 = 1 and

Bi(y0( · , ρ)) = (iρ)n−i[1 + (−1)i+1eiρ],

while for i = 1, . . . , n and k = ν we have ων = −1 and

Bi(yν( · , ρ)) = (−iρ)n−i[eiρ + (−1)i+1]

= (−1)n+1(iρ)n−i[(−1)i+1eiρ + 1] = −Bi(y0( · , ρ)).

It follows from (10.4) that

∆̂(ρ) = ∆(ρ) = 0 for ρ 6= 0 in C. (10.23)

Thus, each λ = ρn 6= 0 in C is an eigenvalue of L, and a corresponding
eigenfunction is

φ(t, ρ) = cos ρ(t− 1/2) =
1
2

e−iρ/2 · eiρt +
1
2

e−iρ/2 · e−iρ(t−1).

For λ = 0 we use the basis 1, t, t2, . . . , tn−1, showing that λ = 0 is also an
eigenvalue of L with eigenfunctions φj(t) = (t−1/2)2j , j = 0, 1, . . . , ν−1. We
conclude that

σ(L) = C and ρ(L) = ∅. (10.24)

In equation (10.22) we have Q̂i0(ρ) = (−1)i+1(iρ)n−i for i = 1, . . . , n and

Q̂iν(ρ) = (−iρ)n−i = −(−1)i+1(iρ)n−i = −Q̂i0(ρ) (10.25)

for i = 1, . . . , n, and P̂i0(ρ) = (iρ)n−i for i = 1, . . . , n and

P̂iν(ρ) = (−1)i+1(−iρ)n−i = −(iρ)n−i = −P̂i0(ρ) (10.26)

for i = 1, . . . , n. Therefore, from the definitions of the functions π̂2(ρ) and
π̂0(ρ) given in Chapter 3, it follows that

π̂2(ρ) = π2(ρ) ≡ 0, π̂0(ρ) = π0(ρ) ≡ 0, (10.27)

and hence,
aκ = cκ = 0 for κ = p0, . . . , 1, 0,−1, . . .. (10.28)

In the definition of the function π̂1(ρ), if we substitute (10.25) and (10.26) into
the νth columns of the two determinants appearing there, then π̂1(ρ) becomes
the sum of two determinants that are the negatives of each other, and hence,

π̂1(ρ) = π1(ρ) ≡ 0 (10.29)

and
bκ = 0 for κ = p0, . . . , 1, 0,−1, . . .. (10.30)

According to Definition 3.2, the differential operator L is degenerate irregular.
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The differential operators L appearing in Example 10.1 and Example 10.2
are certainly degenerate, but for very different reasons. In the first example,
the spectrum σ(L) is empty, there are no eigenvalues nor any eigenfunctions,
and the resolvent Rλ(L) exists on all of C; in the second, the spectrum σ(L) is
equal to all of C, there are uncountably many eigenvalues and eigenfunctions,
and the resolvent Rλ(L) fails to exist at any point of C. What kind of spectral
theory can one develop in these extreme cases?

10.3 The Special Case n = 4, L = T

Next, we give some additional examples for the special case n = 4 and L = T .
The integer n = 4 is small enough that calculations can still be made with
pencil and paper, while it is large enough to exhibit some of the more subtle
features of these fourth order differential operators. In this special case the
boundary values have the form

Bi(u) =
3∑

p=0

αipu
(p)(0) +

3∑
p=0

βipu
(p)(1), i = 1, . . . , 4,

and the associated boundary coefficient matrix becomes

A =


α13 β13 α12 β12 α11 β11 α10 β10

α23 β23 α22 β22 α21 β21 α20 β20

α33 β33 α32 β32 α31 β31 α30 β30

α43 β43 α42 β42 α41 β41 α40 β40

 .

Recall that we are assuming that A is in reduced row echelon form with rank
4. Note that the integer p0 =

∑4
i=1mi satisfies the inequalities 2 ≤ p0 ≤ 10.

Here the fourth roots of unity are simply ω0 = 1, ω1 = i, ω2 = −1, ω3 = −i;
the Birkhoff (approximate) solutions are given by

z0(t, ρ) = eiρt, z1(t, ρ) = e−ρt, z2(t, ρ) = e−iρt, z3(t, ρ) = eρt;

and the modified Birkhoff (approximate) solutions are

y0(t, ρ) = eiρt, y1(t, ρ) = e−ρt, y2(t, ρ) = e−iρ(t−1), y3(t, ρ) = eρ(t−1).

The characteristic determinant becomes

∆(ρ) = ∆̂(ρ) = det(Bi(yk( · , ρ)))

= det


P1(iρ)+Q1(iρ)eiρ P1(−ρ)+Q1(−ρ)e−ρ P1(−iρ)eiρ+Q1(−iρ) P1(ρ)e−ρ+Q1(ρ)

P2(iρ)+Q2(iρ)eiρ P2(−ρ)+Q2(−ρ)e−ρ P2(−iρ)eiρ+Q2(−iρ) P2(ρ)e−ρ+Q2(ρ)

P3(iρ)+Q3(iρ)eiρ P3(−ρ)+Q3(−ρ)e−ρ P3(−iρ)eiρ+Q3(−iρ) P3(ρ)e−ρ+Q3(ρ)

P4(iρ)+Q4(iρ)eiρ P4(−ρ)+Q4(−ρ)e−ρ P4(−iρ)eiρ+Q4(−iρ) P4(ρ)e−ρ+Q4(ρ)


(10.31)
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for ρ 6= 0 in C, while the alternate characteristic determinant is

∆∗(ρ) = det(Bi(zk( · , ρ)))

= det


P1(iρ)+Q1(iρ)eiρ P1(−ρ)+Q1(−ρ)e−ρ P1(−iρ)+Q1(−iρ)e−iρ P1(ρ)+Q1(ρ)eρ

P2(iρ)+Q2(iρ)eiρ P2(−ρ)+Q2(−ρ)e−ρ P2(−iρ)+Q2(−iρ)e−iρ P2(ρ)+Q2(ρ)eρ

P3(iρ)+Q3(iρ)eiρ P3(−ρ)+Q3(−ρ)e−ρ P3(−iρ)+Q3(−iρ)e−iρ P3(ρ)+Q3(ρ)eρ

P4(iρ)+Q4(iρ)eiρ P4(−ρ)+Q4(−ρ)e−ρ P4(−iρ)+Q4(−iρ)e−iρ P4(ρ)+Q4(ρ)eρ


(10.32)

for ρ 6= 0 in C. The two characteristic determinants are related by the relation

∆(ρ) = eiρe−ρ∆∗(ρ) (10.33)

for ρ 6= 0 in C. Observe that

∆∗(iρ) = −∆∗(ρ), ∆∗(−ρ) = ∆∗(ρ), ∆∗(−iρ) = −∆∗(ρ) (10.34)

for ρ 6= 0 in C.
Suppose we expand ∆∗(ρ) using linearity in all four columns: ∆∗(ρ) be-

comes the sum of sixteen terms; each term is the product of a polynomial
times an exponential, where the polynomial is the determinant of a 4× 4 ma-
trix with polynomial entries. The sixteen exponentials that appear are listed
below:

e0ρ = 1,

eiρ = eiρ, e−ρ = e−ρ, e−iρ = e−iρ, eρ = eρ,

eiρe−ρ = eiρe−ρ, eiρe−iρ = 1, eiρeρ = eiρeρ,

e−ρe−iρ = e−ρe−iρ, e−ρeρ = 1, e−iρeρ = e−iρeρ,

eiρe−ρe−iρ = e−ρ, eiρe−ρeρ = eiρ, eiρe−iρeρ = eρ, e−ρe−iρeρ = e−iρ,

eiρe−ρe−iρeρ = 1.

We note that there are only nine distinct exponentials in this list. The expo-
nentials e−iρeρ, eiρeρ, eiρe−ρ, e−ρe−iρ each occurs once in the list; the expo-
nentials eρ, eiρ, e−ρ, e−iρ each occurs twice in the list; and the exponential
e0ρ = 1 occurs four times in the list. Thus, upon expansion ∆∗(ρ) has the
form

∆∗(ρ) = P0(ρ)e−iρeρ + P1(ρ)eiρeρ + P2(ρ)eiρe−ρ + P3(ρ)e−ρe−iρ

+ Q0(ρ)eρ + Q1(ρ)eiρ + Q2(ρ)e−ρ + Q3(ρ)e−iρ + D(ρ)
(10.35)

for ρ 6= 0 in C, where the polynomials Pi(ρ) are each 4 × 4 determinants,
the polynomials Qi(ρ) are each the sum of two 4 × 4 determinants, and the
polynomial D(ρ) is the sum of four 4× 4 determinants.

Specifically, the polynomials P0(ρ), Q0(ρ), and D(ρ) are given by the equa-
tions
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P0(ρ) =det


P1(iρ) P1(−ρ) Q1(−iρ) Q1(ρ)

P2(iρ) P2(−ρ) Q2(−iρ) Q2(ρ)

P3(iρ) P3(−ρ) Q3(−iρ) Q3(ρ)

P4(iρ) P4(−ρ) Q4(−iρ) Q4(ρ)

 , (10.36)

Q0(ρ) =det


P1(iρ) P1(−ρ) P1(−iρ) Q1(ρ)

P2(iρ) P2(−ρ) P2(−iρ) Q2(ρ)

P3(iρ) P3(−ρ) P3(−iρ) Q3(ρ)

P4(iρ) P4(−ρ) P4(−iρ) Q4(ρ)



+det


Q1(iρ) P1(−ρ) Q1(−iρ) Q1(ρ)

Q2(iρ) P2(−ρ) Q2(−iρ) Q2(ρ)

Q3(iρ) P3(−ρ) Q3(−iρ) Q3(ρ)

Q4(iρ) P4(−ρ) Q4(−iρ) Q4(ρ)

 ,

(10.37)

and

D(ρ) =det


P1(iρ) P1(−ρ) P1(−iρ) P1(ρ)

P2(iρ) P2(−ρ) P2(−iρ) P2(ρ)

P3(iρ) P3(−ρ) P3(−iρ) P3(ρ)

P4(iρ) P4(−ρ) P4(−iρ) P4(ρ)



+det


Q1(iρ) P1(−ρ) Q1(−iρ) P1(ρ)

Q2(iρ) P2(−ρ) Q2(−iρ) P2(ρ)

Q3(iρ) P3(−ρ) Q3(−iρ) P3(ρ)

Q4(iρ) P4(−ρ) Q4(−iρ) P4(ρ)



+det


P1(iρ) Q1(−ρ) P1(−iρ) Q1(ρ)

P2(iρ) Q2(−ρ) P2(−iρ) Q2(ρ)

P3(iρ) Q3(−ρ) P3(−iρ) Q3(ρ)

P4(iρ) Q4(−ρ) P4(−iρ) Q4(ρ)



+det


Q1(iρ) Q1(−ρ) Q1(−iρ) Q1(ρ)

Q2(iρ) Q2(−ρ) Q2(−iρ) Q2(ρ)

Q3(iρ) Q3(−ρ) Q3(−iρ) Q3(ρ)

Q4(iρ) Q4(−ρ) Q4(−iρ) Q4(ρ)

 .

(10.38)

From the definitions of the various polynomials we can show that
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P1(ρ) = −P0(iρ), P2(ρ) = P0(−ρ), P3(ρ) = −P0(−iρ), (10.39)
Q1(ρ) = −Q0(iρ), Q2(ρ) = Q0(−ρ), Q3(ρ) = −Q0(−iρ). (10.40)

Indeed, to prove that P1(ρ) = −P0(iρ), we see from (10.35) that P1(ρ) is the
coefficient of the exponential eiρeρ, and hence,

P1(ρ) = det


Q1(iρ) P1(−ρ) P1(−iρ) Q1(ρ)

Q2(iρ) P2(−ρ) P2(−iρ) Q2(ρ)

Q3(iρ) P3(−ρ) P3(−iρ) Q3(ρ)

Q4(iρ) P4(−ρ) P4(−iρ) Q4(ρ)

 .

But from (10.36)

−P0(iρ) = −det


P1(−ρ) P1(−iρ) Q1(ρ) Q1(iρ)

P2(−ρ) P2(−iρ) Q2(ρ) Q2(iρ)

P3(−ρ) P3(−iρ) Q3(ρ) Q3(iρ)

P4(−ρ) P4(−iρ) Q4(ρ) Q4(iρ)

 ,

and the result is now clear. In view of (10.39) and (10.40), to calculate the
polynomial coefficients in equation (10.35), it is sufficient to calculate the
polynomials P0(ρ), Q0(ρ), and D(ρ). This can be accomplished using (10.36),
(10.37), and (10.38). Let us proceed with this calculation.

For the 4× 8 boundary coefficient matrix A, denote the eight columns of
A by α3, β3, α2, β2, α1, β1, α0, β0, and let 〈a, b, c, d〉 denote the determinant
of the 4× 4 submatrix of A formed by using columns a, b, c, d, e.g.,

〈α2, β3, α0, β2〉 = det


α12 β13 α10 β12

α22 β23 α20 β22

α32 β33 α30 β32

α42 β43 α40 β42

 .
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Then using a straight forward but lengthy calculation, we get

P0(ρ) = 2i〈α3, β3, α2, β2〉ρ10

− (2− 2i)[〈α3, β3, α2, β1〉+ 〈α3, β3, β2, α1〉]ρ9

+ 2[−〈α3, β3, α2, β0〉+ 〈α3, β3, β2, α0〉+ 2〈α3, β3, α1, β1〉
+ 〈α3, α2, β2, β1〉 − 〈β3, α2, β2, α1〉]ρ8

+ (2 + 2i)[〈α3, β3, α1, β0〉+ 〈α3, β3, β1, α0〉+ 〈α3, α2, β2, β0〉
+ 〈α3, β2, α1, β1〉+ 〈β3, α2, β2, α0〉+ 〈β3, α2, α1, β1〉]ρ7

+ 2i[−〈α3, β3, α0, β0〉+ 〈α3, α2, β1, β0〉+ 2〈α3, β2, α1, β0〉
+ 〈α3, β2, β1, α0〉+ 〈β3, α2, α1, β0〉+ 2〈β3, α2, β1, α0〉
+ 〈β3, β2, α1, α0〉 − 〈α2, β2, α1, β1〉]ρ6

+ (2− 2i)[〈α3, β2, α0, β0〉+ 〈α3, α1, β1, β0〉+ 〈β3, α2, α0, β0〉
+ 〈β3, α1, β1, α0〉+ 〈α2, β2, α1, β0〉+ 〈α2, β2, β1, α0〉]ρ5

+ 2[〈α3, β1, α0, β0〉 − 〈β3, α1, α0, β0〉 − 2〈α2, β2, α0, β0〉
− 〈α2, α1, β1, β0〉+ 〈β2, α1, β1, α0〉]ρ4

− (2 + 2i)[〈α2, β1, α0, β0〉+ 〈β2, α1, α0, β0〉]ρ3

+ 2i〈α1, β1, α0, β0〉ρ2,

(10.41)

Q0(ρ) = 4i[〈α3, β3, α2, α1〉+ 〈α3, β3, β2, β1〉]ρ9

− 4i[〈α3, β3, α2, α0〉 − 〈α3, β3, β2, β0〉
+ 〈α3, α2, β2, α1〉 − 〈β3, α2, β2, β1〉]ρ8

+ 4i[〈α3, β3, α1, α0〉+ 〈α3, β3, β1, β0〉+ 〈α3, α2, β2, α0〉
+ 〈α3, α2, α1, β1〉+ 〈β3, α2, β2, β0〉+ 〈β3, β2, α1, β1〉]ρ7

+ 4i[〈α3, α2, α1, β0〉+ 〈α3, α2, β1, α0〉+ 〈α3, β2, α1, α0〉
+ 〈α3, β2, β1, β0〉+ 〈β3, α2, α1, α0〉+ 〈β3, α2, β1, β0〉
+ 〈β3, β2, α1, β0〉+ 〈β3, β2, β1, α0〉]ρ6

− 4i[〈α3, α2, α0, β0〉+ 〈β3, β2, α0, β0〉+ 〈α3, α1, β1, α0〉
+ 〈β3, α1, β1, β0〉+ 〈α2, β2, α1, α0〉+ 〈α2, β2, β1, β0〉]ρ5

+ 4i[〈α3, α1, α0, β0〉 − 〈β3, β1, α0, β0〉
+ 〈α2, α1, β1, α0〉 − 〈β2, α1, β1, β0〉]ρ4

− 4i[〈α2, α1, α0, β0〉+ 〈β2, β1, α0, β0〉]ρ3,

(10.42)

and
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D(ρ) =− 8i〈α3, β3, α2, β2〉ρ10

+ 8i[〈α3, β3, α0, β0〉+ 2〈α3, α2, α1, α0〉+ 〈α3, α2, β1, β0〉
+ 〈α3, β2, β1, α0〉+ 〈β3, α2, α1, β0〉+ 〈β3, β2, α1, α0〉
+ 2〈β3, β2, β1, β0〉+ 〈α2, β2, α1, β1〉]ρ6

− 8i〈α1, β1, α0, β0〉ρ2.

(10.43)

From equations (10.33) and (10.35) we see that

∆(ρ) = eiρe−ρ∆∗(ρ)

= P0(ρ) + P1(ρ)e2iρ + P2(ρ)e2iρe−2ρ + P3(ρ)e−2ρ

+ Q0(ρ)eiρ + Q1(ρ)e2iρe−ρ + Q2(ρ)eiρe−2ρ + Q3(ρ)e−ρ + D(ρ)eiρe−ρ,

or

∆(ρ) = P1(ρ)e2iρ + Q0(ρ)eiρ + P0(ρ)

+ [P2(ρ)e−2ρ + Q1(ρ)e−ρ]e2iρ

+ [Q2(ρ)e−2ρ + D(ρ)e−ρ]eiρ

+ [P3(ρ)e−2ρ + Q3(ρ)e−ρ]

(10.44)

for ρ 6= 0 in C. This is equation (3.32) or equation (5.31) for the special case
n = 4 and L = T with

π2(ρ) = P1(ρ) = −P0(iρ), π1(ρ) = Q0(ρ), π0(ρ) = P0(ρ) (10.45)

for ρ 6= 0 in C. Cf. equation (3.18).
We know that a nonzero complex number λ = ρ4 is an eigenvalue of L if

and only if ∆(ρ) = 0, or equivalently, if and only if ∆∗(ρ) = 0. To determine if
λ = 0 is an eigenvalue for L, we use the basis φ0(t) = 1, φ1(t) = t, φ2(t) = t2,
φ3(t) = t3 for the solution space of the differential equation −u(4)(t) = 0.
Clearly

Bi(φ0( · )) = αi0 + βi0,

Bi(φ1( · )) = αi1 + βi0 + βi1,

Bi(φ2( · )) = 2αi2 + βi0 + 2βi1 + 2βi2,

Bi(φ3( · )) = 6αi3 + βi0 + 3βi1 + 6βi2 + 6βi3

for i = 1, . . . , 4. In terms of these quantities we form the determinant

∆0 := det(Bi(φk( · ))).

Then λ = 0 is an eigenvalue for L if and only if ∆0 = 0. Upon expansion, we
obtain the following expression for the constant ∆0:
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∆0 = 12[〈α3, α2, α1, α0〉+ 〈α3, α2, α1, β0〉+ 〈α3, α2, β1, α0〉
+ 〈α3, β2, α1, α0〉+ 〈β3, α2, α1, α0〉+ 〈α3, α2, β1, β0〉
+ 〈α3, β2, α1, β0〉+ 〈α3, β2, β1, α0〉+ 〈β3, α2, α1, β0〉
+ 〈β3, α2, β1, α0〉+ 〈β3, β2, α1, α0〉+ 〈α3, β2, β1, β0〉
+ 〈β3, α2, β1, β0〉+ 〈β3, β2, α1, β0〉+ 〈β3, β2, β1, α0〉
+ 〈β3, β2, β1, β0〉]
− 12[〈α3, α2, α0, β0〉+ 〈α3, α1, β1, α0〉+ 〈α2, β2, α1, α0〉
+ 〈α3, α1, β1, β0〉+ 〈α3, β2, α0, β0〉+ 〈α2, β2, α1, β0〉
+ 〈β3, α2, α0, β0〉+ 〈α2, β2, β1, α0〉+ 〈β3, α1, β1, α0〉
+ 〈α2, β2, β1, β0〉+ 〈β3, α1, β1, β0〉+ 〈β3, β2, α0, β0〉]
+ 6[〈α3, α1, α0, β0〉+ 〈α2, α1, β1, α0〉 − 〈α3, β1, α0, β0〉
+ 〈α2, α1, β1, β0〉+ 2〈α2, β2, α0, β0〉+ 〈β3, α1, α0, β0〉
− 〈β2, α1, β1, α0〉 − 〈β2, α1, β1, β0〉 − 〈β3, β1, α0, β0〉]
− 2[〈α2, α1, α0, β0〉 − 2〈α2, β1, α0, β0〉
− 2〈β2, α1, α0, β0〉+ 〈β2, β1, α0, β0〉]
− 〈α1, β1, α0, β0〉.

(10.46)

Example 10.3. Consider the 4th order differential operator L = T determined
by the boundary values

B1(u) = u′′′(0) + 6u(0), B2(u) = u′′(0), B3(u) = u′(0), B4(u) = u(1),

so the boundary coefficient matrix is

A =


1 0 0 0 0 0 6 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1

 .

Clearly p0 = 6, and 〈α3, α2, α1, β0〉 = 1 and 〈α2, α1, α0, β0〉 = 6, with all the
other determinants 〈a, b, c, d〉 equal to 0. Thus, from equations (10.41)–(10.43)
we have

P0(ρ) ≡ 0, Q0(ρ) = 4iρ6 − 24iρ3, D(ρ) ≡ 0,

and then equations (10.44) and (10.39), (10.40) produce the characteristic
determinant

∆(ρ) = (4iρ6 − 24iρ3)eiρ + (4iρ6 + 24ρ3)e−ρe2iρ

+ (4iρ6 + 24iρ3)e−2ρeiρ + (4iρ6 − 24ρ3)e−ρ
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for ρ 6= 0 in C. Since π2(ρ) = −P0(iρ) ≡ 0 and π0(ρ) = P0(ρ) ≡ 0, the
differential operator L belongs to the degenerate irregular class. Later in this
chapter we will study this differential operator as a model for a more general
class (Case II below), showing that it has a countably infinite spectrum that
lies near the negative real axis. This is the first time that we have encountered
a differential operator L of even order n = 2ν with its spectrum lying near
the negative real axis.

Next, we reexamine our classification scheme of Chapter 3 by exploiting
the explicit forms of the polynomials P0(ρ), Q0(ρ), and D(ρ). From equations
(10.41)–(10.43) we see immediately that

2 ≤ degree P0(ρ) ≤ 10 or P0(ρ) ≡ 0,
3 ≤ degree Q0(ρ) ≤ 9 or Q0(ρ) ≡ 0,
2 ≤ degree D0(ρ) ≤ 10 or D0(ρ) ≡ 0.

Consider the following cases.

Case I. n = 4, P0(ρ) 6≡ 0. From the relations (10.45) we see that the
polynomials π0(ρ) = P0(ρ) and π2(ρ) = −P0(iρ) are both of degree p with
2 ≤ p ≤ 10. It follows from equation (10.8) and Definition 3.2 that the fourth
order differential operator L = T is either regular or simply irregular. This
case has been studied extensively in the previous chapters.

Case II. n = 4, P0(ρ) ≡ 0, Q0(ρ) 6≡ 0. For this case the polynomials π0(ρ) =
P0(ρ) and π2(ρ) = −P0(iρ) are identically zero, and hence, by Definition 3.2
the differential operator L = T is degenerate irregular. Example 10.3 provides
a model for this case. We are going to show that the differential operators
belonging to Case II have some very unusual properties.

From equation (10.44) the characteristic determinant now takes the form

∆(ρ) = Q0(ρ)eiρ + Q1(ρ)e−ρe2iρ

+ [Q2(ρ)e−2ρ + D(ρ)e−ρ]eiρ + Q3(ρ)e−ρ

for ρ 6= 0 in C. Let q denote the degree of the polynomial Q0(ρ), so 3 ≤ q ≤ 9
and

Q0(ρ) = π1(ρ) =
q∑

κ=3

bκρ
κ, bq 6= 0.

We know that Q1(ρ) = −Q0(iρ), Q2(ρ) = Q0(−ρ), and Q3(ρ) = −Q0(−iρ).
Also, from (10.41) we have 〈α3, β3, α2, β2〉 = 0 and 〈α1, β1, α0, β0〉 = 0, and
hence, setting

γ0 := 〈α3, β3, α0, β0〉+ 2〈α3, α2, α1, α0〉+ 〈α3, α2, β1, β0〉
+ 〈α3, β2, β1, α0〉+ 〈β3, α2, α1, β0〉+ 〈β3, β2, α1, α0〉
+ 2〈β3, β2, β1, β0〉+ 〈α2, β2, α1, β1〉,

(10.47)
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we see that D(ρ) = 8iγ0ρ
6. Fix a real number σ0 with 0 < σ0 < π/10.

First, we introduce the sector

Σ0 : all ρ = |ρ|eiθ ∈ C with − π

4
+
σ0

4
≤ θ ≤ π

4
− σ0

4
,

and then proceed to show that ∆(ρ) has no zeros in the sector Σ0 for |ρ|
sufficiently large. To study the behavior of ∆(ρ) on the sector Σ0, we first
rewrite it in the alternate form

∆(ρ) = ρqeiρ

{
Q0(ρ)
ρq

+
Q1(ρ)
ρq

e−ρeiρ

+
Q2(ρ)
ρq

e−2ρ +
D(ρ)
ρq

e−ρ +
Q3(ρ)
ρq

e−ρe−iρ

} (10.48)

for ρ 6= 0 in C. Set α := sin(π/4+σ0/4) > 0 and β := sin(π/4−σ0/4) > 0, and
take any point ρ = a+ib = |ρ|eiθ 6= 0 in C with −π/4+σ0/4 ≤ θ ≤ π/4−σ0/4.
Clearly

a = |a| = |ρ| cos θ ≥ |ρ| cos(π/4− σ0/4) = |ρ| sin(π/4 + σ0/4) = α|ρ|,
|b| = |ρ|| sin θ| ≤ |ρ| sin(π/4− σ0/4) = β|ρ|.

For the exponentials appearing in (10.48), we have the estimates

|e−ρeiρ| = e−ae−b ≤ e−(α−β)|ρ|, |e−2ρ| = e−2a ≤ e−2α|ρ| ≤ e−(α−β)|ρ|,

|e−ρ| = e−a ≤ e−α|ρ| ≤ e−(α−β)|ρ|, |e−ρe−iρ| = e−aeb ≤ e−(α−β)|ρ|.

Thus,

|∆(ρ)| ≥ |ρ|qe−b

{
|bq| −

γ

|ρ|
− 4γe−

1
2 (α−β)|ρ|

}
≥ |bq|

2
|ρ|qe−b > 0

(10.49)

for all ρ in the sector Σ0 with |ρ| sufficiently large.
Second, we introduce the sector

Σ1 : all ρ = |ρ|eiθ ∈ C with
π

4
− σ0

4
≤ θ ≤ π

4
+
σ0

4
.

We claim that ∆(ρ) has an infinite sequence of zeros in the sector Σ1. In
treating the sector Σ1, we express ∆(ρ) in the form

∆(ρ) = e−ρ
{
Q0(ρ)eρeiρ + Q3(ρ)

+ Q1(ρ)e2iρ + Q2(ρ)e−ρeiρ + D(ρ)eiρ
} (10.50)

for ρ 6= 0 in C. Take any point ρ = a + ib = |ρ|eiθ 6= 0 in the sector Σ1, so
π/4− σ0/4 ≤ θ ≤ π/4 + σ0/4. Then
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a = |a| = |ρ| cos θ ≥ |ρ| cos(π/4 + σ0/4) = |ρ| sin(π/4− σ0/4) = β|ρ|,
b = |b| = |ρ| sin θ ≥ |ρ| sin(π/4− σ0/4) = β|ρ|,

and the exponentials in (10.50) satisfy the conditions

|eρeiρ| = eae−b, |e0ρ| = 1,

|e2iρ| = e−2b ≤ e−2β|ρ| ≤ e−β|ρ|, |e−ρeiρ| = e−ae−b ≤ e−2β|ρ| ≤ e−β|ρ|,

|eiρ| = e−b ≤ e−β|ρ|.

On the ray arg ρ = π/4 the exponentials eρeiρ and e0ρ = 1 have modulus 1.
Next, we introduce the sector

Σ⊕ : all z = |z|eiφ ∈ C with −σ0

4
≤ φ ≤ σ0

4
.

Set ω := (1 + i)/2, and let us make the change of variable

ρ = ωz, |ρ| = |z|√
2
.

Clearly ρ ∈ Σ1 if and only if z ∈ Σ⊕. Now

(1 + i)ρ = (1 + i)
(

1 + i
2

)
z = iz, 0ρ = 0z = 0,

2iρ = 2i
(

1 + i
2

)
z = (−1 + i)z, (−1 + i)ρ = (−1 + i)

(
1 + i

2

)
z = −z,

iρ = i
(

1 + i
2

)
z =

1
2
(−1 + i)z,

so the above exponentials transform to

eiz, |eiz| = e− Im z, e0z = 1, |e0z| = 1,

e−zeiz, |e−zeiz| ≤ e−
β√
2
|z|
, e−z, |e−z| ≤ e−

β√
2
|z|
,

e−
1
2 ze

i
2 z, |e− 1

2 ze
i
2 z| ≤ e−

β√
2
|z|
,

the estimates being valid for all z in the sector Σ⊕.
At this point we introduce a modified form of the characteristic determi-

nant based on the representation (10.50):

∆⊕(z) := ∆(ωz)

= e−ωz
{
Q0(ωz)eiz + Q3(ωz)

+ Q1(ωz)e−zeiz + Q2(ωz)e−z + D(ωz)e−
1
2 ze

i
2 z
} (10.51)

for z 6= 0 in C. In this last equation we have
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Q0(ωz) =
q∑

κ=3

bκω
κzκ, Q3(ωz) = −Q0(−iωz) = −

q∑
κ=3

bκ(−i)κωκzκ.

Set ξ0 := (−i)q,

f(z) := bqω
qeiz − bq(−i)qωq = bqω

q
[
eiz − ξ0

]
for z ∈ C, and

g(z) :=
q−1∑
κ=3

bκω
κ

zq−κ
eiz −

q−1∑
κ=3

bκ(−i)κωκ

zq−k

+
1
zq

[
Q1(ωz)e−zeiz + Q2(ωz)e−z + D(ωz)e−

1
2 ze

i
2 z
]

for z 6= 0 in C. Then equation (10.51) can be rewritten in the simpler form

∆⊕(z) = zqe−ωz
[
f(z) + g(z)

]
(10.52)

for z 6= 0 in C, where

|e−zeiz| ≤ e−
β√
2
|z|
, |e−z| ≤ e−

β√
2
|z|
, |e− 1

2 ze
i
2 z| ≤ e−

β√
2
|z| (10.53)

for z in the sector Σ⊕. Clearly the zeros of f(z) are given by the sequence

µk = 2πk + Arg ξ0, k = 0,±1,±2, . . . . (10.54)

Each µk is a zero of order 1 of f , and all of these zeros are real.
Proceeding as in Chapter 8, Case 1, or as in [34, pp. 146–152], it follows

that ∆⊕(z) has a sequence of zeros zk, k = k0, k0+1, . . ., in the sector Σ⊕ with
each zk being a zero of order 1 of ∆⊕(z). These zeros satisfy the asymptotic
formulas

|zk − µk| ≤
γ

k
, k = k0, k0 + 1, . . . , (10.55)

and are approaching the positive real axis as k →∞. It is immediate that the
characteristic determinant ∆(ρ) has a sequence of zeros

ρk = ωzk, k = k0, k0 + 1, . . . ,

in the sector Σ1, each ρk being a zero of order 1 of ∆(ρ), with the ρk ap-
proaching the ray arg ρ = π/4 as k →∞. The sequence

λk = (ρk)4, k = k0, k0 + 1, . . . ,

is a sequence of eigenvalues for the differential operator L = T , with the λk

approaching the negative real axis as k → ∞. These eigenvalues account for
all but a finite number of the eigenvalues of L. The corresponding algebraic
multiplicities and ascents are
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ν(λk) = m(λk) = 1, k = k0, k0 + 1, . . . .

Here in Case II we have found only one sequence of eigenvalues, with these
eigenvalues approaching in the limit the negative real axis. This behavior is
very different from our previous work where L is either regular or simply
irregular. Cf. Theorems 7.2, 7.3, and 7.5.
Case III. n = 4, P0(ρ) ≡ 0, Q0(ρ) ≡ 0. For this case equation (10.44) for
the characteristic determinant simplifies dramatically to

∆(ρ) = D(ρ)e−ρeiρ = 8iγ0ρ
6e−ρeiρ (10.56)

for ρ 6= 0 in C, where the constant γ0 is defined as in Case II by equation
(10.47). Thus, the nonzero part of the spectrum σ(L) is determined by the
constant γ0. Again by Definition 3.2 the differential operator L = T is degen-
erate irregular.

Now in our previous work we have shown that λ = 0 is an eigenvalue for
L if and only if ∆0 = 0, where the constant ∆0 is given by equation (10.46).
We assert that ∆0 = 6γ0, and hence, λ = 0 is an eigenvalue for L if and only
if γ0 = 0. First, we already know that

〈α1, β1, α0, β0〉 = 0. (10.57)

Second, in (10.41) and (10.42) the ρ3 coefficient must vanish:

〈α2, β1, α0, β0〉+ 〈β2, α1, α0, β0〉 = 0, 〈α2, α1, α0, β0〉+ 〈β2, β1, α0, β0〉 = 0,

and it follows that

〈α2, α1, α0, β0〉 − 2〈α2, β1, α0, β0〉 − 2〈β2, α1, α0, β0〉+ 〈β2, β1, α0, β0〉 = 0.
(10.58)

Third, the vanishing of the ρ4 terms in (10.41) and (10.42) yields the equations

〈α3, β1, α0, β0〉 − 〈β3, α1, α0, β0〉 − 2〈α2, β2, α0, β0〉
−〈α2, α1, β1, β0〉+ 〈β2, α1, β1, α0〉 = 0,

〈α3, α1, α0, β0〉 − 〈β3, β1, α0, β0〉+ 〈α2, α1, β1, α0〉 − 〈β2, α1, β1, β0〉 = 0,

and hence,

〈α3, α1, α0, β0〉+ 〈α2, α1, β1, α0〉 − 〈α3, β1, α0, β0〉
+〈α2, α1, β1, β0〉+ 2〈α2, β2, α0, β0〉+ 〈β3, α1, α0, β0〉
−〈β2, α1, β1, α0〉 − 〈β2, α1, β1, β0〉 − 〈β3, β1, α0, β0〉 = 0.

(10.59)

Fourth, the vanishing of the ρ5 terms in (10.41) and (10.42) implies that

〈α3, β2, α0, β0〉+ 〈α3, α1, β1, β0〉+ 〈β3, α2, α0, β0〉
+〈β3, α1, β1, α0〉+ 〈α2, β2, α1, β0〉+ 〈α2, β2, β1, α0〉 = 0,

〈α3, α2, α0, β0〉+ 〈β3, β2, α0, β0〉+ 〈α3, α1, β1, α0〉
+〈β3, α1, β1, β0〉+ 〈α2, β2, α1, α0〉+ 〈α2, β2, β1, β0〉 = 0,
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and it follows that

〈α3, α2, α0, β0〉+ 〈α3, α1, β1, α0〉+ 〈α2, β2, α1, α0〉
+〈α3, α1, β1, β0〉+ 〈α3, β2, α0, β0〉+ 〈α2, β2, α1, β0〉
+〈β3, α2, α0, β0〉+ 〈α2, β2, β1, α0〉+ 〈β3, α1, β1, α0〉
+〈α2, β2, β1, β0〉+ 〈β3, α1, β1, β0〉+ 〈β3, β2, α0, β0〉 = 0.

(10.60)

Fifth, the vanishing of the ρ6 terms in (10.42) and (10.41) gives

〈α3, α2, α1, β0〉+ 〈α3, α2, β1, α0〉+ 〈α3, β2, α1, α0〉
+〈α3, β2, β1, β0〉+ 〈β3, α2, α1, α0〉+ 〈β3, α2, β1, β0〉
+〈β3, β2, α1, β0〉+ 〈β3, β2, β1, α0〉 = 0

(10.61)

and

2〈α3, β2,α1, β0〉+ 2〈β3, α2, β1, α0〉
= 〈α3, β3, α0, β0〉 − 〈α3, α2, β1, β0〉 − 〈α3, β2, β1, α0〉
− 〈β3, α2, α1, β0〉 − 〈β3, β2, α1, α0〉+ 〈α2, β2, α1, β1〉.

(10.62)

If we now substitute (10.57)–(10.61) into the expression (10.46) for the con-
stant ∆0, then it simplifies to give

∆0 = 6[2〈α3, α2, α1, α0〉+ 2〈α3, α2, β1, β0〉+ 2〈α3, β2, α1, β0〉
+ 2〈α3, β2, β1, α0〉+ 2〈β3, α2, α1, β0〉+ 2〈β3, α2, β1, α0〉
+ 2〈β3, β2, α1, α0〉+ 2〈β3, β2, β1, β0〉],

(10.63)

and if we finally substitute (10.62) into (10.63), then we arrive at the result

∆0 = 6[2〈α3, α2, α1, α0〉+ 〈α3, α2, β1, β0〉+ 〈α3, β3, α0, β0〉
+ 〈α2, β2, α1, β1〉+ 〈α3, β2, β1, α0〉+ 〈β3, α2, α1, β0〉
+ 〈β3, β2, α1, α0〉+ 2〈β3, β2, β1, β0〉] = 6γ0.

(10.64)

This establishes the assertion.
In view of the above, we conclude that if γ0 6= 0, then

σ(L) = ∅ and ρ(L) = C, (10.65)

while if γ0 = 0, then
σ(L) = C and ρ(L) = ∅. (10.66)

Example 10.1 and Example 10.2 with n = 4 are models for these two extremely
degenerate irregular cases.
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10.4 Some Results for the Special Case n = 2ν, L = T

Some of the above results for the case n = 4 can be generalized to higher
order n. We will only sketch the generalizations here. Assume that n = 2ν ≥ 6
and L = T . From equation (10.4) the characteristic determinant is given by

∆(ρ) = det(Bi(yk( · , ρ)))

= det


0 ≤ k ≤ ν − 1 ν ≤ k ≤ n− 1

P1(iρωk) +Q1(iρωk)eiρωk Q1(iρωk) + P1(iρωk)e−iρωk

...
...

Pn(iρωk) +Qn(iρωk)eiρωk Qn(iρωk) + Pn(iρωk)e−iρωk


for ρ 6= 0 in C, where eiρω0 = e−iρων = eiρ and eiρων−1 = e−iρωn−1 . Suppose we
expand the determinant for ∆(ρ) using linearity in the 0th column, (ν − 1)st
column, νth column, and (n − 1)st column. This expansion expresses ∆(ρ)
as a sum of sixteen terms: each term consists of an exponential formed from
eiρ and eiρων−1 multiplied by a determinant that is independent of eiρ and
eiρων−1 . The sixteen exponentials that appear are as follows:

e0ρ = 1,

eiρ = eiρ, eiρων−1 = eiρων−1 , eiρ = eiρ, eiρων−1 = eiρων−1 ,

eiρeiρων−1 = eiρeiρων−1 , eiρeiρ = e2iρ, eiρeiρων−1 = eiρeiρων−1 ,

eiρων−1eiρ = eiρeiρων−1 , eiρων−1eiρων−1 = e2iρων−1 , eiρeiρων−1 = eiρeiρων−1 ,

eiρeiρων−1eiρ = e2iρeiρων−1 , eiρeiρων−1eiρων−1 = eiρe2iρων−1 ,

eiρeiρeiρων−1 = e2iρeiρων−1 , eiρων−1eiρeiρων−1 = eiρe2iρων−1 ,

eiρeiρων−1eiρeiρων−1 = e2iρe2iρων−1 .

There are nine distinct exponentials appearing in this list: the exponentials
e0ρ = 1, e2iρ, e2iρe2iρων−1 , e2iρων−1 each occurs once in the list; the exponen-
tials eiρ, e2iρeiρων−1 , eiρe2iρων−1 , eiρων−1 each occurs twice in the list; and the
exponential eiρeiρων−1 occurs four times in the list. Therefore, upon expansion
∆(ρ) takes the form

∆(ρ) = D10(ρ) +D11(ρ)e2iρ +D12(ρ)e2iρe2iρων−1 +D13(ρ)e2iρων−1

+D20(ρ)eiρ +D21(ρ)e2iρeiρων−1 +D22(ρ)eiρe2iρων−1 +D23(ρ)eiρων−1

+D40(ρ)eiρeiρων−1

(10.67)

for ρ 6= 0 in C, where the function Dij(ρ) is an entire function that is the sum
of i determinants.

Next, in the representation of Dij(ρ) as a sum of determinants, we proceed
to expand each determinant using linearity in columns 1 through ν − 2 and
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ν+1 through n− 2. This is the same expansion used earlier in Chapter 3 and
Chapter 5; it expresses each Dij(ρ) in the form

Dij(ρ) = Pij(ρ) +Qij(ρ),

where Pij(ρ) is a polynomial of degree ≤ p0 that has a well-defined form and
structure, and where the entire function Qij(ρ) is a sum of terms each being
the product of a polynomial of degree ≤ p0 times a product of some of the
exponentials eiρωk , k = 1, . . . , ν − 2, or e−iρωk , k = ν + 1, . . . , n − 2 (at least
one of these exponentials appears in each such product). Upon substituting
these forms into equation (10.67), we arrive at our principal representation of
the characteristic determinant:

∆(ρ) = [P0(ρ) +Θ0(ρ)] + [P1(ρ) +Θ1(ρ)]e2iρ + [P2(ρ) +Θ2(ρ)]e2iρe2iρων−1

+ [P3(ρ) +Θ3(ρ)]e2iρων−1 + [Q0(ρ) + Ψ0(ρ)]eiρ

+ [Q1(ρ) + Ψ1(ρ)]e2iρeiρων−1 + [Q2(ρ) + Ψ2(ρ)]eiρe2iρων−1

+ [Q3(ρ) + Ψ3(ρ)]eiρων−1 + [D(ρ) + Υ (ρ)]eiρeiρων−1

(10.68)

for ρ 6= 0 in C, where the functions Pi(ρ), Qi(ρ), D(ρ) are polynomials of degree
≤ p0 that have a well-defined form and structure, and where the functions
Θi(ρ), Ψi(ρ), Υ (ρ) are entire functions that go to 0 very rapidly as |ρ| → ∞
on various sectors (to be specified below). In (10.68) the polynomials satisfy
the relations

P1(ρ) = −P0(iρ), P3(ρ) = −P0(−iρ), Q3(ρ) = −Q0(−iρ). (10.69)

P2(ρ) is not related to P0(ρ), nor are Q1(ρ) and Q2(ρ) related to Q0(ρ), as in
the case n = 4. Again we have

π2(ρ) = P1(ρ) = −P0(iρ), π1(ρ) = Q0(ρ), π0(ρ) = P0(ρ) (10.70)

for ρ 6= 0 in C.
The representation (10.68) of the characteristic determinant ∆(ρ) gener-

alizes the previous representations (3.32) and (5.31), and the representation
(10.44) for the case n = 4. It displays not only the primary terms

π2(ρ)e2iρ = P1(ρ)e2iρ = −P0(iρ)e2iρ, π1(ρ)eiρ = Q0(ρ)eiρ, π0(ρ) = P0(ρ),

but also some of the secondary terms which come into play in the degenerate
irregular case. In particular, we will show below the important role played by
the term

Q3(ρ)eiρων−1 = −Q0(−iρ)eiρων−1 .

Let us now consider some cases which are higher order analogues of the
previous cases for n = 4.
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Case I. n = 2ν ≥ 6, P0(ρ) 6≡ 0. For this case the two polynomials
π0(ρ) = P0(ρ) and π2(ρ) = −P0(iρ) are both of degree p with 0 ≤ p ≤ p0,
and hence, the differential operator L = T is either regular or simply irreg-
ular. The spectrum of L is characterized in Theorems 7.2, 7.3, and 7.5, and
the generalized eigenfunctions of L are shown to be complete in L2[0, 1] in
Theorem 9.1.

Case II. n = 2ν ≥ 6, P0(ρ) ≡ 0, Q0(ρ) 6≡ 0. Since the polymonials
π0(ρ) = P0(ρ) and π2(ρ) = −P0(iρ) are both identically zero, the differential
operator L = T is degenerate irregular. From equation (10.68) the character-
istic determinant now takes the simpler form

∆(ρ) = [Q0(ρ) + Ψ0(ρ)]eiρ + [Q3(ρ) + Ψ3(ρ)]eiρων−1

+ [P2(ρ) +Θ2(ρ)]e2iρe2iρων−1 + [Q1(ρ) + Ψ1(ρ)]e2iρeiρων−1

+ [Q2(ρ) + Ψ2(ρ)]eiρe2iρων−1 + [D(ρ) + Υ (ρ)]eiρeiρων−1

+Θ0(ρ) +Θ1(ρ)e2iρ +Θ3(ρ)e2iρων−1

(10.71)

for ρ 6= 0 in C. Let q denote the degree of the polynomial Q0(ρ) = π1(ρ), so
0 ≤ q ≤ p0 and Q0(ρ) =

∑q
κ=0 bκρ

κ with bq 6= 0. Fix a real number σ0 with
0 < σ0 < π/10.

First, let us study the behavior of ∆(ρ) on the sector

Σ0 : all ρ = |ρ|eiθ ∈ C with − π

n
+
σ0

n
≤ θ ≤ π

n
− σ0

n
.

Let h(ρ) be the analytic function defined by

h(ρ) :=
q−1∑
κ=0

bκ
ρq−κ

+
1
ρq

{
Ψ0(ρ) + [Q3(ρ) + Ψ3(ρ)]e−iρeiρων−1

+ [P2(ρ) +Θ2(ρ)]eiρe2iρων−1 + [Q1(ρ) + Ψ1(ρ)]eiρeiρων−1

+ [Q2(ρ) + Ψ2(ρ)]e2iρων−1 + [D(ρ) + Υ (ρ)]eiρων−1

+Θ0(ρ)e−iρ +Θ1(ρ)eiρ +Θ3(ρ)e−iρe2iρων−1

}
for ρ 6= 0 in C. Then equation (10.71) can be rewritten in the compact form

∆(ρ) = ρqeiρ
[
bq + h(ρ)

]
(10.72)

for ρ 6= 0 in C. This is the form best-suited for treating the characteristic
determinant on the sector Σ0.

Let α := sin(π/n + σ0/n) > 0 and β := sin(π/n − σ0/n) > 0, and then
choose a constant ξ such that β < ξ < α and set η := ξ − β > 0. For the
exponentials appearing in (10.71) and (10.72) either explicitly or implicitly,
we have the estimates

|eiρωk | ≤ e−α|ρ|, k = 1, . . . , ν − 1,
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and
|e−iρωk | ≤ e−α|ρ|, k = ν + 1, . . . , n− 1,

for ρ ∈ Σ0, which leads to the estimates

|Θi(ρ)| ≤ γ0e−ξ|ρ|, |Ψi(ρ)| ≤ γ0e−ξ|ρ|, |Υ (ρ)| ≤ γ0e−ξ|ρ|

for ρ ∈ Σ0 and for i = 0, 1, 2, 3. The exponentials eiρ and e−iρ are not bounded
on the sector Σ0, but they do satisfy the growth rates

|eiρ| ≤ eβ|ρ| and |e−iρ| ≤ eβ|ρ|

for ρ ∈ Σ0.
Choose a constant γ1 > 0 such that

|Pi(ρ)|e−(α−β) ≤ γ1e−η|ρ|, |Qi(ρ)|e−(α−β) ≤ γ1e−η|ρ|,

|D(ρ)|e−(α−β) ≤ γ1e−η|ρ|

for all ρ ∈ C and for i = 0, 1, 2, 3. In terms of these constants we have

|Q3(ρ)e−iρeiρων−1 | ≤ γ1e−η|ρ|, |P2(ρ)eiρe2iρων−1 | ≤ γ1e−η|ρ|,

|Q1(ρ)eiρeiρων−1 | ≤ γ1e−η|ρ|, |Q2(ρ)e2iρων−1 | ≤ γ1e−η|ρ|,

|D(ρ)eiρων−1 | ≤ γ1e−η|ρ|

for ρ ∈ Σ0, and

|Ψ0(ρ)| ≤ γ0e−η|ρ|, |Ψ3(ρ)e−iρeiρων−1 | ≤ γ0e−η|ρ|,

|Θ2(ρ)eiρe2iρων−1 | ≤ γ0e−η|ρ|, |Ψ1(ρ)eiρeiρων−1 | ≤ γ0e−η|ρ|,

|Ψ2(ρ)e2iρων−1 | ≤ γ0e−η|ρ|, |Υ (ρ)eiρων−1 | ≤ γ0e−η|ρ|,

|Θ0(ρ)e−iρ| ≤ γ0e−η|ρ|, |Θ1(ρ)eiρ| ≤ γ0e−η|ρ|,

|Θ3(ρ)e−iρe2iρων−1 | ≤ γ0e−η|ρ|

for ρ ∈ Σ0.
From the above it is immediate that |h(ρ)| ≤ γ2/|ρ| for all ρ ∈ Σ0 with

|ρ| ≥ 1, which implies that

|∆(ρ)| ≥ |ρ|qe−b
{
|bq| −

γ2

|ρ|

}
≥ |bq|

2
|ρ|qe−b > 0 (10.73)

for all ρ in Σ0 with |ρ| sufficiently large. We conclude that the characteristic
determinant ∆(ρ) has no zeros in the sector Σ0 when |ρ| is sufficiently large.
Where does ∆(ρ) have its zeros?

Second, we introduce the sector

Σ1 : all ρ = |ρ|eiθ ∈ C with
π

n
− σ0

n
≤ θ ≤ π

n
+
σ0

n
,
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and proceed to look for zeros in the sector Σ1. We begin by rewriting equation
(10.71) in the form

∆(ρ) = eiρων−1

{
[Q0(ρ) + Ψ0(ρ)]e−iρων−1eiρ + [Q3(ρ) + Ψ3(ρ)]

+ [P2(ρ) +Θ2(ρ)]eiρων−1e2iρ + [Q1(ρ) + Ψ1(ρ)]e2iρ

+ [Q2(ρ) + Ψ2(ρ)]eiρων−1eiρ + [D(ρ) + Υ (ρ)]eiρ

+Θ0(ρ)e−iρων−1 +Θ1(ρ)e−iρων−1e2iρ +Θ3(ρ)eiρων−1

} (10.74)

for ρ 6= 0 in C. Note that π/n + σ0/n < 3π/n − σ0/n < π/2 because n ≥ 6.
Let α1 := sin(3π/n − σ0/n) > α, and choose constants ξ1 and η1 such that
α < ξ1 < α1 and 0 < η1 < β and η1 ≤ ξ1 − α. Then we obtain the estimates

|eiρωk | ≤ e−α1|ρ|, k = 1, . . . , ν − 2,

|e−iρωk | ≤ e−α1|ρ|, k = ν + 1, . . . , n− 2,

for ρ ∈ Σ1, and

|Θi(ρ)| ≤ γ3e−ξ1|ρ|, |Ψi(ρ)| ≤ γ3e−ξ1|ρ|, |Υ (ρ)| ≤ γ3e−ξ1|ρ|

for ρ ∈ Σ1 and for i = 0, 1, 2, 3. For the exponentials eiρ and eiρων−1 , we find
that

e−α|ρ| ≤ |eiρ| ≤ e−β|ρ| and e−α|ρ| ≤ |eiρων−1 | ≤ e−β|ρ|

for ρ ∈ Σ1. Thus, these two exponentials are going to 0 on Σ1 as |ρ| → ∞,
but at a slower rate than the other exponentials. On the ray arg ρ = π/n we
actually have

|eiρ| = |eiρων−1 | = e−|ρ| sin π/n,

so the two exponentials are decaying at exactly the same rate on this ray.
Also, on the ray arg ρ = π/n the exponentials e−iρων−1eiρ and e0ρ = 1 both
have modulus 1.

Choose a constant γ4 > 0 such that

|Pi(ρ)|e−β|ρ| ≤ γ4e−η1|ρ|, |Qi(ρ)|e−β|ρ| ≤ γ4e−η1|ρ|, |D(ρ)|e−β|ρ| ≤ γ4e−η1|ρ|

for all ρ ∈ C and for i = 0, 1, 2, 3. Combining the above estimates, we get

|P2(ρ)eiρων−1e2iρ| ≤ γ4e−η1|ρ|, |Q1(ρ)e2iρ| ≤ γ4e−η1|ρ|,

|Q2(ρ)eiρων−1eiρ| ≤ γ4e−η1|ρ|, |D(ρ)eiρ| ≤ γ4e−η1|ρ|

for ρ ∈ Σ1, and

|Ψ0(ρ)e−iρων−1eiρ| ≤ γ3e−η1|ρ|, |Ψ3(ρ)| ≤ γ3e−η1|ρ|,

|Θ2(ρ)eiρων−1e2iρ| ≤ γ3e−η1|ρ|, |Ψ1(ρ)e2iρ| ≤ γ3e−η1|ρ|,

|Ψ2(ρ)eiρων−1eiρ| ≤ γ3e−η1|ρ|, |Υ (ρ)eiρ| ≤ γ3e−η1|ρ|,

|Θ0(ρ)e−iρων−1 | ≤ γ3e−η1|ρ|, |Θ1(ρ)e−iρων−1e2iρ| ≤ γ3e−η1|ρ|,

|Θ3(ρ)eiρων−1 | ≤ γ3e−η1|ρ|
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for ρ ∈ Σ1. Let Φ(ρ) be the entire function defined by

Φ(ρ) := Ψ0(ρ)e−iρων−1eiρ + Ψ3(ρ)

+ [P2(ρ) +Θ2(ρ)]eiρων−1e2iρ + [Q1(ρ) + Ψ1(ρ)]e2iρ

+ [Q2(ρ) + Ψ2(ρ)]eiρων−1eiρ + [D(ρ) + Υ (ρ)]eiρ

+Θ0(ρ)e−iρων−1 +Θ1(ρ)e−iρων−1e2iρ +Θ3(ρ)eiρων−1

for ρ ∈ C. Then the representation (10.74) of the characteristic determinant
can be rewritten as

∆(ρ) = eiρων−1
{
Q0(ρ)e−iρων−1eiρ −Q0(−iρ) + Φ(ρ)

}
(10.75)

for ρ 6= 0 in C, where Q0(ρ) is a polynomial of degree q with 0 ≤ q ≤ p0 and
where Φ(ρ) is an entire function with

|Φ(ρ)| ≤ γ5e−η1|ρ| for ρ ∈ Σ1. (10.76)

Finally, we introduce the sector

Σ⊕ : all z = |z|eiφ ∈ C with −σ0

n
≤ φ ≤ σ0

n
.

Set ω := eiπ/n/(2 cosπ/n), and make the change of variable

ρ = ωz, |ρ| = |ω||z| = |z|
2 cosπ/n

.

Clearly ρ ∈ Σ1 if and only if z ∈ Σ⊕. Note that

−ων−1 + 1 = cos
2π
n
− i sin

2π
n

+ 1

=
(
2 cos2

π

n
− 1
)
− i
(
2 sin

π

n
cos

π

n

)
+ 1

=
(
2 cos

π

n

)(
cos

π

n
− i sin

π

n

)
=
(
2 cos

π

n

)
e−iπ/n,

and hence,
iρ(−ων−1 + 1) = iz.

Next, we introduce a modified form of the characteristic determinant:

∆⊕(z) := ∆(ωz) = eiωzων−1
{
Q0(ωz)eiz −Q0(−iωz) + Φ(ωz)

}
(10.77)

for z 6= 0 in C. Define the constant ξ0 by ξ0 := (−i)q, the entire function f(z)
by

f(z) := bqω
qeiz − bq(−i)qωq = bqω

q
[
eiz − ξ0

]
for z ∈ C, and the analytic function g(z) by
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g(z) :=
q−1∑
κ=0

bκω
κ

zq−κ
eiz −

q−1∑
κ=0

bκ(−i)κωκ

zq−k
+

1
zq
Φ(ωz)

for z 6= 0 in C. In terms of these quantities equation (10.77) becomes

∆⊕(z) = zqeiωzων−1
[
f(z) + g(z)

]
(10.78)

for z 6= 0 in C. From equation (10.76) it follows that |g(z)| ≤ γ6/|z| for all
z ∈ Σ⊕ with |z| ≥ 1.

The rest of the discussion is identical to the case n = 4. First, the zeros of
the function f(z) are given by the sequence

µk = 2πk + Arg ξ0, k = 0,±1,±2, . . . .

Each of these zeros is a zero of order 1, and all are real-valued. Second, the
function ∆⊕(z) has a sequence of zeros zk, k = k0, k0 + 1, . . ., in the sector
Σ⊕, with each a zero of order 1. The zk satisfy the asymptotic formulas

|zk − µk| ≤
γ

k
, k = k0, k0 + 1, . . . ,

and are approaching the positive real axis as k →∞. They account for all but
a finite number of the zeros of ∆⊕(z) in the sector Σ⊕. Third, the sequence

ρk = ωzk, k = k0, k0 + 1, . . . ,

is a sequence of zeros for the characteristic determinant ∆(ρ) in the sector
Σ1. Each ρk is a zero of order 1, with the ρk approaching the ray arg ρ = π/n
as k →∞. Fourth, the sequence

λk = (ρk)n, k = k0, k0 + 1, . . . ,

is a sequence of eigenvalues for the differential operator L = T , with the λk

approaching the negative real axis as k → ∞. These eigenvalues account for
all but a finite number of the eigenvalues of L. The corresponding algebraic
multiplicities and ascents are

ν(λk) = m(λk) = 1, k = k0, k0 + 1, . . . .
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Unsolved Problems

In the previous chapters we have established important results in the spectral
theory of two-point differential operators L that are either regular or simply
irregular. For these two cases there still remain many unsolved problems,
while for the degenerate irregular differential operators the spectral theory
is completely wide open. It seems only appropriate to list here some of the
important unsolved problems.

Problem 1. Do the formal solutions

Zk(t, ρ) = eiρωkt
∞∑

j=0

Zkj(t)ρ−j , k = 0, 1, . . . , n− 1,

introduced in Chapter 2 converge to actual solutions of the differential equa-
tion (2.1)?

Problem 2. Can the characteristic determinants∆0(ρ) and∆1(ρ) of Chapter
5 be obtained as limits of the approximate characteristic determinant ∆̂(ρ,m)
of Chapter 3 as m→∞?

Problem 3. For the characteristic determinants in Theorems 5.1 and 5.2,
is it true that ∆1(ρ) = e−2iρ∆0(ρ) on the horizontal strip T0 ∩ T1 ? Can the
characteristic determinant ∆0(ρ) be continued to the region consisting of all
points ρ ∈ C with |ρ| > R0?

Problem 4. If the differential operator L is simply irregular, is it true that
S∞(L) 6= S∞(L) ? Are the associated projections Pi unbounded? This is true
in certain situations for the case n = 2, as shown in the two series [25, 26] and
[30, 31, 32, 33].

Problem 5. If the differential operator L is degenerate irregular and the spec-
trum σ(L) is a countably infinite set, can it be shown that S∞(L) = L2[0, 1]?
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Models for this type of problem are given in Case II of Chapter 10.

Problem 6. What is the subspace S∞(L) when the differential operator L is
simply irregular or degenerate irregular? What is S∞(L) when n = 2, L = T ,
and L is simply irregular? In general, is the domain D(L) a subset of S∞(L)?

Problem 7. Is there a natural subdivision of the degenerate irregular case
into disjoint subcases having different spectral properties? The cases where
the spectrum σ(L) is countably infinite, or is empty, or is equal to all of C,
should go into different subcases. Is there a spectral theory available for any
of these subcases?

Problem 8. For the case n = 2ν even, it is easy to verify that Dirichlet
and Neumann boundary conditions determine a differential operator L that
is regular. This is also true for periodic boundary conditons and boundary
conditons of Sturm Type [36, pp. 60–63]. Are all self-adjoint differential op-
erators regular? In [25, 26] we have shown this to be true for the case n = 2
and L = T , because in the irregular cases either the associated projections
are unbounded (Case IX and Case XI) or the spectrum is either empty (Case
XII) or is equal to all of C (Case XIII). See [25, p. 556].

Problem 9. For n = 2ν even, are there examples of differential operators L
belonging to Case 2 that are simply irregular, i.e., where the integers p and q
satisfy the conditions p = q < p0?

Problem 10. In general, can the spectrum σ(L) be a nonempty finite set?
This is impossible in the special case n = 2, L = T (see [25, p. 556]) and in
the special case n = 4, L = T (see Cases I, II, III in the previous chapter).

Problem 11. In Example 10.2 we gave a model of an even order differential
operator L = T with σ(L) = C and ρ(L) = ∅. Can we find an analogous
model of an odd order differential operator L = T? Are there more general
models with σ(L) = C and ρ(L) = ∅ where L has variable coefficients?

Problem 12. The rows of the n× 2n boundary coefficient matrix A,

(αi n−1, βi n−1, αi n−2, βi n−2, . . . , αi0, βi0), i = 1, . . . , n,

span an (n − 1)-dimensional linear space L in the projective space P2n−1.
Let the columns of A be denoted by γ1, . . . , γ2n, and for integers j1, . . . , jn
with 1 ≤ j1 < · · · < jn ≤ 2n, let 〈γj1 , . . . , γjn

〉 denote the determinant of
the n × n submatrix of A formed by using the columns γj1 , . . . , γjn . Then
the

(
2n
n

)
determinants 〈γj1 , . . . , γjn〉 are the Plücker coordinates of the linear

space L. For the special case n = 4, L = T , the 70 Plücker coordinates appear
very prominently in equations (10.41), (10.42), and (10.43) for the polynomial
coefficients P0(ρ), Q0(ρ), and D(ρ) that determine the characteristic determi-
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nant ∆(ρ). For the general case L = T , can we use the Plücker coordinates
associated with the boundary coefficient matrix A to effectively construct the
characteristic determinant?

Problem 13. The spectral theory for the case n = 1 and ` = (1/i)(d/dt)+q(t)
has never been developed. It would be instructive to have this elementary case
included in the overall picture; it might shed some light on some of the other
problems.

Problem 14. For the special case L = T , in forming the alternate charac-
teristic determinant ∆∗(ρ) = det(Bi(zk( · , ρ))) the exponentials

eiρ(δ0ω0+δ1ω1+···+δn−1ωn−1)

appear, where the constants δi are either 0 or 1. How many distinct exponen-
tials are formed from these 2n exponentials? We know the following results:

n = 2 : 4 exponentials, 2 distinct exponentials,
n = 3 : 8 exponentials, 7 distinct exponentials,
n = 4 : 16 exponentials, 9 distinct exponentials,
n = 6 : 64 exponentials, 19 distinct exponentials,
n = 8 : 256 exponentials, 81 distinct exponentials.

Is there a practical way to construct the distinct exponentials so that they can
be ordered according to their moduli relative to the sector S0? Can we calcu-
late the polynomial coefficient of each distinct exponential? The case n = 4
has been treated in detail in Chapter 10.

Problem 15. For the special case n = 8, L = T , we have done some prelim-
inary work with help from Maple. When the characteristic determinant ∆(ρ)
is expanded using linearity in all eight columns, the 256 exponentials that are
produced reduce down to 81 distinct exponentials. First, there are the three
primary exponentials e0ρ = 1, eiρ, e2iρ. Second, there are the six secondary
exponentials

e[−
√

2
2 −

√
2

2 i]ρ, e[−
√

2
2 +(1−

√
2

2 )i]ρ, e[−
√

2
2 +

√
2

2 i]ρ,

e[−
√

2
2 +(2−

√
2

2 )i]ρ, e[−
√

2
2 +(1+

√
2

2 )i]ρ, e[−
√

2
2 +(2+

√
2

2 )i]ρ.

And third, there are 72 additional exponentials of lower order. The ordering
of these 81 exponentials is according to their moduli relative to the sector S0.
In terms of these exponentials the characteristic determinant takes the form

∆(ρ) = P0(ρ) + Q0(ρ)eiρ + P1(ρ)e2iρ + Q1(ρ)e[−
√

2
2 −

√
2

2 i]ρ

+ R0(ρ)e[−
√

2
2 +(1−

√
2

2 )i]ρ + S0(ρ)e[−
√

2
2 +

√
2

2 i]ρ + T0(ρ)e[−
√

2
2 +(2−

√
2

2 )i]ρ

+ R1(ρ)e[−
√

2
2 +(1+

√
2

2 )i]ρ + Q2(ρ)e[−
√

2
2 +(2+

√
2

2 )i]ρ + · · ·
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for ρ 6= 0 in C, where the functions P0(ρ), . . . ,Q2(ρ), . . . are polynomials of
degree ≤ 44. For the special case P0(ρ) ≡ 0 and Q0(ρ) ≡ 0, this representation
simplifies to

∆(ρ) = R0(ρ)e[−
√

2
2 +(1−

√
2

2 )i]ρ + S0(ρ)e[−
√

2
2 +

√
2

2 i]ρ

+ T0(ρ)e[−
√

2
2 +(2−

√
2

2 )i]ρ + R1(ρ)e[−
√

2
2 +(1+

√
2

2 )i]ρ + · · ·

= e[−
√

2
2 +(1−

√
2

2 )i]ρ
{

R0(ρ) + S0(ρ)e(−1+
√

2)iρ

+ T0(ρ)eiρ + R1(ρ)e
√

2iρ + · · ·
}

for ρ 6= 0 in C. Clearly the differential operator L = T becomes degenerate
irregular. How does one calculate the zeros of ∆(ρ) in this special case? See
the paper by Langer [27]. Are the generalized eigenfunctions of L complete in
L2[0, 1]? Is it possible that there may be more than two sequences of eigen-
values? Could there be algebraic multiplicities greater than 2? Can we give a
specific example that falls within this special case?
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Appendix

The appendix contains two lemmas which are used to develop the regularity
properties for our solutions of the differential equation (2.1). These lemmas
generalize well-known results from classical analysis. The first is a complex
version of Leibniz’s rule from advanced calculus. See [7, p. 68 and p. 73].

Lemma 12.1. Let ∆1 and ∆2 be the triangles in R2 consisting of all points
(t, s) satisfying the inequalities 0 ≤ s ≤ t ≤ 1 and 0 ≤ t ≤ s ≤ 1, respectively,
and let G be an open set in the complex ρ plane; let φ1 : ∆1 × G → C and
φ2 : ∆2×G→ C be continuous functions, and let φ be the function defined by
φ(t, s, ρ) := φ1(t, s, ρ) for 0 ≤ s < t ≤ 1, ρ ∈ G, and φ(t, s, ρ) := φ2(t, s, ρ) for
0 ≤ t < s ≤ 1, ρ ∈ G; and let u : [0, 1]×G→ C be the function defined by

u(t, ρ) :=
∫ 1

0

φ(t, s, ρ) ds for 0 ≤ t ≤ 1, ρ ∈ G.

Then u is continuous on [0, 1] × G. Moreover, if ∂φ1/∂ρ exists and is con-
tinuous on ∆1 × G and if ∂φ2/∂ρ exists and is continuous on ∆2 × G, then
∂u/∂ρ exists and is continuous on [0, 1]×G with

∂u

∂ρ
(t, ρ) =

∫ 1

0

∂φ

∂ρ
(t, s, ρ) ds for 0 ≤ t ≤ 1, ρ ∈ G.

Note: we do not make any assumptions about the values of φ1(t, s, ρ) and
φ2(t, s, ρ) when t = s, so we can have a jump across the diagonal t = s.

Proof. First, fix points t0 ∈ [0, 1] and ρ0 ∈ G, and let us show that u is
continuous at the point (t0, ρ0). Take any ε > 0. Choose r0 > 0 such that the
closed disk D0 : |ρ− ρ0| ≤ r0 lies in G. Then φ1 and φ2 are continuous on the
compact sets ∆1×D0 and ∆2×D0, respectively. Select a constant M > 0 such
that |φ1(t, s, ρ)| ≤ M for (t, s, ρ) ∈ ∆1 × D0 and such that |φ2(t, s, ρ)| ≤ M
for (t, s, ρ) ∈ ∆2 ×D0. Choose δ > 0 such that δ ≤ r0, δ ≤ ε/(6M), and such
that
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|φ1(t′, s′, ρ′)− φ1(t, s, ρ)| ≤ ε/3

for (t′, s′, ρ′), (t, s, ρ) ∈ ∆1 ×D0 with |t′ − t|2 + |s′ − s|2 + |ρ′ − ρ|2 ≤ δ2, and
such that

|φ2(t′, s′, ρ′)− φ2(t, s, ρ)| ≤ ε/3

for (t′, s′, ρ′), (t, s, ρ) ∈ ∆2 ×D0 with |t′ − t|2 + |s′ − s|2 + |ρ′ − ρ|2 ≤ δ2.
Now take t ∈ [0, 1] and ρ ∈ G with t0 ≤ t and |t − t0|2 + |ρ − ρ0|2 ≤ δ2.

Clearly |ρ− ρ0| ≤ δ ≤ r0, so ρ ∈ D0. Then

u(t, ρ)− u(t0, ρ0) =
∫ 1

0

[φ(t, s, ρ)− φ(t0, s, ρ0)] ds

=
∫ t0

0

[φ1(t, s, ρ)− φ1(t0, s, ρ0)] ds

+
∫ t

t0

[φ1(t, s, ρ)− φ2(t0, s, ρ0)] ds

+
∫ 1

t

[φ2(t, s, ρ)− φ2(t0, s, ρ0)] ds,

and hence, |u(t, ρ) − u(t0, ρ0)| ≤ ε/3 + 2M · (ε/6M) + ε/3 = ε. The same
estimate is also valid for the case t ≤ t0. This establishes the continuity of u
at (t0, ρ0).

Second, assume that ∂φ1/∂ρ exists and is continuous on ∆1 ×G and that
∂φ2/∂ρ exists and is continuous on ∆2 × G. Fix t0 ∈ [0, 1] and ρ0 ∈ G, and
let us show that u(t0, ρ) is a differentiable function of ρ at the point ρ = ρ0.
Take any ε > 0. As above choose r0 > 0 such that the disk D0 : |ρ− ρ0| ≤ r0
lies in G. Set

ψ1(s, ρ) :=
∂φ1

∂ρ
(t0, s, ρ) for 0 ≤ s ≤ t0, ρ ∈ G,

ψ2(s, ρ) :=
∂φ2

∂ρ
(t0, s, ρ) for t0 ≤ s ≤ 1, ρ ∈ G,

and then set

ψ(s, ρ) := ψ1(s, ρ) =
∂φ

∂ρ
(t0, s, ρ) for 0 ≤ s < t0, ρ ∈ G,

ψ(s, ρ) := ψ2(s, ρ) =
∂φ

∂ρ
(t0, s, ρ) for t0 < s ≤ 1, ρ ∈ G.

Choose δ > 0 such that δ ≤ r0, such that

|ψ1(s′, ρ′)− ψ1(s, ρ)| ≤ ε

for all (s′, ρ′), (s, ρ) ∈ [0, t0]×D0 with |s′− s|2 + |ρ′− ρ|2 ≤ δ2, and such that

|ψ2(s′, ρ′)− ψ2(s, ρ)| ≤ ε
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for all (s′, ρ′), (s, ρ) ∈ [t0, 1]×D0 with |s′ − s|2 + |ρ′ − ρ|2 ≤ δ2.
Take any point ρ ∈ G with 0 < |ρ − ρ0| ≤ δ. Clearly ρ ∈ D0, and the

trace of the oriented interval γ = [ρ0, ρ] lies in D0. Now for any fixed s with
0 ≤ s < t0, the function Φ1(ρ) := φ1(t0, s, ρ)− ρψ1(s, ρ0) is an anti-derivative
for the function ψ1(s, ρ)− ψ1(s, ρ0) (as functions of the ρ variable), while for
fixed s with t0 < s ≤ 1 the function Φ2(ρ) := φ2(t0, s, ρ) − ρψ2(s, ρ0) is an
anti-derivative for the function ψ2(s, ρ)−ψ2(s, ρ0). Thus, for s with 0 ≤ s < t0
we have

φ1(t0, s, ρ)− φ1(t0, s, ρ0)− (ρ− ρ0)ψ1(s, ρ0)
= φ1(t0, s, ρ)− ρψ1(s, ρ0)− φ1(t0, s, ρ0) + ρ0ψ1(s, ρ0)

= Φ1(ρ)− Φ1(ρ0) =
∫

γ

[ψ1(s, ξ)− ψ1(s, ρ0)] dξ,

and hence,

|φ1(t0, s, ρ)− φ1(t0, s, ρ0)− (ρ− ρ0)ψ1(s, ρ0)| ≤
∫

γ

|ψ1(s, ξ)− ψ1(s, ρ0)||dξ|

≤ ε|ρ− ρ0|.

In the case for s with t0 < s ≤ 1 the same argument shows that

|φ2(t0, s, ρ)− φ2(t0, s, ρ0)− (ρ− ρ0)ψ2(s, ρ0)| ≤ ε|ρ− ρ0|.

Combining all the above pieces, we have∣∣∣∣u(t0, ρ)− u(t0, ρ0)
ρ− ρ0

−
∫ 1

0

ψ(s, ρ0) ds
∣∣∣∣

≤ 1
|ρ− ρ0|

∫ t0

0

|φ1(t0, s, ρ)− φ1(t0, s, ρ0)− (ρ− ρ0)ψ1(s, ρ0)| ds

+
1

|ρ− ρ0|

∫ 1

t0

|φ2(t0, s, ρ)− φ2(t0, s, ρ0)− (ρ− ρ0)ψ2(s, ρ0)| ds

≤ 1
|ρ− ρ0|

· ε |ρ− ρ0|t0 +
1

|ρ− ρ0|
· ε |ρ− ρ0|(1− t0) = ε

for ρ ∈ G with 0 < |ρ − ρ0| ≤ δ. We conclude that the function u(t0, ρ) is
indeed differentiable at ρ = ρ0. The continuity of ∂u/∂ρ on [0, 1]×G follows
from the first part of the proof. ut

The second lemma generalizes a well-known result on the analyticity of
the limit of a sequence of analytic functions. See [37, p. 256].

Lemma 12.2. Let G be an open set in the ρ plane, let uk : [0, 1] × G → C,
k = 1, 2, . . ., be a sequence of functions, and let u : [0, 1]×G→ C be a function,
where for each compact subset K of G, it is assumed that the uk converge
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uniformly on [0, 1]×K to u. Assume that each uk is continuous on [0, 1]×G
and that ∂uk/∂ρ exists and is continuous on [0, 1]×G. Then u is continuous on
[0, 1]×G, ∂u/∂ρ exists and is continuous on [0, 1]×G, and for each compact
subset K of G, the functions ∂uk/∂ρ converge uniformly on [0, 1] × K to
∂u/∂ρ.

Proof. First, fix t0 ∈ [0, 1] and ρ0 ∈ G. To show that u is continuous at (t0, ρ0),
take any ε > 0. Choose r0 > 0 such that the closed disk D0 : |ρ− ρ0| ≤ r0 lies
in G. Appealing to the uniform convergence on [0, 1]×D0, choose a positive
integer k such that

|uk(t, ρ)− u(t, ρ)| ≤ ε/3 for all (t, ρ) ∈ [0, 1]×D0.

Using the continuity of uk at (t0, ρ0), select δ > 0 such that δ ≤ r0 and such
that

|uk(t, ρ)− uk(t0, ρ0)| ≤ ε/3

for all (t, ρ) ∈ [0, 1]×G with |t−t0|2+|ρ−ρ0|2 ≤ δ2. Then for (t, ρ) ∈ [0, 1]×G
with |t− t0|2 + |ρ− ρ0|2 ≤ δ2, we have |ρ− ρ0| ≤ δ ≤ r0, ρ ∈ D0, and

|u(t, ρ)− u(t0, ρ0)| ≤ |u(t, ρ)− uk(t, ρ)|+ |uk(t, ρ)− uk(t0, ρ0)|
+ |uk(t0, ρ0)− u(t0, ρ0)|

≤ ε

3
+
ε

3
+
ε

3
= ε.

We conclude that u is continuous at (t0, ρ0), and hence, u is continuous on
[0, 1]×G.

Second, fix any point ρ0 ∈ G. Choose r0 > 0 such that the closed disk
D0 : |ρ − ρ0| ≤ r0 lies in G. In terms of the open disk ∆0 : |ρ − ρ0| < r0, we
will show that ∂u/∂ρ exists on [0, 1]×∆0. Because ρ0 is an arbitrary point of
G, it then follows that ∂u/∂ρ exists on [0, 1]×G.

Form the circle γ(τ) = ρ0 + r0eiτ , 0 ≤ τ ≤ 2π, which lies in the disk D0

and in G. Clearly the uk converge uniformly on [0, 1]×D0 and on [0, 1]×{γ}
to u. Now for t ∈ [0, 1] and ρ ∈ ∆0 Cauchy’s integral formula gives

uk(t, ρ) =
1

2πi

∫
γ

uk(t, ξ)
ξ − ρ

dξ and
∂uk

∂ρ
(t, ρ) =

1
2πi

∫
γ

uk(t, ξ)
(ξ − ρ)2

dξ

for k = 1, 2, . . .. Letting k →∞ and appealing to the uniform convergence on
[0, 1]× {γ}, we obtain the result

u(t, ρ) =
1

2πi

∫
γ

u(t, ξ)
ξ − ρ

dξ for (t, ρ) ∈ [0, 1]×∆0.

From the classical theory it follows that ∂u/∂ρ exists at each point (t, ρ) in
[0, 1]×∆0 with

∂u

∂ρ
(t, ρ) =

1
2πi

∫
γ

u(t, ξ)
(ξ − ρ)2

dξ.
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Next, introduce the closed disk D1 : |ρ− ρ0| ≤ r0/2, and let us show that
the ∂uk/∂ρ converge uniformly on [0, 1]×D1 to ∂u/∂ρ. Indeed, take any ε > 0.
Choose a positive integer N such that

|uk(t, ξ)− u(t, ξ)| ≤ εr0
4

for all k ≥ N , t ∈ [0, 1], and ξ ∈ {γ}. Then for k ≥ N and (t, ρ) ∈ [0, 1]×D1,
from the above we have∣∣∣∣∂uk

∂ρ
(t, ρ)− ∂u

∂ρ
(t, ρ)

∣∣∣∣ ≤ 1
2π

∫
γ

|uk(t, ξ)− u(t, ξ)|
|ξ − ρ|2

|dξ|

≤ 1
2π

· εr0
4
· 1(r0

2

)2 · 2πr0 = ε.

This establishes the desired uniform convergence on [0, 1]×D1.
If K is a compact subset of G, then K can be covered by a finite number

of closed disks such as D1, and it follows that the functions ∂uk/∂ρ converge
uniformly on [0, 1]×K to ∂u/∂ρ. Applying the first part of the proof to the
sequence ∂uk/∂ρ, k = 1, 2, . . ., and to the function ∂u/∂ρ, we see that ∂u/∂ρ
is continuous on [0, 1]×G. ut
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aκ, bκ, constants

n odd, 11, 54, 55, 124, 209, 256
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Algebraic multiplicity, 2, 7

n even, Case 1, 191
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n odd, Case 1, 215, 218

n odd, Case 2, 229, 233

n odd, Case 3, 244, 248

Appendix, 299–303

Approximate characteristic determinant
∆̂, 7, 9–11, 16, 18, 42

L = T , 23

limit of, 295
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n odd, 43, 52, 53, 61, 62

Approximate characteristic determinant
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Approximate solution zk( · , ρ), 4, 7, 8,
14, 25, 29, 37, 42, 51, 61, 67, 69,
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n = 2, m = 3, 33, 112

recursion equation, 28, 32
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differential equation, 71, 82
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B1αρ, integral operator
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Approximate solution zk( · , ρ)
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Boundary coefficient matrix, 4, 296
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Boundary conditions
Dirichlet, 296
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Neumann, 296
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Stone regular, 5
strongly irregular, 5
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Characteristic determinant ∆0, 7, 295
n even, 16, 100, 104, 139, 185

growth rates, 22, 188, 191, 198, 204,
252, 253

n = 2, 111–118
n = 2, Cases 1–5, 114–117
n = 2, Case 5 example, 117–118
representation, 100–102, 104, 185,

186, 196, 198, 201, 202, 251
n odd, 17, 18, 121, 125, 209

growth rates, 22, 211, 215, 221, 222,
228, 229, 236–238, 244, 257–259

representation, 122, 124, 125, 210,
220–222, 226, 227, 235–237, 241,
242, 256

Characteristic determinant ∆∗
0

n odd, 155, 164
Characteristic determinant ∆1, 7, 295
n even, 16, 108, 111, 148, 185

growth rates, 22, 188, 199, 200, 207,
252, 253

n = 2, 111–118
n = 2, Cases 1–5, 114–117
n = 2, Case 5 example, 117–118
representation, 108–111, 186, 196,

205, 206, 251
n odd, 17, 18, 128, 131, 209

growth rates, 22, 213, 217, 223, 225,
233, 238, 240, 248, 257–259

representation, 128–130, 212,
222–225, 230, 231, 238–240, 245,
246, 256

Characteristic determinant ∆∗
1

n odd, 170, 180
Classification
L = T , consistency, 270
n even, 43, 50
n odd, 52, 55
n = 2, Cases 1–5, 114–117

Coddington, E. A., and N. Levinson, 5,
15

Completeness of generalized eigenfunc-
tions, 7, 20, 22, 251, 267

degenerate irregular cases, 295
n even, 256
n odd, 265
n = 8, L = T , 298

Cramer’s rule, 141, 175

D0i(ρ), analytic function
n even, 101, 102
n odd, 123

D1i(ρ), analytic function
n even, 109, 110
n odd, 129, 130

Degenerate irregular differential
operator, 7, 10, 13, 267, 295, 296

L = T , 23, 267–294
n even, 50



Index 311

n odd, 55

n = 8, L = T , 298
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Example 10.2 σ(L) = C, 273–274

Example 10.3 one sequence of
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D̂i(ρ), analytic function
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Differential operator, 1, 6

asymptotic expansion of solutions, see
Asymptotic expansion of solutions

characteristic determinant, see
Characteristic determinant ∆0,
∆1, ∆

∗
0, ∆

∗
1

classification, see Classification

completeness, see Completeness of
generalized eigenfunctions

degenerate irregular, see Degenerate
irregular differential operator
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L = T , see Differential operator
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spectral theory, see Spectral theory

spectrum, see Spectrum
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approximate solution zk( · , ρ), 268
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vk( · , ρ) = zk( · , ρ), 270–271
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λ′k, λ′′k , eigenvalues, 229, 233
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n odd, Case 3, 22, 235–249
apriori estimates, 240
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f0(ρ), entire function
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n odd, 227, 242

Formal differential operator, 1
n = 1, 297
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Formal solutions, 25, 34, 295
recursion equation, 35
relation to approximate solutions, 35
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n even, 78, 97
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g0(ρ), analytic function
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Generalized eigenfunctions, 7
Generalized eigenspace, 2, 251
Gk(ρ), analytic function
n even, 206
n odd, 231, 246

gk(ρ), analytic function
n even, 202
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Green’s function, 2, 7, 18, 133
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growth rates, 19, 22, 143, 153,
251–253

representation, 141, 151
n odd, 164
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representation, 160, 167, 175, 182
Green’s function for L0, 18, 134, 136,
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h0(ρ), analytic function
n even, 201
n odd, 226, 241
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n odd, 230, 245

Hilbert-Schmidt discrete operator, 3,
251

Hilbert-Schmidt operator, 3
Hn-Sobolev structure, 4
Hn-structure, 4
Hn[0, 1], Sobelev space, 1
Hopkins, J. W., 5
Horizontal strip Γ , 11, 51, 187, 189
Horizontal strip Γ0, 13, 60, 213
Horizontal strip Γ1, 13, 60, 216

Index of differential operator, 2

K0ρ, integral operator
n even, 70

n odd, 87
K0ρ, integral operator
n even, 137, 138
n odd, 157, 158

K∗
0ρ, integral operator
n odd, 163, 164

K1ρ, integral operator
n even, 81
n odd, 92

K1ρ, integral operator
n even, 146, 148
n odd, 172, 173

K∗
1ρ, integral operator
n odd, 178, 179

L, differential operator, see
Differential operator

L = T , see Differential operator L = T
L0, differential operator, 18, 134, 155,

170
L2- expansion problem, 5, 6, 265
Lang, P., and J. Locker, 6
Langer, R. E., 298
Leibniz’s rule, 299
Levinson, N., see Coddington, E. A.,

and N. Levinson
`n, formal differential operator, 31
Locker, J., 5
Locker, J., see also Lang, P., and

J. Locker
Logarithmic case, see Eigenvalues,

n even, Case 3 and Eigenvalues,
n odd, Case 2 and Case 3

`q, formal differential operator, 31

m, integer, 7
n even, 51, 103, 185, 252
n odd, 61, 124, 209, 256

M̃0ik(ρ), cofactor
n even, 140, 142, 143
n odd, 159, 161, 162

M̃∗
0ik(ρ), cofactor
n odd, 166, 168

M̃1ik(ρ), cofactor
n even, 150, 152, 153
n odd, 175, 176, 177

M̃∗
1ik(ρ), cofactor
n odd, 181, 183

M∞(L), 22, 251, 256, 265
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Modified solutions
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µ0, constant
n even, 197
n odd, 220, 236

µ1, constant
n even, 205
n odd, 223, 238

N , positive integer
n even, 253
n odd, 260

n even, n = 2ν, 8
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n = 2ν, L = T , see Differential

operator, n = 2ν, L = T
n = 4, L = T , see Differential operator,

n = 4, L = T
n0, positive integer
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n odd, 220, 235
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nth roots of unity, 8, 67, 86

p, integer
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Pi, projection, 251, 295
P̂ik(ρ), analytic function, 38, 41, 42, 57,
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πi(ρ), analytic function
n even, 50, 52, 103, 111, 185, 251
n = 2, m = 3, 113
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′
i(ρ) relation, 131

π̂i(ρ), analytic function
n even, 44, 45, 48–50, 101–103, 110
n = 2, m = 3, 113, 114
π̂2(ρ), π̂0(ρ) relation, 45–46

n odd, 53, 54, 55, 123, 124
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π′i(ρ), analytic function
n odd, 59, 61, 130, 209, 256
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n odd, 57, 58, 59, 130
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q, integer
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n odd, 13, 60, 124, 209, 256

Q̂ik(ρ), analytic function, 38, 41, 42,
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Rj , ray in λ plane, 23, 255, 265
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Regular differential operator, 7, 10, 11,

13, 267, 295
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n odd, 55

Regularity properties, see Asymptotic
expansion of solutions, n even
and Asymptotic expansion of
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Regularity tests, 62
n even, 63–65
n odd, 65–66

Residual function, 14, 29, 71, 81, 88
Resolvent, 2, 7, 18, 133
n even, 138, 148

growth rates, 7, 23, 251, 253–256
representation, 141, 150

n odd, 164
growth rates, 7, 23, 251, 258–265
representation, 160, 166, 175, 182

Resolvent set, 2, 251
Rouché’s Theorem, 191, 193, 204, 207,

215, 217, 229, 233, 244

S, differential operator, 3
S0, S1, sectors, 7
n even, 9, 51, 67, 95, 133
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Schultze, B., 5
Schwartz, J. T., see Dunford, N., and J.

T. Schwartz
Self-adjoint differential operator, 296
σ0, constant, 97, 120, 253, 255, 260, 264
Simply irregular differential operator, 7,

10, 11, 13, 267, 295
n even, 50
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n even, Case 1, 189, 193
n even, Case 2, 189, 195
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Stone, M. H., 5

T , differential operator, see Principal
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T ∗0ik(ρ), analytic function
n odd, 165, 167
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Tamarkin, J., 5
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Differential operator

U0k( · , ρ), function
n even, 140, 142
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n odd, 166, 167

U1k( · , ρ), function

n even, 150, 151
n odd, 174, 176
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Unsolved problems, 24, 295–298
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∆0 continuation, 295
∆0, ∆1 relationship, 295
D(L) subset of S∞(L), 296
formal solutions, convergence, 295
models with σ(L) = C, 296
n = 2ν, p = q < p0, 296
n = 8, L = T , 297–298

characteristic determinant ∆,
297–298

completeness of generalized
eigenfunctions, 298

eigenvalues, 298
projections Pi unbounded, 295
self-adjoint differential operator,

regular, 296
S∞(L) closed, 295
S∞(L), characterize, 296
n = 2, L = T , 296

spectral theory, 296
n = 1, 297

spectrum, finite set, 296
subdivision of degenerate irregular

case, 296

Vandermonde determinant, 272
Vandermonde matrix, 78, 135, 136
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Wronskian, 78, 85

ξ0, constant, 189, 191, 193, 210
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