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ABSTRACT	

	

THE	INFLUENCE	OF	CLOUD	RADIATIVE	EFFECTS	ON	HYDROLOGIC		

SENSITIVITY	AND	VARIABILITY	

	

The	 global-mean	 precipitation	 change	 in	 response	 to	 CO2-forced	 warming,	

normalized	by	global-mean	surface	warming,	is	referred	to	as	the	hydrologic	sensitivity.	It	is	

estimated	 at	 1-3%	 K-1,	 much	 lower	 than	 the	 rate	 of	 increasing	 atmospheric	 moisture	

availability.	Here,	we	 study	 the	 role	 of	 cloud	 radiative	 effects	 (CREs)	 in	 constraining	 the	

hydrologic	sensitivity.	Often,	the	change	in	clear-sky	atmospheric	radiative	cooling	(ARC)	is	

used	to	constrain	the	change	in	precipitation,	but	this	constraint	is	incomplete.	CMIP5	model	

data	are	analyzed	to	show	that	although	the	all-sky	ARC	increases	at	a	lower	rate	than	the	

clear-sky	ARC,	the	smaller	change	in	ARC	due	to	CREs	is	balanced	by	the	change	in	the	surface	

sensible	heat	 flux.	Together,	 the	change	 in	the	all-sky	ARC	with	the	change	 in	the	surface	

sensible	heat	flux	provide	a	more	accurate	and	complete	energetic	constraint	on	hydrologic	

sensitivity	than	by	using	the	clear-sky	radiative	cooling	alone.		

Idealized	 aquaplanet	 simulations	 using	 SP-CAM	 are	 analyzed	 to	 assess	 the	

temperature	dependence	of	the	hydrologic	cycle	and	the	large-scale	circulation	responses	to	

CREs.	We	examine	 the	 response	of	 the	hydrologic	 cycle	and	the	 large-scale	 circulation	 to	

CREs	at	 a	 range	of	 sea	 surface	 temperatures	 (SSTs),	 including	a	 cool	 (280	K)	SST	 that	 is	

representative	of	the	mid-latitudes;	typically,	the	extratropics	have	been	less	studied	than	

the	tropics	in	similar	idealized	simulations.	We	use	simulations	with	uniform	SSTs	to	test	the	

hypothesis	 that	 CREs	 enhance	 precipitation	 variability	 at	 cool	 temperatures,	 and	 reduce	
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precipitation	 variability	 at	 warm	 temperatures.	 In	 these	 simulations,	 our	 hypothesis	 is	

confirmed.	In	less	idealized	simulations	with	a	more	realistic	SST	pattern,	the	influence	of	

CREs	on	precipitation	variability	is	obscured	by	other	circulation	changes.		

Can	 the	 hydrologic	 response	 to	 CREs	 be	 explained	 by	 the	 large-scale	 circulation	

response	to	CREs?	Using	the	same	idealized	simulations,	the	vertical	velocity	—used	here	as	

an	indicator	of	the	circulation	response	to	CREs—is	compared	to	precipitation.	We	find	that	

the	influence	of	CREs	on	vertical	velocity	variability	is	very	similar	to	the	influence	of	CREs	

on	precipitation	variability.	
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CHAPTER	1	

	

INTRODUCTION	

	

1.1	CHANGES	IN	PRECIPITATION	

The	hydrologic	cycle	is	arguably	one	of	the	most	important	and	relevant	processes	in	

the	 climate	 system	 to	 life	 on	 earth.	 The	 hydrologic	 cycle	 is	 constantly	 exchanging	water	

between	the	earth’s	atmosphere,	surface,	and	sub-surface.	Evaporation	from	the	oceans	and	

surface	freshwater	sources	in	combination	with	plant	transpiration	from	land	surfaces	are	

the	processes	primarily	responsible	for	transferring	water	from	the	earth’s	surface	to	the	

atmosphere,	whereas	precipitation	from	clouds	in	the	atmosphere	falls	as,	for	example,	rain	

or	 snow	 to	 earth’s	 surface.	 Broadly,	 this	 dissertation	 aims	 to	 understand	 changes	 in	 the	

hydrologic	cycle	by	focusing	on	changes	in	precipitation.	

Precipitation	is	often	characterized	by	the	mean	precipitation,	which	can	be	used	as	

a	climate	indicator	(U.S.	E.P.A.,	2016).	Average	precipitation	rates	partially	define	terrestrial	

ecosystems	and	determine	vegetation.	This	applies	not	only	to	natural	systems,	but	to	human	

systems	 as	 well.	 Consider	 agriculture,	 for	 example.	 Along	 with	 temperature	 and	 solar	

radiation,	 average	 precipitation	 rates	 determine	 the	 types	 of	 agricultural	 crops	 that	will	

grow,	 when	 they	 will	 grow,	 and	 how	 well	 (Hollinger	 and	 Angel,	 2009).	 In	 response	 to	

warming	 surface	 temperatures,	 the	 globally	 averaged	 precipitation	 rate	 is	 expected	 to	

increase	 by	 approximately	 1-3%	K-1	 (Allen	 and	 Ingram,	 2002).	 Not	 only	will	 changes	 in	

average	precipitation	rates	affect	ecosystems	and	agriculture,	but	also	fresh	water	resources	

that	provide	water	 for	drinking	and	 irrigation.	Furthermore,	 the	 impacts	of	precipitation	
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changes	can	be	exacerbated	by	water	and	land	management	practices	as	well	as	by	changes	

in	land	use	(Lin	et	al.,	2008;	Field	et	al.,	2014).	

Over	a	given	period	of	 time,	however,	 the	precipitation	will	not	 fall	as	 the	average	

amount.	 Rather,	 the	 amount	 of	 precipitation	 that	 falls	 varies	 around	 the	 average,	 and	

therefore	variability	is	an	important	statistic	to	consider	as	well.	In	a	future,	warmer	climate,	

precipitation	variability	is	expected	to	increase	(Pendergrass	et	al.,	2017).	As	with	changes	

in	 the	 mean	 precipitation,	 changes	 in	 precipitation	 variability	 will	 also	 have	 major	

consequences	for	agriculture	(Shortridge,	2019).	

Variability	is	inherently	connected	to	extreme	values	as	it	relates	them	to	the	mean.	

Changes	in	precipitation	variability	enhance	both	wet	and	dry	extremes,	which	can	lengthen	

and	 intensify	 drought,	 and	 increase	 the	 frequency	 and	 intensity	 of	 heavy	 rain	 events.	

Extreme	drought	can	have	devastating	 impacts	on	agriculture	and	 livestock,	can	threaten	

fresh	water	supplies,	and	can	lead	to	conditions	conducive	to	wildfires.	On	the	other	end	of	

the	spectrum,	extreme	rain	events	can	result	in	erosion,	landslides,	and	flash	flooding.	Taken	

together,	 these	 changes	 can	 increase	 the	 vulnerability	 of	 certain	 populations	 to	 climate	

change	while	they	simultaneously	face	other	stressors	(Thornton	et	al.,	2014;	Dilling	et	al.,	

2015).	

Whereas	 a	 change	 in	 the	 variability	 alone	 will	 increase	 both	 the	 frequency	 and	

intensity	of	extreme	values	on	both	ends	of	a	distribution,	a	change	in	the	mean	alone	will	

shift	 the	 entire	 distribution,	 so	 that	 if	 extreme	 events	 increase	 (in	 either	 frequency	 or	

intensity)	on	one	end	of	the	distribution,	they	are	reduced	on	the	other	end	(Meehl	et	al.,	

2000).		The	combination	of	these	changes	can	dramatically	affect	wet	and	dry	precipitation	

extremes	(Figure	1.1.),	both	of	which	have	severe	impacts	on	society.	
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Figure	1.1.	Schematic	diagram	depicting	how	changes	in	the	(a)	mean	and	(b)	variance	of	a	

distribution	can	affect	 extreme	weather	and	climate	events	by	 changing	 the	 frequency	of	

extreme	events	and	making	them	even	more	(or	less)	extreme.	Changes	in	(c)	both	the	mean	

and	variance	can	have	even	stronger	impacts	on	extreme	events.	Figure	from	Meehl	et	al.	

(2000).		
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1.2	CLOUD	RADIATIVE	EFFECTS	

Much	 like	 the	 hydrologic	 cycle,	 clouds	 are	 an	 integral	 piece	 of	 the	 climate	 system	

puzzle.	 They	 produce	 precipitation,	 redistribute	 moisture	 in	 the	 atmosphere	 through	

convection,	 release	 latent	 heat,	 and	 affect	 the	 Earth’s	 atmospheric	 energy	 budget.	

Radiatively,	clouds	reflect	incoming	solar	energy,	and	absorb	and	re-emit	longwave	energy;	

these	 cloud	 radiative	 effects	 (CREs)	 can	 influence	 the	 atmospheric	 circulation	 and	 the	

hydrologic	cycle.		

The	overarching	goal	of	this	dissertation	is	to	examine	the	influence	of	CREs	on	the	

hydrologic	cycle.	 In	Chapter	2,	we	 investigate	the	role	of	CREs	 in	constraining	the	global-

mean	precipitation	change	 in	response	to	CO2-forced	warming.	 In	Chapter	3,	we	shift	our	

focus	from	changes	in	the	mean	to	changes	in	the	variability.	In	Chapters	4	and	5,	we	explore	

the	 temperature	 dependence	 of	 precipitation	 variability	 in	 response	 to	 CREs	 within	 the	

context	 of	 the	 hydrologic	 cycle,	 atmospheric	 radiative	 cooling	 (ARC),	 and	 the	 large-scale	

circulation.	

	

1.3 OUTLINE	

	

The	 focus	 of	 Chapter	 2	 is	 on	 hydrologic	 sensitivity:	 the	 change	 in	 global-mean	

precipitation	 normalized	 by	 the	 change	 in	 global-mean	 surface	 warming.	 Hydrologic	

sensitivity	 is	 energetically	 constrained,	 such	 that	 any	 change	 in	 precipitation	 must	 be	

balanced	by	changes	 in	 the	net	cooling	 in	 the	atmosphere,	which	 includes	changes	 in	 the	

radiative	cooling	of	the	atmosphere	and	in	the	surface	sensible	heat	flux.	Attempts	to	simplify	

this	balance	 frequently	 ignore	 the	 changes	 in	CREs	on	 the	ARC	as	well	 as	 changes	 in	 the	

surface	sensible	heat	flux.	Perhaps	out	of	convenience,	numerous	studies	have	focused	on	
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the	clear-sky	radiative	cooling	as	the	primary	constraint	on	hydrologic	sensitivity;	however,	

there	is	no	physical	basis	for	this	constraint.	In	this	study,	we	use	18	models	from	the	5th	

Coupled	Model	Intercomparison	Project	to	examine	the	validity	of	this	simplified	constraint,	

and	 examine	 the	 role	 of	 CREs	 in	 constraining	 the	 change	 in	 global-mean	precipitation	 in	

response	to	warming.			

	 In	Chapter	3,	we	introduce	the	subject	of	precipitation	variability.	Whereas	average	

precipitation	 changes	have	been	widely	 studied,	 changes	 in	precipitation	variability	have	

received	relatively	little	attention.	Unlike	changes	in	the	global	mean,	however,	variability	

can	be	used	to	better	understand	the	changes	that	are	felt.	Furthermore,	variability	is	useful	

because	 it	 connects	 extreme	 dry	 events	 on	 one	 end	 of	 the	 precipitation	 spectrum	 (e.g.	

drought)	to	extreme	wet	events	on	the	other	(e.g.	flooding	from	heavy	precipitation).		

Chapters	4	and	5	examine	the	temperature	dependence	of	precipitation	variability	in	

response	to	CREs.	Motivated	by	observational	results	of	precipitation,	the	ARC,	and	CREs,	

Naegele	and	Randall	(2019)	hypothesized	that	CREs	reduce	precipitation	variability	in	the	

tropics	 and	 that	 CREs	 enhance	 precipitation	 variability	 in	 the	 extratropics;	 they	 further	

suggested	that	these	different	responses	were	tied	to	differences	in	the	surface	temperatures	

of	 those	 regions.	 To	 test	 this	 hypothesis,	 we	 analyze	 several	 sets	 of	 highly	 idealized	

aquaplanet	 simulations.	 Aquaplanet	 simulations	 with	 globally	 uniform	 sea	 surface	

temperatures	(SSTs)	of	280,	290,	and	300	K	are	used	to	represent	a	range	of	environments	

from	the	midlatitudes	to	the	tropics.	The	vast	majority	of	research	examining	the	influence	

of	CREs	using	similar	idealized	model	experiments	has	focused	solely	on	the	tropics.	

In	Chapter	4,	the	temperature	dependence	of	the	response	of	precipitation	variability	

and	extreme	precipitation	to	CREs	is	considered	within	the	context	of	the	hydrologic	cycle.	
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Specifically,	 comparisons	 are	 made	with	 changes	 in	 precipitable	 water.	 Additionally,	 we	

consider	the	influence	of	CREs	on	the	ARC	and	its	shortwave	and	longwave	components,	and	

how	those	relate	to	changes	in	precipitation.		

Cloud	radiative	effects	have	also	been	shown	to	influence	the	large-scale	circulation,	

and	in	Chapter	5	we	examine	the	temperature	dependence	of	that	response.	We	also	consider	

the	large-scale	circulation	as	it	relates	to	the	hydrologic	cycle.	In	particular,	we	focus	on	the	

vertical	velocity	because	of	its	importance	to	extreme	precipitation.				
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CHAPTER	2	

THE	ROLE	OF	CLOUD	RADIATIVE	EFFECTS	IN	CONSTRAINING	

	HYDROLOGIC	SENSITVITY	

	

2.1	THE	ENERGETIC	CONSTRAINT	ON	THE	HYDROLOGIC	CYCLE	

	 Precipitation	is	an	important	climate	process,	and	is	of	course	necessary	to	sustain	

life	on	earth.	The	ways	 in	which	precipitation	might	 change	with	warming	have	 received	

considerable	attention	and	study.	For	example,	it	is	now	generally	well	known	that	global-

mean	precipitation	rates	are	constrained	by	the	atmospheric	energy	budget,	rather	than	by	

moisture	availability	alone.		

	 In	an	analysis	of	model	projections	from	the	second	Coupled	Model	Intercomparison	

Project	(CMIP)	under	the	transient	climate	response	scenario,	Allen	and	Ingram	(2002)	were	

among	the	first	to	thoroughly	examine	the	energetic	constraint	on	the	future	hydrologic	cycle	

beyond	 the	 more	 conceptual	 musings	 of	 Mitchell	 et	 al.	 (1987)	 and	 the	 surface-budget	

approach	 of	 Boer	 (1993).	 Allen	 and	 Ingram	 (2002)	 noted	 the	 discrepancy	 between	 the	

change	 in	 global-mean	 tropospheric	 humidity	 and	 the	 change	 in	 the	 global-mean	

precipitation	 rate	 in	 response	 to	 warming	 surface	 temperatures,	 in	 which	 water	 vapor	

increases	 at	 a	 rate	 of	 approximately	 7%	 K-1	 in	 accordance	 with	 the	 Clausius-Clapeyron	

relation,	 but	 precipitation	 increases	 at	 a	 much	 lower	 rate	 between	 1-3%	 K-1.	 From	 this	

discrepancy,	 they	concluded	that	precipitation	changes	are	not	constrained	by	changes	 in	

moisture	 availability	 alone;	 rather,	 precipitation	 is	 energetically	 limited	 by	 the	 radiative	

cooling	of	 the	atmosphere	which	predominantly	balances	the	 latent	heat	of	condensation	



 8	

that	gives	rise	to	precipitation.	This	balance	can	be	understood	by	considering	the	energy	

budget	of	the	Earth’s	atmosphere:	

𝑑𝐸#

𝑑𝑡
= 𝐿𝑃 + 𝑆𝐻𝐹 − 𝐴𝑅𝐶,																							(eq. 2.1)	

where	𝐸# 	is	the	Earth’s	atmospheric	energy,	LP	is	the	latent	heat	of	precipitation,	SHF	is	the	

sensible	 heat	 flux,	 and	 ARC	 is	 atmospheric	 radiative	 cooling.	 As	 in	 Naegele	 and	 Randall	

(2019),	 the	 ARC	 is	 used	 for	 convenience	 so	 that	 cooling	 is	 positive,	 rather	 than	 the	

conventional	diabatic	heating	 rate,	Q.	The	hydrologic	 cycle	equilibrates	on	 the	order	of	 a	

month,	so	we	can	expect	precipitation,	ARC,	and	sensible	heating	to	balance	globally,	and	on	

sufficiently	long	timescales:	

𝐿𝑃 = 𝐴𝑅𝐶 − 𝑆𝐻𝐹.																																				(eq. 2.2)	

Considering	the	ways	in	ways	these	quantities	change	with	warming,	equation	2.2	can	be	

rewritten	in	terms	of	perturbations,	as:	

𝐿𝛿𝑃 = 𝛿𝐴𝑅𝐶 − 𝛿𝑆𝐻𝐹.																												(eq. 2.3)	

	

2.1.1	AN	ENERGETIC	OR	RADIATIVE	CONSTRAINT?	

	 Following	 Allan	 and	 Ingram	 (2002),	 a	 number	 of	 modeling	 studies	 have	 since	

examined	 the	 energetic	 constraint	 on	 future	 precipitation	 changes.	 For	 example,	 in	 their	

analysis	of	CMIP3	projections,	Held	and	Soden	(2006)	found	a	similarly	stark	difference	in	

the	trends	of	global-mean	column-integrated	water	vapor	(7.5%	K-1)	and	precipitation	(2.2%	

K-1)	with	warming	(Figure	2.1).	What	has	differed	among	these	numerous	studies,	however,	

is	 an	 emphasis	 on	 either	 a	 more	 inclusive	 energetic	 or	 a	 purely	 radiative	 constraint	 on	

precipitation	changes—the	issue	boils	down	to	the	relative	importance	of	the	sensible	heat	

flux	in	this	balance.		
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FIGURE	2.1.	Scatterplot	of	the	percentage	change	in	globally	averaged	preciptation	against	

the	globally	averaged	change	in	surface	air	temperature.	The	dashed	line	shows	the	linear	

fit	of	ΔP	to	ΔT	(2.2%	K-1)	and	the	solid	line	shows	the	rate	of	change	of	column-integrated	

water	vapor	(7.5%	K-1).	Figure	from	Held	and	Soden	(2006).		
 

 

 

In	current	estimates	of	the	atmospheric	energy	budget,	the	surface	latent	heat	flux	is	

greater	 than	 the	 sensible	 heat	 flux	 by	 roughly	 three-	 (L’Ecuyer	 et	 al.,	 2015)	 to	 four-fold	

(Trenberth	et	al.,	2009).	Presumably	it	is	because	of	this	dominance	of	latent	heating	over	

sensible	heating	that	some	studies	assume	that	the	sensible	heat	flux	will	remain	unchanged	

or	that	any	changes	are	negligible	(Wild	and	Liepert,	2010;	Watanabe	et	al.,	2018).	Others	

acknowledge	that	 the	change	 in	the	surface	sensible	heat	 flux	may	not	be	trivial,	 but	still	

focus	on	only	the	radiative	portion	of	the	constraint	(e.g.	Pendergrass	and	Hartmann,	2014).		

Although	 the	 role	 of	 the	 SHF	 has	 been	 dismissed	 by	 some	 authors,	 others	 have	

acknowledged	that	it	is	non-negligible	(e.g.	O’Gorman	and	Schneider,	2008;	O’Gorman	et	al.,	

2012)	in	the	constraint	on	changes	in	the	global-mean	precipitation	rate.	Stephens	and	Ellis	
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(2008)	 for	 example,	 explicitly	 state	 that	 any	 reduction	 in	 SHF	 must	 be	 balanced	 by	 an	

increase	 in	 precipitation	 if	 the	 ARC	 remains	 constant.	 Although	 it	 is	 neither	 given	 nor	

expected	 that	 the	ARC	will	 remain	unchanged,	 it	 is	 clear	 that	 any	 change	 in	global-mean	

precipitation	does	not	depend	on	changes	in	the	ARC	alone,	but	also	on	changes	in	the	SHF	

(O’Gorman	et	al.,	2012).		

More	recently,	however,	in	an	analysis	of	multiple	scenarios	from	the	Precipitation	

Drivers	and	Response	Model	Intercomparison	Project	(PDRMIP),	Myhre	et	al.	(2018)	showed	

a	near	one-to-one	relationship	between	the	change	in	latent	heating	due	to	precipitation	and	

the	change	in	ARC	–	SHF—a	much	better	fit	than	the	more	typically	examined	relationship	

between	 the	 change	 in	 precipitation	 and	 the	 change	 in	 ARC	 alone.	 Notably,	 but	 perhaps	

unsurprisingly,	 the	difference	between	the	two	 is	much	stronger	 in	 the	 fast	(atmospheric	

energy	budget-driven)	response	to	warming	than	in	the	slow	(surface	temperature-driven)	

response.		

	

2.1.2	ALL-SKY	OR	CLEAR-SKY?	

In	addition	to	the	 focus	on	the	relative	 importance	of	 the	sensible	heat	 flux	 in	 this	

balance,	another	subject	of	debate	is	the	significance	of	the	cloud	contribution	to	the	total	

ARC	 in	 the	 radiative	 constraint	 on	 precipitation.	 In	 one	 camp,	 a	 number	 of	 studies	 have	

focused	on	the	change	in	clear-sky	(rather	than	all-sky)	radiative	cooling	in	constraining	the	

global-mean	 change	 in	 the	 hydrologic	 cycle.	 For	 example,	 although	 Allan	 (2006)	

acknowledges	the	necessity	of	accounting	for	cloud	radiative	effects	(CREs)	in	future	studies,	

they	 specifically	 emphasize	 the	 importance	 of	 clear-sky	 longwave	 cooling	 in	 the	 global	

hydrologic	cycle.	Pointing	out	 that	 the	cloud	contribution	to	the	total	 longwave	cooling	 is	
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typically	only	20%	(Sohn,	1999),	and	the	considerable	uncertainties	of	global	cloud	datasets	

from	 observations	 (which	 therefore	 increases	 uncertainty	 in	 determining	 the	 CRE	 on	

radiative	cooling),	they	focus	solely	on	the	clear-sky	radiative	cooling.	Similarly,	Stephens	

and	Ellis	(2008)	point	out	that	the	clear-sky	contribution	to	the	ARC	dominates	the	total	ARC	

and	that	changes	in	the	clear-sky	contribution	are	far	more	predictable	than	changes	in	the	

all-sky	 contribution.	 In	 an	 analysis	 of	 an	 ensemble	 of	 GCMs	 with	 a	 doubling	 of	 CO2	

concentrations,	 Lambert	 and	Webb	 (2008)	 find	 that	 changes	 in	 clear-sky	 longwave	 and	

shortwave	cooling	are	the	principal	drivers	of	changes	to	the	tropospheric	energy	budget	

that	in	turn	drive	changes	in	the	latent	heat	of	precipitation.		

In	their	analysis	of	transient	CO2	simulations	from	CMIP5,	Pendergrass	and	Hartmann	

(2014)	 investigate	how	well	 the	radiative	 constraint	holds	 in	a	warming	climate.	 In	 their	

study,	they	find	that	the	clear-sky	ARC	is	more	strongly	correlated	with	precipitation	changes	

than	 the	 all-sky	 ARC	 (Figure	 2.2).	 Furthermore,	 in	 the	 multimodel	 mean,	 they	 find	 that	

changes	 in	 all-sky	 radiative	 changes	would	 act	 to	 reduce	 global	 precipitation	 in	 a	 future	

climate,	rather	than	increase	it	as	is	generally	predicted.	They	thus	conclude	that	the	clear-

sky	ARC—rather	than	the	all-sky	ARC—is	a	better	constraint	on	global	precipitation	changes.	

A	theme	of	the	studies	that	focus	primarily	on	clear-sky	rather	than	all-sky	ARC	is	that	

(a)	the	cloud	contribution	is	relatively	much	smaller	than	the	clear-sky	contribution	and	(b)	

there	 is	 considerable	uncertainty	around	observational	 estimates	of	 cloudiness.	Although	

both	of	these	points	are	true,	neither	justifies	the	disregard	of	the	role	of	CREs	on	changes	in	

the	mean	 hydrologic	 cycle.	 In	 that	 vein,	 it	has	 been	 suggested	 that	 GCM	projections	may	

actually	underestimate	the	slow	precipitation	response	to	increased	CO2	concentrations	as	a		
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FIGURE	2.2.	Normalized	change	in	clear-sky	radiative	cooling	against	the	change	in	the	latent	

heat	 of	 precipitation,	 normalized	 by	 the	 global-mean	 surface	 temperature	 change	 from	

CMIP5	simulations.	Figure	from	Pendergrass	and	Hartmann	(2014).	

	

result	of	incomplete	representations	of	low-level	cloud	feedbacks	(Siler	et	al.,	2018,	Allan	et	

al.,	2020).	

In	this	study	we	aim	to	examine	the	following	questions:	

1) Is	 it	 true	 that	 the	 clear-sky	 ARC—rather	 than	 the	 all-sky	 ARC—is	 the	 best	

constraint	on	global-mean	precipitation	changes?	

2) If	so,	why?		

In	order	to	answer	these	questions,	we	focus	not	only	on	radiative	changes—including	those	

due	to	clouds—but	also	on	changes	in	the	SHF.		
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2.2	METHODS	

	 Eighteen	models	from	CMIP5	were	used	to	study	the	hydrologic	sensitivity	to	CO2-

forced	warming	(Table	2.1).	Simulations	from	the	transient	scenario	were	used,	in	which	CO2	

concentrations	increase	at	a	rate	of	1%	year-1	until	doubling.	All	models	that	fit	the	criteria	

were	 used,	 and	 those	 criteria	 included	 the	 availability	 of	 monthly	 output	 and	 complete	

radiative	 fluxes	 to	 calculate	all-sky	and	clear-sky	ARC,	 as	well	 as	 the	SHF	and	surface	air	

temperature.	Only	the	first	realization	from	each	model	was	used.	

 

TABLE	2.1.	List	of	CMIP5	models	used,	their	institution,	and	country.	

Model	 Institution	(Country)	

ACCESS1.0	 Commonwealth	 Scientific	 and	 Industrial	 Research	

(Austrailia)	

CANESM2	 Canadian	 Centre	 for	 Climate	 Modeling	 and	 Analysis	

(Canada)	

CCSM4	 National	Center	for	Atmospheric	Research	(USA)	

CNRM-CM5	 Centre	National	de	Recherches	Météorologiques,	Centre	

Européen	 de	 Recherche	 et	 de	 Formation	 Avancée	 en	

Calcul	Scientifique	(France)	

GFDL-CM3	 NOAA	Geophysical	Fluid	Dynamics	Laboratory	(USA)	

GFDL-ESM2G	 NOAA	Geophysical	Fluid	Dynamics	Laboratory	(USA)	

GFDL-ESM2M	 NOAA	Geophysical	Fluid	Dynamics	Laboratory	(USA)	

GISS-E2-R	 NASA	GISS	(USA)	

HADGEM2	 Met	Office	Hadley	Centre	(UK)	

INMCM4	 Institute	for	Numerical	Mathematics	(Russia)	

IPSL-CM5A_LR	 Institut	Pierre-Simon	Laplace	(France)	

IPSL-CM5A_MR	 Institut	Pierre-Simon	Laplace	(France)	

IPSL-CM5B	 Institut	Pierre-Simon	Laplace	(France)	

MIROC5	 Institute	for	Environmental	Studies	(Japan)	

MIROC-ESM	 Institute	for	Environmental	Studies	(Japan)	

MPI-EMS-MR	 Max	Planck	Institute	for	Meteorology	(Germany)	

MPI-EMS-P	 Max	Planck	Institute	for	Meteorology	(Germany)	

MRI-CGCM3	 Meteorological	Research	Institute	(Japan)	
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The	normalized	change	is	calculated	first	as	the	difference	between	the	global	mean	

of	the	last	10	years	before	the	doubling	of	CO2	and	the	first	10	years	of	the	simulation.	The	

difference	is	then	divided	by	the	global-mean	change	in	surface	temperature	between	the	

last	10	years	and	the	first	10	years.	

Outliers	are	identified	using	the	1.5-Interquartile	range	method	and	are	not	included	

in	calculations	of	the	correlation	coefficient	or	linear	regression.		

	

2.3	RESULTS		

Many	 studies	 have	 focused	 on	 the	 clear-sky	 radiative	 constraint	 on	 hydrologic	

sensitivity,	but	here	we	also	consider	the	role	of	clouds	in	this	constraint.	Figure	2.3	shows	

the	 normalized	 change	 in	 precipitation	 (shown	 as	 the	 latent	 heat	 of	 precipitation,	

LδP)	against	 the	 normalized	 change	 in	 all-sky	 (δARCall)	 and	 clear-sky	 (δARCall)	 ARC.	 The	

inter-model	spread	of	the	precipitation	change	is	not	small,	and	(excluding	outliers)	ranges	

from	 0.62	 W	 m-2	 to	 1.30	 W	 m-2,	 with	 a	 multimodel	 mean	 of	 0.99	 W	 m-2.	 These	 values	

correspond	to	hydrologic	sensitivities	of	0.84%	K-1	(minimum),	1.76%	K-1	(maximum),	and	

1.34%	K-1	(mean).	The	wide	inter-model	spread	of	hydrologic	sensitivity	has	been	previously	

observed	(e.g.	Allen	and	Ingram,	2002;	Pendergrass	and	Hartmann,	2014;	Thackeray	et	al.,	

2018).	The	inter-model	spread	of	δARCall	(0.90	W	m-2)	and	δARCclr	(1.28	W	m-2)	both	exceed	

the	 inter-model	 spread	 of	 LδP.	 For	 a	 given	 value	 of	 LδP,	 the	 corresponding	 δARCall	 is	

generally	smaller,	and	the	corresponding	δARCclr	is	larger.	Because	of	δARCclr	is	the	larger	of	

the	two,	and	has	a	slightly	higher	correlation	with	LδP,	it	does	appear	to	better	constrain	

LδP—why?		
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FIGURE	2.3.	The	normalized	change	in	the	latent	heat	of	precipitation	(𝐿𝛿𝑃)	plotted	against	

the	normalized	change	in	the	clear-sky	ARC	(open	circles)	and	all-sky	ARC	(filled	circles)	for	

18	CMIP5	models.	Outliers	are	shown	as	triangles.		

	

To	better	understand	the	differences	between	the	global-mean	all-sky	and	clear-sky	

δARC	shown	in	Figure	2.3,	Figure	2.4	shows	the	multimodel	mean	of	the	zonally	averaged	

change	in	all-sky	ARC	and	clear-sky	ARC	between	the	last	10	years	before	the	doubling	of	

CO2	and	the	first	10	years	of	the	simulation.	The	largest	difference	between	the	changes	in	

the	all-sky	ARC	and	clear-sky	ARC	occurs	in	the	Intertropical	Convergence	Zone	(ITCZ)	near		
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FIGURE	2.4.	The	zonally	averaged	multimodel	means	of	the	change	in	clear-sky	ARC	(yellow)			

and	all-sky	ARC	(red)	between	the	last	10	years	before	the	doubling	of	CO2	concentrations		

and	the	first	10	years	of	the	simulation.	Note	that	these	changes	are	not	normalized.	

 

the	equator,	 and	 it	makes	 sense	 that	 this	would	occur	 in	a	very	 cloudy	 region.	Here,	 the	

zonally	 averaged	 ARCclr	 increases	with	warming	 due	 to	 increases	 in	water	 vapor,	 but	 in	

ARCall,	this	change	is	masked	by	clouds	that	block	outgoing	longwave	radiation	(OLR).	The	

near-zero	 change	 in	 the	 ITCZ	 is	 consistent	with	 the	Fixed	Anvil	Temperature	Hypothesis	

(Hartmann	 and	 Larson,	 2002)	 and	 subsequent	 Proportionally	Higher	Anvil	 Temperature	

Hypothesis	 (Zelinka	 and	Hartmann,	 2010).	 According	 to	 these	 hypotheses,	 the	 cloud	 top	

temperature	 of	 anvil	 clouds	 changes	much	 less	 than	 surface	 temperatures	 in	 a	warming	
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climate.	Therefore,	high	anvil	clouds	reduce	the	OLR	and	cool	the	atmosphere	less	efficiently	

in	a	warmer	climate.		

In	 the	characteristically	clear	subtropics	where	CREs	are	expected	to	be	small,	 the	

difference	between	δARCclr	and	δARCall	is	also	small.	In	the	extratropics,	ARCclr	changes	more	

than	ARCall,	primarily	due	to	increased	downwelling	longwave	radiation	(Vargas	Zeppetello	

et	al.,	2019).	Here,	the	change	in	downwelling	longwave	radiation		from		increased		water	

vapor	is	masked	by	the	downwelling	longwave	radiation	from	clouds.	In	total,	the	longwave	

contribution	increases	the	ARC	with	warming,	whereas	the	shortwave	contribution	reduces	

the	ARC	with	warming.	In	both	cases,	clouds	reduce	the	magnitude	of	shortwave	warming	

and	longwave	cooling	(not	shown).	A	map	of	δARCall	from	one	of	the	18	models	used	in	the	

analysis	 is	 shown	 as	 an	 example,	 and	 highlights	 the	 reduction	of	 ARC	 in	 cloudy	 regions,	

predominantly	in	the	ITCZ,	and	to	a	lesser	extent,	in	the	Southern	Ocean	(Figure	2.5).			

 

 

FIGURE	 2.5.	 A	map	of	 the	 difference	 in	 the	 all-sky	ARC	 from	 the	 last	10	 years	 before	 the	

doubling	of	CO2	and	the	first	10	years	of	the	simulation	in	the	CanESM2	model.	
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2.3.1	ROLE	OF	THE	SENSIBLE	HEAT	FLUX	

As	 shown	 in	 equation	2.1,	 the	ARC	 itself	 does	 not	 fully	 balance	 precipitation.	 The	

multimodel	global	means	of	precipitation	(as	LP),	all-sky	ARC,	clear-sky	ARC,	the	CRE,	and	

SHF	for	the	first	ten	years	of	the	simulation	are	shown	in	Table	2.2,	and	shows	that	the	role	

of	the	SHF	in	the	energy	budget	is	small	relative	to	the	ARC	and	precipitation.	The	normalized	

change	in	each	quantity	due	to	a	doubling	of	CO2	(Table	2.3),	however,	does	not	reflect	the	

relative	contributions	shown	in	Table	2.2.	In	particular,	the	magnitude	of	the	normalized	SHF	

perturbation	(δSHF)	is	over	half	that	of	δARCall,	and	is	no	longer	so	small	that	its	exclusion	

from	 the	 energy	 balance	 can	 be	 justified.	 Furthermore,	 whereas	 the	 CRE	 is	 an	 order	 of	

magnitude	smaller	than	the	ARC	at	present,	this	is	no	longer	the	case	in	the	perturbation.		

Instead	of	remaining	constant	with	warming,	as	some	have	assumed,	the	(upward)	

surface	SHF	is	projected	to	decrease	with	warming	(Stephens	and	Ellis,	2008;	O’Gorman	et	

al.,	 2012)	due	 to	a	 reduction	of	 the	air-sea	 temperature	difference	at	 the	surface	 (Goody,	

1964).	In	historical	simulations,	the	SHF	is	shown	to	decrease	over	the	oceans,	with	regional	

patterns	of	increased	and	decreased	SHF	found	over	land	(Myhre	et	al.,	2018).		

TABLE	2.2	Global	means	over	the	first	10	years.	Values	are	shown	in	W	m-2	for	the	latent	heat	

of	precipitation,	the	clear-sky	ARC,	the	all-sky	ARC,	the	CRE,	and	the	SHF.	

LP	 ARCclr	 ARCall	 CRE	 𝐒𝐇𝐅	

73.9	 108	 106	 2	 23.3	

	

 

TABLE	2.3.	Global	means	of	the	normalized	change	between	the	first	10	years	and	the	last	10	

years	before	a	doubling	of	CO2	concentrations.	Values	are	shown	in	W	m-2	for	the	latent	heat	

of	precipitation,	the	clear-sky	ARC,	the	all-sky	ARC,	the	CRE,	and	SHF.	

𝐋𝛅𝐏	 𝛅ARCclr	 𝛅ARCall	 𝛅𝐂𝐑𝐄	 𝛅𝐒𝐇𝐅	

0.99	 1.21	 0.73	 .48	 -0.41	

	



 19	

	

 

FIGURE	 2.6.	The	normalized	global-mean	change	 in	 the	 latent	heat	of	precipitation	 (𝐿𝛿𝑃)	

plotted	 against	 the	 normalized	 change	 in	 the	 clear-sky	 (open	 circles)	 and	 all-sky	 (filled	

circles)	net	atmospheric	cooling,	which	includes	the	SHF,	for	18	CMIP5	models.	Outliers	are	

shown	as	triangles.	
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As	expected,	when	δSHF	is	accounted	for	 in	 the	net	change	 in	atmospheric	cooling	

(δARC	–	δSHF),	δSHF	acts	to	increase	the	atmospheric	cooling,	and	the	normalized	change	in	

all-sky	atmospheric	cooling	better	constrains	LδP	(Figure	2.6).	In	fact,	the	combined	δARCall	

–	δSHF	shows	a	strongly	correlated	(r	=	0.96),	near	one-to-one	relationship	with	LδP.	The	

combined	δARCall	 –	 δSHF	 ranges	 from	 a	minimum	 of	 0.67	W	m-2	 to	 a	maximum	of	 1.51																

W	m-2	 (excluding	 outliers),	 closely	matching	 the	 range	 in	 LδP.	 These	 results	 agree	with	

similar	findings	from	Myhre	et	al.	(2018),	who	find	that	in	the	RCP8.5	scenario,	the	inclusion	

of	δSHF	in	the	normalized	change	of	atmospheric	cooling	also	produces	a	near	one-to-one	

relationship	with	LδP.	They	show	that	this	holds	for	a	range	of	scenarios,	including	those	

with	increased	aerosol	concentrations	which	lead	to	global	cooling,	and	particularly	for	the	

fast	 precipitation	 response.	Whereas	 the	 change	 in	 the	 all-sky	 atmospheric	 cooling	more	

closely	matches	 the	 change	 in	 precipitation,	 the	 change	 in	 clear-sky	 atmospheric	 cooling	

(δARCclr	–	δSHF)	 far	exceeds	 the	 change	 in	precipitation.	The	 contribution	of	δSHF	 to	 the	

clear-sky	atmospheric	cooling	and	all-sky	atmospheric	cooling	for	each	model	is	shown	in	

Figure	2.7.		
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FIGURE	2.7.	Bar	chart	showing	the	relative	contributions	of	the	clear-sky	(yellow)	and	all-sky	

(red)	𝛿ARC	and	the	𝛿SHF	(orange)	to	the	normalized	change	in	the	net	clear-sky	and	all-sky	

atmospheric	cooling	for	each	of	the	18	CMIP5	models	used.	These	changes	are	compared	to	

the	change	in	the	latent	heat	of	precipitation	(L𝛿P)	(blue).		

	

Do	the	changes	 in	CREs	on	the	ARC	balance	the	changes	 in	 the	SHF?	In	Figure	2.8,	

δSHF	is	plotted	against	δCRE	(calculated	as	δARCall	–	δARCclr).	Although	δSHF	and	δCRE	do	

not	correlate	strongly,	the	magnitude	of	a	given	δCRE	is	noticeably	larger	than	its	associated	

δSHF.	A	strong	correlation	is	not	be	expected,	however,	given	(a)	the	imperfect	constraint	of	

δARCclr	alone	on	hydrologic	sensitivity,	and	(b)	the	lack	of	an	apparent	physical	basis	for	why	

δCRE	would	balance	with	δSHF.	Because	δARCall	overestimates	LδP	to	a	greater	extent	than	

the	 combined	 δARCclr	 –	 δSHF,	 we	 do	 not	 expect	 δCRE	 and	 δSHF	 to	 balance	 each	 other	
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completely,	 although	 they	 are	 shown	 to	 partially	 compensate	 one	 another.	 Instead,	 this	

suggests	that	the	“better”	constraint	of	δARCclr	(as	opposed	to	δARCall)	on	LδP	is	coincidental.		

	

	

 

FIGURE	2.8.	The	normalized	change	of	the	sensible	heat	flux	plotted	against	the	normalized	

change	of	the	cloud	radiative	effect	on	the	ARC	for	18	CMIP5	models.	Outliers	are	shown	as	

triangles.	
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2.4	DISCUSSION	

	

The	energetic	constraint	on	hydrologic	sensitivity	is	well	established,	however,	the	

extent	to	which	the	balance	between	LδP,	δARC,	and	δSHF	can	be	reduced	to	its	dominant	

components	has	been	debated.	Often,	these	simplified	balances	between	precipitation	and	

atmospheric	radiative	cooling	disregard	δSHF,	the	contribution	of	the	CRE	to	δARC,	or	both.		

For	example,	several	studies	(Lambert	and	Webb,	2008;	Pendergrass	and	Hartmann,	

2014)	 have	 emphasized	 the	 strong	 correlation	 between	 clear-sky	 δARC	 and	 LδP	 with	

warming.	 The	 uncertainties	 associated	 with	 cloud	 observations,	 combined	 with	 the	

notorious	inter-model	variability	of	cloud	feedbacks	in	simulations	(Soden	and	Held,	2006),	

certainly	 motivate	 a	 desire	 to	 exclude	 the	 influence	 of	 CREs	 on	 the	 energy	 balance.	

Furthermore,	when	radiative	cooling	alone	is	used	to	constrain	hydrologic	sensitivity,	the	

clear-sky	δARC	appears	to	match	the	change	in	precipitation	better	than	the	all-sky	δARC	

(Figure	2.3).	Although	the	changes	in	the	global-mean	clear-sky	ARC	appear	to	fit	the	changes	

in	global-mean	precipitation,	this	constraint	is	incomplete	and	does	not	share	the	full	picture.	

By	focusing	not	only	on	radiative	changes,	but	also	on	the	contribution	of	δSHF	to	the	

energetic	 constraint	 on	 hydrologic	 sensitivity,	 we	 find	 that	 contrary	 to	 previous	 studies,	

changes	in	the	all-sky	ARC	are	the	most	useful	constraint	on	changes	in	the	global	hydrologic	

cycle,	when	the	change	in	the	sensible	heat	flux	is	accounted	for.	Although	CREs	reduce	the	

change	in	the	ARC,	those	reductions	are	compensated	by	reductions	in	the	upward	surface	

SHF	which	act	to	increase	atmospheric	cooling.		

The	extent	to	which	the	SHF	is	accounted	for	in	this	balance	has	typically	left	much	to	

be	desired,	with	SHF	contributions	often	glossed	over	and	left	unquantified.	The	assumption	

that	 in	response	to	warming,	δSHF	is	negligible,	persists,	despite	 that	 this	has	repeatedly	
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shown	not	to	be	true.	By	including	δSHF,	as	well	as	the	CRE	on	δARC,	we	are	able	to	obtain	a	

more	accurate	and	thorough	representation	of	 the	energetic	constraint	on	changes	in	 the	

global	hydrologic	cycle.	That	the	full	expression	of	atmospheric	cooling—including	the	CRE	

and	the	SHF—is	a	better	constraint	on	hydrologic	sensitivity	(Figure	2.6)	is	not	surprising,	

and	indeed,	it	would	be	worrisome	if	the	energy	budgets	of	the	models	were	shown	not	to	

balance.	Rather,	these	results	emphasize	that	the	neither	the	CRE	on	δARC,	nor	the	δSHF	are	

negligible	quantities	in	the	energetic	constraint	on	hydrologic	sensitivity.			

Although	δSHF	and	the	CRE	on	δARC	do	partially	compensate	 for	one	another,	 the	

comparison	of	δSHF	and	the	CRE	on	δARC	(Figure	2.8)	shows	that	δCRE	and	-δSHF	are	not	

well	correlated,	and	this	is	not	surprising.	A	stronger	correlation	likely	exists	between	δSHF	

and	LδP,	which	are	connected	through	the	surface	energy	balance,	although	an	exploration	

of	that	relationship	is	beyond	the	scope	of	this	study.	

In	a	study	using	a	simple	radiative-convective	equilibrium	model,	the	surface	latent	

heat	flux	is	shown	to	increase	with	warming	at	the	expense	of	the	surface	SHF	(Takahashi,	

2009).	Similar	results	are	found	when	the	surface	energy	budget	is	used	instead	of	the	more	

commonly	used	atmospheric	energy	budget	(Lorenz	et	al.,	2010).	More	recently,	the	surface	

energy	budget	approach	has	been	used	by	Siler	et	al.	(2018)	to	illuminate	the	partitioning	of	

the	surface	latent	heat	flux	(LHF)	and	the	SHF.	They	find	that	the	LHF	and	the	SHF	respond	

to	a	combination	of	changes	in	 the	ARC,	 the	near-surface	air	 temperature,	and	the	rate	 in	

oceanic	heat	storage.		

The	 inter-model	spread	of	 the	 change	 in	 the	SHF	 is	 large,	 and	even	 includes	 some	

disagreement	over	the	sign	of	the	change	due	to	warming,	with	one	outlier	model	projecting		

a	slight	increase	in	the	surface	SHF	when	all	others	project	a	reduction.	Therefore,	the	surface	
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budget	approach	could	be	useful	in	reducing	the	uncertainty	between		models	around	the	

change	 in	 the	 surface	SHF	with	warming.	Of	 course,	 the	 change	 in	 the	SHF	 is	only	one	of	

several	factors	that	remain	uncertain,	and	the	change	of	the	CRE	on	the	ARC	has	plenty	of	

potential	 to	be	 further	constrained.	However,	 the	surface	energy	budget	approach	can	be	

used	 to	 complement	 the	 traditional	 atmospheric	 energy	 budget	 approach,	 and	 taken	

together,	can	be	useful	in	further	constraining	hydrologic	sensitivity.		
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CHAPTER	3	

	

BRIDGE:	PRECIPITATION	VARIABILITY	

	

Chapter	 2	 examined	 the	 role	of	 cloud	 radiative	 effects	 (CREs)	 on	 the	 global	mean	

precipitation	change	in	response	to	warming.	Although	it	is	both	important	and	necessary	to	

understand	 changes	 in	 the	 global	 mean,	 this	 measure	 fails	 to	 provide	 a	 meaningful	

representation	 of	 how	 the	 impacts	 of	 precipitation	 on	 the	 environment	 and	 society	will	

change	in	the	future,	given	that	such	changes	are	felt	locally,	not	globally.	To	that	end,	broad	

regional	 projections	 of	 precipitation	 changes—for	 example,	 the	wet-get-wetter	 paradigm	

(Held	 and	 Soden,	 2006)—are	 somewhat	 more	 useful.	 Changes	 in	 spatial	 and	 temporal	

precipitation	variability,	on	the	other	hand,	are	highly	relevant	to	society,	but	research	on	

the	subject	is	lacking.	Precipitation	variability	provides	a	means	of	connecting	(extreme)	wet	

and	 dry	 events,	 which,	 for	 example,	 are	 relevant	 to	 flooding	 and	 agricultural	 drought.	

Therefore,	an	examination	of	the	changes	in	extreme	precipitation	with	warming—a	topic	

that	 has	 received	 ample	 attention—can	 facilitate	 an	 understanding	 of	 the	 response	 of	

precipitation	variability	to	warming.	

Trenberth	(1999)	proposed	that	extreme	precipitation	will	increase	with	increasing	

greenhouse	 gas	 (GHG)	 concentrations.	 The	 reasoning	 is	 straightforward:	 increasing	 GHG	

concentrations	increase	downwelling	longwave	radiation	at	the	surface.	This	raises	surface	

temperatures,	which	 increase	evaporation	rates	and	results	 in	an	exponential	 increase	 in	

specific	humidity	by	approximately	6.5%	K-1,	as	dictated	by	the	Clausius-Clapeyron	relation.	

This	ultimately	leads	to	an	increase	in	atmospheric	moisture	availability	and	can	result	in	

more	intense	local	precipitation	events	and	higher	local	precipitation	rates.	Early	projections	
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using	general	circulation	models	(GCMs)	supported	this	hypothesis	and	showed	increases	in	

extreme	precipitation	rates	with	warming	surface	temperatures	(Meehl	et	al.,	2000;	Allen	

and	 Ingram,	2002).	 Since	 then,	 increases	 in	extreme	precipitation	have	 consistently	been	

found	 in	more	 recent	 projections	 from	 the	 Fifth	 Coupled	Model	 Intercomparison	Project	

(CMIP),	 and	 furthermore,	 some	 regional	 observations	 show	 an	 amplified	 response	 in	

extreme	precipitation	changes	compared	to	models	(Myhre	et	al.,	2019).			

Of	course,	changes	 in	extreme	precipitation	are	not	driven	by	changes	 in	moisture	

availability	 alone,	 as	 evidenced	 by	 the	 sub-Clausius-Clapeyron	 scaling	 of	 extreme	

precipitation	in	the	extratropics	(e.g.	O’Gorman	and	Schneider,	2009)	and	super-Clausius-

Clapeyron	 scaling	 of	 extreme	 precipitation	 in	 the	 tropics	 (e.g.	 Allen	 and	 Ingram,	 2002).	

Although	 the	 thermodynamic	 contribution	 to	 extreme	 precipitation	 is	 useful	 for	

understanding	the	general	response	to	warming,	the	dynamic	contribution	is	necessary	to	

capture	 the	 spatial	 variability	 of	 extreme	 precipitation	 (Pfahl	 et	 al.,	 2017).	 The	 dynamic	

contribution	to	precipitation	extremes	and	variability	within	the	context	of	the	large-scale	

circulation	is	explored	further	in	Chapter	5.		

Precipitation	variability,	however,	reflects	more	than	just	changes	related	to	extreme	

precipitation;	it	also	reflects	changes	related	to	the	extreme	lack	of	precipitation.	In	CMIP3	

and	CMIP5	projections,	an	increase	in	the	fraction	of	precipitation	above	the	95th	percentile	

in	tandem	with	increasing	wet	spell	lengths	were	balanced	by	an	increase	in	the	number	of	

dry	days	(defined	as	precipitation	less	than	1	mm	day-1)	and	the	length	of	dry	spells	(Giorgi	

et	al.,	2011;	Giorgi	et	al.,	2014).	This	pattern	is	consistent	with	other	CMIP5	analyses	showing	

an	increase	in	the	number	of	both	consecutive	(Lau	et	al.,	2013;	Sillman	et	al.,	2013)	and	total	

dry	days	(Pendergrass	and	Hartmann,	2014b).	
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Given	the	significant	societal	impacts	of	both	drought	and	extreme	rainfall	events,	and	

the	role	of	precipitation	variability	in	linking	these	two	ends	of	the	spectrum,	research	on	

precipitation	variability	has	been	surprisingly	limited	in	its	scope.	The	majority	of	studies	

have	 focused	 on	 interannual	 variability,	 particularly	 in	 relation	 to	 the	 El	 Niño	 Southern	

Oscillation	(e.g.	Trenberth	et	al.,	2005).	For	example,	in	response	to	warming,	the	change	in	

mean	 precipitation	 correlates	 strongly	 with	 the	 change	 in	 interannual	 precipitation	

variability	in	the	Niño	3.4	and	Niño	4	regions	(Watanabe	et	al.,	2014).	Another	emphasis	has	

been	 on	 the	 Madden-Julian	 Oscillation	 (e.g.	 Zhang,	 2005),	 a	 major	 source	 of	 tropical	

intraseasonal	precipitation	variability.		

Beyond	 the	 tropics,	 using	 CMIP3	 projections,	 Seager	 et	 al.	 (2012)	 found	 that	 the	

interannual	variability	of	precipitation	–	evaporation	increases	with	warming	over	most	of	

the	 globe.	 More	 recent	 analyses,	 however,	 have	 shown	 that	 the	 changes	 in	 interannual	

variability	with	warming	 are	 not	 the	 same	 everywhere.	 He	 and	 Li	 (2019)	 compared	 the	

change	 of	 interannual	 precipitation	 variability	 in	 ascending	 and	 descending	 regions,	 and	

found	that	ascending	regions	increase	by	3.2%	K-1,	whereas	variability	decreases	slightly	by	

0.3%	 K-1	 in	 descending	 regions.	 A	 similar	 spatial	 pattern	 of	 increasing	 and	 decreasing	

variability	was	shown	in	Pendergrass	et	al.	(2017),	who	also	found	that	global	precipitation	

variability	increases	at	about	5%	K-1	on	daily	timescales,	but	only	increases	at	approximately	

3%	K-1	on	decadal	timescales.	As	in	Myhre	et	al.	(2019),	the	regional	observational	changes	

were	found	to	be	much	larger	than	those	in	CMIP5	projections.		

From	 these	 studies,	 several	 gaps	 in	 the	 understanding	 of	 precipitation	 variability	

remain.	 As	 shown	 in	 Pendergrass	 et	 al.	 (2017),	 the	 change	 in	 precipitation	 variability	 is	

timescale-dependent	and	increases	on	shorter	timescales.	Therefore,	the	more	thoroughly	
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researched	understanding	of	precipitation	variability	on	interannual	and	decadal	timescales	

does	not	necessarily	 translate	 to	an	understanding	of	 intraseasonal	or	daily	precipitation	

variability.	Additionally,	the	bulk	of	the	research	on	precipitation	variability	has	a	tropical	

focus,	 leaving	 the	 extratropics	 largely	 ignored.	 Finally,	 the	 relationships	 between	

atmospheric	 energy	 budget	 components,	 precipitation	 extremes,	 and	 precipitation	

variability	have	thus	far	been	overlooked	(Thackeray	et	al.,	2018).		

Motivated	by	prior	observational	work,	we	aim	to	address	some	of	these	gaps.	Using	

observations,	Naegele	and	Randall	(2019)	noticed	that	clouds	tend	to	reduce	atmospheric	

radiative	 cooling	 (ARC)	 in	 tropical	 regions	 where	 precipitation	 and	 ARC	 are	 negatively	

correlated,	 and	 that	 clouds	 tend	 to	 increase	 the	 ARC	 in	 extratropical	 regions	 where	

precipitation	 and	ARC	 are	 positively	 correlated.	 Based	on	 this	observation,	 the	 following	

question	is	raised:	Do	CREs	on	the	ARC	reduce	precipitation	variability	in	the	tropics	and	

enhance	precipitation	variability	at	middle	and	high	latitudes	(Figure	3.1)?		

	

 

	

FIGURE	 3.1.	 The	 positive	 feedback	 between	 atmospheric	 radiative	 cooling	 (ARC)	 and	 the	

latent	heat	of	precipitation	(LP)	at	higher	latitudes	(left),	and	the	negative	feedback	in	the	

tropics	(right).	Figure	from	Naegele	and	Randall	(2019).	
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The	negative	feedback	in	the	tropics	stems	from	the	reduction	of	outgoing	longwave	

radiation—and	 thus	 ARC—by	 precipitating	 cloud	 systems,	 which	 reduces	 the	 energetic	

demand	 for	precipitation	and	 thus	dampens	precipitation	 fluctuations	 there	 (Fowler	and	

Randall,	1994).	At	higher	latitudes,	the	positive	feedback	is	driven	by	enhanced	ARC	from	

precipitating	cloud	systems	which	increase	downwelling	longwave	radiation,	and	can	in	turn	

amplify	fluctuations	in	the	precipitation	there.	

To	test	the	temperature	sensitivity	of	these	feedbacks,	we	run	a	series	of	idealized	

global	simulations	at	a	range	of	temperatures,	with	CREs	both	turned	on	and	off.	An	overview	

of	 these	 simulations,	 the	 results,	 and	 a	 summary	 of	 previous	 research	 using	 idealized	

simulations	to	examine	the	influence	of	CREs	are	described	in	Chapter	4.			

	

 



 31	

CHAPTER	4	

THE	TEMPERATURE	DEPENDENCE	OF	THE	HYDROLOGIC	CYCLE	RESPONSE		

TO	CLOUD	RADIATIVE	EFFECTS	

	

4.1	THE	USE	OF	IDEALIZED	SIMULATIONS	TO	STUDY	CLOUD	RADIATIVE	EFFECTS	

	 Numerical	simulations	have	long	shown	that	cloud	radiative	effects	(CREs)	impact	the	

climate	 system,	 from	 large-scale	 atmospheric	 circulation	 patterns	 (e.g.	 Slingo	 and	 Slingo,	

1988;	 Randall	 et	 al.,	 1989;	 Sherwood	 et	 al.,	 1994)	 to	 the	 hydrologic	 cycle	 (Fowler	 and	

Randall,	1994).	In	particular,	the	influence	of	the	CRE	on	the	overturning	tropical	circulation	

has	received	widespread	attention.	For	example,	Harrop	and	Hartmann	(2016)	suggest	that	

the	radiative	effects	of	clouds	acts	to	enhance	the	Hadley	Circulation	in	the	current	climate.	

Not	only	do	high	clouds	affect	the	Hadley	Circulation,	but	the	low	cloud	CRE	has	been	found	

to	increase	the	overturning	circulation	as	well	as	tropical	precipitation	(Fermepin	and	Bony,	

2014).	

In	the	future,	however,	the	Hadley	Circulation	is	expected	to	weaken	with	warming	

(Vecchi	and	Soden,	2007).	This	weakening	 is	often	attributed	to	the	discrepancy	between	

precipitation	increasing	at	a	slower	rate	than	atmospheric	moisture	with	warming	(Held	and	

Soden,	2006).	Clouds,	however,	play	an	important	role	in	the	changing	Hadley	Circulation	as	

well.	By	“masking”	warming	in	the	deep	convective	region	but	not	in	the	clear,	descending	

regions,	the	CRE	contributes	to	a	slowing	of	the	circulation	(Merlis,	2015).		

	 In	a	warming	climate,	CREs	influence	not	only	the	strength	of	the	Hadley	Circulation,	

but	 its	meridional	 extent	as	well	 (Voigt	 and	Shaw,	2015).	Furthermore,	 the	precipitation	

response	 to	 CREs	 is	 inconsistent	 between	models,	 implying	 that	 CREs	 are	 an	 important	
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source	of	model	uncertainty	 for	predictions	of	precipitation	and	circulation	changes	with	

warming	(Voigt	and	Shaw,	2015).	Focusing	on	the	ascending	branch	of	the	Hadley	Cell,	the	

CRE	has	been	shown	to	strongly	contribute	to	the	meridional	shift	(Kang	et	al.,	2008;	Voigt	

et	al.,	2014),	strengthening	(Popp	and	Silvers,	2017),	and	narrowing	(Byrne	and	Schneider,	

2016)	 of	 the	 Intertropical	 Convergence	 Zone	 (ITCZ)	 with	 warming,	 all	 of	 which	 have	

implications	for	tropical	precipitation.	Observations	of	the	contraction	of	the	ITCZ	(Su	et	al.,	

2017)	have	been	suggested	as	evidence	of	convective	aggregation,	and	simulations	show	that	

both	 longwave	 and	 shortwave	 CREs	 are	 necessary	 for	 the	 evolution	 and	maintenance	 of	

convective	aggregation	(Muller	and	Held,	2012;	Wing	and	Emanuel,	2014).			

	 The	majority	of	studies	looking	at	the	radiative	effects	of	clouds	on	precipitation	and	

circulation	have	focused	on	the	tropics,	but	of	course,	CREs	are	not	just	constrained	to	low-

latitude	 regions,	 and	 they	 should	 not	 be	 expected	 to	 behave	 similarly	 in	 different	

environments.	For	example,	Li	et	al.	(2015)	found	that	in	the	extratropics,	the	response	of	

precipitation	 to	 the	 CRE	 is	 opposite	 of	 that	 in	 the	 tropics.	 Outside	 of	 the	 tropics,	 most	

attention	to	the	influence	of	CREs	has	been	placed	on	changes	in	midlatitude	dynamics	via	

the	poleward	shift	(Ceppi	et	al.,	2012;	Ceppi	and	Hartmann,	2015)	and	strengthening	(Li	et	

al.,	2015)	of	the	midlatitude	jet,	and	on	changes	in	the	extratropical	stormtracks	(Albern	et	

al.,	2019;	Grise	et	al.,	2019).		

Not	only	do	CREs	affect	the	circulation,	but	they	affect	precipitation	variability	as	well.	

Cloud	radiative	effects	have	been	shown	to	influence	moist	processes	in	the	tropics	(Bony	

and	Emanuel,	2005),	variability	associated	with	the	El	Niño	Southern	Oscillation	(Rädel	et	

al.,	 2016;	 Middlemas	 et	 al.,	 2019),	 and	 the	 Madden-Julian	 Oscillation	 (Raymond,	 2001;	
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Crueger	 and	 Stevens,	 2015;	Del	 Genio	 and	Chen,	 2015).	 Again,	 these	 studies	 all	 focus	 on	

tropical	variability.		

The	differences	between	the	tropical	and	extratropical	circulation	and	precipitation	

responses	 to	 CREs	 (Li	 et	 al.,	 2015),	 combined	 with	 the	 relative	 lack	 of	 research	 on	

extratropical	 precipitation	 variability,	 motivate	 a	 closer	 look	 at	 the	 differences	 in	 the	

response	of	tropical	and	extratropical	precipitation	variability	to	CREs.	Naegele	and	Randall	

(2019)	 hypothesized	 that	 CREs	 reduce	 precipitation	 variability	 at	 low	 latitudes	 and	 that	

CREs	enhance	precipitation	variability	at	high	latitudes.	The	opposite	signs	of	the	negative	

feedback	between	atmospheric	radiative	cooling	(ARC)	and	precipitation	in	the	tropics	and	

the	positive	feedback	in	the	extratropics	is	likely	due	to	the	different	surface	temperatures	

in	those	regions:	warm	in	the	tropics,	and	cool	at	higher	latitudes.		

In	this	chapter,	we	use	a	series	of	idealized	simulations	to	investigate	the	temperature	

dependence	 of	 precipitation	 variability	 in	 response	 to	 CREs.	 These	 results	 focus	 on	 the	

response	of	the	hydrologic	cycle	to	CREs,	and	the	accompanying	circulation	response	will	be	

examined	in	Chapter	5.				

	

4.2	MODEL	AND	SIMULATIONS	

The	 simulations	 presented	 in	 this	 study	 use	 SP-CAM,	 the	 super-parameterized	

version	of	the	NCAR	Community	Atmosphere	Model	(CAM4).	The	super-parameterization	is	

the	two-dimensional	cloud-resolving	model	in	each	grid	cell	that	replaces	the	conventional	

parameterizations	(Khairoutdinov	and	Randall,	2001).		

Our	 focus	 on	 precipitation	 variability	 compels	 the	 use	 of	 a	 model	 that	 can	 most	

accurately	capture	the	salient	features	of	the	precipitation	distribution,	including	extreme	
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precipitation.	The	inter-model	spread	of	extreme	precipitation	rates	can	be	attributed	to	the	

inter-model	spread	of	upward	velocities,	which	is	a	result	of	the	different	moist	convective	

parameterizations	used	(O’Gorman	and	Schneider,	2009;	Wilcox	and	Donner,	2007).	SP-CAM	

resolves	convection	instead	of	parameterizing	it,	and	in	theory,	this	should	produce	more	

accurate	 extreme	 precipitation	 rates.	 Indeed,	 SP-CAM	 has	 been	 found	 to	 simulate	 more	

realistic	 extreme	 and	 light	 precipitation	 rates	 (Kooperman	 et	 al.,	 2016),	 as	 well	 as	 the	

dominant	 modes	 of	 precipitation	 variability,	 including	 the	 Madden-Julian	 Oscillation	

(Benedict	and	Randall,	2009;	Arnold	and	Randall,	2015).		

SP-CAM	was	run	with	an	approximate	1°´1°	horizontal	grid-spacing	and	26	vertical	

levels.	Rotation	is	included.	The	cloud-resolving	model	uses	a	single-moment	microphysics	

scheme.	There	is	no	diurnal	or	seasonal	cycle	and	the	solar	insolation	is	fixed	at	650	W	m-2	

with	 a	 solar	 zenith	 angle	 of	 50.5°,	 following	 Bretherton	 et	 al.	 (2005)	 and	 others.	 An	

aquaplanet	configuration	is	used	for	all	simulations,	meaning	that	the	globe	is	covered	with	

water	everywhere.	

In	 the	 initial	 set	 of	 simulations,	 sea	 surface	 temperatures	 (SSTs)	 are	 prescribed	

uniformly	at	280,	290,	and	300	K,	and	we	simulate	a	state	of	radiative-convective	equilibrium	

in	a	rotating	framework.	At	each	temperature,	simulations	were	run	in	which	cloud	radiative	

effects	were	both	included	and	turned	off.	The	cloud	radiative	effect	is	turned	off	by	making	

clouds	transparent	in	the	radiation	code;	some	studies	refer	to	this	method	as	the	COOKIE	

(Cloud	On-off	Klimate	Intercomparison	Experiment)	approach	(e.g.	Stevens	et	al.,	2012).	In	

the	second	set	of	simulations,	the	shortwave	and	longwave	CREs	were	turned	off	individually	

at	each	temperature.	In	the	final	set	of	experiments,	an	idealized	equator-pole	SST	gradient	

was	imposed	(Figure	4.1).		
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FIGURE	4.1.	The	zonally	uniform,	equatorially	symmetric	 idealized	SST	profile	used	 in	the	

third	set	of	simulations.	

 

 

	 The	 fixed	 SST	 simulations	 were	 each	 run	 for	 300	 days.	 The	 simulations	 with	 a	

meridional	SST	gradient	were	run	for	16	months.	In	all	simulations,	the	model	equilibrates	

by	day	100,	and	in	all	analyses	where	the	temporal	mean	is	taken,	only	days	after	100	are	

used.	

	

4.3	RESULTS	

4.3.1	SIMULATIONS	WITH	UNIFORM	SSTs	

PRECIPITATION.	In	the	attempt	to	understand	the	influence	of	the	CRE	on	hydrologic	

cycle	variability,	a	look	at	the	precipitation	distribution	is	an	appropriate	place	to	start.	For	

each	SST,	distributions	of	the	daily	precipitation	rate	are	shown	by	the	percentage	of	global	

area	covered	in	Figure	4.2.	In	all	simulations,	the	vast	majority	of	the	globe	does	not	receive	
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precipitation	on	any	given	day.	The	maximum	precipitation	rates,	however,	increase	rapidly	

with	warming	SSTs.	At	280	K,	the	CRE	reduces	the	area	covered	by	low	precipitation	rates,	

but	the	CRE	steadily	increases	both	the	occurrence	of	heavy	precipitation,	as	well	as	the	rate	

of	extreme	precipitation.	This	pattern	reverses	at	300	K,	so	that	the	CRE	reduces	not	only	the	

area	over	which	high	precipitation	rates	occur,	but	also	the	rates	associated	with	extreme	

precipitation.	The	opposite	influence	of	the	CRE	on	extreme	precipitation	rates	at	cool	and	

warm	 temperatures	 is	shown	more	 concisely	 in	Table	4.1.	At	290	K,	 the	CRE	on	extreme	

precipitation	is	neither	as	strong,	nor	as	consistent	as	at	280	and	300	K.		

	

	

	

FIGURE	 4.2.	 The	 daily	 precipitation	 distributions	 for	 SSTs	 of	 280,	 290,	 and	 300	 K.	 The	

distributions	with	CREs	on	(purple)	and	CREs	off	(teal)	are	overlaid,	so	that	areas	of	overlap	

are	shown	in	blue.	The	vertical	axis	shows	the	percentage	of	the	globe	covered	(by	area)	for	

each	bin.	Note	the	different	scales	on	the	horizontal	axes.	
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TABLE	4.1.	The	precipitation	rate	(mm	day-1)	associated	with	extreme	(90th,	99th,	and	99.9th)	

percentiles	for	simulations	at	280	and	300K,	with	CREs	on	and	CREs	off.		

	
90%	 99%	 99.9%	

280	ON	 11.84	 21.35	 23.69	

280	OFF	 9.78	 15.81	 17.44	

300	ON	 72.34	 146.1	 161.7	

300	OFF	 81.36	 163.8	 181.8	

	

 

 

 

 

 

	

FIGURE	4.3.	The	daily	precipitation	rate	associated	with	each	percentile	(above	the	10th)	for	

simulations	at	280	(purple)	and	300	K	(teal),	with	CREs	on	(solid)	and	CREs	off	(dashed).	
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As	 shown	 in	 Figure	 4.3,	 the	 influence	 of	 the	 CRE	 on	 extreme	 precipitation	 is	 not	

necessarily	the	same	for	low-to-mid	precipitation	rates.	Although	the	CRE	enhances	extreme	

precipitation	at	280	K,	at	most	percentiles,	the	CRE	actually	reduces	the	precipitation	rate;	

the	opposite	is	true	at	300	K.	The	influence	of	the	CRE	over	the	majority	of	the	distribution	

is	 reflected	 in	 the	 zonal	means,	 and	 the	 influence	of	 the	CRE	on	extreme	precipitation	 is	

reflected	in	the	standard	deviation	(Figure	4.4).		

	

	

	

FIGURE	 4.4.	 The	 zonal	 mean	 (left)	 and	 zonal	 standard	 deviation	 (right)	 of	 the	 daily	

precipitation	 rate	 for	 SSTs	 of	280	 (purple),	 290	 (blue),	 and	 300	K	 (green)	with	 CREs	 on	

(solid)	and	CREs	off	(dashed).		
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As	 expected,	 the	 zonal-mean	 precipitation	 increases	 with	 warming,	 and	 the	

sensitivity	to	temperature	increases	with	warming	as	well.	In	these	simulations	with	uniform	

SSTs,	 it	 is	 important	 to	 note	 that	 the	 meridional	 structure	 is	 influenced	 by	 circulation	

changes	due	to	rotation	alone,	and	not	by	changes	in	SST	with	latitude.	A	notable	meridional	

pattern	 is	 the	 set	 of	 three	 tropical	 minima	 in	 zonal-mean	 precipitation	 centered	 at	 the	

equator;	 warming	 enhances	 these	 minima	 and	 shifts	 them	 poleward.	 The	 three	 tropical	

minima	are	separated	by	maxima	on	either	side	of	the	equator,	which	are	indicative	of	double	

ITCZs,	 although	 tropical	 rain	bands	might	be	a	more	appropriate	 term	 in	 these	 idealized	

simulations.	At	all	SSTs,	the	CRE	reduces	the	zonal-mean	precipitation	at	nearly	all	latitudes,	

and	this	reduction	is	enhanced	with	warming.		

The	standard	deviation	is	one	measure	of	variability,	and	the	standard	deviation	of	

the	 precipitation	 rate	 around	 latitude	 circles	 is	 shown	 in	 the	 right	 panel	 of	 Figure	 4.4.	

Excluding	the	poles,	the	highest	daily	precipitation	variability	occurs	in	the	tropics	at	280	K,	

whereas	at	290	K,	the	highest	variability	occurs	near	30°	N	and	S.	At	300	K,	high	variability	

occurs	 over	 a	 large	 portion	 of	 the	 extratropics.	 Unlike	 the	 zonal-mean	 precipitation,	 the	

influence	of	the	CRE	on	the	precipitation	variability	is	temperature	dependent.	At	280	K,	the	

CRE	primarily	enhances	precipitation	variability.	 In	 the	warmer	simulations,	 the	primary	

influence	of	the	CRE	is	to	reduce	precipitation	variability.	This	effect	is	small	at	290	K	and	is	

seen	 at	 high	 latitudes,	 whereas	 at	 300	 K,	 the	 CRE	 significantly	 reduces	 the	 variability	

throughout	the	extratropics.	To	better	understand	why	the	influence	CREs	on	precipitation	

variability	is	strongest	in	the	tropics	at	280	K	but	in	the	extratropics	at	300	K,	it	is	helpful	to	

look	at	maps	of	the	precipitable	water	(PW).	
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FIGURE	4.5.	Maps	of	the	precipitable	water	(mm	day-1)	at	day	150	for	SSTs	of	280	(right)	and	

300	K	 (left),	with	 CREs	 on	 (top)	 and	 CREs	 off	 (bottom).	Note	 the	 different	 scales	 for	 the	

different	SSTs.		

	

	

TABLE	4.2.	The	coefficient	of	variation	(CoV)	of	the	precipitable	water	for	SSTs	of	280	and	

300	K,	with	CREs	on	and	CREs	off.	

	
PW	CoV	

280	ON	 .124	

280	OFF	 .090	

300	ON	 .141	

300	OFF	 .146	
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PRECIPITABLE	WATER.	Comparing	maps	of	the	PW	(Figure	4.5),	a	striking—but	not	

surprising—difference	 between	 SSTs	 is	 that	 moisture	 becomes	 more	 organized	 with	

warming.	At	300	K,	“tropical”	cyclones	develop	and	move	to	high	latitudes,	where	the	Coriolis	

parameter	is	large.	Similar	global	simulations	of	RCE	in	a	rotating	environment	in	previous	

studies	 have	 been	 shown	 to	 evolve	 into	 a	 “tropical	 cyclone	 world”	 (Khairoutdinov	 and	

Emanuel,	2013;	Shi	and	Bretherton,	2014;	Reed	and	Chavas,	2015).	These	“tropical”	cyclones	

have	 been	 interpreted	 as	 manifestations	 of	 convective	 aggregation	 in	 a	 rotating	

environment,	 and	 convective	 aggregation	 has	 been	 shown	 to	 occur	 only	 at	 warm	

temperatures	 (Khairoutdinov	and	Emanuel,	2010;	Wing	and	Emanuel,	2014),	which	may	

explain	why	cyclones	don’t	develop	in	the	cool	simulation.		

The	 coefficient	 of	 variation—defined	 as	 the	 standard	 deviation	 normalized	 by	 the	

mean—of	 the	 precipitable	 can	 be	 used	 to	measure	 the	 degree	 of	 organization	 (Naegele,	

2016).	The	coefficient	of	variation	shows	that	the	CRE	slightly	reduces	organization	at	300	

K,	but	enhances	organization	at	280	K	 (Table	4.2).	This	effect	 can	 be	 seen	 in	 the	map	of	

precipitable	water	at	280	K,	where	the	spatial	distribution	of	PW—especially	near	20°	N	and	

S—is	noticeably	more	homogenous	when	the	CRE	is	turned	off,	but	is	harder	to	see	at	300	K	

(Figure	4.5).		

Distributions	 of	 the	 PW	 (as	 the	 percentage	 of	 global	 area	 covered)	 are	 shown	 in	

Figure	 4.6,	 and	 do	 not	 resemble	 the	 distributions	 of	 precipitation	 (Figure	 4.2).	 Unlike	

precipitation,	 PW	 varies	 smoothly	 in	 both	 space	 and	 time.	 At	 all	 temperatures,	 the	 CRE	

causes	the	PW	distribution	to	shift	to	the	right,	increasing	both	the	mean	and	the	maximum	

PW.	This	shift	occurs	because	clouds	warm	the	atmosphere	(Figure	4.9),	which	 increases	

column	moisture.	The	(relative)	effect	 is	 largest	at	280	K,	where	clouds	strongly	enhance	
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downwelling	longwave	radiation	in	the	cool,	dry	environment	(Figure	4.14).	Not	only	does	

the	CRE	cause	the	distribution	to	shift,	but	 it	also	 increases	the	width	of	 the	distribution,	

particularly	at	280	K.	

	

	

	

	

	

	

FIGURE	 4.6.	 The	 daily	 precipitation	 distributions	 for	 SSTs	 of	 280,	 290,	 and	 300	 K.	 The	

distributions	with	CREs	on	(purple)	and	CREs	off	(teal)	are	overlaid,	so	that	areas	of	overlap	

are	shown	in	blue.	The	vertical	axis	shows	the	percentage	of	the	globe	covered	(by	area)	for	

each	bin.	Note	the	different	scales	on	the	horizontal	axes.		
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FIGURE	4.7.	The	zonal	mean	(left)	and	zonal	standard	deviation	(right)	of	 the	precipitable	

water	for	SSTs	280	(purple),	290	(blue),	and	300	K	(green)	with	CREs	on	(solid)	and	CREs	

off	(dashed).		

 

 

Figure	4.7	 shows	 the	zonal	mean	and	zonally	averaged	 standard	deviation	of	PW.	

Compared	 to	 the	 precipitation	 rate,	 the	 meridional	 structure	 of	 the	 zonal-mean	 PW	 is	

smoother,	again	due	to	 its	spatially	continuous	nature.	As	seen	 in	the	zonal	means,	PW	is	

highly	 dependent	 on	 the	 surface	 temperature,	 and	 the	 exponential	 increase	 of	 PW	with	

warming	temperatures	is	expected	from	the	Clausius-Claperyon	relation.	Reflecting	the	PW	

distributions	in	Figure	4.6,	the	zonal	means	show	that	the	CRE	increases	the	PW	at	all	SSTs	

and	at	all	latitudes.	The	influence	of	the	CRE	on	zonal-mean	PW	is	strongest	at	300	K,	because	

for	a	given	change	in	the	ARC	due	to	clouds,	that	change	will	disproportionately	affect	the	

PW	at	higher	temperatures.	
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Because	 PW	 is	 dependent	 on	 temperature,	 its	 variability	 generally	 increases	with	

warming,	and	thus	the	CRE	on	variability	increases	with	warming	as	well.	Whereas	the	CRE	

increases	 variability	 everywhere	 at	 280	 and	290	K	 (as	 implied	 by	 Figure	 4.6,	 but	 shown	

explicitly	in	Figure	4.7),	the	CRE	increases	PW	variability	only	at	lower	latitudes	in	the	300	

K	simulation,	and	reduces	variability	at	higher	latitudes1.	The	influence	of	the	CRE	on	PW	

variability	shown	here	reflects	the	influence	of	the	CRE	on	convective	organization	(Figure	

4.5),	especially	at	300	K,	where	the	enhanced	tropical	variability	with	CREs	on	corresponds	

to	existence	of	extreme	dry	patches.		

	

CLOUDS	AND	RADIATION.	Zonal	means	of	the	cloud	fraction	are	shown	in	Figure	4.8.	

Interestingly,	 unlike	 precipitation	 and	PW,	 cloud	 fraction	 does	 not	 change	monotonically	

with	temperature,	except	for	the	mid-level	cloud	fraction.	For	example,	the	zonally	averaged	

low	cloud	fraction	is	low	at	290	K,	with	300	K	having	the	highest	fraction	at	high	latitudes,	

and	 280	K	 having	 the	 highest	 fraction	 in	 the	 tropics.	 In	 all	 panels,	 the	 double	 ITCZs	 are	

marked	by	cloud	fraction	maxima	on	either	side	of	the	equator.		

The	 influence	 of	 the	 CRE	 on	 the	 ARC	 is	 shown	 in	 Figure	 4.9.	 Like	 the	 hydrologic	

variables,	 the	 ARC	 increases	with	 SST,	 as	 does	 its	 sensitivity.	 This	 response	 to	warming	

reflects	the	PW	response	to	warming,	since	shortwave	absorption	by	water	vapor	increases	

with	SST	and	so	does	longwave	cooling	(Figure	4.12).	The	CRE	reduces	the	zonal-mean	ARC	

at	 all	 SSTs,	 especially	 just	 off	 of	 the	 equator	 where	 the	 double	 ITCZs	 are	 located.	 The	

                                                        
1
 Note	that	the	strong	change	in	the	variability	at	300	K	with	latitude	near	the	poles	is	likely	an	artifact	of	the	

latitude-longitude	grid	used	by	the	finite	volume	dynamical	core.	It	could	also	be	due	to	the	fact	that	a	latitude	

band	of	given	width	has	much	less	area	near	the	poles,	compared	to	lower	latitudes.	This	applies	to	polar	

extremes	shown	in	other	figures	as	well. 
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variability	of	the	ARC	is	predominantly	driven	by	clouds,	as	shown	by	the	grouping	of	the	

CRE-on	and	CRE-off	simulations.	Second	to	the	influence	of	the	CRE,	ARC	variability	increases	

with	SST.		

The	 ARC	 can	 be	 decomposed	 into	 shortwave	 and	 longwave	 (Figure	 4.11)	

contributions,	 such	 that	 their	 sum	 is	 equal	 to	 the	 total	 ARC	 (Figure	 4.9).	 The	 shortwave	

contribution	warms	the	atmosphere	and	reduces	the	total	ARC,	and	the	magnitude	of	 the	

shortwave	contribution	increases	with	SST.	Clouds	enhance	the	shortwave	contribution	to	

the	total	ARC,	and	the	magnitude	of	the	CRE	on	the	shortwave	contribution	decreases	with	

warming.	Although	clouds	increase	upper	level	shortwave	heating	more	strongly	at	300	K	

than	at	280	K,	clouds	reduce	shortwave	heating	throughout	the	lower	half	of	the	troposphere	

at	300	K,	 so	 that	 the	net	CRE	on	 the	 shortwave	contribution	 is	 smaller	at	 the	warm	SST	

(Figure	4.10).		
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FIGURE	4.8.	The	zonally	averaged	 low,	mid,	high,	 and	 total	 cloud	 fraction	 for	SSTs	of	280	

(purple),	290	(blue),	and	300	K	(green)	with	CREs	on	(solid)	and	CREs	off	(dashed).		
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FIGURE	4.9.	The	zonal	mean	(left)	and	zonal	standard	deviation	(right)	of	the	ARC	for	SSTs	of	

280	(purple),	290	(blue),	and	300	K	(green)	with	CREs	on	(solid)	and	CREs	off	(dashed).	
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FIGURE	4.10.	Vertical	profiles	of	the	zonally	averaged	longwave	(LW)	and	shortwave	(SW)	

radiative	heating	rates	for	SSTs	of	280	and	300	K.	The	left	column	shows	CREs	on,	the	middle	

column	shows	CREs	off,	and	the	right	column	shows	the	difference.		
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FIGURE	 4.11.	The	zonal	mean	 (left)	 and	zonal	 standard	deviation	 (right)	of	 the	 longwave	

contributions	to	the	ARC	(top)	and	shortwave	contribution	to	the	ARC	(bottom)	for	SSTs	of	

280	(purple),	290	(blue),	and	300	K	(green)	with	CREs	on	(solid)	and	CREs	off	(dashed).	
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Comparison	of	 the	zonal-mean	total	ARC	(Figure	4.9)	 to	 its	 longwave	contribution	

shows	that	the	meridional	structure	of	the	total	ARC	is	largely	determined	by	the	longwave	

contribution.	The	CRE	reduces	the	zonal-mean	longwave	contribution,	and	the	magnitude	of	

the	reduction	 increases	with	warming.	This	can	be	explained	by	comparing	the	longwave	

heating	rates	for	the	cool	(280	K)	and	warm	(300	K)	SSTs.	Figure	4.10	shows	that	throughout	

most	the	troposphere,	although	the	longwave	cooling	rate	is	stronger	when	CREs	are	turned	

off	at	both	280	and	300	K,	the	difference	is	much	stronger	at	the	warmer	SST.	The	variability	

of	the	total	ARC	is	dominated	by	the	CRE	on	the	longwave	contribution,	and	more	so	at	the	

higher	SSTs.		

The	 longwave	 contribution	 to	 the	 total	 ARC	 can	 be	 further	 decomposed	 into	 the	

outgoing	 longwave	 radiation	 (OLR)	 at	 the	 top	 of	 the	 atmosphere	 and	 the	 downwelling	

longwave	radiation	at	 the	surface	(Figure	4.12).	The	upwelling	 longwave	radiation	at	 the	

surface	also	contributes	to	the	total	ARC,	but	this	flux	is	constant	because	of	the	prescribed	

uniform	SSTs	and	so	is	not	shown.	As	expected,	the	OLR	increases	with	warming,	and	clouds	

act	to	strongly	reduce	the	OLR.	Notably,	the	reduction	of	the	OLR	by	the	CRE	is	stronger	than	

the	reduction	due	to	the	10	K	changes	in	the	SST.	Additionally,	variability	in	the	OLR	is	almost	

entirely	due	to	the	CRE,	and	increases	with	warming.		
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FIGURE	4.12.	The	zonal	mean	(left)	and	zonal	standard	deviation	(right)	of	the	OLR	(top)	and	

downwelling	longwave	flux	at	the	surface	(bottom)	for	SSTs	of	280	(purple),	290	(blue),	and	

300	K	(green)	with	CREs	on	(solid)	and	CREs	off	(dashed).	
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The	largest	contribution	to	the	ARC	is	the	downwelling	longwave	flux	at	the	surface.	

The	surface	downwelling	longwave	radiation	increases	strongly	with	warming,	although	the	

magnitude	of	the	CRE	on	surface	downwelling	longwave	radiation	decreases	with	warming.	

This	 is	expected	given	that	 the	 increased	downwelling	longwave	radiation	 from	clouds	 is	

partially	masked	 by	 the	 downwelling	 longwave	 radiation	 from	 increased	water	 vapor	 at	

warmer	 SSTs	 with	 higher	 humidity.	 Like	 the	 OLR,	 the	 variability	 of	 the	 downwelling	

longwave	flux	is	also	primarily	driven	by	the	CRE,	but	to	a	much	lesser	extent	than	the	OLR,	

especially	at	280	K.		

	

4.3.2	SEPARATING	THE	LONGWAVE	AND	SHORTWAVE	CRE	

In	the	second	set	of	experiments,	shortwave	and	longwave	CREs	were	switched	on	or	

off	 individually.	 Figure	 4.13	 replicates	 Figure	 4.9	 but	 also	 shows	 the	 influence	 of	 the	

longwave-only	CRE	on	the	zonally	averaged	ARC	(top	panels).	At	280	K,	simulations	with	the	

longwave-only	CRE	closely	resemble	those	with	the	total	CRE	in	the	deep	tropics,	but	differ	

at	 high	 latitudes	 where	 the	 longwave-only	 CRE	 acts	 to	 enhance	 the	 ARC.	 This	 can	 be	

attributed	to	the	increased	longwave	cooling	at	high	latitudes	in	the	lower	troposphere	when	

only	 the	 longwave	 CRE	 is	 active	 (Figure	 4.14	 compared	with	 Figure	4.10).	 At	 300	K,	 the	

longwave	CRE	enhances	the	total	CRE	on	the	ARC	due	to	reduced	longwave	cooling	in	the	

upper	troposphere.	At	290	K,	the	longwave-only	CRE	closely	resembles	the	total	CRE	on	the	

ARC.		

The	bottom	panels	of	Figure	4.13	show	that	when	the	shortwave-only	CRE	is	active,	

the	meridional	structures	of	both	the	zonal	mean	and	zonal	standard	deviation	of	the	ARC		

are			similar			to			those			when			the			total			CRE		is			turned		off.				Figure	4.15			shows			that		the	
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FIGURE	4.13.	The	zonal	mean	(left)	and	zonal	standard	deviation	(right)	of	the	ARC	for	SSTs	

of	280	(purple),	290	(blue),	and	300	K	(green)	with	CREs	on	(solid)	and	CREs	off	(dashed).	

The	 top	panels	also	 include	 the	 longwave-only	CRE	on	 the	ARC	 (dotted),	 and	 the	bottom	

panels	also	include	the	shortwave-only	CRE	on	the	ARC	(dotted).	
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shortwave	CRE	has	only	a	small	influence	on	the	radiative	heating	rates.	At	all	temperatures,	

the	magnitude	of	the	shortwave	CRE	is	smaller	than	the	total	CRE	on	ARC,	and	the	magnitude	

of	the	shortwave	CRE	is	largest	at	280	K.	At	all	temperatures,	the	variability	of	the	ARC	is	

dominated	by	the	longwave	CRE.			

 

FIGURE	4.14.	Vertical	profiles	of	the	zonally	averaged	longwave	(left)	and	shortwave	(right)	

radiative	heating	rates	at	280	(top)	and	300	K	(bottom)	for	the	longwave-only	CRE.		
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FIGURE	4.15.	Vertical	profiles	of	the	zonally	averaged	longwave	(left)	and	shortwave	(right)	

radiative	heating	rates	at	280	(top)	and	300	K	(bottom)	for	the	shortwave-only	CRE.	
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Separating	 the	 influence	 of	 the	 shortwave	 and	 longwave	 CREs	 on	 precipitation	 is	

more	complex.	At	280	K,	the	CRE	on	zonal-mean	precipitation	is	dominated	by	longwave	CRE	

in	the	tropics,	and	by	the	shortwave	CRE	at	higher	latitudes	(Figure	4.16).	This	change	from	

equator	to	pole	is	likely	due	to	the	reduction	of	the	zonal-mean	ARC	by	the	longwave	CRE	at	

higher	latitudes.	At	290	and	200	K,	the	longwave	CRE	generally	enhances	the	total	CRE	on	

zonal-mean	precipitation,	whereas	the	shortwave	CRE	generally	opposes	the	influence	of	the	

total	CRE.		

Looking	 at	 the	 variability	 of	 precipitation,	 the	 influence	 of	 the	 longwave	 CRE	 is	

generally	very	similar	to	the	total	CRE,	except	in	the	tropics	in	the	warmer	simulations,	and	

in	 the	 extratropics	 at	 280	K,	 where	 it	 enhances	 precipitation	 variability.	 Conversely,	 the	

shortwave-only	 CRE	 simulations	 generally	 show	 reduced	 precipitation	 variability	 at	 all	

temperatures,	except	at	300	K,	in	which	shortwave	CRE	enhances	precipitation	variability	at	

high	latitudes.			

	

4.3.3	SIMULATIONS	WITH	A	MERIDIONAL	SST	GRADIENT	

The	final	set	of	simulations	include	an	idealized	equatorially	symmetric	SST	gradient.	

In	these	simulations,	it	is	useful	to	first	consider	where	the	clouds	are	occurring.	Figure	4.17	

shows	that	the	high	cloud	fraction	maximizes	at	the	equator,	indicating	a	single	ITCZ.	The	

low	 and	 mid-level	 cloud	 fractions	 both	 maximize	 near	 45°	 N	 and	 S,	 which	 could	 be	

representative	of	mid-latitude	storm	tracks.	Inclusion	of	the	CRE	generally	causes	the	cloud	

fraction	to	increase,	with	the	exception	of	the	high	clouds	in	the	deep	tropics.	These	changes	

are	discussed	further	in	Chapter	5.		
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FIGURE	4.16.	The	zonal	mean	(left)	and	zonal	standard	deviation	(right)	of	the	precipitation	

rate	 for	SSTs	of	280	(purple),	290	(blue),	and	300	K	(green)	with	CREs	on	(solid)	and	off	

(dashed).	The	top	panels	also	include	the	longwave-only	CRE	on	precipitation	(dotted),	and	

the	bottom	panels	also	include	the	shortwave-only	CRE	on	the	precipitation	(dotted).		
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FIGURE	 4.17.	 The	 zonally	 averaged	 cloud	 fraction	 for	 simulations	with	 a	meridional	 SST	

gradient	with	CREs	on	(solid)	and	CREs	off	(dashed).		
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The	zonal-mean	ARC	reflects	 the	SST	gradient	and	decreases	 from	equator	to	pole	

(Figure	4.18).	The	direct	influence	of	CRE	on	the	ARC	varies	with	latitude,	and	is	consistent	

with	previous	observational	studies	showing	the	warming	effect	of	clouds	at	low	latitudes,	

and	the	cooling	effect	of	clouds	at	high	latitudes	(Rossow	and	Zhang,	1995;	Stephens,	2005;	

Naegele	and	Randall,	2019).	At	the	equator,	the	CRE	reduces	the	ARC	because	it	reduces	the	

OLR,	 whereas	 at	 high	 latitudes,	 the	 CRE	 increases	 the	 ARC	 because	 it	 increases	 the	

downwelling	longwave	radiation	at	the	surface.	The	variability	of	the	ARC	is	enhanced	by	the	

CRE,	and	this	effect	is	strongest	near	the	equator.	

	

	

 

FIGURE	 4.18.	 The	 zonal	mean	 (left)	 and	 zonal	 standard	 deviation	 (right)	 of	 the	 ARC	 for	

simulations	with	a	meridional	SST	gradient	with	CREs	on	(solid)	and	CREs	off	(dashed).	
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	In	the	precipitation	distribution,	the	CRE	reduces	weak	precipitation	and	increases	

the	 very	 high	 precipitation	 rates;	 this	 is	 surprising	 given	 that	 the	 CRE	 reduces	 extreme	

precipitation	 in	the	uniform	SST	simulation	at	300	K	(Figure	4.19).	The	zonally	averaged	

precipitation	peaks	at	the	equator,	with	smaller	localized	maxima	near	35°	N	and	S	(Figure	

4.20).	At	the	equator,	where	the	SST	is	the	warmest,	the	CRE	strongly	enhances	precipitation;	

this	 result	 is	 consistent	 with	 other	 idealized	 studies	 showing	 that	 the	 CRE	 enhances	

precipitation	in	the	ITCZ	(Harrop	and	Hartmann,	2016;	Popp	and	Silvers,	2017).	Elsewhere,	

the	effects	of	the	CRE	on	precipitation	are	small,	and	vary	with	latitude.		

The	 zonally	 averaged	 precipitation	 variability	 looks	 very	 similar	 to	 the	 zonally	

averaged	 precipitation.	 At	 the	 equator,	 where	 the	 SST	 is	 the	warmest,	 the	 CRE	 strongly	

enhances	variability;	this	is	unexpected	considering	that	the	CRE	primarily	has	the	opposite	

effect	in	the	300	K	uniform	SST	simulation.	Between	approximately	15°	and	35°	(on	both	

sides	of	the	equator),	the	CRE	reduces	precipitation	variability.	The	uniform	SST	simulations	

show	that	the	precipitation	variability	can	be	partially	explained	by	the	PW	variability—does	

the	same	hold	here?		
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FIGURE	 4.19.	 The	 daily	 precipitation	 distribution	 for	 simulations	 with	 a	 meridional	 SST	

gradient.	The	distributions	with	CREs	on	(purple)	and	CREs	off	(teal)	are	overlaid,	so	that	

areas	 of	 overlap	 are	 shown	 in	 blue.	 The	 vertical	 axis	 shows	 the	 percentage	 of	 the	 globe	

covered	(by	area)	for	each	bin.	

 

 

	
FIGURE	4.20.	Zonally	averaged	(left)	and	zonal	standard	deviation	(right)	of	the	precipitation	

rate	for	simulations	with	a	meridional	SST	gradient	with	CREs	on	(solid)	and	off	(dashed).	

The	shading	shows	where	CREs	enhance	variability.	
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Following	 the	 SST	 gradient,	 the	 zonal-mean	 PW	 increases	 with	 temperature	 and	

maximizes	 at	 the	 equator	 (Figure	 4.21).	 As	 with	 precipitation,	 the	 CRE	 enhances	 the	

equatorial	 maximum	 of	 zonally	 averaged	 PW	 at	 all	 latitudes,	 but	 particularly	 near	 the	

equator.	This	is	reflected	in	maps	of	the	PW,	which	also	show	the	development	of	baroclinic	

eddies	that	transport	moisture	and	energy	away	from	the	tropics	(Figure	4.22).	The	influence	

of	the	CRE	on	PW	variability	is	small,	and	generally	tends	to	enhance	precipitation,	except	in	

the	subtropics	where	the	CRE	reduces	the	variability.		

Not	only	does	the	meridional	SST	gradient	introduce	baroclinicity,	but	it	also	allows	

for	the	Madden-Julian	Oscillation	(MJO)	when	the	CRE	is	included	(Figure	4.23).	The	MJO	is	

characterized	 by	 low	 wave	 numbers	 and	 a	 low	 frequency,	 differentiating	 it	 from	 other	

convectively-coupled	Kelvin	waves	that	are	present	in	the	simulation	with	the	CRE.	In	the	

real	world,	the	MJO	is	a	predominant	mode	of	tropical	intraseasonal	variability,	and	thus	can	

also	explain	the	increase	in	tropical	precipitation	variability	due	to	CREs.		
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FIGURE	4.21.	Zonally	averaged	(left)	and	zonal	standard	deviation	(right)	of	the	precipitable	

water	for	simulations	with	a	meridional	SST	gradient	and	with	CREs	on	(solid)	and	CREs	off	

(dashed).	The	shading	shows	where	CREs	enhance	variability.	

 

 

	

FIGURE	4.22.	Maps	of	the	precipitable	water	(mm	day-1)	at	day	150	for	simulations	with	a	

meridional	SST	gradient	and	with	CREs	on	(top)	and	CREs	off	(bottom).		
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FIGURE	 4.23.	Wheeler-Kiladis	 space-time	 spectra	 diagrams	 using	 the	 outgoing	 longwave	

radiation	from	15°	S	to	15°	N	for	the	simulations	with	a	meridional	SST	gradient	and	with	

CREs	on	(top)	and	CREs	off	(bottom).			
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4.4	DISCUSSION	

	 We	analyzed	a	series	of	idealized	aquaplanet	simulations	using	SP-CAM	to	investigate	

the	temperature	dependence	of	precipitation	variability	in	response	to	CREs.	In	the	first	set	

of	 simulations,	uniform	 SSTs	 of	280,	 290,	 and	 300	K	 	were	 used	 to	 represent	 a	 range	 of	

environments	and	conditions,	from	cool	midlatitude	winter	to	the	warm	tropics.	At	each	SST,	

simulations	were	run	in	which	the	CRE	was	either	included	or	turned	off.	In	the	first	set	of	

simulations	with	uniform	SSTs,	CREs	reduce	the	mean	precipitation	at	all	SSTs,	and	the	effect	

is	 stronger	 with	 warmer	 SSTs.	 This	 occurs	 because	 mean	 precipitation	 is	 energetically	

constrained,	and	CREs	reduce	the	mean	ARC	by	reducing	the	mean	OLR.	

However,	 CREs	 enhance	 extreme	 precipitation	 at	 280	 K	 and	 reduce	 extreme	

precipitation	 at	 300	 K.	 Because	 extreme	 precipitation	 is	 strongly	 tied	 to	 	 atmospheric	

moisture	availability,	these	effects	at	280	and	300	K	can	at	least	be	partially	explained	by	the	

CRE	on	the	PW	distributions.	Relative	to	the	mean,	the	CRE	acts	to	shift	the	distribution	to	

the	right	more	at	280	K	than	at	300	K.		

Precipitation	variability	is	inherently	tied	to	extreme	precipitation,	and	therefore	it	

makes	 sense	 that	 where	 the	 CRE	 enhances	 extreme	 precipitation,	 it	 also	 enhances	

precipitation	 variability.	 Conversely,	 where	 the	 CRE	 reduces	 extreme	 precipitation,	 we	

would	expect	it	to	reduce	precipitation	variability.	These	opposite	responses	to	the	CRE	are	

seen	 in	 the	 cool	 and	 warm	 simulations:	 At	 280	 K,	 both	 extreme	 precipitation	 and	

precipitation	 variability	 are	 enhanced,	 whereas	 at	 300	 K,	 extreme	 precipitation	 and	

precipitation	 variability	 are	 reduced.	 Because	 precipitation	 variability,	 extreme	

precipitation,	and	precipitable	water	are	all	connected,	the	CRE	on	precipitation	variability	

is	partially	reflected	in	the	CRE	on	PW	variability.	Although	the	CRE	increases	zonal-mean	
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PW	at	all	latitudes	and	at	all	SSTs,	the	CRE	enhances	PW	variability	at	280	K,	and	reduces	PW	

variability	at	high	latitudes	at	300	K.		

Given	that	PW	increases	with	temperature,	the	tendency	of	CREs	to	either	warm	the	

atmospheric	column	further	(by	reducing	OLR	at	the	top	of	the	atmosphere),	or	to	cool	the	

column	(by	enhancing	downwelling	longwave	radiation	at	the	surface),	should	be	reflected	

in	the	changes	in	the	PW.	ARC	variability	is	dominated	by	variability	due	to	the	longwave	

CRE.	 	 Whereas	 the	 OLR	 variability	 increases	with	 increasing	 SSTs,	 the	 variability	 of	 the	

downwelling	 longwave	 radiation	 decreases	 with	 increasing	 SST;	 it	 is	 possible	 that	

competition	between	the	variability	of	these	two	components	is	responsible	for	changes	in	

the	variability	of	the	ARC,	and	ultimately	the	variability	of	PW	and	precipitation.		

The	dominant	role	of	the	longwave	CRE	over	the	shortwave	CRE	on	the	ARC	is	further	

emphasized	 in	 the	 second	 set	 of	 simulations,	 in	 which	 at	 each	 SST,	 the	 longwave	 and	

shortwave	CREs	are	turned	off	 individually.	When	the	 longwave	and	shortwave	CREs	are	

separated,	 it	 becomes	 very	 clear	 that	 the	 longwave	 CRE	 is	 responsible	 for	 nearly	 all	

variability	 in	 the	ARC.	Additionally,	 the	 longwave	CRE	 is	 shown	 to	enhance	precipitation	

variability	at	cooler	SSTs,	although	its	influence	on	precipitation	variability	at	the	warm	SST	

is	less	consistent	between	latitudes.		

The	 temperature	 dependence	 of	 CREs	 on	 precipitation	 variability	 shown	 in	 the	

uniform	SST	simulations,	however,	do	not	necessarily	 translate	 to	 the	 simulations	with	a	

meridional	 SST	 gradient.	 In	 these	 less	 idealized	 simulations,	 the	 CRE	 reduces	 low-level	

precipitation	and	increases	extreme	precipitation	rates.	This	effect	is	reflected	in	both	the	

zonal-mean	precipitation	and	the	precipitation	variability,	in	which	CREs	enhance	equatorial	

precipitation	 and	 precipitation	 variabilities.	 These	 inconsistencies	with	 the	 uniform	 SST	
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simulations	show	that	precipitation	variability	cannot	be	explained	by	the	influence	of	CREs	

alone.	Rather,	these	results	suggest	the	importance	of	circulation	changes	in	response	to	SST	

changes	 and	 CREs,	 such	 as	 the	 development	 of	 baroclinic	 eddies	 and	 an	 MJO,	 and	 their	

influence	 on	 precipitation	 variability.	 These	 results	 motivate	 an	 examination	 of	 the	

circulation	response	to	CREs,	which	is	discussed	in	Chapter	5.				
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CHAPTER	5	

	

THE	TEMPERATURE	DEPENDENCE	OF	THE	LARGE-SCALE	CIRCULATION	RESPONSE		

TO	CLOUD	RADIATIVE	EFFECTS	

	

	

5.1	THE	DYNAMIC	COMPONENT	OF	PRECIPITATION	

The	 thermodynamic	 (moisture)	 constraint	 on	 extreme	 precipitation	 is	 widely	

accepted,	but	has	been	shown	to	hold	only	in	the	extratropics	(Pall	et	al.,	2007).	In	the	tropics,	

changes	in	moisture	alone	do	not	explain	projections	of	extreme	precipitation	rates	that	far	

exceed	Clausius-Clapeyron	scaling	(Allen	and	Ingram,	2002);	therefore,	dynamical	changes	

must	play	a	role	(Emori	and	Brown,	2005).	In	the	extratropics,	extreme	precipitation	at	a	

slower	rate	than	moisture	availability	with	warming.	Here,	reductions	in	vertical	velocities	

in	the	North	Atlantic	stormtrack	regions	partially	cancel	out	the	thermodynamically-driven	

increases	in	extreme	precipitation	(Pfahl	et	al.,	2017).	By	including	the	effects	of	dynamics	

on	 precipitation,	 extreme	 precipitation	 scaling	 shows	 better	 agreement	 with	 projected	

extreme	precipitation	rates	in	the	extratropics	(O’Gorman	and	Schneider,	2009;	Muller	et	al.,	

2011).	 Furthermore,	 the	 inclusion	 of	 dynamical	 changes	 is	 necessary	 to	 explain	 regional	

patterns	in	extreme	precipitation	changes	(Pfahl	et	al.,	2017).	

Dynamics	 are	 not	 only	 relevant	 to	 extreme	 precipitation,	 but	 to	 the	 full	 range	 of	

precipitation	 intensities	 as	well.	 Heuristic	models	 show	 that	 changes	 in	 the	 shape	 of	 the	

vertical	 velocity	 distribution	 in	 response	 to	 warming	 can	 explain	 other	 changes	 in	 the	

precipitation	distribution.	For	example,	an	increase	in	the	number	of	dry	days	with	warming	

can	 be	 attributed	 to	 the	 increased	 probability	 of	 downward	 vertical	 velocities	 in	 a	

distribution	(Pendergrass	and	Gerber,	2016).		



 69 

Thackeray	 et	 al.	 (2018)	 found	 a	 strong	 link	 between	 extreme	 and	 non-extreme	

precipitation	events,	consistent	with	previous	studies	(Giorgi	et	al.,	2011;	Trenberth,	2009):	

In	a	warming	climate,	extreme	events	increased	at	the	expense	of	non-extreme	events.	They	

show	that	the	reason	for	this	trade-off	is	the	increased	latent	heat	release	associated	with	

more	 intense	 precipitation	 events,	 which	 stabilizes	 the	 atmosphere	 and	 suppresses	

precipitation	elsewhere.	The	atmosphere	 is	 expected	 to	 stabilize	with	warming	 (Knutson	

and	Manabe,	1995),	and	this	weakens	the	overturning	circulation	(Ma	et	al.,	2012).		

	 Vertical	velocity	can	be	used	as	an	indicator	of	atmospheric	stability	and	circulation	

strength,	and	is	also	tied	to	precipitation	extremes.	In	this	chapter,	we	examine	the	extent	to	

which	 vertical	 velocity	 can	 be	 used	 to	 communicate	 changes	 between	 the	 large-scale	

circulation	 and	 the	 precipitation	 distribution.	Following	 Chapter	 4,	where	 the	hydrologic	

response	to	cloud	radiative	effects	(CREs)	is	examined,	here	we	focus	on	the	response	of	the	

large-scale	 circulation	 to	 CREs.	 	 In	 particular,	 we	 investigate	 whether	 this	 response	 is	

temperature-dependent,	 and	 whether	 or	 not	 circulation	 changes	 can	 help	 to	 explain	

precipitation	changes	due	to	CREs.		

	

5.2	MODEL	AND	SIMULATIONS	

	 The	SP-CAM	aquaplanet	simulations	analyzed	here	are	the	same	ones	discussed	 in	

Chapter	 4.	 Recall,	 the	 first	 set	 of	 simulations	 are	 run	 with	 globally	 uniform	 sea	 surface	

temperatures	(SSTs)	of	280,	290,	and	300	K.	For	each	SST,	simulations	are	run	with	clouds	

that	 are	 radiatively	 active	 and	 inactive.	 In	 another	 set	 of	 simulations,	 a	 meridional	 SST	

gradient	 is	 imposed	 to	 more	 realistically	 simulate	 the	 earth’s	 SST	 pattern.	 Further	

description	of	the	model	and	experiments	is	given	in	Chapter	4.				
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5.3	RESULTS	AND	DISCUSSION	

5.3.1	SIMULATIONS	WITH	UNIFORM	SST	

	 As	discussed	in	Chapter	4,	CREs	increase	intense	precipitation	rates	and	the	area	over	

which	 they	 occur	 at	 280	 K,	 but	 have	 the	 opposite	 effect	 at	 300	 K	 (Figure	 4.2).	 As	 in	

Pendergrass	 and	 Gerber	 (2016),	 in	which	 the	 distribution	 of	 vertical	 velocity	 is	 used	 to	

explain	 characteristics	 of	 the	 precipitation	 distribution,	 here	 we	 ask	 if	 comparing	 the	

precipitation	and	vertical	 velocity	distributions	 can	explain	 the	precipitation	 response	 to	

CREs.	 In	Figure	5.1,	 the	distribution	of	 the	upward	vertical	pressure	velocity	at	500	mb1											

(-ω500)	 shows	 a	 similar	 pattern	 to	 the	 precipitation	 distribution:	 the	 CRE	 increases	 the	

largest	upward	vertical	velocities	at	280	K,	and	reduces	the	largest	upward	vertical	velocities	

300	K.	Of	course,	the	responses	of	the	upward	and	downward	vertical	velocities	to	the	CRE	

is	 approximately	 symmetrical,	 given	 that	 ascending	 and	 descending	 motion	 must	 be	

balanced.	As	with	precipitation	and	precipitable	water	 (Figures	4.2	and	4.6),	 the	 vertical	

velocity	distribution	is	sensitive	to	the	temperature,	with	warmer	temperatures	resulting	in	

a	larger	spread.	

	 Although	the	maximum	upward	vertical	velocities	shown	in	Figure	5.1	are	higher	at	

300	K,	zonal-mean	vertical	velocities	are	higher	at	280	K	(Figure	5.2).	In	both	the	warm	and	

cool	 simulations,	 the	 zonal-mean	 vertical	 velocities	 are	 largest	 in	 the	 tropics,	 where	 the	

overturning	circulation	is	strong.	The	zonal-mean	vertical	velocity	maximizes	just	north	and	

south	of	 the	equator,	 indicative	of	 the	double	 Intertropical	Convergence	Zone	(ITCZ),	and	

                                                        
1
 Note	that	upward	vertical	pressure	velocity	(-ω500)	is	used	here	and	not	ω500	to	ease	the	direct	comparison	

with	precipitation.	 
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minimizes	at	 the	equator.	Outside	of	 the	 tropics,	 the	 zonal-mean	vertical	 velocity	 is	 very	

small	at	all	latitudes.  

 

 

FIGURE	5.1.	The	daily	upward	vertical	pressure	velocity	distributions	for	SSTs	of	280,	290,	

and	300	K.	The	distributions	with	CREs	on	(purple)	and	CREs	off	(teal)	are	overlaid,	so	that	

areas	 of	 overlap	 are	 shown	 in	 blue.	 The	 vertical	 axis	 shows	 the	 percentage	 of	 the	 globe	

covered	(by	area)	for	each	bin.	Note	the	different	scales	on	the	horizontal	axes.	
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FIGURE	5.2.	The	zonal	mean	(left)	and	zonal	standard	deviation	(right)	of	the	precipitation	

(top)	and	upward	vertical	velocity	(bottom)	for	SSTs	of	280	(purple)	and	300	K	(green)	with	

CREs	on	(solid)	and	CREs	off	(dashed).	
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Notably,	in	the	tropics,	the	zonal-mean	and	standard	deviations	of	the	vertical	velocity	

are	much	larger	in	the	cold	simulation	than	in	the	warm	simulation;	this	is	a	departure	from	

the	pattern	seen	in	the	zonally	averaged	precipitations,	which	are	lower	at	280	K	and	higher	

at	300	K.	The	smaller	vertical	velocities	shown	at	300	K	in	the	tropics	are	consistent	with	the	

expected	increase	in	atmospheric	stability	due	to	warming	(Knutson	and	Manabe,	1995).	At	

280	 K,	 the	 CRE	 enhances	 the	 magnitude	 of	 the	 equatorial	 minimum	 and	 off-equatorial	

maxima	(as	implied	by	Figure	5.1),	but	the	influence	of	the	CRE	at	300	K	is	less	consistent.		

The	meridional	structure	of	the	vertical	velocity	variability	more	closely	mirrors	the	

precipitation	 variability.	 Variability	 is	 enhanced	 by	 the	 CRE	 at	 all	 latitudes	 in	 the	 cool	

simulations,	but	particularly	in	the	tropics	where	the	most	precipitation	occurs.	In	the	warm	

simulations,	 variability	 is	 generally	 reduced	 by	 the	 CRE,	 particularly	 at	 higher	 latitudes	

where	the	most	precipitation	falls.			

	 The	magnitudes	of	the	strongest	zonal-mean	vertical	velocities	in	the	warm	and	cool	

simulations	(Figure	5.2)	correspond	to	the	strength	of	the	overturning	circulation.	At	300	K,	

the	overturning	circulation	is	deeper,	but	weaker	than	the	circulation	at	280	K	(Figure	5.3).	

In	the	280	K	simulations,	as	also	described	in	Hartmann	et	al.	(2020),	the	tropical	circulation	

is	 separated	 into	 lower	 and	 upper	 cells.	Here,	 the	 lower	 cell	 is	 characterized	 by	 a	much	

weaker	and	shallower	circulation.	At	both	temperatures,	the	CRE	enhances	and	deepens	the	

circulation.	 Because	 these	 simulations	 have	 a	 prescribed	 uniform	 SST	 everywhere,	 the	

overturning	circulations	shown	here	are	not	comparable	to	the	observed	Hadley	Circulation.			

The	differences	in	the	strength	of	the	circulation	and	the	magnitude	of	the	vertical	velocities	

in	the	warm	and	cool	simulations	are	indicative	of	the	increase	in	atmospheric	static	stability	

with	warming.	The	static	stability,	s,	is	calculated	as:		
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											s	=	
!

"

#"

#$
	,																					 							(eq.	5.1)	

where	T	is	temperature	(K),	p	is	pressure,	and	%	 is	potential	temperature.	Cloud	radiative	

effects	slightly	enhance	low	level	cooling	(this	is	more	widespread	at	300	than	at	280	K)	and	

mid-tropospheric	warming,	and	therefore	slightly	enhance	the	static	stability	in	the	lower	

and	middle	 troposphere	 (Figures	5.4	and	5.5).	At	higher	 levels,	 the	CRE	strongly	 reduces	

static	stability,	and	this	is	associated	with	an	increase	in	the	tropopause	height.	The	lifting	of	

the	tropopause	is	consistent	with	the	deepening	of	the	circulation	at	280	K	(Figure	5.3),	and	

also	with	previous	studies	(Li	et	al.,	2015).		

At	280	K,	high	clouds	near	400	mb	increase	shortwave	heating	within	the	cloud,	and	

enhance	longwave	heating	at	cloud	base	(Figure	5.6).	The	same	patterns	are	shown	at	300	

K,	 but	 they	 occur	 higher	 in	 the	 atmosphere	 (near	 200	mb),	 and	 the	 heating	 and	 cooling	

patterns	are	enhanced.			
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FIGURE	5.3	Mean	meridional	stream	function	at	280	K	(left)	and	300	K	(right).	The	top	panels	

show	 simulations	with	 CREs	 on,	middle	 panels	 show	 simulations	with	 CREs	 off,	 and	 the	

bottom	panels	show	the	difference.	Note	the	different	scales.	
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FIGURE	 5.4	 The	 vertical	 profile	 of	 the	 difference	 in	 the	 zonally	 averaged	 static	 stability	

between	the	simulations	with	CREs	on	and	CREs	off	at	280	K.	

 

FIGURE	 5.5	 The	 vertical	 profile	 of	 the	 difference	 in	 the	 zonally	 averaged	 static	 stability	

between	the	simulations	with	CREs	on	and	CREs	off	at	300	K.		
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FIGURE	5.6.	Vertical	profiles	of	the	zonally	averaged	radiative	heating	rate	at	280	(top)	and	

300	K	(bottom)	for	simulations	with	CREs	on	(left),	CREs	off	 (middle),	and	the	difference	

(right).		
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5.3.2	SIMULATIONS	WITH	A	MERIDIONAL	SST	GRADIENT	

	 When	 the	 meridional	 SST	 gradient	 is	 imposed,	 the	 CRE	 generally	 reduces	 the	

strongest	upward	vertical	velocities	(Figure	5.7),	and	this	is	also	observed	in	the	distribution	

of	upward	vertical	velocities	at	300	K	(Figure	5.1).	Although	the	CRE	reduces	the	strongest	

upward	vertical	velocities,	it	still	enhances	the	zonal-mean	upward	vertical	motion	at	most	

latitudes,	and	particularly	at	the	equator,	mirroring	the	influence	of	CREs	on	the	zonal-mean	

precipitation	 (Figure	 5.8).	Whereas	 the	 CRE	 enhances	 equatorial	precipitation	 variability	

(possibly	because	of	 the	development	of	a	Madden-Julian	Oscillation-like	signal	shown	in	

Chapter	4),	it	slightly	reduces	the	variability	of	upward	motion	at	the	equator	and	throughout	

the	tropics.	The	strongest	effect	of	the	CRE	is	to	reduce	the	vertical	velocity	variability	in	the	

subtropics,	 where	 it	 also	 reduces	 the	 magnitude	 of	 the	 widespread	 subsidence	 that	

characterizes	this	region.	

	 Figure	5.8	shows	that	the	overall	impact	of	the	CRE	on	the	vertical	velocity	is	small	

and	 acts	 to	 enhance	 upward	 vertical	 motion	 at	 500	 mb—is	 this	 influence	 consistent	

throughout	 other	 levels	 of	 the	 atmosphere?	 Figure	 5.9	 shows	 the	 vertical	 profile	 of	 	 the	

upward	 vertical	 pressure	 velocity.	 At	 the	 equator,	 the	 CRE	 causes	 the	 ITCZ	 to	 narrow,	

consistent	with	results	from	Harrop	and	Hartmann	(2016)	and	Popp	and	Silvers	(2017),	and	

bolstering	the	idea	of	the	narrowing	ITCZ	as	an	example	of	convective	aggregation.	Although	

CREs	enhance	equatorial	upward	motion	in	the	middle	and	lower	troposphere,	they	reduce	

the	magnitude	of	equatorial	upward	motion	in	the	upper	troposphere.	This	is	balanced	by	

reduced	subsidence	in	the	subtropics,	especially	in	the	upper	troposphere.		
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FIGURE	5.7.	The	daily	upward	vertical	pressure	velocity	distributions.	The	distributions	with	

CREs	on	(purple)	and	CREs	off	(teal)	are	overlaid,	so	that	areas	of	overlap	are	shown	in	blue.	

The	vertical	axis	shows	the	percentage	of	the	globe	covered	(by	area)	for	each	bin.		
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FIGURE	5.8.	Zonal	mean	(left)	and	zonal	standard	deviation	(right)	of	the	precipitation	rate	

(top)	and	upward	vertical	velocity	(bottom)	for	simulations	with	an	equatorially	symmetric	

SST	gradient	with	CREs	on	(solid)	and	CREs	off	(dashed)	.		
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FIGURE	5.9.	Vertical	profile	of	the	zonally	averaged	upward	pressure	velocity	for	simulations	

with	an	equatorially	symmetric	SST	gradient	and	CREs	on	(top)	and	CREs	off	(middle),	and	

the	difference	(bottom).	Note	the	different	scale	for	the	difference	plot.		
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The	differences	in	the	vertical	velocity	profiles	are	reflected	in	the	mean	meridional	

circulation	(Figure	5.10),	where	the	CRE	enhances	the	overturning	circulation	in	the	lower	

and	middle	troposphere,	also	seen	 in	Harrop	and	Hartmann	(2016)	and	Popp	and	Silvers	

(2017).	This	strengthening	could	be	related	to	the	 increase	 in	 tropical	 low	cloud	fraction	

(Figure	5.11)	and	a	feedback	between	low	clouds	and	low-level	moisture	(Brient	and	Bony,	

2012).	Above	400	mb,	however,	the	primary	effect	is	a	weakening	of	the	tropical	circulation,	

which	differs	from	other	studies	showing	that	the	CREs	enhances	the	Hadley	Circulation	at	

all	levels	(Harrop	and	Hartmann,	2016;	Popp	and	Silvers,	2017).		

The	weakening	of	the	tropical	circulation	above	400	mb	due	to	CREs	can	be	viewed	

as	a	result	of	increased	static	stability	in	the	tropical	upper	troposphere	(Figure	5.12).	Using	

convective	 available	 potential	 energy	 (CAPE)	 as	 a	measure	 of	 stability,	 both	 Harrop	 and	

Hartmann	 (2016)	and	Popp	and	Silvers	 (2017)	 found	 that	 the	CRE	 tends	 to	 stabilize	 the	

tropical	atmosphere,	and	they	mention	that	this	is	inconsistent	with	their	results	showing	

enhanced	 Hadley	 Circulations.	 Near	 150	mb	 in	 the	 upper	 tropical	 atmosphere,	 the	 CRE	

strongly	 reduces	 the	 static	 stability.	 This	 change	 reflects	 an	 increase	 in	 the	 tropopause	

height,	which	is	seen	at	all	latitudes.	Li	et	al.	(2015)	also	found	that	the	tropopause	height	

increases	when	CREs	are	activated.	 	The	areas	of	decreased	 stability	 coincide	with	areas	

showing	an	increase	in	high	cloud	fraction	as	tropospheric	high	clouds	move	higher.		
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FIGURE	 5.10.	Mean	meridional	stream	 function	 (×1011	 kg	 s-1)	 for	CREs	on	 (top),	CREs	off	

(middle),	and	the	difference	(bottom).	Note	the	different	scale	for	the	difference	plot.	
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FIGURE	5.11.	Vertical	profiles	of	the	zonally	averaged	cloud	fraction	for	CREs	on	(top),	CREs	

off	(middle),	and	the	difference	(bottom).	Note	the	different	scale	for	the	difference	plot.	
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FIGURE	5.12.	Vertical	profile	of	the	difference	in	the	zonally	averaged	static	stability	between	

simulations	with	CREs	on	and	CREs	off.		

 

 

 

The	difference	in	static	stability	is	also	reflected	in	the	differences	in	the	temperature	

and	radiative	heating	rates	between	simulations	with	CREs	on	and	off	(Figure	5.13).	Strong	

temperature	reductions	in	the	upper	atmosphere	correspond	to	areas	of	decreased	stability,	

indicating	the	increase	in	height	of	the	tropopause.	Warmer	temperatures	in	the	middle	and	

upper	 troposphere	 and	 reduced	 temperatures	 in	 the	 lower	 extratropical	 troposphere	

enhance	stability.	In	the	tropics,	the	CRE	enhances	radiative	heating	throughout	most	of	the	

troposphere,	 and	 especially	 in	 the	 upper	 troposphere,	 because	 high	 clouds	 increase	 the	

longwave	heating	of	 the	atmospheric	column	(Slingo	and	Slingo,	1988).	A	similar	 tropical	

warming	response	in	response	is	shown	in	Popp	and	Silvers	(2017).	
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FIGURE	5.13.	Vertical	profiles	of	the	difference	in	the	zonally	averaged	temperature	(left)	and	

radiative	heating	rate	(right)	between	simulations	with	CREs	on	and	CREs	off.		

	

5.4	SUMMARY	AND	CONCLUSIONS	

	 We	used	SP-CAM	in	a	rotating,	aquaplanet	environment	to	examine	the	temperature	

dependence	of	the	circulation	response	to	CREs	for	globally	uniform	SSTs	of	280,	290,	and	

300	K,	and	to	provide	context	for	the	changes	in	the	hydrologic	cycle	in	response	to	CREs.	In	

these	idealized	simulations,	we	showed	that	the	CRE	enhances	the	strongest	(upward	and	

downward)	vertical	motion	at	280	K,	whereas	the	CRE	reduces	the	strongest	(upward	and	

downward)	vertical	motion	at	300.		

	 This	effect	is	also	shown	in	the	zonal	means,	where	the	CRE	increases	the	magnitude	

of	strong	zonally	averaged	vertical	velocities	at	280	K,	and	reduces	the	magnitude	of	strong	

zonally	 averaged	 vertical	 velocities	 at	 300	 K.	We	 use	 the	 zonal	 standard	 deviation	 as	 a	

measure	 of	 variability,	 and	 find	 that	 the	 meridional	 structure	 of	 the	 vertical	 velocity	



 87 

variability	resembles	that	of	the	precipitation	variability.	As	with	the	zonal	means,	the	CRE	

enhances	the	variability	at	280	K	and	generally	reduces	the	variability	at	300	K.		

	 We	find	that	the	strength	of	the	zonal-mean	velocity	corresponds	to	the	strength	of	

the	overturning	circulation.	As	expected	in	a	warmer	climate,	the	overturning	circulation	at	

300	K	is	significantly	weaker	than	the	circulation	at	280	K.	However,	we	find	that	at	both	

SSTs,	 the	 CRE	 enhances	 the	 strength	 of	 the	 circulation,	 despite	 also	 enhancing	 the	

tropospheric	 stability,	 although	 only	 slightly.	 The	 CRE	 also	 increases	 the	 height	 of	 the	

tropopause.	

	 When	the	meridional	SST	gradient	is	imposed,	the	CRE	tends	to	reduce	the	strongest	

upward	 vertical	 velocities.	 This	 reduces	 the	 variability	 near	 the	 equator,	 despite	 the	

influence	of	the	CRE	to	increase	the	zonal-mean	velocity	there.	The	CRE	also	strongly	reduces	

the	vertical	velocity	variability	in	the	subtropics.	The	enhanced	zonal-mean	500	mb	vertical	

velocity	 reflects	 the	 strengthening	 of	 the	 Hadley	 Circulation	 in	 the	 lower	 troposphere,	

although	the	CRE	weakens	the	circulation	at	upper	levels.		

In	the	uniform	SST	experiments,	the	CRE	on	vertical	velocity	variability	appears	to	be	

strongly	 connected	 to	 the	 precipitation	 variability.	 However,	 the	 extent	 to	 which	 the	

influence	of	the	CRE	on	the	vertical	velocity	reflects	the	influence	of	the	CRE	on	the	large-

scale	circulation	seems	to	end	with	the	strengthening	of	the	overturning	circulation	at	280	

K.	 In	 the	 simulations	with	 the	meridional	SST	gradient,	 the	CRE	reduces	vertical	 velocity	

variability	 at	 the	 equator,	 although	 only	 slightly.	 This	 response	 is	 consistent	 with	 the	

reduction	of	vertical	velocity	variability	at	300	K.		

Perhaps	unsurprisingly,	as	a	very	simple	indicator	of	the	changes	in	the	large-scale	

circulation,	 the	 vertical	 velocity	 falls	 short.	 For	 example,	 although	 the	 vertical	 velocity	



 88 

captures	the	enhanced	overturning	circulation	at	280	K	in	response	to	the	CRE,	this	is	not	

the	case	at	300	K,	or	in	the	simulation	with	the	meridional	SST	gradient.	The	changes	in	the	

vertical	velocity	are	likely	more	representative	of	localized,	dynamical	processes.	

However,	the	results	of	these	very	idealized	simulations	do	show	that	vertical	velocity	

variability	responds	to	CREs	very	differently	at	280	than	at	300	K.	Furthermore,	the	opposite	

responses	of	 the	warm	 and	 cool	 simulations	 are	 reflected	 in	 the	 precipitation	 variability	

responses	 to	 CREs.	 These	 results	motivate	 further	 research	 examining	 the	 link	 between	

vertical	velocity	variability	and	precipitation	variability.		
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CHAPTER	6	

CONCLUSIONS	

	

6.1	SUMMARY	

This	overarching	goal	of	 this	dissertation	 is	 to	examine	 the	 role	of	 cloud	radiative	

effects	 (CREs)	 on	 the	 hydrologic	 cycle	 and	 the	 ways	 in	 which	 it	 changes.	 These	 include	

changes	 in	 time—over	decades	 in	 response	global	 rising	 surface	 temperatures,	or	on	 the	

shorter	 timescale	 of	 days	 within	 the	 context	 of	 extreme	 precipitation	 events—as	 well	

changes	in	space—considering	precipitation	variability	and	the	different	response	to	CREs	

in	different	regions	of	the	globe.	In	particular,	this	work	focuses	on	the	influence	of	CREs	on	

hydrologic	sensitivity	and	on	precipitation	variability.		

	In	Chapter	2,	we	explored	the	role	of	CREs	in	constraining	the	change	in	the	global	

hydrologic	cycle	with	warming.	The	energetic	constraint	on	hydrologic	sensitivity	has	been		

well	 studied	 and	 the	 concept	 is	 well-understood.	 In	 practice,	 however,	 the	 popular	

simplification,	in	which	the	clear-sky	atmospheric	radiative	cooling	(ARC)	is	used	instead	of	

the	 all-sky	 ARC,	 and	 the	 sensible	 heat	 flux	 (SHF)	 is	 ignored,	 is	 puzzling.	 Comparing	 the	

projected	 change	 in	 the	 all-sky	 ARC	 and	 the	 clear-sky	 ARC	 due	 to	 increasing	 CO2	

concentrations,	the	change	in	the	clear-sky	ARC	is	indeed	the	larger	of	the	two,	the	therefore	

the	 clear-sky	 ARC	 does	 initially	 appear	 to	 better	 constrain	 the	 precipitation	 change.	

However,	when	the	full	atmospheric	energy	budget	is	considered	and	the	change	in	the	SHF	

is	also	included,	this	is	no	longer	the	case.	Although	the	CRE	reduces	the	change	in	the	ARC,	

the	reduction	is	partially	compensated	by	the	change	in	the	SHF,	which	acts	to	increase	the	

net	 atmospheric	 cooling.	 Therefore,	when	 both	 the	 CRE	 and	 the	 SHF	 are	 included	 in	 the	
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energy	balance,	the	change	in	the	net	all-sky	cooling	is	clearly	shown	to	better	fit	the	change	

in	the	precipitation,	and	the	change	in	the	net	clear-sky	cooling	significantly	overestimates	

the	change	in	the	precipitation.	Indeed,	this	balance	is	expected,	but	our	results	show	that	

the	 CRE	 on	 the	 ARC	 is	 an	 important	 factor	 of	 the	 energetic	 constraint	 on	 hydrologic	

sensitivity.	Furthermore,	although	the	CRE	and	the	SHF	have	relatively	minor	contributions	

to	the	atmospheric	energy	budget	at	present,	we	show	that	the	normalized	change	in	both	

the	 CRE	 and	 the	 SHF	 are	 significant	 in	maintaining	 the	 atmospheric	 energy	 budget	 as	 it	

changes	in	response	to	increasing	CO2	concentrations	and	rising	surface	temperatures.		

	 In	Chapter	4,	our	focus	shifts	from	global	changes	to	localized	changes;	from	changes	

that	occur	over	decades,	to	days.	We	used	SP-CAM,	the	super-parameterized	version	of	the	

NCAR	Community	Atmosphere	Model	(CAM4)	to	investigate	the	response	of	the	hydrologic	

cycle	to	CREs.	Specifically,	our	goal	was	to	test	the	temperature	dependence	of	precipitation	

variability	in	response	to	CREs.	We	used	a	set	of	highly	idealized	aquaplanet	simulations	with	

rotation	and	uniform	sea	surface	temperatures	(SSTs)	of	280,	290,	and	300	K,	with	CREs	

either	turned	on	or	off.	280	K	is	representative	of	cool,	mid-latitude	SSTs,	whereas	300	K	is	

representative	of	warm	SSTs	in	the	tropics.	The	vast	majority	of	the	research	on	the	influence	

of	CREs	focuses	primarily	on	the	tropics,	but	here	we	are	also	interested	in	the	response	at	

cool	 temperatures	 that	 are	 representative	 of	 extratropical	 environments.	 	 Although	 the	

influence	of	CREs	on	specific	precipitation	features,	such	as	the	Intertropical	Convergence	

Zone	(ITCZ)	or	 the	midlatitude	storm	tracks	have	been	examined,	 as	 far	as	we	know,	 the	

influence	of	CREs	on	precipitation	extremes	and	variability	has	not	been	previously	studied.		

Our	results	show	that	CREs	reduce	mean	precipitation	at	all	SSTs,	but	they	enhance	

the	precipitation	rate	and	occurrence	(by	area)	of	extreme	precipitation	at	280	K	and	reduce	
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the	 precipitation	 rate	 and	 the	 occurrence	 of	 extreme	 precipitation	 at	 300	 K.	 Because	

variability	is	inherently	linked	to	precipitation	extremes,	the	influence	of	the	CRE	on	extreme	

precipitation	 is	 also	 reflected	 in	 the	 variability.	 Therefore,	 in	 regions	 with	 the	 most	

precipitation,	 the	 CRE	 enhances	 precipitation	 variability	 at	 280	 K,	 but	 generally	 reduces	

precipitation	 variability	 at	 300	 K.	 Comparison	 of	 the	 variability	 of	 precipitation	 to	 the	

variability	of	 atmospheric	 radiative	 fluxes	 suggests	 that	 the	 longwave	components	of	 the	

ARC	primarily	influence	precipitation	variability.	

In	 simulations	 with	 an	 equatorially	 symmetric	 SST	 gradient,	 however,	 these	

temperature-dependent	responses	to	the	CRE	are	no	longer	as	clearly	observed.	At	least	in	

part,	we	attribute	the	differences	between	the	simulations	with	uniform	SSTs	and	those	with	

the	 SST	 gradient	 to	 developments	 in	 the	 large-scale	 circulation.	 For	 example,	 when	 the	

equator-to-pole	SST	gradient	is	introduced,	baroclinic	eddies	develop,	as	well	as	a	signal	that	

resembles	 the	Madden-Julian	 Oscillation,	 a	 predominant	 source	 of	 tropical	 intraseasonal	

precipitation	variability.		

	 Using	the	same	set	of	simulations,	we	follow	Chapter	4	with	an	investigation	of	the	

large-scale	circulation	response	to	CREs	in	Chapter	5.	We	use	the	500	mb	vertical	velocity	as	

a	simple	indicator	of	the	circulation	and	compare	changes	in	the	vertical	velocity	to	changes	

in	the	precipitation	in	response	to	both	varying	SSTs	and	the	influence	of	CREs.	Pendergrass	

and	 Gerber	 (2016)	 showed	 that	 the	 vertical	 velocity	 distribution	 can	 be	 used	 to	 explain	

changes	in	the	precipitation	distribution,	and	we	test	that	here.				

We	 find	 that	 overall,	 the	 vertical	 velocity	 is	 a	 poor	 indicator	 of	 the	 circulation	

response,	but	that	it	does	correspond	well	with	precipitation.	As	with	precipitation	extremes,	

the	CRE	enhances	the	magnitude	of	strong	vertical	velocities	in	the	cool	simulation	and	it	
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reduces	the	magnitude	of	strong	vertical	velocities	in	the	warm	simulation.	At	all	SSTs,	the	

influence	of	 the	CRE	on	vertical	velocity	extremes	 is	carried	over	to	 the	variability	of	 the	

vertical	 velocity.	 Overall,	 precipitation	 variability	 and	 vertical	 velocity	 variability	 exhibit	

similar	temperature-dependent	responses	to	CREs	in	the	uniform	SST	simulations,	and	these	

results	motivate	further	study	of	the	link	between	vertical	velocity	and	precipitation.	 

	

6.2	MOVING	FORWARD	

	 From	 the	 studies	discussed	above,	new	questions	arise.	 In	Chapter	2	we	used	 the	

atmospheric	energy	budget	to	examine	changes	in	the	global	hydrologic	cycle,	and	we	end	

with	 the	 proposition	 that	 the	 surface	 energy	 budget	 could	 be	 used	 to	 complement	 the	

atmospheric	energy	budget	to	refine	the	energetic	constraint	on	hydrologic	sensitivity.	To	

what	 extent	 does	 this	 improve	 the	 partitioning	 of	 the	 latent	 and	 sensible	 heat	 fluxes?	

Additionally,	 the	 CRE	 was	 shown	 to	 be	 significant	 in	 the	 perturbation	 equation	 of	 the	

atmospheric	energy	budget,	but	how	important	is	the	role	of	the	CRE	in	the	surface	budget	

approach?		

	 In	Chapters	4	and	5,	the	idealized	simulations	used	in	our	analyses	had	prescribed	

uniform	SSTs	of	280,	290,	and	300	K.	We	find	that	the	280	and	300	K	simulations	generally	

showed	opposite	responses	to	CREs,	with	the	290	K	simulation	often	falling	squarely	in	the	

middle.	 The	 implication	 is	 that	 the	 influence	 of	 the	 CRE	 on	 precipitation	 (among	 other	

variables)	tends	to	be	very	small,	and	begs	the	question:	Is	there	an	SST	(presumably	close	

to	290	K)	at	which	the	influence	of	the	CRE	is	minimized?	And	why	does	that	occur?		

	 Additionally,	 some	 of	 our	 results	 hint	 at	 signals	 of	 convective	 aggregation.	 These	

include	the	development	of	“tropical”	cyclones	in	the	300	K	simulation,	and	the	narrowing	of	
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the	ITCZ	in	the	simulation	with	the	meridional	SST	gradient.	The	simulations	presented	here	

are	 not	 tailored	 to	 focus	 on	 convective	 aggregation,	 but	 in	 previous	 studies,	 convective	

aggregation	has	been	shown	to	be	sensitive	to	both	CREs	and	SSTs—is	the	influence	of	CREs	

on	aggregation	also	dependent	on	temperature?		

	 Finally,	 it	would	 be	 interesting	 to	 decompose	 the	 final	 set	 of	 simulations	with	 an	

equatorially	 symmetric	SST	pattern	 into	regions	of	warm	and	cool	 SSTs,	which	would	be	

more	directly	comparable	to	the	uniform	SST	simulations.	Can	we	disentangle	the	influence	

of	the	large-scale	circulation	on	precipitation	from	the	temperature-dependent	response	to	

CREs?	And	furthermore,	can	we	pinpoint	the	dominant	sources	of	precipitation	variability	

that	are	caused	by	the	large-scale	circulation?		
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