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ABSTRACT 

NUMERICAL SIMULATION OF A MESOSCALE CONVECTIVE COMPLEX: 

MODEL DEVELOPMENT AND NUMERICAL RESULTS 

A mesoscale numerical model has been developed and used to study the complex cir-

culations of a baroclinic environment which supported the development of a mesoscale 

convective complex (MCC). The hydrostatic numerical model was first written as a sepa-

rate version of the CSU cloud/mesoscale model. The non-hydrostatic cloud model and the 

hydrostatic meso-/synoptic-scale model were combined in 1983 to form the CSU Regional 

Atmospheric Modelling System (RAMS). Some of the aspects of RAMS developed dur-

ing the coarse of t his research were a hydrostatic "time-split" time differencing scheme, 

a prognostic soil temperature and moisture model, a new form of the higher ordered for-

ward upstream advection scheme, an improved version of the Fritsch and Chappell convec-

tive parameterization scheme, a simple form of the Kuo-type convective parameterization 

scheme, and an isentropic data analysis package. 

The goal of the numerical simulations was to employ the numerical model to study an 

MCC with higher space an time resolution than is available through observational means, 

not to reproduce the observations that were available. The model results were compared 

with the observations, however, to examine the credibility of the model. While there were 

many differences , the coarse resolution (about 110 m) control run simulated an MCC 

whose mesa-a-scale structure and environment evolved similarly with the observed con-

vective system to establish the credibility of the numerical model. Two additional coarse 

resolution simulations were used to exam5ne the predictability of the model formulation 

and sensitivity to initial conditions These simulations showed more research still needs 



to be done on basic modelling problems in order to apply these models to operational 

forecasting. 

Higher resolution simulations (a.bout 45 km) were ma.de to increase the spatial resolu-

tion. A comparison between the coarse resolution and higher resolution runs showed only 

small differences in the gross behavior of the simulated MCC disturbance. The results 

of the higher resolution control run were examined for the important forcing mechanisms 

of this MCC. For the development of the MCC, an important forcing mec an· sm was 

the development and propagation of the mountain/plains solenoidal circulation which was 

forced by the ba.roclinicity created by the physiographic features of the topography slope 

and horizontal gradients of soil moisture. Other factors present in the sim lation that 

were hypothesized to be important were a low-level "heat low" in the Montana-Vv·yoming 

region, the Bermuda high providing a favorable pressure gradient over the central plains 

for the development of a strong nocturnal low-level jet, a weak front moving southward 

from Canada, and an upper level jet core in a favorable position to provide upper-level 

divergence. 

Results from a two-dimensional simulation, in which a simplified physiogra.phic forcing 

was used to create a solenoid, verified many features of the solenoid's behavior. The 

solenoid may also be responsible for the nocturnal preference for MCCs and the frequently 

observed mid-level shortwave that often accompanies the convective systems. 

Two higher resolution sensitivity simulations were performed. The first, in which the 

convective parameterization was not used, showed the expec ed result that no mesoscale 

circulations developed that exhibited the characteristics of an MCC. This dry run, as with 

the control run, produced a low-level solenoidal circulation which propagated across the 

Dakotas. At the end of the simulation, the dry solenoid looked very similar to the solenoid 

in the control run after the MCC disturbance outran the solenoid. The second sensitivity 

experiment with the resolved microphysical parameterizations activated showed that the 

gross behavior of the MCC was similar to the control run although there were differences in 
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the details of the mesoscale vertical motion fields and locations of convection underneath 

the anvil. 
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Chapter 1 

INTRODUCTION 

The nocturnal maximum in summertime convection in the central and eastern U.S. 

has been recognized for most of the twentieth century. Wallace (1975) provides a review of 

some of the eader work dating back to 1 01. Some of the reasons given by past researchers 

include destabilization from radiational cooling aloft (Hewson, 1937) and low-level warm 

advection (Means, 1944). However, there is compelling evidence (Hering and Borden, 1962; 

Pitchford and London, 1962; Means, 1952; Blackadar, 1957) that the nocturnal maximum 

is related to the low-level jet. The boundary layer mass convergence created by the jet can 

cause enough vertical motion to release the convective instability that occurs over much 

of the U.S. in summer (Wallace, 1975; Curtis and Panofsky, 1958). A climatology of the 

low level jet ha.s been performed by Bonner (1968). 

Most of the thunderstorms responsible for the nocturnal maximum occur in mesoscale 

convective systems. The two most significant of these systems are the frontal and pre-

frontal squall line and the recently defined mesoscale convective complex (MCC) (Maddox, 

1981). The squall line has been the most studied, with cases being reported by Newton 

(1950), Newton and Newton (1959), F jita (1959), and Ogura and Liou (1980), among 

others. Studies oL\1CC-type systems included Maddox (1981), Bosart and Sanders (1981), 

Cotton et al. (1983), Wetzel et al. (1983), Fritsch and Maddox (1981a), and Fortune 

(1989) . 

Although these mid-latitude mesoscale convective systems have been recognized and 

studied for many years, only recently have the major systems been sub-divided into squall 

line type systems end the mesoscale convective complex (MCC) (Maddox, 1981). This 

subdivision wa.s based on the areal extent and shape of the anvil shield as discerned from 
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IR satellite images; a system needed to have a large nearly circular anvil shield to be 

classified as a MCC. Maddox also noted differences in the environments that supported 

each type of system. A squall line system tended to form in strongly baroclinic, highly 

sheared environments with the active convective cells oriented perpendicular to the shear, 

while the .MCC tended to form in weakly sheared, less baroclinic environments with the 

convection oriented parallel to the shear. 

Unfortunately, this dynamical subdivision is not always followed by the atmosphere. 

A system that meets Maddox's criteria can form in a squall line type environment and 

some ordinary squall lines (not prefrontal) may have anvil structures which fall under 

Maddox's anvil shape criteria. A case in point was the MCC which formed on 3 August 

1981 in eastern Montana and the western Dakotas in an environment characterized by 

strong shear and baroclinicity. The early stages of this MCC was analyzed by Schmidt 

and Cotton (1989) . Although this system was able to support the large anvil circulation 

similar to the "classical" MCC, the strongest convection was oriented perpendicular to 

the shear for much of the system's lifetime, more similar to a squall line. Also the severe 

weather produced by this system was more indicative of a squall line (mostly high winds) . 

Thus, this MCC appeared to be somewhat of a hybrid system. 

The lack of a dynamical definition of the MCC inhibits both our understanding and 

forecasting ability of this type of convective system. As a start toward a dynamical defini-

tion, Cotton et al. (1989) proposed the following: "A mature MCC represents an inertially 

stable mesoscale convective system which is nearly geostrophically balanced and whose 

horizontal scale is comparable to or greater than AR (Rossby radius of deformation)." 

Recently, the science, engineering, and technology of numerical modelling on the 

mesoscale has progressed to the point where it is feasible to simulate mesoscale convective 

systems. Modelling results reported in the literature include Fritsch and Chappell (1980b), 

Fritsch and Maddox (1981b), Perkey and Maddox (1985), Zhang and Fritsch (1985), and 

Zhang et al. (1989). These results show that it is possible through the use of a numer-

ical model to make inferences of the dynamical structure and evolution of mid-latitude 

convective systems. 
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This dissertation will investigate the 3 Augus t 1981 MCC in an attempt to isolate 

some of the important dynamical and physical characteristics responsible for the gener-

ation and maintenance of this MCC. Various aspects of the initiation and growth of the 

MCC, with a focus on the meso-o scale forcing mechanisms and the quasi-balanced cir-

culation that is mostly responsible for the circular appearance of the cloud shield , will be 

investigated. 

To study these systems, a numerical model has been developed which includes the 

physical processes necessary to simulate the complex circulations and interactions of a 

MCC and its environment. A numerical model is necessary for this study because it 

not only provides higher spatial and temporal resolution than the standard upper air 

rawinsonde network, but it also allows the opportunity to examine the important physical 

processes governing MCC behavior through model sensitivity experiments . 

Obviously, caution mus be taken in the interpretation of the model results and the 

generalization to even the specific case studied, let alone the extension to other convective 

systems. A numerical model simulation contains degrees of uncertainty and approxima-

tions in many areas including formulation of phy&ical processes, numerical procedures, 

spatial resolution, and initial conditions. This thesis will , therefore, take the following 

approach. After a review of some of the previous work in this area, the formulation of the 

numerical model will be described. Then, a discussion and some model sensitivity simula-

tions testing some of the uncertainties in the model formulation and initial conditions will 

be presented. The choice of a "control" simulation will be made and it will be shown that 

the control simulation has reproduced many of the observed characteristics of the MCC. 

The goal of this research is not to exactly reproduce the observations but to provide a 

vehicle in which to study the atmospheric circulations associated with an MCC. Still, the 

realism of the model results must be verified to some degree. Sensitivity simulations test-

ing some physical processes will then be presented and a particularly important mesoscale 

forcing mechanism will be focused upon. 



Chapter 2 

PREVIOUS RESEARCH 

This chapter will briefly review some of the research done on the MCC, it's environ-

ment, and attempts made to numerically model some case studies. 

2.1 Observational studies 

Maddox (1980, 1981) was the first to differentiate between the MCC and other types 

of mesoscale convective systems. According to his definition which was based on satellite 

imagery, a convective system can be classified as an MCC if the areal extent of the -32°C 

isotherm covers more than 100, 000km2 and the -52°C isotherm is larger than 50, 000km2 

for at least 6 hours. In addition the eccentricity of the anvil shield needs to be greater 

than 0.7. Maddox composited ten cases of MCC development. Cotton et al. (1989), with 

a much larger number of cases ( over 150), was able to verify some of Maddox's conclusions 

and add to the knowledge of the structure and life cycle of the MCC. Some of Cotton et 

al.'s and Maddox's conclusions are: 

• The development and propagation of the MCC is tied to the movement of a tropo-

spheric shortwave trough. 

• A large regional coverage of conditionally unstable air occurs ahead of the shortwave. 

• The MCC usually develops near an east-west oriented, surface frontal zone and 

moves with the mid-level steering flow. 

• The nocturnal development of the low-level jet resupplies the conditional instability. 

The MCC occurs within the convergent region at the nose of the low-level jet. 
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• The strongest convection often occ rs in the right rear quadrant of the system, some-

times assuming a linear organization parallel to the systems direction of movement. 

• The environment responds to the convective heating by developing a deep inflow into 

the system that extends to the mid-troposphere. At times, this may be a mid-level 

"jet-like" inflow having a maximum intensity at about 600 hPa and may support a 

mesoscale downdraft and enhance the circulation of the entire system. Much of the 

inflow probably contributes to a central region of mesoscale a.scent. 

• Early in the life cycle of the MCC, the mesoscale upward motion is centered about 

700 hPa. As the MCC matures, the maximum mesoscale updraft rises to about 400 

hPa while a layer of downward motion develops from 700 hPa to the surface. 

• The MCC is cold core near the surface, warm core through most of the troposphere, 

and cold core in the upper troposphere and lower stratosphere. This thermal struc-

ture produces a surface mesohight a mid-tropospheric mesolow, and a mesohigh in 

the upper troposphere. This pressure structure, in turn, produces enhanced low to 

mid- level inflow and an upper level anticyclonic outflow jet along the northern edge 

of the system. The mid-level mesocyclone is confined from the surface to about 700 

hPa. 

As pointed out by Maddox (1981), Lin (1986), Wetzel et al. (1983), and others, the 

MCC has several characteristics in common with tropical cloud clusters such as those 

studied by Williams and Gray (1973), Frank (1978), McBride and Zehr (1981), and Lee 

(1986). Aside from the obvious similarities of a precipitating system with deep convec-

tive cells and a thick anvil shield, the systems also exhibit similarities in other aspects 

of their circulations. Vertical motion and divergence profiles (Wetzel, et.al., 1983) were 

similar between the two systems with a relatively shallow layer of strong divergence near 

the tropopause and a general convergence through the mid-troposphere and an upward 

vertical motion maximum in the upper troposphere. Maddox (1981) mentioned that both 

systems tend to be warm core in the middle to upper troposphere and that the envi-

ronments tend to be similar with little vertical wind shear and weak mid-level vorticity 
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advection. Maddox (1981) and Wetzel et al . (1983) stated that both systems transport 

little energy mcrid ionally to reduce the existing baroclinicity. In comparing a compos-

ite MCC to the composite tropical cluster of Tollerud and Esbensen ( 1985), Cotton et 

al. (1989) showed that the MCC developed maximum values of mean upward motion , 

upper-tropospheric divergence, and vorticity at the mature stage of the system which 

then persisted until dissipation. The tropical cluster, on the other hand , exhibited max-

imum values of. these features at the mature stage, but then weakened. The composite 

tropical cluster, however, probably included individual systems which were less than the 

Rossby radius of deformation. 

Although the MCC does exhibit some aspects of a baroclinic system (Maddox, 1981), 

they do appear to be more similar to the tropical clusters than to the mid-latitude squall 

line (Cotton et al., 1989). The squall line usually forms in an environment characterized 

by high vertical wind shear, hence strong baroclinicity. The convective cells in a squall line 

are usually oriented perpendicular to the wind shear, while in an MCC, the cells can take 

a variety of organizations from randomly organized ("popcorn") convection to arc-shaped 

lines (Leary and Rappaport, 1983) to lines oriented parallel to the shear (Maddox, 1981) 

to a wave-cyclone organization (Fortune, 1989). 

To combine these conclusions and other findings into an observational model, the 

synoptic scale provides several of the necessary ingredients for the development of the 

MCC. These include a large area of conditional instability, warm, moist inflow into the 

system, typically from the nocturnal central plains "low-level jet" produced by an inertial 

oscillation of the wind over the sloping Great Plains as the atmosphere decouples from 

the surface due to radiational cooling in the presence of a favorable synoptic pressure gra-

dient which is enhanced by differential thermal forcing due to the terrain slope (McNider 

and Pielke, 1981), and a ~trigger" mechanism which may be a surface front or previous 

convection generated by perhaps "orogenic" convection (George, 1979) which propagates 

off the mountains (Wetzel et al., 1983; Cotton et al., 1983). Mid-level moist inflow from 

the southwest (North American "monsoon") may also be important in some cases (Cul-

verwell, 1982), especially in the mid-to-late summer. Convection then develops or the 



7 

previous convection merges which may result in explosive development (~I addox , 1981 ). 

The convective heating resul ts in a mesoscale modification of the pressure fields , creating 

a mid-level mesocyclone and an upper level mesohigh which then forces mid level inflow 

and creates an upper level outflow jet streak . 

This observational model leaves several unanswered questions regarding the forcing 

components , the necessi ty of them , and cause/effect relationships . For instance, is the 

trigger mechar.ism necessary? Can convection develop in situ which will organize into 

an MCC? Is there a particular environment that is an exclusively MCC environment 

as opposed to a squall line environment? Are there other physical processes that are 

important in organizing the convection on the mesoscale, such as radiational processes? 

What are the physical processes that modulate the strength of the mesoscale circulation? 

How does a mid-level shortwave "happen" to appear at the time that other synoptic scale 

conditions are favorable to produce a nocturnal preference for the MCC? Particularly 

perplexing is the fact that MCCs often appear in seven to ten day episodes with shortwaves 

occurring with eac MCC that forms. 

2.2 Modelling studies 

Only until very recently, within the past decade, has it been feasible to numerically 

simulate the MCS , although numerical models have been in use, even operationally, for 

much longer. Unlike the synoptic scale, where early success in modelling was attained 

with two dimensional barotropic vorticity models , the MCS is inherently three dimen-

sional. This requires then that a more complicated equation set , most likely a primitive 

equation model , be considered. Coupled with the three dimensionality, the strong non-

linear character of the system, and the need to resolve the mesoscale spatial scales with 

the model resolution (hence, requiring higher time resolution also), the computational 

task was more than computers of the middle 1970's and before could handle. The lack 

of adequate computer power also affected other aspects of the simulation of MCS 's; most 

notably it has dictated the need for the parameterization of convection , which continues 

to be perhaps the most di cult problem facing mesoscale numerical modellers today. 
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Most of the 11 CS related modelling work of the past decade has focused on repro-

ducing features of the observed systems and their associated precipitation. Fritsch and 

Chappell ( 1980b) and Fritsch and Maddox ( 1981 b ), using analytic initial conditions, found 

that there were some of the observed features of MCS's in the model fields and stressed the 

importance of the convective parameterization in producing these features . Perkey and 

Maddox (1985) in a case study found that model-generated upscale feedbacks occurred 

which were similar to observed features and that the convective tendencies were required 

to produce the upscale response. 

With a stated goal " ... to establish the potential to operationally predict MCS's," 

Zhang (1985) very successfully reproduced the precipitation patterns associated with the 

Johnstown flood case study (Bosart and Sanders, 1981). In addition, with numerous sen-

sitivity experiments, he was able to shed some light as to which of the physical processes 

included in the model were important in creating the pattern. He found that the moisture 

when included as part of the virtual temperature was necessary for the development of 

the MCC as was the convective heating. Parameterized convective downdrafts were also 

important. In his simulation, resolvable precipitation accounted for a significant fraction 

(30-40%) of the total rainfall which points . to the necessity of including both a convec-

tive parameterization and a resolvable precipitation scheme in the model. Also, "bogus" 

soundings, from the analyses of Bosart and Sanders (1981), were needed in the initial 

conditions of the model simulation. 

Koch (1985) performed a study which attempted to find how well a mesoscale model 

was able to predict MCS development. He ran 30 model forecasts in cases where 149 con-

vective systems were observed. A total of 48% of the convective systems were predicted 

within 3 hours and 250 km of that observed and that underforecasts were more frequent 

than overforecasts. Reasons for the underforecasts included poorly forecast upper tropo-

spheric shortwaves, errors in the initialization of the moisture fields , boundary condition 

problems, and " a host of problems related to deep convection physics." He also stated 

that " ... proper handling of moist convective physics is ... essential to sustaining mesoscale 

model performance levels." 



Taking a very different modelling approach compared to the other studies, Tripoli 

(1986) and Tripoli and Cotton (1989a,b ) used a two-dimensional cloud model with enough 

horizontal resolution to produce realistic convective circulations without the use of a pa-

rameterization and enough grid points to cover a mesoscale domain. By forcing the circula-

tion only through the diurnal heating cycle which created the mountain/plains solenoidal 

upslope flows, they were able to produce an MCS from the circulation patterns of the 

slope flows. The convection subsequently deepened the solenoid to the entire depth of the 

troposphere. The model produced many of the same features in two dimensions (mid-level 

cyclone, upper-level anti-cyclone, etc.) as most of the other 3-D modelling work, imply-

ing a somewhat consistent signature of mesoscale convective systems on the larger scales. 

They considered the system an ongoing geostrophic adjustment process that is modulated 

by local conditions. Other of their findings include the importance of the boundary layer 

on the pla.ins in which the capping inversion at the top of the PBL helps induce a strong 

slope flow by confining the early morning surface heating to a shallow layer and preventing 

the surface moisture from mixing out and by preventing transient gravity waves which are 

forced by developing convection from forming new convection, hence focusing the convec-

tive heating to a rather limited region. They also stated that " ... the MCS may in some 

ways be a deepened slope flow powered by moist rather than dry convection." The behav-

ior of the solenoidal slope flow was very different in a sensitivity simulation without latent 

heat release where the upward branch of the solenoid formed in a similar location but 

did not propagate toward the east as t he MCS in the control simulation. Transient grav-

ity waves in t e upper and middle troposphere, also, were found to be partially trapped 

beneath the anvil after sunset due to radiational destabilization at the cloud top. This 

could possibly transform the convective system circulation from a single meso-/3 upward 

motion core to several ess intense cores. Within the framework of the two-dimensional 

simulations, however, they were not able to generate an MCC when the modelled system 

reached the Kansas plains because of the lack of three-dimensional effects, mostly the 

absence of the southerly low-level jet. 



Chapter 3 

MODEL DESCRIPTIO 

The hydrostatic mesoscale model used in this study was developed as part of the 

CSU cloud/mesoscale model (Tripoli and Cotton, 1982; hereafter, TC). The hydrostatic 

model, along with the isentropic data analysis package described in Chapter 4 and the 

cloud model, has been incorporated into the CSU Regional Atmospheric Modelling System 

(RAMS). The general equation set , parameterizations, and numerical approximations for 

the options of RAMS used in this study are described in the following sections. 

3 .1 General equations 

The general equations for the RAMS configuration used in this st udy are described 

below. The equations are the standard hydrostatic averaged equations. All variables, 

unless otherwise denoted, are grid-volume averaged quantities where the overbar has been 

omitted. The horizontal and vertical grid transformations are omitted in this section for 

clarity. 

Equations of motion: 

au au au au 81r' a ( au) a ( au) a ( au) -=-u--v--w--8-+fv+- Km- +- Km- +- Km-flt ax 8y f}z ax 8x 8x fly fly f}z 8z 

-=-u- - v--w--8--fu+- Km- +- Km- +- Km-av av av av tltr' a ( av) a ( av) a ( av) 8t ax 8y az fly ax ax fly 8y f}z oz 
[1] 

Thermodynamic equation: 

-=-u-- v--w-+- I\.h- +- \.h- +- \. h -aei1 aei1 aej/ aej/ a ( l ' aei1) a (1, aei1) a (1, aei1) 
8t ax 8y 8z ax ax /}y 8y oz oz 
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+ I + I + I 86·1) (86 ·1) (861) 
8t con ot rej 8t rad 

[2] 

Moisture and condensate mixing ratio continuity equations : 

(Orn) (Orn) 
+ &t con + &t rej 

[3] 

Mass continuity equation: 

[4] 

Hydrostatic equation: 
07r g - = --+g(rr-rv) oz 6v 

(5] 

The symbols in the above equations are defined in Table 3.1. The numerical treatment 

of each equation and term is described below. 

3.2 Grid structure 

The grid stagger is identical to TC, who used the standard C grid (Mesinger and 

Arakawa, 1976). All thermodynamic and moisture variables are defined at the same 

point with the velocity components, u, v, and w staggered 1/26.x, 1/26.y, and 1/26.z, 

respectively. 

The horizontal grid used in this study is in a latitude-longitude configuration. The 

vertical structure of the grid uses the <7 z coordinate system ( Gal-Chen and Somerville, 

1975a,b; Clark, 1977) which was described by TC. 

3.3 Advection 

The advection operator is the flux form of the sixth-order forward upstream advection 

scheme that was derived and tested by Tremback et al. {1987). This sixth order scheme 

is in the same family of schemes as the classical first order forward upstream scheme and 

the much used Crowley (1968) second order scheme. As described in detail by Tremback 
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Table 3.1: Symbols used in Chapter 3 

u - ea.c;t-west wind component 
v - north-south wind component 
w - vertical wind component 
f - Coriolis parameter 
km - eddy viscosity coefficient for momentum 
kh - eddy viscosity coefficient for heat and moisture 
Bil - ice-liquid water potential temperature 
Tn - water mixing ratio species of total water , rain, 

pristine crystals, aggregates , and snow 
p - density 
con - subscript denoting tendency from convective parameterization 
rad - subscript denoting tendency from radiation parameterization 
res - subscript denoting tendency from resolvable scale 

microphysical parameterization 
g - gravity 
Tt - total water mixing ratio 
Tv - water vapor mixing ratio 
1r - total Exner function 
rr' - perturbation Exner function 
Bv - virtual potential temperature 
p - pressure 

et al . (1987), two different forms of the flux scheme can be derived. The first, following 

the methodology of Crowley (1968), fits a polynomial to the field being advected t~en 

integrates the function , while the second, requires that the flux form reduce to the ad-

vective form for constant grid spacing and advecting velocity. The second form is more 

accurate than the first but does require that the grid spacing be constant. Therefore, the 

first form, called the integrated flux form , is used in the vertical where the grid spacing 

is stretched to provide higher resolution near the ground. The second form is used in the 

horizontal where the grid spacing is constant in any one direction. The advective terms in 

(1)-(4) then can be generically written in tensor notation assuming constant grid spacing 

and omitting topographical and spherical transformations for c1arity, as : 

where Ui is the wind component in the Xi direct ion, pis the air density, and ¢ is the variable 

to be advected. The subscript j references a particular grid point . The expressions for 

the fluxes , F, are 



13 

-Integrated flux form 

0'2 
+ 3_40 (-9</>j-2 - 125</>j-l - 2250</>j + 2250</>j+l - 125</>j+2 + 9</>j+J ) 

03 
+ 288 ( 5</>j-2 - 39</>j-l + 34</>j + 34</>j+l - 39</>j+2 + 5</>j+3) 

04 
. + 192 (</>j-2 - 13</>j-l + 34</>j - 34</>j+l + 13</>j+2 - <Pj+3) 

05 
+ 240 (-</>j-2 + 3</>j-1 - 2</>j - 2</>j+l + 3</>j+2 - </>j+3) 

06 
+ 720 (-</>j-2 + 5</>j-1 - 10</>j + 10</>j+l - 5</>j+2 + </>j+3) 

-Constant grid flux form 

02 + 360 (-2</Jj-2 + 25</>j-l - 245</>j + 245</>j+l - 25</>j+2 + 2</>j+J) 

03 
+ 48 (</>j-2 - 7</>j-1 + 6</>j + 6</>j+l - 1</>j+2 + </>j+3) 

04 + 144 (</>j- 2 - 11</>j-l + 28</>j - 28</>j+l + ll</>j+2 - </>j+3) 

as 
+ 240 (-</>j-2 + 3</>j-1 - 2</>j - 2</>j+l + 3</>j+2 - </>j+3) 

06 
+ 720 (-</>j-2 + 5</>j-1 - 10</>j + 10</>j+l - 5</>j+2 + </>j+J) 

3.4 Diffusion 

The diffusion operators are a first order eddy viscosity type based on a local exchange 

coefficient that is a function of deformation and stability. The formulation is similar to . 

Smagorinsky (1963) with the modifications by Hill (1974) and Lilly (1962). 



where l\.m is the exchange coefficient for momentum , l\"h is the coefficient for heat and 

moisture, Dis the deformation, N is the ilrunt-Vaisala frequency, and Riis the Richardson 
, 

number which is limited to values between 1/3 and -100 for this parameterization. The 

turbulence scale length , /, is taken as !::i. z. For the vertical exchange coefficients , the 

three-dimensional deformation is used . For the horizontal exchange coefficients , only the 

horizontal components of deformation are used since vertical shear may have little to do 

with sub-grid scale processes on the mesa-a scale resolutions considered in this research. 

In addition , the horizontal coefficients are limited to a small value to provide a background 

amount of filtering for numerical dispersion , aliasing, etc. This small value will be discussed 

and tested in Chapter 7 in more detail. 

3.5 Pressure gradient 

The horizontal pressure gradient terms are computed with with the standard form of 

the horizontal gradient for the vertical coordinate transformation as described in TC. A 

comparison between this computation method and a method in which the pressure pertur-

bation is vertically interpolated to the appropriate level showed no significant differences 

in the model results. 

3.6 Coriolis terms 

The Coriolis force terms only include the contribution from the horizontal wind com-

ponents. Since the hydrostatic equation is used, angular momentum is not conserved if 

the vertical component of the Coriolis force is included in the horizontal equations of mo-

tion. Numerically, the terms are computed with forward time differencing. This can be 

shown (i. e. , Pielke, 1984) to be linearly unstable if/ is greater than 0, and that the 

amplification factor, A, is given by: 

A= J1 + t::,.t 2 / 2 

For the values off and t::,.t (10-4s-1 and 120s) used in these simulations, this is a 

very weak instability. With these values, a perturbation would double in about 13 days. 
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3. 7 Hydrostatic equation and boundary condition 

T he hydro.5tatic equation is written in the nonlinearized form with the Exner function . 

fhr g -=--

7r = Gp(]!_) R/Cp 
Poo 

A horizontally homogeneous reference state is used to derive the perturbation rr that 

is actually used for the horizontal pressure gradient terms. This reference state is com-

puted with an arbitrary sounding from the domain (grid point with the lowest topography 

height) . The pate tial temperature from this sounding is interpolated to the <7z levels at 

every point and a hydrostatic pressure integration is done from a constant pressure at the 

model top . 

The boundary condition for the hydrostatic equation in the model integration is the 

prognostic surface pressure equation that is derived from substitution of the hydrostatic 

equation into the : lly elastic mass continuity equation. 

op = _! rT (opu + opv) dz at g }zg ox f)y 
[6] 

where z9 is the height of the ground and zr is the height of the model top. 

The boundary condition assumes that the divergence above the model top is small 

compared to the divergence in the domain. This assumption is consistent with many <7p 

coordinate models in use that set the top pressure of the model at 100 mb (LFM, Ap.thes 

and Warner, 1978, etc.) . The model top for the simulations in this study was set at 

approximately 80 mb. Also, comparisons of model runs with this boundary condition and 

runs with a top boundary condition that consisted of a one-layer prognostic <7p model that 

extended from the <7z model top top= 0 that attempted to account for the divergence to 

the top of the atmosphere showed no significant differences in the results . 
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3.8 Time differencing 

The model is formulated with a time differencing scheme (Tremback et al., 1985) that 

is similar to the time-split schemes of TC and Klemp and Wilhelmson (1978). It also is 

similar to the split explicit scheme of Gadd (1978). The basic idea behind the scheme is to 

"split" off in a series of smaller timesteps those terms in the equation that are responsible 

fo_r the propagation of the fast wave modes . In a hydrostatic model, the fast modes are 

the external gravity wave and the Lamb wave. The latter occurs through the use of the 

compressible continuity equation in the prognostic surface pressure equation described in 

the previous section. The time differencing scheme can be demonstrated as follows for a 

simplified two- dimensional, dry, hydrostatic equation set where the vertical and horizontal 

coordinate transformations have been removed for clarity. 

OU ()01r _ F ot + ox - 11 

OU OU 
Fu= -u- - w- + fv ox oz 

08 08 ot + w oz= Fe 
08 Fe= -u-ox 

opu + opw = O ox oz 
01r g 
oz= -8 

[7] 

[8] 

[9] 

(10] 

As mentioned the object of the time-split scheme is to compute -the terms that are 

primarily responsible for the propagation of the fast modes on a smaller timestep than the 

slower modes (such as horizontal advection and the Coriolis force). The computational 

procedure is then as follows for a forward-backward time differencing scheme. 

a) The right hand side of [7] and [8], Fu and Fe are computed. 

b) () is stepped forward to time level t + !:itL where i::l.tL is the long timestep . 
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c) () is stepped forward to time level t + Llts where Llts is the small timestep. 

ot+t::..t, = ot+t::..t, - Llts [wt::] 

d) Pressure at t + ~ts is computed with [10] . 

e) The horizontal velocity is stepped tot+ Llts. 

ut+t::..t, = ut - Llts [o!: -Fu] 

f) The vertical velocity at t + Llts is computed with [9]. 

g) The pressure boundary condition is updated tot+ Llts with [6] using the divergence 

at the t + Llts level. 

h) The small timestep, c) - g), is repeated n times until ntl.ts = LltL. 

3.9 Convective parameterization 

A simplified Kuo (1974)-type convective parameterization was used for all simulations. 

See Chapter 5 for details. 

3.10 Microphysical parameterization 

To handle the "resolved" condensation and precipitation processes in the simulation 

that utilized them, the microphysical parameterizations described by Flatau et al. (1989) 

were used. These are bulk parameterizations similar to Cotton et al. (1982, 1987). In these 

simulations, the water species of rain, pristine ice, snow, and aggregates were prognosed. 

3.11 Radiation parameterization 

The parameterizations described by Chen and Cotton (1983) for both the longwave 

and shortwave radiational tendencies were used in these simulations. These schemes in-

clude the radiative effects of condensate, water vapor, ozone, and carbon dioxide. 
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3 . 12 Surface lnyer and soil model 

For the lower boundary condition for the atmospheric model , the surface layer and 

soil model parameterizations described in detail by Tremback and Kessler (1985) were 

used . This scheme is a modification of the schemes described by Mahrer and Pielke ( 1977) 

and McCumber and Pielke (1981) (hereafter , MMP) in which the numerous iterative 

processes have been removed. This involved formulating prognostic equations for the 

soil surface temperature and water content by assuming a finite depth soil/atmosphere 

interface layer. Results shown by Tremback and Kessler (1985) indicate that with a moist 

soil, the modified and MMP schemes produce very similar results. With a dry soil , the 

modified scheme produces realistic results while the original MMP scheme can fail to 

numerically converge. 

Similar to Banta (1982), the surface layer fluxes of heat, momentum, and water 

vapor into the atmosphere were computed with the scheme of Louis (1979). This scheme 

approximates the profile functions (which need to be solved iteratively) of Businger et al. 

(1971) with analytic expressions. 



Chapter 4 

DESCRIPTIO~ OF THE DATA ANALYSIS TECHNIQUE AND INITIAL 

CONDITIONS 

The data used for the initial conditions and large scale lateral boundary tendencies 

were processed with a mesoscale isentropic data analysis package. Isentropic coordinates 

have many advan: ages over other coordinate systems when applied to data analysis . First , 

since the synoptic scale flow is , to a first approximation , adiabatic, an objective analysis 

performed on an isentropic surface will better approximate the interstation variability 

of the atmospheric fields. Second, isentropes tend to be "packed" in frontal areas , thus 

providing enhanred resolution along discontinuities . Finally, because isentropes are sloped 

in the vicinity of fronts , short wavelength features are transformed into longer wavelengths 

that can be more accurately analyzed objectively with much less smoothing than with 

other coordinate systems. A few disadvantages to isentropic coordinates are also present, 

namely that the vertical resolution decreases as the atmospheric stability decreases (i.e., 

in the planetary boundary layer) and that the isentropes frequently intersect the ground. 

The analysis domain covered the area from 155° W to 60° Wand 10° N to 70° Nat a 

1.25° spacing on a latitude-longitude grid. Two main datasets were used in the analysis, 

the NMC mandatory level 2.5° global analysis and the available rawinsondes from the 

NMC datasets, both of which are archived at NCAR. All significant and mandatory level 

wind , temperature, and moisture data were used from the rawinsonde reports. No special 

soundings from the CCOPE experiment or bogus soundings were used . The horizontal 

wind componen:s, pressure, and relative humidity were interpolated vertically (linearly in 

pR/C,,) to isentropic levels of 1 K resolution from the surface to 320 K, 5 K resolution from 

320 K to 380 K, and 10 K resolution fr m 380 K to 450 K. Any data underground were 
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assigned a missing value and not included in the analysis. The Dames (1973) objective 

analysis scheme was then applied to these variables on the isentropic surfaces with the 

parameters in the scheme set to yield the response function shown in Figure 4.1. This 

response curve was chosen to reduce the effect of the 2.6.s ( ~s is an average station 

spacing) "noise" in the fields. Although this may smooth out some of the smaller meso-a 

scale features, they would not be adequately resolved by the rawinsondes anyway. Once the 

variables were objectively analyzed to the analysis grid , the Montgomery streamfunction 

was then obtained in a hydrostatic integration from an objectively analyzed streamfunction 

"boundary condition" at 360 K. 

The atmospheric variables at the earth's surface were analyzed in a similar manner 

to the upper air variables. Wind components, potential temperature, and relative humid-

ity were objectively analyzed. Pressure and Montgomery streamfunction were obtained 

hydrostatically from the first isentrope above the ground. 

The topography was obtained from a USAF 30 minute average dataset. These data 

were interpolated to the 1.25° analysis grid with the overlapping polynomial technique 

of Bleck and Haagenson (1968). However, this field contained slopes in the topography 

that would cause large spatial truncation errors in the numerically approximated gradients 

computed in the numerical model. Therefore, the Barnes analysis scheme was employed 

as a smoother for the interpolated topography fields with the response function shown in 

Figure 4.2. The unsmoothed and smoothed topography fields are shown in Figure 4.3. 

Figure 4.3a is the interpolated field with no smoothing. Figure 4.3b is the smoothed field 

with the response function shown in Figure 4.2. Figure 4.3c is the smoothed field with the 

response function shown in Figure 4.1. Preliminary simulations (results not shown) with 

the topography in Figure 4.3c showed substantial differences in the location of the modelled 

convective systems compared with the less smooth topography in Figure 4.2b. Upon 

examination of Figure 4.3a-c, it is apparent that not only does the smoothing reduce the 

amplitude of the topography, but also that the smoothing changes the orientation of some 

slopes relative to the atmospheric flow, thus, for instance, creating upslope components of 

the low-level flow where the flow should have been parallel to the slopes. 
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Figure 4.1: Response function for Barnes (1974) objective analysis for a 2000 km wave-
length retained at 90%. 
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Figure 4.2: Response function for Barnes (1974) objective analysis for a 1000 km wave-
length retained at 90%. 



Figure 4.3: a. 1.25° topography field interpolated from 30 minute dataset with no objective 
analysis. Contour interval is 100 m. 
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Figure 4.3: b. 1.25° topography field interpolated from 30 minute dataset with objective 
analysis using response function shown in Figure 4.1. Contour interval is 100 m. 
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Figure 4.3: c. 1.25° topography field interpolated from 30 minute dataset with objective 
analysis using response func1ion shown in Figure 4.2. Contour interval is 100 m. 
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Once the isentropic dataset was complete, the atmospheric variables and topography 

were transferred to the model grid by interpolation. First , the wind components, stream-

function, and relative humidity were interpolated on the isentropic surface to the model 

grid point. The height of the isentropic surface could then be found and the wind, poten-

tial temperature and relative humidity were interpolated linearly in height to the model 's 

Uz coordinate levels. A final hydrostatic integration was done to find the pressure on the 

model grid. 

This procedure provided the initial conditions and lateral boundary tendencies for 

the atmosphere and topography for the simulations. No other initialization method (i.e., 

normal modes, balance equations, etc.) were used in an attempt to balance the wind 

and mass fields . There were two primary reasons for this . First, it is unclear from the 

literature whether such adjustments make an improvement in simulation skill scores and 

second, although the effects of the measurement errors are minimized by doing the balance, 

it is possible that the procedure removes actual mesoscale features from the data. 

Because of the lack of routine measurements, the initialization of the soil temperature 

and moisture cannot be done accurately. Therefore, a simple method was used that 

accounted for the actual variations to a first order only. It was assumed that the surface 

analysis of atmospheric relative humidity at 1200 UTC also described the relative humidity 

in the top layer of soil. In addition, the temperature in the top layer of soil was assumed 

to be 4 K lower than the surface analysis since the model runs began at about local sunrise 

(1200 UTC). With these values, the soil moisture content in the top soil layer was solved 

for by using the parameterized equations from the soil model that was used as a lower 

boundary condition for the atmospheric model. 

The profile of soil temperature was defined by assuming a linear increase of 7 K 

from the surface value to a depth of 20 cm, then constant to the bottom soil level at 50 

cm. This profile was modified from the climatological profile given by Sellers ( 1965) and 

crudely accounts for the fact that the top soil layer is colder than the air at sunrise but 

the temperature increases with depth from heat storage of the previous days' radiation . 

The soil moisture profile was defined assuming that the top layer moisture value doubled 
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linearly from the sJrface to t he bottom soil level. The soil moisture values were limited 

to 75% of the satu ration value at the surface and the saturation value under the surface. 

A clay loam soil tc:xtura.l type was assumed for all land areas . 



Chapter 5 

CONVECTIVE PARAMETERIZATION 

Probably the most complex problem in mesoscale modelling is the parameterization 

of convection. Unfortunately, the convective terms are some of the most significant forcing 

terms in the equations that describe the atmospheric motions , even on the meso-a and 

synoptic scales. Also, the fact that there have not been many observational studies of 

the effects of convection on the mesoscale ( especially in mid- latitudes) compounds the 

difficulty of the problem. 

Various types of schemes of convective parameterizations have been devised over 

the years , from rather simple convective adjustment schemes (Manabe et al. , 1965; Kr-

ishnamurti et al., 1980) to schemes based on equilibrium or quasi-equilibrium assump-

tions (Arakawa and Schubert , 1974; Kuo, 1965, 1974) to schemes derived specifically for 

mesoscale models (Kreitzberg and Perkey, 1976; Fritsch and Chappell, 1980a). The ad-

justment schemes force the grid scale thermodynamic structure toward a moist adiabat in 

the presence of certain conditions ( conditional instability, low level convergence, etc.). The 

equilibrium-type schemes assume that the convection consumes the conditional instability 

at the rate at which the grid scale supplies the instability, while the convection consumes 

the instability that is present in a grid column in the mesoscale schemes. 

Several general problems with the current classes of convective parameterizations can 

be identified: 

• Our general knowledge of atmospheric moist convection, its controlling factors, and 

its effects on the larger scales of motion is very incomplete, at best . This makes the 

parameterization of convection extremely difficult since it is not clearly known what 

we are parameterizing. Intuition , rather than J act, is frequently relied upon. 
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• Partly because of the lack of knowledge about convection, partly because of the wide 

range of forms that convection can take, the current parameterization schemes lack 

the generality to handle the different forms of convection. Seasonal variations, en-

vironmental variations , and even diurnal variations are not well treated. There are 

many more subtk! dis inctions which current schemes also have difficulty in handling, 

such as convection that is not surface based, convergence that is forced by transient 

gravity waves which may or may not couple with the boundary layer to produce con-

vection, and cases where conditional instability coexists with conditional symmetric 

instability where the schemes usually put too much energy into the convective modes 

rather than the slantwise modes. 

• Almost al~ parameterization schemes currently in use treat convection as a sub-

grid scale proc~ss. As computer capabilities and grid resolutions have increased, 

this assumptio:1 is starting to be violated frequently. For example, it is frequently 

assumed in the parameterizations that the updrafts, downdrafts, and compensating 

subsidence are all contained within a single grid column. At a 15 km grid spacing, it 

is very unlikely that the subsidence will occur in the same column as the convection. 

For some type3 of convection, even a single updraft may not be contained in a grid 

column. 

• The temporal resolution also needs to be addressed. The parameterizations provide 

more or less time-integrated conYective effects over a few to several hours. With 

a curren: emphasis in the mesoscale meteorological community on nowcasting and 

four-dimensianal ata assimilation, a more accurate temporal evolution of the con-

vection must be depicted. 

Unfortunately, in spite of all these problems, conyective parameterization must still be 

used in meso- ,9-scale simulations and the meso-o-scale simulations such as those presented 

in this dissertation. Co puter technology is still at least 3 orders of magnitude away from 

being able to explicitly simulate the convection properly and at the same time simulate 

the three-dimensional mesoscale interactions of the MCC. Therefore, the remainder of this 
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chapter will describe the development of the convective parameterization schemes studied 

as part of this research . 

The two most used schemes today in mesoscale modelling are the Kuo (1974)-type 

scheme and the Fritsch and Chappell (1980a, hereafter, FC) scheme. Since Kuo's scheme 

is an equilibrium-type scheme, hence not accounting for convective instability existing 

locally, and other researchers have had apparent success in producing convective systems 

with FC (Fritsch and Chappell, 1980b; Fritsch and Maddox, 1981b; Zhang, 1985), that 

scheme was initially chosen to be implemented into RAMS. 

During the initial stages of the implementation, however, several inconsistencies in the 

FC scheme became apparent. The two most serious problems were,. first, the heating rates 

and the heating rate profiles produced by the scheme were inconsistent with the limited 

observational studies in the mid-latitudes, and second, the scheme had no requirement that 

water mass or total energy be conserved. Figure 11 from Fritsch and Chappell (1980b) is 

reproduced in Figure 5.1. The magnitude of the heating rates are 2-3 times those from 

the observations of Lewis (1975) whose computations where made on even a smaller scale 

than FC. Also, the large heating maximum in FC, directly beneath the tropopause, is 

inconsistent with Lewis. 

Because of these unrealistic heating rates, it was decided to still use the main idea 

behind the FC scheme, namely the consumption of existing conditional instability within 

a convective time scale, but to find the source of the problems in the scheme and to fix 

these and other smaller problems in the original scheme. This was successfully done and 

the modified scheme is described below. 

The difficulty with the convective parameterization problem,however, did not end 

there. Even though the modified scheme corrected many of the problems of the original 

scheme, many assumptions and arbitrariness common to both schemes still remained. 

Comparisons of results from the parameterization with a single parameter taking on two 

seemingly realistic and physical values produced vastly different simulations; sometimes it 

was the difference between producing a simulated convective system and not developing 

a system. Another case in point are the simulations of Zhang (1985). He modified several 
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Figure 5.1: Vertical profile of convective heating from Fritsch and Chappell (1980b ). 
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of the important param _ters in his implementation of the FC scheme in order to make his 

model match the observations for a particular case. In simulating another case , it is likely 

that a different set of modifications may be necessary to again match the observations. 

Therefore , a 6i fferent approach was used in the simulations in the current work. Since 

the goal of the simula: ions is not to "tweak" the model to match the observations but 

rather to provide a te3t bed to examine the sensitivity of various physical processes in 

affecting the mesoscale circulations of the MCC, the use of a convective parameterization 

that is overly ser,sitive to small changes in the model physics is not justified. Hence, a 

very simple Kuo (1974) -type scheme was implemented to provide the convective heating 

and moistening tende::icies for the mesoscale model. Although even this simple scheme is 

not immune to some arbitrariness, there are considerably fewer degrees of freedom than 

in the FC-type scheme. 

The remainder d this chapter is divided into two parts. The first part will describe 

the Kuo-type scheme- implemented in RAMS. The second part will describe the modified 

FC-type scheme and show some of the sensitivity to various parameters that led to the 

decision to abandon it in the current study. 

5.1 A simplified Kuo convective parameterization 

This convective parameterization is a modification of the generalized form of the 

Kuo (1974) parameterization described by Molinari (1985). The Kuo-type scheme is an 

equilibrium scheme: convection acts to consume the convective instability that is supplied 

by the larger scales. The terms in the thermodynamic and moisture equations due to 

moist convection are written as: 

(f)(}) -1 Q1 ot con= L(l - b)1r I fz:ct Q1dz 

( 8rr) = bl Q2 ot con Jz:ct Q2dz 

The computation :)f each quantity in the right hand side is described below. 

I is the rate .3.t which the resolvable scale is supplying moisture to a particular grid 

column. This is parameterized as suggested by Molinari and Corsetti (1985) as the resolved 
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vertical flux of water vapor through the LCL. The quantity b was defined by Kuo (197'1) as 

a moisture partitioning parameter which determines what fraction of I is used to increase 

the moisture of the column. The remainder of the moisture, 1 - b, is precipitated and its 

latent heat warms the grid column. In this scheme, the quantity 1 - b which also can be 

interpreted as the precipitation efficiency, is computed according to the empirical function 

given by Fritsch and Chappell (1980a). 

Q 1 and Q2 are vertical profiles of the convective heating and moistening, respectively. 

For Q1, the difference between the environmental potential temperature and a convective 

potential temperature profile is used. To compute this convective temperature profile, 

a weighted average between the updraft and downdraft profiles is performed. For the 

updraft, the potential temperature of the moist adiabat of the source level air lifted to 

its lifting condensation level (LCL) is used. Downdrafts are handled in an even more 

approximate way. Down drafts are defined to begin at the level of the fJ E minimum of the 

sounding at the same temperature as the environment. At cloud base, they are 2 K colder 

than the environment and at the surface the temperature deficit is 5 K. Other levels are 

interpolated linearly in height. The weighting function for the downdraft relative to the 

updraft is also somewhat arbitrarily defined to be 1% of the updraft at their beginning 

level, 10% at the LCL, 20% at the level of maximum downdraft mass flux ( about 800 m 

as described by Knupp, 1985) and 100% at the surface. This weighting function is then 

used to define the convective temperature profile. Below cloud base, the environmental 

temperature is used instead of the updraft. 

For Q2, two actual regions of moisture tendency are defined. The region below cloud 

base is dried at the rate I. The profile of this drying is the total water mixing ratio which 

forces the vertical profile of the mixing ratio toward a constant value below cloud base. 

The anvil region is moistened by the rate bl with the moistening profile constant from 2/3 

of the height between the convective source level and the cloud top ( consistent with the 

profile of English, 1973. See section 5.3.2 for details). 

As pointed out by Molinari (1985), there is no requirement built into the scheme 

to reach the moist adiabat in the limit. Therefore, a check is made on the potential 



temperature profile with t he co n\'cctivc tendencies added to Sl'l' if a ny level wi ll exceed 

the moi st adiabati c value after the total con vect ive tendencies arc a pplied. The mois ture 

supply rate , !, is red uced if t his is the case and all con vective tendencies a rc recomputed 

with this new value to ensure mass and energy conservation . 

The steps in the computation of the convective tendencies arc then : 

• Convection is activated if the grid column is convectively unstable and there 1s 

resolved upward vertical motion at the LCL. 

• The source level air for t he convection is defined as the highest 0 E air that is less 

than 3km above t he ground. The LCL of the source level air is found. 

• Cloud top is defined as the level above which the potential temperature of t he moist 

adiabat becomes less than the grid temperature. 

• The vertica. profiles of heating and moistening are computed. 

• The convective tendency terms for potential and total water are determined. 

The scheme was intended to be as simple as possible. The convective tendencies 

produced by this scheme will be compared with the much more elaborate scheme presented 

in the next section. 

5.2 A modified Fritsch/Chappell convective parameterization 

The modified FC scheme is described in detail below, with comparisons to the compu-

tations of the original scheme wherever applicable. The convective parameterization can 

be subdivided into four parts for convenience: 1) the convective decision, 2) the updraft 

model, 3) the downdraft model, and 4) t he convective closure. 

5.2.1 The convective decision 

As the model integration is proceeding, a dec"sion must be made as to whether con-

vection will occur in a given grid column. The most obvious requirement is that the 

column must be conditiona ly unstable, that is, either equivalent potential temperature 
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or moist static energy must decrease wi th height in a portion of the column . This is the 

first requirement that must be satisfied o proceed with the convective parameterization . 

FC then tested every 100 mb thick layer from the ground to 600- 700 mb to sec if 

the parcel would reach its level of free convection (LFC). The parcel was given a positive 

temperature perturbation at its lifting condensation level (LCL) that was proportional to 

the cu be root of the resolved vertical velocity at the LCL. If the parcel reached its LFC, 

then the convection would proceed. 

The new scheme does not rely on this arbitrary temperature perturbation to determine 

where convection occurs. To achieve a more accurate definition of the LCL, LFC and other 

levels that a,re necessary for the computations , the model sounding is interpolated to a 

higher resolution vertical grid of 200 m under 5 km and 500 m above 5 km. The source 

level of the updraft is defined to be either the air immediately above a low-level inversion 

(under about 1.2 km) or the highest (}E air if an inversion is not found. Cloud base is 

defined to be the LCL of the source level air. If there is resolved upward vertical motion 

at this level, then the convective parameterization will continue. 

5.2.2 The updraft model 

The modified convective parameterization is similar to the original scheme in the 

updraft model. First, the mass flux profile is defined by a first guess that 1 % of the 

grid area will be covered with updraft and that the mass flux of the updraft will double 

from the LCL to the equilibrium temperature level (ETL) of an unentrained parcel. This 

replaces an iterative process for the entire updraft calculation in FC where they assumed 

the doubling to occur from the LCL to the cloud top. Since the entrainment rate is derived 

from this mass flux increase, the cloud top calculation was involved in an iteration. 

With the entrainment rate computed from the mass flux profile, the thermodynamic 

structure of the updraft can be computed. Defining an entrainment operator, E , 
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where A is a quantity o be entrained, Mu is a vertical mass flux of the updraft , Ae is 

the average environmental uantity between levels k and k - l, and C::,,,Mu is the change 

in mass flux between vertical level k and level k - 1. 

Assuming that the updraft is saturated with respect to water, 

If ice is pr uced , (} E is then increased to account for the latent heat of freezing. 

Since detailed microphysics are not included in the updraft model to account for conden-

sate phase changes, the ice processes are handled in an approximate way. An ice level 

(IL) , where all conde:i.sate immediately freezes (-20°C), and a freezing level (FL), where 

freezing starts to occur (- 5°C) , are defined. A percentage of the condensate produced 

between these levels is assumed to freeze at these levels. This percentage varies linearly 

with height from 0% at the FL to 100% at the IL. Additionally, a fraction of the conden-

sate produced below the FL is carried above the FL and is frozen between the FL and IL. 

The fraction is dependent on the cloud base temperature and varies linearly from 0.1 at a 

cloud base tem~erature of 25°C and above to 1.0 at a temperature of 5°C and below. This 

crudely accounts for condensate depletion due to warm rain processes since the warmer 

that the cloud base is , the more vertical depth will be above freezing so that there will 

be more chance for warm rain to occ r. In contrast , FC assumed that all condensate 

produced from the LCL to -25°Cwas carried to -25°C and froze at that level, creating 

a large positive temperature perturbat'on in the updraft . 

Once the updraft thermodynamic structure is determined, the vertical velocity profile 

can be computed with the steady state plume model. 
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where I is the so-called "virtual mass coefficient" which attempts to compensate for non-

hydrostatic effects and Bvu and Bv, arc the virtual potential temperature of the updraft and 

environment , respectively. Water loading is not included since there is no microphysical 

information. 

In the modified convective parameterization (since an artificial temperature perturba- · 

tion is not added to the updraft at the LCL ), if the vertical velocity of the parcel becomes 

less than 1 m/s before the parcel reaches the LFC , the vertical motion is set back to 1 

m/s . The updraft top is defined where the vertical motion becomes less than 1 m/s after 

the parcel reaches the LFC. 

5.2.3 Downdraft model 

The downdraft model has been completely rewritten from the original scheme. The 

new model relies heavily on the observational and modelling study of Knupp (1985, 1987). 

The level of free sink (LFS), the origination level of the downdraft air, is defined to 

be the (JE minimum of the environmental sounding. A parcel is brought to saturation at 

this level by precipitation evaporation. If the parcel does not continue downward into the 

sub-cloud layer, then a parcel at the next lower level is tested. This procedure is continued 

until a parcel is found that does remain negatively buoyant into the sub- cloud layer. If 

no LFS is found above cloud base, then no downdrafts are assumed to be present at this 

time. 

Similar to the updraft model, the downdraft mass flux profile is defined . According 

to Knupp (1985), there is a level that is approximately 800 m above the ground where the 

downdraft vertical velocity attains a maximum value (LMW). Vertical pressure forces will 

start to decelerate the downdraft below this level. From the observations of Knupp, the 

downdraft mass flux approximately triples from the LFS to the surface and that the mass 

flux at the LMW is approximately equal to the updraft mass flux at cloud base. This is 

the profile that is used in the downdraft model. 

With the downdraft mass flux profile defined, the thermodynamic structure and ver-

tical velocity can be determined. Defining the entrainment operator for the downdraft , 

(Ad"+t Md1:+1 + 6.MdAe) Ed(A) = ......__ ______ __.__ 
Md,. 
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where A is a quan tity to be ent rained , Md is a vertical mass flux of the downdraft , Ae is 

the average environmental quantity between levels k and k + l , and 6.Md is the change in 

mass flux bet ween vertical level k and level k + l. 
The changes to the parcel due to entrainment are, 

However , unlike the updraft , the downdraft is not saturated with respect to water. 

Either the relafrre humidi ty of the downdraft parcel needs to be specified or the evapo-

ration rate of the precipitation falling through the downdraft needs to be computed. The 

latter method is used in t his parameterization according to the bulk formula given by 

Betts and Silva Dias (1977). 

In this equation, rw is the saturation mixing ratio at the wet bulb temperature and 

IIE is what Bett s and Silva Dias called a pressure scale for evaporation which in this work 

was taken to be a constant of 60mb. With the evaporation rate known, a new potential 

temperature and OE (since the parcel did not descend saturated) can be computed. 

If melting or sublimation occurs, the OE of the downdraft is changed further. Evapo-

rated condensat e at levels co der than 0°C is assumed to be sublimed. From the 0°C level 

to 2 km below, the ice fraction of the convective precipitation is melted. The ice fraction 

is the remainder of the precipitation that was not involved in the warm rain process that 

was handled in the updraft . 

As with the updraft model , once the thermodynamic values are known, the downdraft 

vertical velocity can be determined with a similar steady state plume model. However, if a 

parcel is negatively buoyant throughout its descent in the downdraft, this model says that 

it will still be accelerating when it hits the ground. In reality, though, a downdraft parcel 
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will encounter several effects other than those included in the plume model including 

pressure forces . In addition, since the downdraft model is attempting to describe the 

average properties of the air over the lifetime of the downdraft, the computation of the 

downdraft buoyancy relative to the environment air will usually be an overestimation since 

some of the downdraft parcels will fall through previous downdraft air or a mixture of the 

ambient and downdraft air. This effect is crudely taken into account by assuming that the 

downdraft parcel is falling through 100% environment air above 3km, 50% environment 

and 50% downdraft air from 2- 3km, and 10% environment and 90% downdraft air under 

2km. 

8w2 2g Ovd - Ovm E ( ) -- = --~--+ d Wk+l OZ i Ovm 

where Ovm is the virtual potential temperature of the mixture of downdraft and environ-

ment air. 

5.2.4 The convective closure 

The closure of the convective parameterization can be defined as the determination of 

the actual convective heating and moistening rates that wil1 be applied to the mesoscale 

model using the information supplied by the grid variables, the updraft model, and the 

downdraft model. This often involves the computation of convective areas, timescales, 

etc. The closure assumptions in the modified convective parameterization are, in general, 

philosophically similar to FC. The main physical concept in the closure is that a line of 

convection develops in response to low level convergence. This line moves across the grid 

volume at a given speed, stabilizing the atmosphere that it contacts. Many changes in the 

details of the closure, however, have been made to remedy some of the problems of the 

original scheme. 

Before the actual closure is computed, some adjustments are made to the updraft in 

the new scheme. Recognizing that the 1-D Lagrangian parcel model, mostly due to the 

neglect of pressure forces, is not applicable to the average conditions over the lifetime of 

a convective cell, the cloud top and vertical velocity profile are adjusted ( the reasons for 
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these adjustment~ and how they affect the heating rates are given below ). The cloud top 

is taken to be the level where the potential temperature is equal to the average of the Be 

and Bu at the lev-el where the updraft model stopped the updraft. This crudely accounts 

for the fact that :nuch of the mass in the overshooting tops of cells descends quickly back 

to some equilibrium level and mixes with the environment. The average B is assumed to 

be that of this level, also approximating an entrainment process on the descent . 

The vertical velocity profile is then modified by the empirical function given by English 

(1973) which Wa3 derived ·rorn observations in Alberta, Canada. It is also consistent with 

the observations of Knupp (1985) and is used to first approximation here. 

Wuk = 0.91 Wmax [sin (-1r_z_k_-_z_sr_c) - 0.25sin (21r -Z_k_-_zs_r_c )] 
Zct - Zsrc Zct - Zsrc 

The mass flux profile of the updraft is then adjusted by a detrainment process from 

the vertical velocity maximum up to cloud top. The mass is detrained laterally into the 

anvil proportional to the vertical mass convergence profile of the modified updraft velocity. 

The actua: closure calculations can now be done. A convective timescale is defined 

as follows: 

where 6.xc is an effective model grid space Jb..x 2 + 6.y2 and Um is the mean wind speed 

in the cloud layer. 

The closure approximations then state that all CAPE will be consumed in this 

timescale. By use of an iterative process, similar o FC, the updraft and downdraft areas 

can then be determined. T e computation steps for the iterative process are as follows: 

- The updraft and downdraft areas are determined. 
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However, since the updraft velocity from cloud base to the LFC was arbitrarily 

imposed, those areas are arbitrary. Therefore , a constant area from the cloud base 

to the vertical velocity maximum is used that is the vertical average of the areas 

computed from the above equation between those levels. 

- The velocity of the compensating environmental subsidence and environmental area 

is found . 

Ae = t:::..xt:::..y - Au - Ad 

We= 
-(Mu+ Md) 

With this subsidence, the 8 profile of the environment is modified through vertical 

advection. 

o8e o8e -=-w-ot oz 
Because the timescale is usually ·on the order of an hour, this equation is handled 

numerically in an explicit time-split type of computation. The maximum Courant 

number of the subsidence ( wel:::..t/ t:::..z) is found and the number of smaller steps 

necessary to satisfy the stability criterion is found . A first order forward-upstream 

scheme is used over this number of smaller timesteps. 

- An adjusted grid virtual potential temperature is found that is an area weighted 

average of the updraft, downdraft, and environment. 

811 = (8uau + 8dad + Beae) 
g ag 

- A new value of CAPE is computed. If this value is adequately close to zero ( closer 

than 5% of the initial CAPE), then the convective parameterization will continue 

with these values. If the new CAPE is still greater than this value, then the updraft 

and downdraft mass fluxes are increased until the proper areas are attained. 
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This iterative process encompasses the most important calculations of the convective 

parameterization in determining the heating and moistening rates . In particular , the 

compensating subsidence is by far the most important effect in the heating profile . The 

actual structure of the updraft (aside from the detrainment in the anvil) has very little 

effect on the grid-averaged temperature because the updraft area is almost always very 

much smaller than the environmental area. For the same reason, the downdraft has very 

little effect on the heating rates except near the ground where the downdraft air may 

occupy a signific nt portion of the grid volumes. This is why the ice phase, for instance, 

in the updraft could be handled in an approximate way without affecting the accuracy in 

the scheme. 

The parameter which controls the s bsidence, and hence the heating profile, is the 

updraft mass flux profile. The detrainment modifications described above have a large 

effect on the subsidence since the updraft mass flux profile is altered. The updraft , espe-

cially with the steady state plume model, usually will penetrate the tropopause. Using 

only the specified mass flux profile ( doubling from cloud base to top), the largest subsi-

dence velocities will occur in the stratosphere where the stabilities are the highest. If this 

velocity is maintained for the entire timescale, the tropopause, in effect, will be advected 

downward. In some cases, this drop can be several kilometers. This is the reason Fritsch 

and Chappell's scheme produces extremely large heating rates and the sharp peak in the 

profile that occurs c.irectly beneath the original tropopause. 

The lateral detrainment of the updraft mass better simulates the actual physical pro-

cess. As an updraft parcel ascends through a. vertical level, applying mass continuity 

principles, another parcel must descend (assuming no lateral divergence). The subsident 

velocity of the parcel may have an instantaneous value similar to that computed by FC. 

However, it cannot maintain this velocity for the en tire timescale because it will descend 

dry adiabatically and soon be positively buoyant compared to its environment and expe-

rience an upward acceleration. A gravity wave oscillation thus is created which transports 

mass and heat horizontally and vertically away from the convective circulation. Many 

of the difficulties with cumulus parameterization in general stems from the assumptions 
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made regarding the effects of these propagating gravity waves and the hori zontal and ver-

tical distribution of the subsidence. While FC assume that thei r scheme is valid in grid 

volumes with horizontal dimensions on the order of 20 km , the assumption that all sub-

sidence occurs within a grid volume is technically only completely valid if the horizontal 

grid spacing is greater than the Rossby radius of deformation. 

After the above iterative process is complete, several other adjustments are made to 

the computed convective heating in the new scheme. The first involves a reduction of the 

updraft and downdraft mass fluxes due to a capping inversion. FC used the arbitrary 

temperature perturbation at the LCL in an attempt to account for an inversion from 

the LCL to the LFC. Aside from the arbitrariness , this method makes the FC scheme 

"all-or-nothing," either enough convection will occur to stabilize the grid volume or no 

convection will occur. This method also limits applicability of the scheme to smaller grid 

scales (about 20 km) . As the grid scale becomes larger, less of the area is covered with 

convection, hence less of the conditional instability is consumed by the convection. 

The new scheme treats the capping inversions in an entirely different fashion . In 

a manner somewhat similar to the convective parameterization scheme of Frank (1984), 

the first time convection occurs at a grid point, the resolved mass flux at the LCL is 

computed and "focused" into the computed updraft area. If the resulting vertical motion 

is adequate to break the inversion at cloud base, then the heating rates are not modified. 

If the resulting vertical motion is not strong enough, then the updraft area ( and updraft 

and downdraft mass fluxes) is reduced until the vertical motion will overcome the negative 

buoyancy. The reduction will occur down to the minimum cell size of an updraft having 

the computed properties (taken to be 1 km radius). No convective tendencies will be 

computed if the radius is determined to be smaller than this. If convection has occurred 

at the previous convective time at this grid point, then the downdraft mass flux at cloud 

base will be added to the resolved mass flux in determining the adjusted updraft area. 

The next computation ste·p in the scheme is similar to FC. The downdraft mass flux 

is used to fill the bottom grid layers. Usually, only a few hundred meters are needed to 

contain all the downdraft air . 
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After this, tie next major departure from the original scheme is done. In computing 

integrals of heating and moistening rates in the FC scheme, it was discovered that neither 

water mass or energy was conserved and that the discrepancies could be quite large. For 

instance , consider a situation where there were negligible downdrafts . In the FC scheme, 

all water mass used for the updraft (including precipitation and anvil evaporation) is not 

taken from the ~xisting supply in the grid column, but instead is created. Even with 

downdrafts considered, the only drying tendency that can be computed with the scheme 

is in the air near the ground where the downdraft has occupied a significant fraction of 

the volume. 

In an attempt to remedy this serious problem, at this point in the calculations of the 

new scheme, the entire water budget of the convection is recomputed so that water mass 

is conserved exactly. The ste~s that are taken are: 

- Updraft and downdraft vapor entrainment are taken from the environment water 

mass. 

- The downdraft mass started with some of the environmental vapor. The environment 

is decreased by this amount. 

- The total amount of water mass in the downdraft air is computed. The total water 

mass evaporated by the downdraft is taken as the residual of the total mass minus 

the initial mass minus the entrained mass. 

- The total condensate produced by the updraft is computed as the supply of vapor 

through cloud base plus the updraft entrainment minus the vapor that was needed 

to bring the updraft to water saturation. 

With the precipitation efficiency computed from the function given in FC, the 

amount of water mass evaporated in the anvil is the residual of the total condensate 

minus the precipitation minus the downdraft evaporation. If the anvil evaporation is 

not at least 10% of the vapor supply at cloud base, then the precipitation efficiency 

is redu ced. This simply states that a particular structure of cloud ( one with an 
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anvil) is expected. Since the function for the precipitation efficiency is very approx-

imate, it is assumed that this is the source of error if the cloud does not exhibit a 

significant anvil. The condensate evaporated in the anvil is distributed by the same 

profile used to determine the detrainment. All condensate is assumed to evaporate 

and the temperature reduced accordingly; if this evaporation causes any grid volume 

to become saturated, the mesoscale model's explicit thermodynamic diagnosis will 

recondense the water and return the latent heat. 

- Finally, the sub-cloud layer is depleted of the water mass that the updraft consumed. 

The method used to accomplish this is very approximate since in a convective sit-

uation, the boundary layer structure becomes quite complicated in the presence of 

updrafts, downdrafts, gust fronts, etc. Therefore, the method is to simply total 

the water mass present before the convection, deplete it by the a.mount consumed 

by the updraft, then replace any remaining water mass back into the grid volumes 

(proportional to volume) that are not occupied by the downdraft . 

The above method will exactly conserve water mass, but nothing yet has been done 

about energy. Although a similar energy budget may be able to be devised that will 

conserve energy, it is not quite as clear as with the water budget because of the unknown 

relationships between sub-grid energy conversions. Therefore, a different procedure is 

used. It is assumed that the total moist static energy in the environment before the 

convection will be exactly equal to the total moist static energy afterwards. This neglects 

kinetic energy and sensible heat removed by the precipitation. If there then is an excess 

of energy (as is usually the case), the heating tendencies are reduced. There are three 

main regions in the vertical column where heating is significant, the downdraft cooling 

near the ground, the evaporated condensate in the anvil, and the subsidence warming 

from cloud base to cloud top. Because of the difficulties in determining accurately the 

subsidence warming and the fact that the cooling near the ground and in the anvil is due 

to evaporated condensate, it is assumed that any discrepancy in total energy before and 

after the convection is due to an inaccurate accounting of the subsidence. The subsidence 

profile is then shifted so that energy is conserved exactly. 
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All of the computations so far have been done on the higher resolution convective grid. 

The tendencies now can be transferred to the regular model grid by a volume weighting. 

This, however, will cause a small spatial truncation error in the tendencies. The tendency 

profiles are then readjusted so that the model grid integrated tendencies are equal to the 

convective grid tendencies. 

5.3 Results and sensitivities of the convective parameterizations 

Thls sectio11 will test the convective parameterizations described above by comparing 

the FC-type scheme with the Kuo-type scheme. In addition, several "tweaks" will be 

made to the FC-type scheme in order to show how sensitive the scheme is to changes in 

its implementation. 

5.3.1 Initial conditions 

The sounding used for the following tests was the Topeka, Kansas rawinsonde report 

for 4 August 1977 at 0000 UTC except that an additional 10% relative humidity was 

added up to 850 mb to make the sounding more conducive for convection. The actual 

sounding used is shown in Figure 5.2. The model grid spacing was assumed to 30 km in 

the horizontal dimensions. A grid-scale vertical motion of 10 cm/sat convective cloud base 

was assumed. For the modified FC scheme, it was assumed that the grid column would 

be stabilized in the computed convective timescale. The convective parameterizations 

were then run with these conditions and the predicted convective tendencies to potential 

temperature and mixing ratio were plotted. 

5.3.2 Results of the modified Kuo scheme 

The convective heating and moistening rates from the simple Kuo scheme for thls 

sounding are 3hown in Figure 5.3. The magnitudes of the heating rates agree well with 

Lewis (1975) as does the shape of the profile. The downdraft cooling near the ground 

is several factors less than that predicted from the modified FC scheme described below, 

however. That scheme predicted that the downdraft would be about 10 K less than 

the environment near the ground while in this scheme the temperature deficit of 5 K is 
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Figure 5.2: Sounding from Topeka, Kansas at 4 August 1977, 0000 UTC with 10% added 
relative humidity from the ground to 85 kPa. 
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specified . These profil~s will be compared to the modified FC scheme in the next section. 

5.3.3 Results of the modified Fritsch-Chappell scheme 

In order to show that the new scheme, although greatly modified , can produce ba-

sically the same resu·ts as FC , a test was run without two of the most important mod-

ifications to see if the new scheme could produce a convective heating profile similar to 

Figure 11 in Fritsch and Chappell (1980b) (Figure 5.1). A profile of this shape was seen in 

almost all atmo3pheric profiles examined when run with the unmodified FC scheme. The 

two modifications in question are the lateral detrainment of updraft mass and the mod-

ification of the updraft vertical motion profile with the function of English (1973). The 

convective heating profile for this test is shown in Figure 5.4. The two profiles have many 

similarities; bmh have very igh amplitudes of the heating rates just under the original 

tropopause and extremely high magnitudes of the cooling rates in conjunction with the 

overshooting tops. The sha~s of the profiles are also very similar. 

The lateral detrainment alone will not solve the problems with the heating profile. 

But with the addif on of the lateral detrainment and the function of English which will 

lower the level of the updraft vertical velocity maximum to a level much more along the 

lines of many observational studies, the profile takes on a much more reasonable amplitude 

and shape (Figure 5.5). The heating maximum is not a sharp peak, but more of a broad 

region with a magnitude much closer to that of the observational studies of Lewis (1975). 

Comparing these tendency profiles also with the Kuo scheme described above, relatively 

close qualitative agreement between the shape and magnitude of the profiles can be seen. 

This test will be termed the "control" run for the remainder of this chapter. 

This test indicates the modifications to the original FC scheme may produce more 

reasonable convec: ive heating profiles. 

Tests of the convective timescale 

The bas:c premise behind the FC scheme is that convection will develop under certain 

conditions and will consume all of the existing CAPE in some convective timescale. The 
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Figure 5.3: Convective heating and moistening rates from the simple Kuo-type parame-
terization. 
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Figure 5.4: Convective heating and moistening rates from the new Fritsch/Chappell-type 
parameterization without lateral anvil detrainment and updraft velocity modifications. 
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Figure 5.5: Convective heating and moistening rates from the new Fritsch/Chappell-type 
parameterization wi th all modifications . 
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specification of this t imescale is taken to be the time that it would take the convective 

cells to move across t he grid volume assuming they were moving at the mean wind speed 

in the cloud layer. However, a MCS or even individual cells can often move at speeds 

substantially different than advective speeds; in some cases they may be anchored to a 

stationary convergence line and continuously regenerate at the line, not showing much 

lateral displacement at all. In other cases, they may move at speeds faster than the wind 

velocity at any level in the troposphere (Fortune, 1989). 

This next test modified the computed convective timescale of the control run which 

was 2771 seconds. Three other timescales were specified, 1200, 3600 , and 7200 seconds. 

The resultant maximum heating rates are shown in Table 5.1. The magnitude of the rates 

are almost linear functions of the inverse of the timescale; a doubling of the timescale 

results in a halving of the heating. 

Table 5.1: Convective timescale tests. 

Timescale( s) Max heating rate (k/ day) 

1200. 241.02 
2771. 124.67 
3600. 100.08 
7200. 51.97 

Kuo 92.60 

The modification by Zhang (1985 1 of the original FC scheme where he specified that 

only 50% of the CAPE would be consumed in the convective timescale is also equivalent 

to saying that the timescale is doubled from its advective speed. In the light of these 

sensitivity tests, one can see that he cut his convective heating rates in half. 

The rate at which the heating is applied to the mesoscale model can have an effect on 

the resultant circulation even if the time-integrated heating is the same. The faster that 

heating is applied the more likely it is that the model will develop an unbalanced, transient 

gravity wave response ( depending, of course, on horizontal resolution and extent of the 

heating) where a slower heating rate can more easily lead to a more balanced circulation. 
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Tests of the energy conservation requirement 

As was the case in almost all atmospheric profiles examined , t he FC-type scheme 

added far more energy to the grid column than was actually released through condensation. 

Figure 5.6 shows the vertical heating profile for this test case without the conservation 

requirement exercised. The heating maximum and much of the profile was reduced by 

over 20 K/day when the scheme was constrained to conserve energy in the column. 

5.4 Summary 

To summarize this chapter on convective parameterization, many problems with the 

currently used convective schemes have been identified and described. Unfortunately, 

convective parameterization must still be used in meso-a scale numerical simulations today 

and for the foreseeable future because of lack of computer power. Two different schemes 

have been developed as part of this research, a simple, Kuo-type parameterization and 

a much more complex Fritsch/Chappell-type parameterization. Experience with the FC-

type scheme showed that, because of many arbitrary assumptions and parameters that 

are common to the modified FC scheme and the original FC (1980a) scheme, the results 

were overly sensitive to small changes in the scheme. A comparison between the modified 

FC and the Kuo schemes was presented as an illustration of the problems that may be 

encountered. Since it is undesirable for the convective parameterization to be overly 

sensitive to other changes in the model physics in sensitivity runs, it was decided to use 

the simpler Kuo scheme in the actual model simulations. 
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Figure 5.6: Convective heating and moistening rates from the new Fritsch/Chappell-type 
parameterization without energy conservation modifications. 



Chapter 6 

THE CCOPE MCC 

During the Cooperative Convective Precipitation Experiment (CCOPE) in eastern 

Montana, a mesoscale convective complex (MCC) formed during the night of 2-3 August 

1981 from convection originating in central Montana . This system did not produce much 

hail or flooding as it propagated through the Dakotas, but it was unusual in hat the system 

formed in a baroclinic and highly sheared environment. This system may be classified as 

a derecho event (Hinrichs, 1888; Johns and Hirt , 198i) as there were numerous reports 

of strong straight line winds along the path of the convective system. This chapter will 

briefly describe the synoptic analysis of this MCC. 

6.1 The observed convective system 

As mentioned , this MCC formed in a highly baroclinic, sheared environment , unlike 

the more "classic" MCC environment described by Maddox (1981 ). The initial convec-

tion , which was quite severe, developed in central Montana about 2200 UTC and moved 

through the CCOPE observational network by 0000 UTC . As the convection reached the 

western Dakotas, it merged with weaker storms that had formed in northern Wyoming, 

probably due to a confluent mid-level (about 70 kPa) flow (Cotton et al. , 1984). The deep 

mesoscale circulation of the system intensified after the merging ( as is often observed) 

and the anvil shield reached Maddox's size criteria for an MCC shortly afterward. The 

system propagated through the Dakotas, reaching the Minnesota border by 1200 UTC on 

3 August. 

The upper level flow over the northern United States was generally from the west 

southwest to the east northeast throughout the period . A deep , relatively stationary 

trough was positioned over the eastern Pacific, providing a generating mechanism for 



56 

short waves and the associated jet streaks. F igure 6.la shows the mid-level Montgomery 

streamfunction and pressure fields c,n the 320 K isentropic surface whi le G.lb shows these 

fields on the 340 K isentrope at 0000 UTC on 3 August. A general ridging in the mid and 

upper level flows can be seen over the MCC genesis region of eastern Montana although a 

weak trough in the 320 K streamfunction was evident in central Montana and Wyoming. 

This trough can be more clearly seen in the 70 kPa level analysis (Figure 6.2) performed 

by Cotton et al. (1984). Tl::is trough was not visible in the analyses 12 hours earlier. The 

isotach fields at the 320 ar_d 340 K isentropic levels at 0000 UTC are shown in Figure 

6.3. The MCC developed on the south side of the mid-level jet core and almost directly 

beneath the upper level cor~. 

In the lower levels , a heat low centered in western Wyoming at 1200 UTC on 2 August 

moved toward the northeast during the morning and afternoon hours. By 1500 UT C, t he 

low was far enough east to tap the high Be air that was on the plains and the moisture 

began to advect into southeast Montana. This, in conjunction with a weak front moving 

south from Canada, provided the low level lifting to trigger the initial storms in central 

Montana. The surface characteristics at 0000 UTC are shown in Figure 6.4. 

Figure 6.5 shows the evolution of the precipitation features through the lifespan of 

the MCC with the NWS radar summaries. From the initial severe storms in east-central 

Montana at 2335 UTC, the convection weakened and became somewhat disorganized 

by 0135 UTC. Within the next few hours, perhaps partly due to the confluent mid-

tropospheric flow , the convection again became organized and more widespread as the 

system attained MCC status. Schmidt and Cotton (1989) present a more complete analysis 

of the convective structure of the MCS just before the system reached MCC status around 

0300 UTC. The MCC propagated across the Dakotas and by 1135 UTC was over the 

Minnesota border. It broke apart and lost its MCC status by 1300 UTC. Note also the 

change in orientation of the convective elements. From a line oriented parallel with the 

wind shear early in its life, the convection re-oriented perpendicular with the shear more 

like a squall line structure as the system crossed the Dakotas. In addition , the stronger 

convective elements extended throughout the north-south extent of the anvil shield. ;:-..fore 
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Figure 6.1 : 3 August 1981 0000 UTC pressure and Montgomery stream function fields on 
the 320 K isentropic surface. Contour intervals are 2 kPa and 200 m2 s- 2 . 



/ '·/ .[_ / Y, / I! 

/ . ~~---
/ i ---

', .... .... ;· 
't-. 

/ '----., 
:' ' 

/ / 
I ' 

------L 
I 
I 
I 

i 

r ---
/) 
I 
I I ) , I 

58 

,,,, .. " 

\ 
\ 
\ 
\ --

\ 
\ 

Figure 6.1 : 3 August 1981 0000 UTC pressure and Montgomery stream function fields on 
t he 340 K isentropic surface. Contour intervals are .9 kPa and 300 m2s-

2
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Figure 6.2: 3 August 1981 0000 UTC 50 and 70 kPa height and temperature analysis from 
Cotton et al., (1984). 



., I '--I 
I 

/ 
I 

I 

...... __ __ 

I 

/ / 1· 
// 

' I '----I 
I -..........., 

I 

/ 
............. 

I 

I 
'I 
/~ 0 I 
/ ' I 

I 
I I 

60 

--'(j2 I 

\ 
i 

\ 
\ 

,,. ,,,,.-; 

\ 
\ 
\ 

I 

\ 

' \ 
\ 

Figure 6.3: 3 August 1981 0000 UTC isotach analysis on a) 3-l.0 K isentrope with contour 
interval of 2 ms- 1 and b) 320 K isentrope with contour interval of 1 ms- 1. 
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Figure 6.4: 3 August 1981 0000 UTC surface equivalent potential temperature analysis. 
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barotropic MCC's typically have the stronger convection located on the south side of the 

anvil shield in a more favorable location for inflow from the low level jet. 
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A.) 

B.) 

Figure 6.5: National Weather Service radar summaries from a) 2 Aug 1981 2135 UTC , 
b) 2 Aug 1981 2335 UTC, c) 3 Aug 1981 0135 UTC , d) 3 Aug 1981 0435 UTC , e) 3 Aug 
1981 0935 UTC , and f) 3 Aug 1981 1135 UTC. 
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Figure 6.5: Continued. 
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Figure 6.5: Continued. 



Chapter 7 

THE COARSE RESOLUTION NUMERICAL SIMULATIONS 

7.1 The choice of the "control run:" a question of verification and predictabil-
ity 

As mentioned previously, the goal of this research is not to show that the model 

results can exactly mimic the observations of the particular case that was chosen for 

simulation. Indeed, the verificat ion question is a difficult issue for those who need to show 

the forecast ability of a model. It has been standard practice in the past to verify model 

forecasts against the da:a. analysis that has been performed by operational centers such as 

NMC or ECMWF. These analyses, though, a.re used by the centers for various purposes 

including the initialization of their synoptic scale operational models so that the analyses 

need to be relatively smooth. This is especially true if one is doing a historical case. 

In the case presented in th ·s research (year 1981), the N1IC analyses were truncated at 

global wavenumber 20, which corresponds to a horizontal wavelength of about 2000 km. 

Therefore, if an "S1" score or similar measure of model performance was computed for 

a model with even a relatively coarse resolution of 100 km, any mesoscale feature with 

a wavelength less than 2000 km thac was produced by the model would be considered 

forecast error. 

Rather than verify model forecasts against an analyzed dataset, an attempt could 

be made to compare against actual rawinsonde or surface measurements. The problem 

with this approach is that these measurements are point measurements while the model 

results, even if not explicitly stated in the model's derivation, need to be considered as 

areal or volume average~. Since the rawinsonde resolution is much coarser than the model 

resolution, an adequate observational sample is not taken of the atmosphere to compute 

the statistics . Even the surface observations only have an average of 2 or 3 points in each 
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100 km grid area. This is especially a problem in the summer season when forcing for the 

significant weather occurs on smaller spatial scales than often occurs in the winter. 

Since the operational models today have resolutions of about 80 ,;:m (some are down 

to 30-40 km), the question of verification on the mesoscale will need to be addressed soon. 

Ideally, observational datasets of adequate spatial an temporal resolution and adequate 

spatial coverage are desired. However, this requires measuring systems of even higher 

resolution than those currently planned for the early to mid-1990's (wind profilers, etc.). 

With these problems of model verification in mind, the goal of the current research 

is to provide a test vehicle to study various hypotheses about the development and prop-

agation of MCCs. However, the question remains as to whether the model adequately 

simulates the atmosphere so that any conclusions drawn from the model results can be 

extended to the real atmosphere. The answer that will be given here is one of circum-

stantial evidence only. The model results will be compared only qualitatively with the 

available observations (radar, satellite, etc.) . It is expected that the model is capable 

of producing mesoscale features, hence rendering the current quantitative synoptic-scale 

measures of model performance useless. 

Along with the issue of verification of model performance , another question can be 

raised concerning the predictability of a particular event. The Lorenz type analysis which 

concluded that lack of information on scales smaller than observable will eventually feed 

upscale to all larger scales and destroy the predictability will not be addressed here. 

That analysis would produce a predictabili ty time of 24-48 hours for mesoscale convective 

systems, which is longer than the simulation presented in this research. Another question , 

though, can be raised: "Will a slight change in initial conditions, boundary conditions, or 

aspects of the model formulation produce a significant change in the predicted event?" 

In previous research, modellers have tested a model's sensitivity to initial conditions 

by introducing a random perturbation (which can be hypothetically viewed as measure-

ment errors) into the initial fields (Anthes, personal communication). Anthes found that 

the model simulations , after a period of adjustment to the imbalanced perturbation, were 

not overly sensitive to the random forcings. This was probably due to the fact that many 
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mesoscale events are forced by mesoscale variations in su rface characterist ics which can 

produce larger and more organized vari ations in t he atmosp here than random forcings. 

Unfortunately, a perfect atmospheric prediction model does not yet exist . In this 

study, a different class of predictability considerations will be examined. There are many 

uncertainties in the inifal conditions and model formulation .There are many assump tions 

made in some of the model's parameterizations, where there is no physical basis for these 

assumptions, only circumstantial evidence and "intuition ." Of the numerous simulations 

that have been made over the length of this research, two simulations showing the sen-

sitivity of the model to numerical and initialization uncertainties will be shown. The 

first sensitivity simulation will present a test of the horizontal diffusion parameterization 

which also implicitly tests horizontal resolution. The second sensit ivity simulation will 

vary the initial condi tions for the run by modifying the initi al soil moisture content which 

is not a quantity that is routinely measured. It has been shown in several studies that the 

daytime atmospheric boundary layer structure and depth is highly dependent on the soil 

moisture content. Since t he boundary layer differences between the U. S. High Plains and 

Central Plains lead to the development of the nocturnal low-level jet and the structure of 

the mountain/ plains solenoid, it could be expected that the initiation and behavior of an 

MCS that develops with forcing by the low-level jet could be affected by the initial soil 

moisture content which is used by several of the parameterizations currently employed in 

mesoscale models (Blackadar, McCumber and Pielke, Tremback and Kessler). 

In choosing a particular simulation for this case study to use as the control run , these 

questions of verification and predicta:Jility must be addressed. In this work, simulations 

testing various aspects of some of the uncertainties in the parameterizations and initial 

fields have been run for the CCOPE 1981 case study. The simulation chosen as a con trol 

exhibited the best gross behavior of the convective system eing studied as compared to 

the radar summaries . T he following section will describe the control simulation in de-

tail, comparing the results with the available observations , then present the predictability 

experiments mentioned above, comparing with t e simulation chosen for the control run. 
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7.2 The control simulation and predictability experiments 

This section will present the results from the simulation that was chosen as t he control 

experiment and compare these results to the observations. Then the predictability tests 

covering two examples from the above discussion will be presented. 

The model simulations were started at 1200 UTC on August 2. The coarse resolution 

simulations had a grid spacing of 1.4° in the east-west direction and 1 ° in the north-south 

direction which corresponds to about a 110 km grid spacing at 45° north. There were 56 

grid points in the east-west and 46 in the north-south. The domain extended from 20° 

north to 65° north and from 140° west to 63° west . The long timestep length was 120 s 

with a small timestep length of 30 seconds. 

7.2.1 The control simulation for the CCOPE case 

As mentioned, the control simulation was chosen as the run which exhibited the best 

qualitative match between the modelled convective system and the observed behavior 

from the radar summaries. An additional consideration was one of economy. Since several 

sensitivity tests were to be run, only the coarser grid (about 110 km esolution) was run. 

The model configuration for this run was basically t e model description as detailed in 

Chapter 3 except that the resolved precipitation processes were turned off. Resolved latent 

heating due to condensation was still included. 

In a simulation such as this, there are a great many ways to look at the model results . 

Figure 7.la-h shows the behavior of the convective system from the standpoint of the 

convective precipitation rate as computed by the convective parameterization. This rate 

can, in a qualitative sense, be compared to the radar summaries (Figure 6.5) especially 

when considering location of the active precipitating areas. Only a qualitative comparison 

can be made, however, since the radar will show both convective and much of the strati-

form precipitation particles whereas the modelled convective precipitation rate is only the 

contribution from deep convection. Starting at 1800 UTC (Fig i.la), there is very little 

convective activity over Montana as observed. The convection predicted by the model to 

the southeast over Oklahoma, Kansas , Iowa, and Illinois was observed to occur at that 
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A. 

0 

B. 

Figure 7.1: Convective parameterization precipitation rate from coarse resolution control 
run. a) 2 Aug 1800 UTC, b) 2 Aug 2200 UTC, c) 3 Aug 0000 UTC, cl) 3 Aug 0400 UTC , 
e) 3 Aug 0600 UTC , f) 3 Aug 0800 UTC , g) 3 Aug 1000 UTC , h) 3 Aug 1200 UTC. 
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Figure 7.1: Continued. 
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E. 

F. 

Figure 7.1: Continued. 
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H. 

Figure 7.1: Continued. 
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time, although the model located the convection too far toward the northwest. By 2200 

UTC (Figure 7.lb ), the convection is beginning over ~Iontana and northern Wyoming. 

The convection strengthened by 0000 UTC (Figure 7.lc) while the convective li ne over the 

central Plains weakened. The observed convective region in Montana weakened by 0200 

UTC but reintensified by 0400 UTC. The location of the modelled system was good, but 

the simulated system continued to intensify from 0000 UTC to 0400 UTC (Figure 7.ld) 

and, .by 0600 UTC (Fig 7.le), moved out into the western Dakotas. The system contin-

ued to propagate through the Dakotas until the end of the simulation at 1200 UTC (Fig 

7.lh) when it was located over the eastern Dakotas , lagging a bit behind the observations 

which placed it directly over the Minnesota border. This discrepancy, however, because 

of the relatively coarse model resolution , was lagged only by 1-2 grid points. The spatial 

orientation of the convective region of the system was also similar to observations. The 

system originally formed in Montana with the main convective areas elongated parallel to 

the mid and upper level wi ds . As the system propagated through the Dakotas , the main 

convective region of the system reoriented to be perpendicular to the upper level winds 

at a similar time as was observed. This transformation occurred rather abruptly ( over 

a 2 hour period) and may have marked a change in the dynamics of the system. This 

transformation will be covered in more detail in the next chapter. 

Focusing next on t e surface characteristics of t he circulation, the next figures show 

the low level fields following the lowest sigma-z coordinate surface which was about 150 

m above the ground. Figures 7.2a-d show the perturbation Exner unction field on this 

coordinate surface. The perturbation field is not reduced to sea level or other constant 

height level. At the beg:nning of the model simulation at 1200 UTC, two distinct areas of 

low pressure are evident over southern Montana and western Nebraska and Kansas . This 

regime continued up to about 2200 UTC when the southern low center dissipated . The 

low center over Montana then became dominant , moving slightly toward the east through 

the rest of the simulation. 

Figures 7.3a-f show the time evolution of the low level isotachs and wind vectors 

through the 24 hour simulation. At 1200 UTC on 2 Augus t, the low level jet is evident 
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Figure 7.2: Perturbation Exner function on terrain following coordinate surface 150 rn 
above ground from coarse resolution control run. a) 2 Aug 1200 UTC , b) 2 Aug 2200 
UTC, c) 3 Aug 0600 UTC, d) 3 Aug 1200 UTC. 
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Figure 7.2: Continued. 
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A. 

B. 

Ffgure 7.3: Isotachs and wind vectors on terrain following coordinate surface 150 m above 
ground from coarse resolution control run. a) 2 Aug 1200 UTC, b) 2 Aug 1800 UTC , c) 
3 Aug 0000 UTC, d ) 3 Aug 0400 UTC, e) 3 Aug 0800 UTC , f) 3 Aug 1200 UTC. 
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Figure 7.3: Continued. 
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E . 

F. 

Figure 7.3: Continued. 
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through the central Plains with velocities up to 10 m/s. The jet weakened throughout t he 

day, especially to the north an<l west of the convecti\·e line through the Plai ns . Dy 0000 

UTC (Figure 7.3c) as the central Plains convec ive line weakened and the low pressure 

center over Kansas dissipated, the jet redeveloped toward the northwest , providing an 

energy and moisture source to Montana from the southeast . Comparing Figure 7.3c with 

a surface analysis of the area (Figure 6.4), good agreement again can be seen between 

the observations and the model results. Along with the southeasterly flow into Montana, 

the northeasterly flow from southern Saskatchewan can be seen behind the weak surface 

front . The low level jet continued to strengthen and veer throughout the night with the 

strongest convection occurring near the nose of the jet . 

The low level moisture field is shown in Figures 7.4a-e. From the initial field at 1200 

UTC, the mixing ratio decreased throughout the day as the boundary mixed out the 

moisture faster than the surface could act as a supply. From a morning value of about 

12 g/kg at 1200 UTC, the moist re decreased to about 7 g/kg by 0000 UTC when the 

convective system was developing. This was much less than the observed values of 12-14 

g/kg. Several factors could account for this discrepancy including inadequate initialization 

of soil moisture and neglect of local sources. Results from a sensitivity test of soil moisture 

initialization are presented below. 

At the 5.16 km level, the isotachs are shown in Figures 7.5a-e. At the initial t ime 

(Figure 7.5a) , a jet core was entering the Montana-Idaho region. During the day, the 

core propagated farther toward the east and dipped southward. By 0000 UTC , the core 

was located such that its nose was directly over the genesis region of the MCC. After 

the system developed , a small perturbation developed at the jet nose, most likely from 

enhanced inflow into the system (a rear level inflow jet). The inflow jet perhaps can be 

more easily seen in the relative vorticity field (0600 UTC, Figure 7.6) and is evidenced 

by a small positive vort icity perturbation over the extreme southeast corner of !\fontana. 

The jet and its perturb tion accompanied the system throughout the night as the !\ ICC 

crossed the Dakotas. 
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Figure 7.4: Total water mixing ratio field on terrain following coordinate surface 150 m 
above ground from coarse resolution control run . a) 2 Aug 1200 UTC , b) 2 Aug 1800 
UTC, c) 3 Aug 0000 UTC , d) 3 Aug 0600 UTC , e) 3 Aug 1200 UTC . 
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Figure 7.4: Continued. 
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E. 

Figure 7.4: Continued . 
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B. 

Figure 7.5: Isotachs and wind vectors at 5.16 km above sea level from coarse resolution 
cor.trol run. a) 2 Aug 1200 UTC, b) 2 Aug 1800 UTC, c) 3 Aug 0000 UTC , d) 3 Aug 0600 
UTC, e) 3 Aug 1200 UTC. 
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Figure 7.5: Continued. 
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Figure 7.5 : Continued . 
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Figure 7.6: Relative vorticity field at 5.16 km above sea level from coarse resolution control 
run at 3 Aug 0600 UTC. 
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The mid-level pressure perturbation fields are shown in Figures 7. 7a-d. At 0000 UTC , 

the 1fontana-Dakota region was under general ridging although a sta tionary wa\·e .seem-

ingly associated with the topography was seen. This wave remained stationary throughout 

the simulation and no other evidence of a shortwave was found either in the pressure or 

the wind field. The relatively strong synoptic scale gradients may have obscured smaller 

perturbations, however. 

The convective system can be seen in the mid-levels with the vertical motion (Fig-

ures 7.8a-d) and moisture fields (Figures 7.9a-f). At 1800 UTC , well before any strong 

convection developed in Montana, there was upward motion of over 4 cm/s over Mon-

tana that was apparently forced by synoptic scale dynamics. By 0000 UTC, after some 

convection had occurred, the upward motion became locally stronger, reaching about 10 

cm/s. Later (0800 UTC), after the convection had become st ronger and more persis tent, 

the vertical motion became much stronger ( over 20 cm/ s) and more focused . By the end 

of the simulation (1200 UTC) the upward motion associated with the convective system 

again became weaker and more diffuse but organized in the bow-shaped pattern similar 

to the convective precipitation fields at the same time as the actual MCC was observed 

to begin its dissipation. 

The moisture fields (total water mixing ratio) in Figures 7.9a-f-show mostly the re-

sponse of the moisture field to the advection by the resolved vertical motion. Although 

there is an additional source of moisture in this simulation from the convective parame-

terization, that moisture source is predominantly put higher into t he atmosphere. Since 

resolved precipitation processes are not included in this control run, the moisture could 

only be advected and not precipitated. The moisture fields at 1800 and 0000 UTC show 

very little perturbation, as expected , over Montana since the resolvable circulations forced 

by the convection did not spin up by then. By 0200 UTC, however, a perturbation can 

be seen which grew larger as the simulation progressed. The region of higher moisture 

moisture moved with the system but somewhat lagged the upward vertical motion by the 

end of the simulation. 

For a description of the upper level flow during the simulation , the 9.96 km level will 

be shown which was just under the tropopause in the Montana area. The isotach and 
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Figure 7. 7: Perturbation Exner fu nction field at 5 .16 km above sea level from coarse 
resolution control run. a) 2 Aug 1200 UTC , b) 2 Aug 1800 UTC , c) 3 Aug 0000 UT C, d) 
3 Aug 1200 UTC. 
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Figure 7.7: Continued. 
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Figure 7 .8: Vert' cal veloci ty field at 5.16 km above sea level from coarse resolution control 
run. a) 2 Aug 1800 UTC, b) 3 Aug 0000 UTC, c) 3 Aug 0800 UTC , d) 3 Aug 1200 UTC. 
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. . ontrnued . Figure 7 8· C . 
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B. 

Figure 7.9: Total water mixing ratio field at 5.16 km above sea level from coarse resolution 
control run. a) 2 Aug 1200 UTC, b) 2 Aug 1800 UTC, c) 3 Aug 0000 UTC, d) 3 Aug 0200 
UTC, e) 3 Aug 0600 UTC, f) 3 Aug 1200 UTC. 



94 

Figure 7.9: Continued . 
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Figure 7.9: Continued. 
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velocity vector fields are shown in Figures 7.lOa-e. Again, as in the mid-levels , a general 

ridging can be seen at t" e initial time ( 1200 UTC) wi th a strong jet core movi ng into 

the MCC genesis region. By 1800 UTC, this core had "split," with a slightly weaker 

core developing just downstream from the genesis region whHe the original core remained 

relatively stationary. Remember that there was no significant convection yet in the area. 

The primary core then began to propagate so that by 0000 UTC, there was mostly a single 

core structure again. The reason for this split or if it had any affect on the development 

of the original convectio in Montana was not investigated with the model since it was 

not a focus of this study. By 0200 UTC, the upper level outflow jet associated with 

the MCC was beginning to develop in the same region where the secondary core had 

formed earlier. The outflow jet became very well developed by 0600 UTC and had moved 

downstream. Note also the retardation of the flow as it approached the system. This 

structure persisted through the remainder of the simulation. The outflow jet can also be 

seen in the relative vorticity field (Figures 7.lla-b). From a relatively innocuous ridge 

pattern at 0000 UTC, the negative perturbation associated with the anti-cyclonic outflow 

jet became quite pronounced by 1200 UTC. 

The upper level vertical motion fields (Figures 7 .12a-d) developed quite similarly to 

the mid-level fields. From general rising motion over Montana at 1800 UTC, the upward 

motion becomes stronger and more focused by 0000 UTC as t he convection began. The 

upward motion becomes very focused by 0600 UTC before spreading out by 1200 UTC. 

The upper level moisture fields (Figures 7.13a-d) were also similar to the mid-level 

fields, but because of the added contribution from the convective parameterization source, 

the perturbation associated with the Montana system can be seen earlier. By 0200 UTC, 

the resolved upward motion of the MCC had developed to enhance t he perturbation. 

The perturbation moved with the resolved upward motion through the remainder of the 

simulation and , most likely because of higher horizontal advective speeds , was farther 

downstream at the end of t he simulation than the mid-level moisture perturbation. Note 

also the reasonably circular shape of t he perturbation. 

In summary, the control simulation has reproduced many of the features of observed 

MCCs and the composite MCCs of rviaddox (1980) and Cotton et al. (1989) in general 
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Figure 7.10: Isotachs and wind vectors at 9.96 km above sea level from coarse resolution 
control run. a) 2 Aug 12001JTC, b) 2 Aug 1800 UTC , c) 3 Aug 0000 UTC, d) 3 Aug 0600 
UTC, e) 3 Aug 1200 UTC. 
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Figure 7.10: Continued. 
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Figure 7.10: Continued. 
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Figure 7.11: Relative vorticity funct ion field at 9.96 km above sea level from coarse reso-
lution control run. a ) 3 Aug 0000 l"TC , b) 3 Aug 1200 UT C. 
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Figure 7.12: Vertical velocity field at 9.96 km above sea level from coarse resolution control 
run. a) 2 Aug 1800 UTC, b) 3 Aug 0000 UTC, c) 3 Aug 0600 UTC, d) 3 Aug 1200 UTC. 
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Figure 7.12: Continued. 



103 

A. 

B. 

Figure 7.13: Total water mixing ratio field at 5.16 km above sea level from coarse resolution 
control run . a) 2 Aug 1800 UTC, b) 3 Aug 0000 UTC, c) 3 Aug 0600 UTC , d) 3 Aug 1200 
UTC. 
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Figure 7.13: Continued. 
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and of the 2-3 August 1981 MCC in particular. Some of these features are the upper level 

outflow jet and t he associated posit ive vorticity anomaly, mid-level inflow jct. circula r 

mid- and upper-tropospheric moisture perturbations, re-orientat ion of the convective line, 

and, in general , an upscale development of the system from a sub-grid scale convective 

heat source to a meso-a-scale resolved circulation. Although there were many differences 

between the simulated and observed MCC, it is felt that conclusions based on the model 

results may be extended to the real atmosphere. 

7.2.2 Variations in the horizontal diffusion coefficient 

Horizontal diffusion in a larger scale model is commonly thought of as jus t a numerical 

filter on the fields since there is very little observational information or physical intuition 

on which to base a parameterization. The filter is used as a way to reduce the small 

wavelength features in the field so as to reduce numerical aliasing and "noise" in the 

model fields. Since there is little physical information to use, the strength of the diffusion 

is usually adjusted so that the model fields are "smooth enough." This obviously is a 

very qualitative measure and could vary from individual to individual. The following 

experiments have adjusted the strength of the horizontal diffusion to de termine its effect 

on the simulation of the CCOPE MCC. 

The horizontal diffusion coefficient for the model was defined as: 

where Km is the exchange coefficient for momentum, J(h is the coefficient for heat 

and moisture, and D is the deformation. The turbulence scale length , l , is taken as 

J6.x 2 + 6.~2 • For the horizontal exchange coefficients , only the horizontal components of 

deformation are used since vertical shear may have little to do with sub-grid scale processes 

on the meso-a -scale resolutions considered in this research. 
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This value is then checked against a minimum value to ensure that there is a back-

ground amount of diffusion to ensure "enough" smoothing for shor t wavelength featu res 

produced by numerical aliasing, etc. Since the horizontal deformation used in the formu-

lation for Km is usually small on a llO km grid, the minimum value was used for virtually 

the entire simulation. The control simulation had the value of Kh/ Km set to 3 similar 

to the vertical diffusion formulation while the minimum value for Km was 1.66 x 10-5/ 2 

which corresponds to a value of the stability parameter for a second order diffusion scheme, 

(I(6.t/6.x 2), of about .002 (about 0.8% of the maximum damping value of .25). Two 

other simulations were run in which the value of Kh/ Km was set to 1. The minimum values 

for Km were 2.5x 10-Sf? in the weaker diffusion run and twice that value (5.0x 10-5/2) in a 

stronger diffusion run which corresponds to a value of the stability parameter (I( 6.t / ~x2) 

of about 0.003 and 0.006, respectively ( about 1/ 4 of 1 % and 1/2 of 1 % of the maxi-

mum damping value) which are still relatively small values for diffusion. These values are 

summarized in Table 7.1. 

Table 7.1: Horizontal diffusion coefficients for sensitivity runs. 

Run Km Kwtrt J(H K .6.t 

Control 200,860 0.002 602,580 0.006 
Weaker 301,290 0.003 301 ,290 0.003 
Stronger 602,580 0.006 602,580 0.006 

km and kH are computed for a llO km horizontal grid spacing. 

Focusing first on the simulation with the weaker horizontal diffusion for the thermo-

dynamic quantities (Bil and total water), Figure 7.14a-b shows the convective parame-

terization precipitation rate at 0000 UTC. The Montana convective region was similar , 

however, major differences appeared in the southeastern Colorado region where the weaker 

diffusion run had a much stronger system. By 0600 UTC, t e sensitivity run had a more 

focused, shorter wavelength system which is consistent with less filteri g although the 

magnitude of the precipitation was less at this time. Again consistent with less diffusion , 

the mid-level vertical motion (Figure 7.15) is about twice as strong as the control run , as 
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Figure 7.14: Convec ive parameterization precipitation rate from coarse resolution weaker 
diffusion run. a) 3 Aug 0000 UTC, b) 3 Aug 0600 UTC. 
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is the mid-level positive vorticity perturbation (Figure 7.16) associated wi th the system. 

The upper level vertical motion (Figure 7.17) is also much stronger and more focused. with 

the center starting to lag the control run. The total water field (Figure 7. 18) is much 

greater also in the upper levels and also shows evidence of the slower propagation of the 

system. By 1200 UTC , the convective precipitation rate field (Figure 7.19) is similar be-

tween the control and sensitivity runs with the sensitivity run being somewhat stronger. 

The mid-level vertical motion (Figure 7.20) is significantly different, with the weaker 

diffusion run still lagging the control run and more focused and stronger. In addition , 

the center is lagging the convection as the system is becoming disorganized. The total 

water field (Figure 7.21) is again consistent with less smoothing as the sensitivity run 's 

field is much stronger and focused . Mid-level vorticity in the sensitivity run (Figure 7.22) 

shows a much greater "spinup" of the system, with a large cyclonic perturbation. In 

the upper levels, the model fields are again substantially different between the two runs. 

The resolved mesoscale circulation is propagating much slower than the control run. The 

vertical motion (Figure 7.23) and total water (Figure 7.24) fields show that the center of 

the circulation is displaced to the northwest in the sensitivity run . Although the center of 

the negative vorticity perturbation (Figure 7.25) associated wi th the upper level outflow 

jet are located similarly between the two runs, the magnitude of the perturbation in the 

sensitivity run is about twice that of the control run. 

The results of this simulation, in one sense, are intui tively expected. With less dif-

fusion on the main forcing mechanism ( convective heating), the circulation in general is 

more focused and stronger. However, the system di not move as fast in the sensitivity 

run. 

The results of the second sensitivity run testing the horizontal diffusion are also 

somewhat intuitive. This run had the same minimum diffusion coefficient on the thermo-

dynamic variables as the control run but the minimum coefficient for the u and v wind 

components was a factor of three higher. The resolved circulation of the MCC was more 

damped than the control run. Figure 7.26a-b shows the convective parameterization pre-

cipitation rate at 0200 UTC and 0600 UTC in the smoother run. At 0200 UTC , there 
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Figure 7.15: Vertical velocity field at 5.16 km above sea level from coarse resolution weaker 
diffusion run at 3 Aug 0600 UTC. 
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Figure 7.16: Relative vorticity field at 5.16 km above sea level from coarse resolution 
weaker diffusion run at 3 Aug 0600 UTC. 
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Figure 7.17: Vertical velocity field at 9.96 km above sea level from coarse resolution weaker 
diffusion run at 3 Aug 0600 UTC. 
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Figure 7. 18: Total water mixing ratio field at 9.96 km above sea level from coarse resolu tion 
weaker diffusion run at 3 Aug 0600 UTC. 
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Figure 7.19: Convective parameterization precipitation rate from coarse resolution weaker 
diffusion run at 3 Aug 1200 UTC . 
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Figure 7.20: Vertical velocity field at 5.16 km above sea level from coarse resolution weaker 
diffusion run at 3 Aug 1200 UTC. 
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Figure 7.21: Total water mixing ratio field at 9.96 km above sea level from coarse resolution 
weaker diffusion run at 3 A g 1200 UTC. 
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Figure 7.22: Relative vorticity field at 5.16 km above sea level from coarse resolution 
weaker diffusion run at 3 Aug 1200 UTC. 
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Figure 7.23: Vertical velocity field at 9.96 km above sea level from coarse resolution weaker 
diffusion run at 3 Aug 1200 UTC. 
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Figure 7.24: Tota water mixing ratio field at 9.96 km above sea level from coarse resolution 
weaker diffusion run at 3 Aug 1200 UTC. 
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Figure 7.25: Relative vorticity field at 9.96 krn above sea level from coarse resolution 
weaker diffusion run at 3 Aug 1200 UTC. 
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Figure 7.26: Convective parameterization precipitation rate from coarse resolu tion 
stronger diffusion run . a) 3 Aug 0200 UTC , b) 3 Aug 0600 UTC. 
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was significantly less precipitation falling in southern Montana while at 0600 UT C. t here 

was still less and the convection in the smoother run began to lag t he con trol run a bit. 

The 0600 UTC perturbation pressure fields (Figure 7.27) are very similar between the two 

runs, however. Total water fields in both the mid (Figure 7.28) and upper (Figure 7.29) 

levels begin to show this lag also along with a reduction in magni tude. Vertical motion 

(Figure 7 .30) in the upper level is very disorganized at 0600 UTC , signifying that the 

system in the sensitivity run is not as deep . By 1200 UTC , these differences become more 

pronounced. The lag has become larger and can be seen in the convective precipitation 

rate (Figure 7.31) and mid-level vertical motion (Figure 7.32). The relative vorticity field 

(Figure 7.33) was significantly less perturbed in the mid-levels. In the upper levels , the 

weaker vertical motion field (Figure 7.34) was a different shape and located toward the 

southwest. The outflow jet strength (Figure 7.35), as expected, was also affected with the 

magnitude 4 m/s less than the control run . 

These sensitivity simulations show that the strength and location of the convective 

system were altered significantly by relatively small changes in the magnitude of the 

horizontal diffusion, just one of the parameterizations present in numerical models . This 

points out that a need exists for further research into these parameterizations for the 

extension of the mesoscale numerical models into operational forecas ting. 

Another fairly obvious conclusion can be drawn from these simulations also. If the 

simulation results are strongly sensitive to the diffusion parameterization , then the model 

resolution is probably not adequate to simulate the atmospheric feature in question . How-

ever, in operational settings and even most of the time in research settings , compromises 

must be made between available computer resources and the desired "ideal" model config-

uration. For the current research, the CCOPE MCC simulation will be rerun with a 2.5 

times increase in resolution ( about a 44 km grid spacing) in the next chapter. Although 

this is still a compromise resolution , it should improve the integrity of the simulation . 
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Figure 7.27: Perturbation Exner function on terrain following coordinate surface 1-50 m 
above ground from coarse resolution stronger diffusion run at 3 Aug 0600 UTC . 
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Figure 7.28: Total water mixing ratio field at ,5.16 km above sea level from coarse resolu tion 
stronger diffusion run at 3 Aug 0600 UTC. 
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Figure 7.29: Total water mixing ratio field at 9.96 km above sea level from coarse resolution 
stronger diffusion run at 3 Aug 0600 UTC. 
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Figure 7.30: Vertical velocity field at 9.96 km above sea level from coarse resolution 
stronger diffusion run at 3 Aug 0600 UTC . 
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Figure 7.31 : Convective parameterization precipitation rate from coarse resolution 
stronger diffusion run at 3 Aug 1200 UTC. 
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Figure 7.32: Vertical velocity field at 5.16 km above sea level from coarse resolution 
stronger diffusion run at 3 Aug 1200 UTC. 
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Figure 7.33: Relative vorticity field at 5.16 km above sea level from coarse resolution 
stronger diffusion run at 3 Aug 1200 UTC. 



129 

Figure 7.34: Vertical velocity field at 9.96 km above sea level from coarse resolution 
stronger diffusion run at 3 Aug 1200 UTC. 
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Figure 7.35: Isotachs and velocity vectors at 9.96 km above sea level from coarse resolution 
stronger diffusion run at 3 Aug 1200 UTC. 
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7 .2.3 Variation in the soil moisture initialization 

In the control run, the soil moisture content was compu ted by assuming the relat ive 

humidity in the top surface soil layer was equal to the relative humidity at t he lowest 

atmospheric level. Because the functional form for recovering the soil moisture content 

from the relative humidity has a steep slope over a small range, the surface soil moisture 

was limited between a factor of 0.4 and 0.9 of the saturation value at the surface. Figure 

7.36 shows the relationship between the moisture content and relative humidity for 4 

different soil textural classes. The surface value was then increased to the lesser of twice 

the value or saturation to determine the value at a depth of 0.5 m. A run was made 

to test the sensitivity of these limits on the meso-a scale behavior of the MCC. In this 

run, the surface soil moisture content was limited between a factor of 0.7 and 0.9 of the 

saturation value. This produced a wetter than realistic soil especially over the mountain 

areas and high plains; this could lead to less of a "dry line" in the central plains and affect 

the behavior of the low level jet, thus changing the timing and placement of the MCC. 

The behavior of the convective system was very different than the control run in this 

simulation. The convection started much earlier in the day (Figure 7.37a) at 2000 UTC 

and , by 0000 UTC (Figure 7.37b) , was located much farther nor th than in the control run. 

Throughout the remainder of the simulation, the strongest area of convective precipitation 

remained in the Montana and Canadian Rockies (Figures 7.37c-d). The low level moisture 

field in this run at 0000 UTC is shown in Figure 7.38. Whereas the low level moisture 

over Montana in the control run was about 7 g/kg, this run had well over 14 g/kg. This 

increase in available moisture combined with the early forcing over the northern Rockies 

which was even evident in the control run , led to the convection forming when and where 

it did. 

Further, the dynamics of the convective system was much different than the control 

run. The system did not become as "focused. " vVhere the control run developed a rather 

circular moisture pat tern in mid and upper levels, the pattern in this run (Figures 7.39 

and 7.40) was more elongated downstream as the moisture was advected with the upper 

level fl.ow . Moreover, the upper level moisture amount was much less due to the lack 
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Figure 7.37: Convective parameterization precipitation rate from coarse resolution moist 
soil run. a) 2 Aug 2000 UTC, b) 3 Aug 0000 UTC , c) 3 Aug 0600 UTC , d) 3 Aug 1000 
UTC. 
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Figure 7.37: Continued. 
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Figure 7.38: Total water mixing ratio field on terrain following coordinate surface 150 m 
above ground from coarse resolution moist soil run at 3 Aug 0000 UTC . 
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Figure 7.39: Total water mixing ratio field at 9.96 km above sea level from coarse resolution 
moist soil run at 3 Aug 1000 UTC. 
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Figure 7.40: Total water mixing ratio field at 5.16 km above sea level from coarse resolution 
moist soil run at 3 Aug 1000 UTC. 
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of resolvable scale s pport. T he system did not "spin up" as the control run did . This 

is evidenced by t he resolved ver tical motion fields (Figu re ,.--1 1 and Figure , .--12) . T he 

maximum upward motion at 1000 UTC in the control run at the 5.1 6 km level was 19 

cm/s where the moist soil run was slightly over 5 cm/s. The upper level relative vortici ty 

field at 1000 UTC (Figure 7.43) shows that the simulation did not develop a st rong anti-

cyclonic outflow jet as the control simulation did. 

Although the soil in this sensitivity run was unrealistically wet , it does point out t he 

import ance of the soil moisture in affecting even the larger meso-a scales of motion . It 

is expected that if a simulation were made with a dry enough soil , the convect ive system 

would not have _ formed at all. · Especially disconcerting is the fac t that soil moisture 

contents are not measured or reported routinely. Even if these data were avai lable , the 

parameterization of this process in current "state of the art" numerical models.is lacking 

due mainly from resolution problems. T he hydrologic cycle occurs on various spatial 

scales , from large ·cale evaporative processes and stratiform precipitation sources to small 

scale stream runoff and convective rainshafts , so that completely accurate inclusion of the 

cycle in forecast models of the foreseeable future will probably not be possible. 

7 .3 Summary 

This chapter has been intended to show two ma· n topics: 

- that the numerical model developed as part of this research has adequately simu-

lated an MCC so as to be able to attempt to draw some conclusions about the real 

atmosphere based on its results; 

- that there still exists many uncertainties in the numerical modelling of these and 

other weather systems related to not only problems in adequately specifying the 

initial and oundary conditions , but also in the many assump tions requi red in the 

formulation of the model itself. T hese uncertainties greatly affect a model's pre-

dictability and its ability to be extended to an operational set ting. 



139 

Figure 7.41: Vertical motion field at 9.96 km above sea level from coarse resolution moist 
soil run at 3 Aug 1000 UTC. 
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Figure 7.42: Ver ical motion field at 5.16 km above sea level from coarse resolution moist 
soil run at 3 Aug 1000 UTC. 
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Figure 7.43: Relative vorticity field at 9.96 km above sea level from coarse resolution moist 
soil run at 3 Aug 1000 UTC . 



Chapter 8 

HIGHER RESOLUTION SIMULATIONS 

The previous chapter presented simulations of the CCOPE MCC which used a rather 

coarse, 110 km grid spacing which can only crudely resolve even the meso-a scale of the 

circulation. In order to refine the meso-a circulations, further simulations using approx-

imately a 45 km horizontal grid resolution were run . Additional sensitivity experiments 

were run with this resolution simulation to attempt to isolate the important forcing mech-

anisms of the convective system. 

8.1 Description of higher resolution model simulations 

The grid structure for the higher resolution simulations was configured with the fol-

lowing characteristics. In the east-west direction , there were 82 grid points with a 0.57° 

spacing with the westernmost point at 127° west longitude. In the north-south direction , 

85 grid points with a 0.40° spacing starting at 26° north latitude were used. The vertical 

grid structure was the same as in the coarser resolution run. There were 27 levels with a 

stretched grid of 300 m resolution near the ground. Each level was stretched at a factor 

of 1.1 from the level below up to a ma.ximum of an 800 m grid spacing. 

All other aspects of the model physics were the same as the coarse resolu tion control 

simulation including no explicit resolved precipitation. The only minor changes to the 

model were: 1) the convective parameterization tendencies were updated every 20 minutes 

instead of every 30 minutes and , 2) the minimum horizontal diffusio_n coefficient was 

increased to 1.2 x 10-412 from 1.66 x 10-512. This value , as on the coarse grid , was chosen 

by trial and error to reduce short wavelengt h "noise" in the simulated fields . 
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8.2 Comparison with coarse resolution control run 

This section will compare and contras t the simulation resul ts between the coarse 

and fine resolution runs. Since the model physics are very similar, any differences can be 

attributed to just a few things. Along with the two changes to the model parameterizations 

mentioned above, two additional sources of differences are the change of resolution and the 

closer proximity of the lateral boundaries to the area of interest (which was necessitated 

from computer considerations). It is hypothesized that the latter had an insignificant 

effect and that any differences between the two simulations resulted from the increase in 

resolution. 

Starting at 0000 UTC which was the time at which the severe convection in Montana. 

was occurring, Figure 8.1 shows the vertical motion field at about 150 m above the ground. 

The pattern was very similar to the coarse resolution run with the high resolution run 

having a larger vertical motion ( 4.5 vs. 3.2 cms- 1) in south central Montana. The low 

level perturbation Exner function field (Figure 8.2) shows that the high resolution run had 

a slightly weaker low, but located similarly to the coarse run. The low level mixing ratio 

field (Figure 8.3) and the temperature field (Figure 8.4) were almost identical between the 

two simulations. 

In the mid-levels (5.16 ·m ASL), the jet core was better resolved in the high resolution 

run (Figure 8.5) in northwest Wyoming bringing it closer to he area of active convection 

which led to the MCC development. The vertical motion field (Figure 8.6), as expected , 

shows more structure in the high resolution run . 

The upper level (9.96 m ASL) isotachs and vertical motion field (Figures 8.7 and 

8.8) show similar differences as the mid-level fields. The jet core is slightly stronger and 

located a bit closer to the convective region. The upward motion over Montana is actually 

weaker in the high resolution run and slightly farther east. This weaker upward motion 

at this level was consistent throughout the simulation. The resolved mesoscale circulation 

of the MCC did not extend quite as deep in the high resolution run. Possible reasons for 

the shallower system are 1) because of the higher resolution , a greater internal gravity 

wave response in the upper levels carried more heat away from the developing system and, 
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Figure 8.1: Vertical velocity field on terrain following coordinate surface 150 m above 
ground from higher resolution control run at 3 Aug 0000 UTC . 
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Figure 8.2: Perturbation Exner function on terrain following coordinate surface 150 m 
above ground from higher resolution control run at 3 Aug 0000 UTC. 



146 

,r-\ ..,., .,, . ') 
~ ' )h-7' 

1A 
,. ) I 

I 
\ 
] 

V 
\ i 
I I 
\ : 
\ 
;, 
r 
J: 

)--

Figure 8.3: Temperature field on terrain following coordinate surface 150 m above ground 
from higher resolution control run at 3 Aug 0000 UTC. 
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Figure 8.4: Total water rruxing ratio field on terrain following coordinate surface 150 m 
above ground from higher resolution control run at 3 Aug 0000 UTC. 
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Figure 8.5: Isotachs and wind vectors at 5.16 km above sea level from higher resolution 
control run at 3 Aug 0000 UTC. 
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Figure 8.6: Vertical velocity field at 5.16 km above sea level from higher resol tion control 
run at 3 Aug 0000 UTC. 
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2) the updating of convective parameterization tendencies every 20 minutes in the higher 

resolution run rather than 30 minutes in the coarse resolution run may. 111 some cases . 

reduce the integrated convective heating. 

By 0600 UTC, the actual MCC had developed and moved into the Dakotas . The 

differences between the high and coarse resolution runs were again relatively minor at 

this time. The mid-level isotachs (Figure 8.9) show that the jet core was still located in 

northwest Wyoming and stronger than in the coarse run by about 10%. The mid-level 

vertical motion (Figure 8.10) was again similar although significantly stronger than in 

the coarse grid run. The upper-level isotachs (Figure 8.11) at 9.96 km show stronger 

perturbations in the coarse grid run which is consistent with the deeper circulation in that 

run. 

The similarities between the two runs continued through the end of the simulation 

at 1200 UTC. The MCC had more time to develop and did become stronger at the 9.96 

km level in the high resolution run. The isotachs at that level (Figure 8.12) show that 

the outflow jet core over northern Minnesota was the same strength in both runs. The 

upward motion (Figure 8.13) associated with the MCC was still stronger in the coarse run 

but the pattern and location were similar. 

Figures 8.14, 8.15 , and 8.16 show the comparison of the convective parameterization 

precipitation rates between the fine and coarse resolution runs at 0000 UTC , 600 UTC, 

and 1200 UTC , respectively. As can be seen from these figures, there again was very little 

difference between he two simulations except for the expected additional structure in the 

fine resolution fiel s. The timing and movement of the convective areas were very similar. 

This section showed that the high resol tion and coarse resolution control simulations 

produced very similar results in the formation and propagation behavior of the MCC. In 

fact, the close agreement in the simulation results was surprising given the convective 

nature of the forcing . The similarities were probably due to the strong synopti c forcing 

of the convection and the associated baroclinicity. The high resolution control simulation 

now will be used to examine various characteristics of the MCC. Afterward, two additional 

sensitivity experiments will be presented based on the high resolution control simulation. 
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Figure 8.7: Isotachs and wind vectors at 9.96 km above sea level from higher resolution 
control run at 3 Aug 0000 UTC. 



152 

I 

... ·--··::_:·<::~-?\; ! 

-1 ., 
A 

2'-i!~:-i.::-::::~~:;.:,:.~~~--=.:_:.';_·::\//{i._ 

'j:!~1-II!i!)· ___ .-.... -.-••·-·_·_-_·_··· r 

Figure 8.8: Vertical velocity field at 9.96 km above sea level from higher resolution control 
run at 3 Aug 0000 UTC. 
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Figure 8.9: Isotachs and wind vectors at 5.16 km above sea level from higher resolution 
control run at 3 Aug 0600 UTC. 
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Figure 8.10: Vertical velocity field at 5.16 km above sea level from higher resolut ion control 
run at 3 Aug 0600 UTC . 
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Figure 8.11: Isotachs and wind vectors at 9.96 km above sea level from higher resolution 
control run at 3 Aug 0600 UTC. 



156 

Figure 8.12: Isotachs and wind vectors at 9.96 km above sea level from higher resolution 
control run at 3 Aug 1200 UTC. 
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Figure 8.13: Vertical velocity field at 9.96 km above sea level from higher resolution control 
run at 3 Aug 1200 UTC. 
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Figure 8.14: Convective parameterization precipitation rate at 3 Aug 0000 UT C. a) from 
coarse resolution cor.trol r'rn. b) from higher resolution control rnn . 
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B. 

Figure 8.15: Convective parameterization precipitation rate at 3 Aug 0600 UTC. a) from 
coarse resolution control run. b) from higher resolution control run. 
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Figure 8.16: Co vective parameterization precipitation rate at 3 Aug 1200 UTC. a) from 
coarse resolution control run. b) from higher resolution control run. 
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8.3 Identification of forcing mechanisms 

This section will examine the development and evolution of the simulated ~ICC and 

attempt to identify the major physical forcing mechanisms responsible for determining 

the structure of the modelled convective system. One particular mechanism will be high-

lighted, that of the formation and propagation of the mountain/plains solenoid , which will 

be shown to be very important to the structure and behavior of the .simulated MCC . 

8.3.1 Initiation of the convective system 

To review the synoptic situation in the Montana/Dakota region on the morning of 2 

August , a surface low was present over the intermountain region of the western U.S . with 

a center in northwestern Wyoming. This low was a result of the longwave upper level 

trough over the eastern Pacific and the enhanced surface heating over the elevated terrain 

(a "heat" low). In addition in the low levels , the westward extension of the Bermuda high 

provided a favorable pressure gradient over the central U.S. plains for the formation of a 

strong nocturnal low level jet. The previous evening's jet and the circulation around the 

heat low center can be seen in the 1200 UTC low level isotach field in Figure 8.17. From 

the 1200 UTC fields, however, the two pressure patterns appeared to be "decoupled," with 

no strong direct feed of heat and moisture be tween the two systems. The low level jet, as 

is typical, veered toward the east. In the upper levels, the fl.ow was generally anti-cyclonic 

and fairly strong for August, with speeds reaching 40 m/s near the tropopause. A mid 

and upper level jet core was moving into the Montana area. Because Montana was under 

the front left exit region of the jet core, a favorable situation for convection was set up as 

synoptic scale upward motion existed over the area most of the day. 

As the day progressed, the planetary boundary layer developed. Because the soil and 

atmosphere was drier in the mountains and High Plains (Figure 8.18), in conjunction with 

the sloping topography, the mountain/plains solenoidal circulation was well developed . 

In the lower levels, this was manifested as an upslope velocity component, which can be 

seen in the vector field at 2000 UTC (Figure 8.19). From this figure also, the nocturnal 

low level jet can be seen to have backed to where it was directly from the south over 
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Figure 8.17: Isotachs and wind vectors on terrain following coordinate surface 150 m above 
ground from coarse resolution control run at 2 Aug 1200 UTC. 
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Figure 8.18: Total water mixing ratio field on terrain followi g coordinate surface 150 m 
above ground from higher resolution control run at 2 Aug 2000 UTC. 
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Figure 8.19: Isota.chs and wind vectors on terrain following coordinate surface 150 m above 
ground from higher ::-esolu tion control run at 2 Aug 2000 UTC. 
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Oklahoma then curving toward the west as a result of the solenoidal circulation. This 

was responsible for "coupling" the nocturnal jet wi th t he heat low ci rculation, pro,·iding 

an energy and moisture source into the northern plains area for most of the afternoon 

hours. The boundary layer heating was also mostly responsible for deepening the heat 

low. Figure 8.20 shows the low level pressure fields at 2000 UTC and 0000 UTC. The 

perturbation Exner function had fallen from -2.6J x-1kg- 1 to -3.4J K- 1kg- 1 which is 

over a. 2 mb fall. 

As mentioned earlier, the deep convection started over central Montana about 2200 

UTC. The meso-a-scale conditions which helped support this convection were: 

• A deepening surface low which provided a source of low level convergence along with 

moist upslope inflow from the southeast. The upslope component was forced also 

by the mountain/plains solenoid. 

• A weak, mostly stationary front which was evident in the observations that moved 

southward from Canada. providing an additional "trigger." This front was not mod-

elled very well in the Dakotas where it was difficult to distinguish in the thermody-

namic fields although a wind shift line could be seen . 

• An upper level jet core that was in a favorable position to provide upper level 

divergence. 

From this initial convection in Montana, the MCC developed as the convective system 

reached the border of the Dakotas. It is not known whether the simulated MCC had 

actually reached Maddox's (1980) isotherm size criteria by this time. Rather , the mesoscale 

convective system is termed an MCC at this time because it exhibits several of the features 

of observed MCCs, some of which will be discussed in the following paragraphs. 

The isotach and vector fields in the low levels a.t 0400 UTC (Figure 8.21) show that 

there was still a good moisture supply from the newly developing nocturnal low level jet 

in the central plains as the boundary layer decoupled from the surface. Note , however, 

the double core structure of he jet with the southern core over Oklahoma. The northern 
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Figure 8.20: Per turbation Exner function on terrain following coordinate surface 150 m 
above ground from higher resolution control run at a) 2 Aug 2000 UTC , b) 3 Aug 0000 
UTC . 



167 

'1' \.: 
JI I 1' \ Ii ,, I I ! 'JI - - - - - • \ , . . . rl ,,, ·-.,:' , _, 

'.. _---,_,__,_.., ,7 ,. '1 
/ ,, .... , __ / __ _ 

I --~ 

:} >~ 

\ i 
'___,-

/ 
/ 

' 
\ ,, . .,., ' 

'; "- ,;' 
\ i ' ; . ' 1.-' 

~:r~~~$l~~~~_:ijjj~.J:::~-+' "c! ~• l1 ' l 'I 1 '
1 r"' 

\\l~L-, 
· l' A 'i , '. ,, " ;__-,'\ ! \(" \; I . .~ 

\_\ \ ' '/ \I ' 'l 
1 

/ 

Figure 8.21: Isotachs and wind vectors on terrain following coordinate surface 150 m above 
ground from higher resolution control run at 3 Aug 0400 UTC. 
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core over the Wyoming/South Dakota border was actually stronger at this time due to the 

a<l<li tional forcing from the heat low. The low level ver tical motion at 0-100 F T C ( Figure 

8.22) shows almost no upward motion near the surface directly under t he convection 

(Figure 8.23), implying that most of the inflow into the system was not tied directly to 

the surface. 

The mid-level vertical motion field (5.16 km) at 0400 UTC (Figure 8.24) , shows the 

grid-resolved response to the convection system. Upward motion had reached about 20 

cm/s, but, unlike the coarse grid simulations, a distinct rear inflow jet was not seen at this 

level (Figure 8.25), perhaps masked by the strong synoptic scale gradients. The resolved 

vertical moisture flux had become significant as the total water mixing rat io (Figure 8.26 ) 

ha<l reached more than 2 g/kg by this time. 

In the upper levels (9.96 km), an outflow jet was beginning to develop by this time 

(Figure 8.27) over eastern North Dakota. Note also the significant weakening of the flow 

directly over the system as the ambient flow is slowed down through the resolvable scale 

upward momentum transport and a high pressure perturbation above the system. The 

total water field (Figure 8.28) shows again the highly circular pattern associated with the 

'ICC. The upper center is located slightly downstream from the mid-level center due to 

the differential advective velocities. 

The grid-reso· ved response is a geostrophic adjustment process of the mesa-a-scale 

circulations to the widespread and persistent heating from the cumulus convection. From 

numerous earlier sensitivity simulations which tested the convective parameterization 

schemes (results not shown), it was very obvious that the convective forcing needed to 

achieve an areal extent greater than the Rossby radius of deformation if a long-lived 

MCC was to develop. But additionally, the convective forcing needed to be persistent 

for the geostrophic adjustment of the MCC to occur. Even if the time-integrated convec-

tive heating was the same, applying the heating too quickly could force too much energy 

into the unbalanced gravity wave modes. Heating for a longer period of time can give 

the atmosphere and the Coriolis force more time to develop the balance. These results 
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Figure 8.22: Vertical velocity field on terrain following coordinate surface 150 m above 
ground from higher resolu ion control run at 3 Aug 0400 UTC. 
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Figure 8.23: Convective parameterization precipitation rate from higher resolution control 
run at 3 Aug 0400 UT C. 



171 

--,,,,, '-"' 
• '-, 

,,. ' 
J.1" ' -4 .. , ·,~ ,,, . , , 
, . 

. · :<··; __ c-y-y 
......... _i..,.;..;,.,;..__.:.:..,i.a;_· ...,;.,·· .. 

Figure 8.24: Vertical velocity field at 5.16 km above sea level from higher resolution control 
run at 3 Aug 0400 UTC. 
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Figure 8.25: Iso:achs and wind vectors at 5.16 km above sea level from higher resolu tion 
control run at 3 Aug 0400 UTC. 
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Figure 8.26: Total water mixing ratio field at 5.16 km above sea level from higher resolu tion 
control run at 3 Aug 0400 UTC. 
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Figure 8.27: Isotachs and wind vectors at 9.96 km above sea level from higher resolution 
control run at 3 Aug 0400 UTC. 
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Figure 8.28: Total water mixing ratio field at 9.96 km above sea level from higher resolution 
control run at 3 Aug 0400 U TC. 
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are consistent with previous work reported by Schubert et al. (1980), Frank (1983), and 

Tripoli and Cotton (19 9). 

For the convection to be widespread and persistent, there must be some kind of 

synoptic or mesa-a-scale organizing circulation. The convective available potential en-

ergy usually exists in tne U. S. plains in the summer season, but a low-level convergence 

"source" and a supply of moisture are necessary. The low-level jet frequently serves as 

the mesoscale organizer in the central plains for mesoscale convective systems. However, 

a different mesoscale circulation which can provide low level convergence appeared to be 

more important in the CCOPE case and will be discussed in the following section. 

As the convect ive system moved from central Montana to the western Dakotas, it 

became apparent from the model results that a "wave" in the potential temperature field 

was co-located with the system and perhaps providing forcing for the system . . The wave 

was actually the temperature structure of the mountain/plains solenoid circulation that 

other researchers have mentioned in the past ( e.g., Tripoli and Cotton, 1989). The solenoid 

is formed by two processes: 1) the sloping terrain forces differential heating between the 

mountains and plains, the same process described by many other researchers on smaller 

spatial scales (e.g., Defant, 1951, Banta, 1982, Bader and McKee, 1983) , and 2) the 

elevated terrain in the simulation had usually drier soil than the lower plains thus creating 

a deeper planetary boundary layer. The simulated potential temperature fields and the 

corresponding vertical motion fields at 2 00 UTC, 0000 UTC, 200 UTC , and 400 UTC 

are shown in Figures 8.29-8.32. 

This solenoid appeared to be extremely important in creating favorable mesa-a low-

level vertical moiion fields for the development and propagation of the convective system 

in addition to strengthening the low level jet (McNider and Pielke, 1981) which provided 

low-level heat and moisture convergence. In order to isolate the structure and behavior 

of the solenoid, a much simpler two-dimensional simulation was run to reduce the degrees 

of freedom in the ful three-dimensional ~vICC simulation. The next section will describe 

this simpler simulation. 
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Figure 8.29: Vertical east-west cross section at 45.2° N from higher resolution control run 
at 2 Aug 2000 UTC. a) potential temperature, b) vertical velocity. 
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Figure 8.30: Vert" cal east-west cross section at 45.2° N from higher resolution control run 
at 3 Aug 0000 UTC. a) potential temperature, b) vertical velocity. 
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at 3 Aug 0200 UTC. a) potential temperature, b) vertical velocity. 
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Figure 8.32: Vertical east-west cross section at 45 .2° N from h.igher resolution control run 
at 3 Aug 0400 UTC. a) potenti al temperat ure, b) vertical velocity. 
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8.3.2 A simple 2-D illustration of the solenoid circulation 

Although the solenoid could be seen in the full model run, several questions remained 

concerning the importance of various features on the structure of the circulation. In 

particular, the effects of the topography, convective heating, and resolved condensation 

could have been instrumental in creating and maintaining the solenoid. To eliminate these 

effects, a simpler two-dimensional simulation was run. 

The simulation had 50 horizontal grid points at a 40 km grid spacing. The vertical 

structure had 25 levels with a 400 m grid spacing. The soil grid had the same structure 

as the three-dimensional runs, 11 levels extending from the surface to .5 m below. The 

simulation was forced by varying the soil moisture horizontally which created a "hot 

spot" in the western par of the domain to simulate one of the forcing mechanisms of 

the plains solenoid. The hot spot was approximately 300 km wide, about the scale of 

the Rossby radius of deformation. The entire domain had an initially constant 10 m/s 

westerly wind. No convection or condensation was allowed in this run throughout the 

24 hours of simulation time. There was no topography in the model configuration. The 

simulation was started about sunrise. 

Figure 8.33 shows the potential temperature and vertical motion fields at 4 hours of 

simulation time. From the potential temperature field, the size and location of the dry soil 

region can be seen. The vertical motion field shows that a "sea breeze-like" circulation 

had developed along both the eastern and western thermal boundaries with the western 

front weaker and moving toward the east into the hot spot faster than the eastern front 

which is stronger and anchored to the eastern boundary. At 8 hours of simulation time 

(Figure 8.34 ), the western front had almost overtaken the eastern front which remained 

relatively stationary. Note the much deeper boundary layer structure over the dry soil 

region extending well above the more stable boundary layer over the moist soil region 

which was at about 1 km AGL. The deeper boundary layer contributed to the verti cal 

extent of the solenoidal mass convergence. 

The front at 12 hours of simulation time (Figure 8.35) had still remained rather 

stationary. However, in the next 4 hours (Figure 8.36), a rather dramatic change occurred. 
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Figure 8.34: a) potential temperature and b) vertical motion from 2-D solenoid simula.tiou 
at 8 hours simulation time. 
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As the surface cooled after sunset and the boundary layer decoupled from the ground , the 

solenoid itself was advected downstream toward the east. The ver t"cal motion structure 

had changed significantly also. 

The "overshooting tops" above the front were collapsing so that subsidence was ev-

ident which limited the upward motion only to the lower levels. The vertical motion 

continued to oscillate through the end of the simulation (Figures 8.37 and 8.38). The 

upward motion in the solenoid, as the heating is stopped near sunset , weakened as the 

solenoid underwent a geostrophic adjustment process, but an internal gravity wave re-

sponse on the upstream edge of the advected solenoid continued to support an upward 

vertical motion branch at the leading edge. 

Several points can be made about the solenoid structure and the relationship to the 

MCC: 

• The solenoid can create favorable mesa-a-scale lower level vertical motion fields for 

MCC development and support. 

• The solenoid underwent a significant geostrophic adjustment during the simulation. 

A simulation without the Coriolis force activated (results not shown) produced a 

solenoidal circulation which collapsed right after sunset. The geostrophic adjust-

ment was necessary for the long-lived structure of the solenoid. This also implies 

the spatial scales of the forcing, in this case the differences in surface characteris-

tics, should be on the order of the Rossby radius of deformation for the forcing of 

a long lived solenoidal circulation. Raymond (1989) hypothesized that the conser-

vative properties of potential vorticity may be advantageous to long-lived mesoscale 

convective systems. These properties will also contribute to a long-lived solenoid. 

• However, the solenoid needs to exist only for six to twelve hours to support the MCC. 

It may, therefore, be possible for somewhat smaller scale solenoids ( which are not 

completely geostrophica ly adjusted) to provide similar support structures for the 

MCC. Additional two-dimensional simulations (results not shown) suggested that 

even solenoids forced by a "hot spot" of 75 km radius produced similar gravity wave 
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Figure 8.35: a) potential temperature and b) vertical motion from 2-D solenoid simula tion 
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responses through the night as the simulation shown here, although the wavelength 

of the gravity waves were shorter and the perturbations did not cover as large of an 

area. 

• The structure of the solenoid is very similar to the meso-a-scale structure of an 

MCC. The lowest levels exhibit a cold perturbation due to the nocturnal cooling, 

the mid-levels are warm because of the advected elevated boundary layer, and the 

upper levels of the circulation have again a cold perturbation because of the upward 

motion at the top of the boundary layer. This temperature structure leads to the 

same circulations as an MCC also. From the v-component field (Figure 8.39), a 

mid-level cyclone and upper level anti-cyclone is evident . Note that this creates a 

potential vorticity structure (Figure 8.40) which is similar to an !YICC also , so that 

the MCC in its initial stages has a potential vorticity source on which it niay "feed." 

• In the data composites performed by Maddox (1981) and Cotton et al. (1989) , a 

mid-level shortwave was evident in the geopotential fields . It has heretofore been 

unexplained how and why this shortwave appears in the MCC genesis region at 

the proper time for MCC development. It is hypothesized that the shortwave is 

actually a reflection of the boundary layer solenoid structure, possibly modified 

by the deep convection and the MCS circulations. Since the solenoid has a low 

pressure perturbation up to the top of the boundary layer ( which may be 600-700 

mb or higher in the summer), a cross section through the mid-levels would show a 

shortwave feature. A 3. 7 4 km pressure field at 0200 UTC from the 3-dimensional 

simulation (Figure 8.41) shows a shortwave that is coincident with the dry, elevated 

topography. This shortwave was not evident earlier in the simulation and could 

be seen to develop with the afternoon heating and the subsequent propagation of 

the solenoid . The vertical cross sections show that it is collocated wit h the warm 

perturbation of the solenoid. 
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Figure 8.39: NormaJ wind component field from 2-D solenoid simulation at 16 hours 
simulation time. 
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Figure 8.40: Potential vorticity field from 2-D solenoid simulation at 16 hours simulation 
time. 
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Figure 8.41: Pertur·:>ation Exner function at 3.74 km above sea level from higher resolution 
control run at 3 Aug 0200 UTC. 
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• This simulation also sheds some light on the moist soil sensitivity experiment dis-

cussed in the previeus chapter. Recall in that simulation, all land areas were ini-

tialized with rather wet values of soil moisture content. The large differences in the 

results between the sensitivity experiment and control run were probably due to the 

lack of development of the solenoidal circulation since the soil heating differences 

between the mountains and plains were far less in the sensitivity run. This implies 

that the soil characteristics were more important than the topography in producing 

the simulated solenoid. 

• The decoupling of the solenoid from the surface due to the nighttime cooling and its 

subsequent propagation toward the higher moisture supply of the lower plains may 

be one of the main reasons , along with the low-level jet, for the nocturnal preference 

of MCCs and MCSs over the U. S. High Plains. 

• The mountain/plains elevation and surface characteristic differences are perhaps 

only one of the scenarios for producing a solenoid that could contribute to MCC 

development. Possibly the thermodynamic gradients across the centr plain 's "dry 

line" might be adequate to set up a solenoidal circulation. Differences in surface 

characteristics produced by previous convective systems, where large regions may 

have very wet soil adjoining areas where significant precipitation did not fall, could 

also set up conditions where solenoidal circulations might develop. Likewise, large 

irrigated areas next o non-irrigated areas such as in the Texas Panhandle could be 

large enough to produce the thermal anomalies necessary for a long-lived solenoid. 

The next section will look at the remainder of the three-dimensional simulation as 

the mature MCC crossed the Dakotas. 

8 .3.3 Propagation of the MCC 

Dy 0-WO UTC , the MCC was reasonably mature. That is, the typical str cture of an 

MCC had developed with a well resolved mean upward vertical motion region with mostly 

circular mid and upper level vapor and condensate fields . The MCC during the next 
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8 hours propagate from the western Dakotas to about the Minnesota border. Several 

interesting processes occurred during these 6 hours. The following will be focu sed upon: 

1) a reorientation of the convective region from a line mostly parallel with the shear to a 

line perpendicular with the shear and, 2) the continued propagation of the solenoid. 

8.3.4 Reorientation of convection 

As the MCC crossed the Dakotas, the NWS radar summaries (Figure 6.5) showed 

that the strongest region of convection transformed from a line that was oriented parallel 

with the upper level winds in the western Dakotas to a line oriented perpendicular to the 

shear in the eastern Dakotas. The model also reproduced this behavior in the simulated 

convection and mid-level vertical motion fields. The mid-level vertical motion field is shown 

in Figure 8.42 for 0600, 0800, 1000, and 1200 UTC. The upward motion associated with 

the MCC appears more like a squall line although other aspects of squall line dynamics , 

such as a descending mid-level rear inflow jet, are not readily apparent possibly due to 

masking by the strong synoptic gradients. 

Coincident with the reorientation, the speed of the convective system increased dra-

matically. In the western Dakotas, the center of the resolved vertical motion of the MCC 

moved eastward at 10-12 m/s consistent with the advective movement of t he solenoid. 

During and after the reorientation starting about 0900 UTC , the speed increased to 20-22 

m/s. There were no winds below 8 km above the ground in the vicinity of the MCC with 

an east-west velocity component of that magnitude. 

A full dynamical explanation for this transformation is not clear. Several pieces of 

evidence, however, may shed some light on the change of orientation. The evidence may 

point to a shift of forcing for the convective system from the solenoid to an internal gravity 

wave response. 

• The increased speed of 20-22 m/s was consistent with an internal gravity wave phase 

velocity. 

• The mesa-a -scale circulation of the MCC was weakening as it propagated into east-

ern South Dakota. This may have forced more of the latent heat release into the 
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Figure 8.42: Vertical velocity field at 5.16 km above sea level from higher resolution control 
run at a) 3 Aug 0600 UTC, b) 3 Aug 0800 UTC , c) 3 Aug 1000 UTC , d) 3 Aug 1200 UTC. 
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Figure 8.42: Continued. 
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convective scale , producing more of a transient gravity wave response, more typical 

of a squall line , which may have aided in the reori entation of tf1e conwction. 

• A meso-a- to synoptic-scale mid-level thermal trough developed over the eastern 

Dakotas and Minnesota as the MCC propagated into the region (Figure 8.43). This 

would have increased the convective available potential energy ( CAPE), possibly 

contributing to enhanced emphasis on the convective modes . The reasons for the 

development of this trough is not known; a possible explanation could be a thermally 

indirect forcing from the upper level outflow jet since the trough developed in the 

region and did not advect from the west. 

8 .3.5 Continued propagation of the mountain/plains solenoid 

The solenoidal circulation produced by the elevation and surface temperature and 

moisture differences between the mountains and the lower plains continued to propagate 

across the Dakotas between 0600 UTC and 1200 UTC. The vertical cross sections of 

potential temperature and vertical velocity are shown in F"gures 8.44-8.47 . During th~ 

lifespan of the MCC, the location of the convection relative to the solenoid showed 3 

distinct phases. The first phase, during the initiation of the system in central and eastern 

Montana, had the strongest convection near the center of the deeper mountain boundary 

layer where the low level pward motion was largest because of the convergence forced 

by the solenoid in conju ction with the upslope flow. In the second phase, after the 

solenoid had decoupled from the surface and moved into the western Dakotas , t he strongest 

convection moved to the leading edge of the solenoid, where the strongest horizontal 

thermal gradients existed and where the "sea breeze-like front " should be expected the 

strongest. The third phase, as the MCC reached t he eastern Dakotas , t e strongest 

convection moved out in front of the solenoid, which probably led to the weakening of 

the resolved circulations. In addition, the faster propagation of the convection during the 

third phase may have led to the transformation to a line perpendicular to the shear as the 

convection outran the support of the solenoid. 
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Figure 8.43: Potential temperature field at 5.16 km above sea level from higher resolution 
control run at 3 Aug 1000 UTC. 
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Figure 8.44: Vertical east-west cross section at 45.2° N from higher resolution con trol run 
at 3 Aug 0600 UTC. a) potent ial temperature, b) vertical velocity. 
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Figure 8.45: Vertical east-·.vest cross section at 45.2° N from higher resolution control run 
at 3 Aug 0800 UTC. a) potential temperature, b) vertical velocity. 
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Figure 8.46: Vertical east-west cross section at 45.2° N from higher resolution control rnn 
at 3 Aug 1000 UTC. a) potential temperature , b) vertical velocity. 
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Figure 8.47: Vertical east-west cross section at 45.2° N from higher resolution control run 
at 3 Aug 1200 UTC. a) potential temperature, b) vertical velocity. 
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These 3 phases can be seen quite clearly from the vertical motion fields in conjunction 

with t he convective precipi tation rates . The first phase remained until about 0200 r TC . 

the second phase from 0200 to about 0900 UTC, and the third phase from about 0900 UTC 

on. Between each of the phases, a separation of the mesoscale mid-level upward motion 

into 2 distinct cores can be seen as the convection seemed almost to discontinuously 

propagate ahead of the resolved vertical motion. By the end of the simulation at 1200 

UTC, a broad area of upward motion with a maximum at 4 km, was left well behind 

the leading edge of the convection and the much stronger updraft core associated with 

the MCC. Although the mid and upper level vertical motion is most likely a reflection of 

synoptic scale motions, the low-level center is probably forced from the ·remnants of the 

elevated solenoid. 

The fact that the convection moved faster than the solenoid is not surprising since, 

because of the vertical shear, the ad vective speeds at low levels were weaker than the 

mid and upper levels . More surprising was the importance of the low-level forcing of the 

solenoid to maintain the coupling with the convective system through much of the MCC's 

lifetime in spite of the strong vertical shear. 

8.4 Description of the dry sensitivity experiment 

In analyzing the results of the MCC simulation, it is difficult to isolate cause and 

effect relationships among the various features of the simulation. For instance, the sur-

face low over the Montana-Wyoming region deepened near the time of the development 

of the MCC. Did the deepening low increase convergence into the region to produce the 

convection or did the convection, along with possibly some feedback mechanism, help to 

deepen the low pressure? How did the convection affect the structure and propagation 

of the solenoid? Was the solenoidal low level forcing maintained without the interaction 

(downdrafts, pressure affects, etc.) of the convection? To attempt to isolate the effects 

of the convection on the mesoscale, the 45 km resolution simulation was repeated with-

out the convective parameterization and its associated heating and moistening tendencies. 
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Everything else was identica including the resolved latent heat release. This was incon-

sequential, however, because the resolved scales did not produce significant amounts of 

condensate in this simnlation. 

Neither an MCC or any of the mesoscale circulations associated with the convective 

system developed in this simulation, implying that the meso-/3 scale convective heating 

was necessary for the production of the system. This is consistent with several other 

previous studies (e.g., Perkey and Maddox, 1985) where the convective parameterization 

tendencies were necessary to form a system with the characteristics of an MCC circulation. 

It was interesting to track the propagation of the mountain/plains solenoid in this 

simulation and to compare it with the structure of the solenoid in the control simulation. 

At 0000 UTC , the vertical motion fields at 3.i4 km ASL (Figure 8.48) were very similar 

between the two runs with the center of the upward motion located at about the same 

place with the same magnitudes. Two hours later at 0200 UTC (Figure 8.49), the control 

run had shifted t e center toward the east along the axis of the dry simulation 's upward 

motion. This was stil the case for the next 6 hours (Figures 8.50-52) as the control run's 

convection and the dry simulation's solenoid maintained the same relationship to each 

other; the convection in the .control run was located along the axis of the low-level upward 

motio·n near the 1-eading edge of the solenoid in the dry run. 

By 1000 UTC (Figure 8.53), the axis of the upward motion region of the solenoid in 

the dry simulation had shifted from a northwest-so theas.t configuration (perpendicular 

to the low-level jet) to a north-south configuration (perpendicular to the upper level jet ) 

possibly due to differential advective velocities since there was north-south shear in the 

region. This also coincided with the time that the convective region in the control run 

had transformed o a. nortn-south configuration, as discussed above, and had moved out 

in front of the solenoid. By 1200 UTC {Figure 8.54), the main upward motion region 

had clearly moved w'ell out in front of the solenoid in the control run (Figure 8.54a). 

However, a secondary center can be seen behind the convective area, close to where the 

dry simulation placed the center of the solenoid (Figure 8.54b ). 

A series of vertical cross sections thro gh 45.2° N shows the comparison of the vertical 

structure of the vertical motion between the dry and control runs (Figure 8.55-8.62). In 
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A. 

B. 

Figure 8.48: Vertical veloci y field at 3. 7 4 km above sea level at 3 Aug 0000 UTC. a) 
higher resolution control run, b) higher resolution dry run. 
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Figure 8.49: Vertical velocity field at 3.74 km above sea level at 3 Aug 0200 UTC. a) 
higher resolution control run , b) higher resolution dry run. 
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Figure 8.50: Vertical velocity field at 3. 7 4 km above sea level at 3 Aug 0 00 UTC. a) 
higher resolution control run , b) higher resolution dry run . 
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A. 

Figure 8.51: Ver ical velocity field at 3.74 km above sea level at 3 Aug 0600 UTC. a) 
higher resolution control run , b) higher resolution d y run. 
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Figure 8.52: Vertical velocity field at 3.74 km above sea level at 3 Aug 0800 UTC. a) 
higher resolution control run , b) higher resolution dry run. 
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Figure 8.53: Verti cal velocity field at 3.74 km above sea level at 3 Aug 1000 UTC. a) 
higher resolution control run, b) higher resolution dry run. 
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Figure 8.54: Vertical velocity field at 3.74 km above sea level at 3 Aug 1200 UTC. a) 
higher resolution control r n, b) higher resolution dry run. 
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the con trol run between 0000 UTC and 0600 UTC , the upward motion cente r of the 1IC C 

was toward the leading edge of the region where the dry simulation placed the solenoid. 

The upward motion of the solenoid, modified by the convection in the control run , was 

much deeper than -:;he upward motion in the dry run as was also shown by Tripoli and 

Cotton (1989) and Song (1987) . By 1000 UTC, the split between the convective region and 

the solenoid was evident in the control run and at 1200 UTC the split can be seen clearly. 

The MCC in the control run left behind a low and mid-level vertical motion structure that 

closely resembled the so enoid produced by the dry run both in shape and location ( about 

101 ° W) . The upward motion in the low and mid-levels of the solenoid was weaker in the 

control run. 

The main focus of this sensitivity experiment was to show that the simulated MCC 

in the control run, at least during the first eight hours of its life, tracked very closely with 

a mountain/plains solenoid produced by a simulation without convective effects. As the 

control run's MCC outran the support of the solenoid, it left behind a circulation which 

closely resembled t he solenoid in the dry run which was unmodified by the convection. 

8 .5 Microphysics sensitivity 

All of the previous simulations that were described did not have the resolvable mi-

crophysics and precipitation processes activated. Any supersaturation was condensed and 

the latent heat was released , but the condensate did not precipitate. This section will 

present results from the 45 km resolution simulation with these grid-resolved processes 

activated. 

The microphysical parameterizations will not affect the simulation until there is a 

significant amount of condensate present, that is, cloud water will not be converted to 

other species until enough cloud water exists. Obviously, the actual amount is dependent 

on various factors such as which species to be converted to , temperature, diagnosed nuclei 

concent rations, etc. This simulation was restarted from the control run at 0000 UT C, 

before there was significant condensate developed from the convection in t he Montana 

region. The condensate species from the microphysical parameterizations used in t his 
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Figure 8.55: Vertical east-west cross section of vertical velocity at 45.2° N from at 2 Aug 
2200 UTC . a) higher resolution con trol run , b) higher resolution dry run . 
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Figure 8.56: Vertical east-west cross section of vertical velocity at 45 .2° N from at 3 Aug 
0000 UTC. a) higher resolution control run , b) higher resolution dry run. 
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Figure 8.57: Vertical east-west cross section of vertical velocity at 4-5.2° N from at 3 Aug 
0200 UTC. a) higher resolution control run , b) higher resolution dry run. 
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Figure 8.58: Vertical east-west cross section of vertical velocity at 45.2° N from at 3 Aug 
0400 UTC. a) higher resolution control run , b) higher resolution dry run. 
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Figure 8.5!): Vertical east-west cross section of vertical velocity a t 45.2° N from at 3 Aug 
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Figure 8.60: Vertical east-west cross section of vertical velocity at 45.2° N from at 3 .-\ug 
0800 UTC. a) higher resolution control run , b) higher resolution dry run. 
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Figure 8.61: Vertical east-west cross section of vertical velocity at 45.2° N from at 3 .-\.ug 
1000 UTC . a) higher resolution control run , b) higher resolution dry run. 
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simulation were rain water , pristine crystals , snow, and aggregates . Graupel was not use 

because it is mainly for ed in the active convective updrafts which are parameterized in 

this resolution simulation. 

In the first few hours after 0000 UTC during the developing phase of the meso-a-scale 

system, there was very little difference between the control run and the sensitivity simu-

lation. The convective system developed in the same location and propagated similarly 

during this phase. This is not surprising considering that the system at this phase was 

dependent on the convective heating for its forcing before the mesoscale aspects of the 

circulation developed. The main source of condensate at this point was the convective 

parameterization moistening tendencies which supply water to the upper troposphere. 

Because of the cold temperatures and large ice nuclei concentration diagnosed from the 

modified Fletcher concentration formula, this condensate first is converted to pristine 

crystals which, because of their small size, have a very small terminal fall velocity. 

. As the mesoscale circulation of the MCC became stronger, the amount of condensate 

produced became greater. In addition , the condensate is produced at lower levels , since 

the source of the supersaturation is from vertical advection from low and mid-levels . Since 

temperatures at these lower levels are warmer, the other ice phase species were produced . 

These other species, because of the higher terminal velocities, could then precipitate and 

eventually melt into rain water. 

There were two main differences between the control run 's MCC and the microphysical 

run 's MCC as they matured and propagated through the Dakotas. First, because of the 

increased latent heat release from the inclusion of the ice phase, the MCC circulation was 

slightly deeper in the sensitivity run. Second, and more importantly, the evolution of the 

spatial distribution of the convection underneath the MCC anvil was different. 

Figure 8.63 shows the convective parameterization precipitation rates from 0700 UTC 

to 1200 UTC in the microphysical run at hourly intervals. The northerly extent of the 

convection was greater than in the control run at 0700 UTC. By 0800 UTC, two distinct 

centers of convection can be seen in the both runs; the southern center was in northwestern 

South Dakota and the northern center was in central North Dakota. The northern center 
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was stronger and persisted longer in the sensitivity run and could still be seen clearly at 

1000 UTC near the Canadian border in northeastern North Dakota. The northern center 

also propagated faster than the southern part of the convective system. In addition , at 

1000 UTC in the microphysical run, a second development of convection could be seen over 

the North Dakota/South Dakota border. This convection persisted through the end of 

the run and, at 1200 UTC, the convection of the MCC displayed somewhat of a horseshoe 

shape which actually matches the observed radar precipitation pattern (Figure 6.5f) better 

than the control run. The strongest mid-level vertical motion at 1200 UTC (Figure 8.64c) 

also shows this horseshoe shape . The MCC as a whole propagated a little slower in the 

sensitivity run. 

The reasons for the differences in convection between the control and microphysics 

runs are not completely understood. With the microphysical parameterizations activated, 

the physical differences that existed between the two runs were: 1) additional latent 

heat release from the ice phase with a different vertical distribution of heating causing 

a slightly deeper system, 2) precipitation of resolvable scale condensate which unloaded 

some of the suspended condensate in the control run and , 3) evaporation and melting of 

the precipitation at mid and low levels. As the convective system in the microphysical run 

reached the cent ral Dakotas ( 1000 UTC) and developed the split structure, a mid-level 

subsident region developed behind the system (Figure 8.64b ), possibly forced from either 

low and mid-leve_ evaporation or melting. The subsidence, though, developed with the 

split of the convection and did not cause it. The vertical motion at 0800 UTC (Figure 

8.64a) shows no downward motion associated with the MCC although the split can be seen 

at that time. Examination of the pressure fields revealed very little information , however, 

because of the masking by the strong synoptic-scale gradients. In addition , as with the 

control run, no mid-level rear inflow jet could be seen throughout the entire life of the 

system. 

8.6 Higher resolution simulations summary 

By using a higher resolution grid ( about 45 km) , the simulations for the CCOPE 

MCC were repeated. The high resolution control simulation had an almost identical 
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Figure 8.63: Convective parameterization precipitation rate from higher resol tion micro-
physics run at a) 3 Aug 0700 UTC, b) 3 Aug 0800 UTC , c) 3 Aug 0900 UTC, d) 3 Aug 
1000 UTC e) 3 Aug 1100 UTC, f) 3 Aug 1200 UTC. 
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D. 

Figure 8.63: Continued. 



225 

E. 

Figure 8.63: Continued. 
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B. 

Figure 8.64: Vertical velocity field at 5.16 km above sea level from higher resolution 
microphysics run. a) 3 Aug 0800 UTC, b) 3 Aug 1000 UTC, c) 3 Aug 1200 UTC. 
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C. 

Figure 8.64: Continued. 
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model configuration to the coarse resolution control simulation described in Chapter i. 

A comparison of the results between the coarse reso· ution and higher resolution runs 

showed surprisingly good agreement for this convectively-forced simulation, adding to the 

credibility of the numerical model. 

The higher resolution results were then examined for the major forcing mechanisms 

of the simulated MCC. Important features for the development of the MCC were a low-

level "heat low" in the Montana-Wyoming region, the Bermuda high providing a favorable 

pressure gradient over the central plains for the development of a strong nocturnal low-level 

jet, a weak front moving southward from Canada, and an upper level jet core in a favorable 

position to provide upper-level -divergence. BU:t also important was the development and 

propagation of the mountain/plains solenoidal circulation which was formed by topography 

slope and differing soil characteristics. The solenoid helped to support the low-level heat 

and moisture inflow into the heat low in Montana during the afternoon hours. As the 

surface cooled, the SOienoid decoupled from the mountains and advected into the central 

plains, creating favorable low-level vertical motion fields as it moved. Results from a 

simple two-dimensional simulation in which the solenoid was re-created verified many of 

these features . T . e solenoid may also be responsible in many cases of MCC development 

for the nocturnal preference for MCCs and the frequently observed mid-level shortwave 

that often accompanies the convective systems. 

As the MCC moved into the central Dakotas, it outran the support of the solenoid 

and almost doubled its propagation speed. The convective region reoriented to a squall 

line structure although several features of classic squall line dynamics were absent. It is 

hypothesized that an internal gravity wave response may have been responsible for this 

transformation. 

Two sensitivity simulations were presented based on the higher resolution run . In 

the run made with no convective parameterization, the MCC did not develop . This run 

produced a low-level solenoidal circulation which propagated across the Dakotas. At the 

end of the simulation , the dry solenoid looked very similar to the solenoid in the control 

run after the MCC had left its support. The sensitivity experiment with the resolved 
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microphysical parameterizations activated showed that the gross behavior of the !\ICC was 

similar to the control run alt hough there were differences in the details of the convection 

underneath the anvil. 



Chapter 9 

SUMMARY AND CONCLUSION 

This disser ation has dealt with the development of a mesoscale numerical model and 

its use to study the complex circulations of a baroclinic environment which supported 

the development of a mesoscale convective complex. A summary of the research and the 

major findings will e detailed in the section below. This will be followed by suggestions 

for further research. 

9 .1 Summary of model development 

The hydrostatic numerical model developed as part of this research was first writ-

ten as a separate version of the CSU cloud/mesoscale model (Tripoli and Cotton , 1982). 

The non-hydrostatic cloud model and the hydrostatic meso-/synoptic-scale model were 

combined in 1983 to form the first versions of the CSU Regional Atmospheric ~Ioclelling 

System (RAMS) . A subsequent restructuring of RAMS was started in 1986 to allow for 

the inclusion of two-way interactive nesti g and several of the physical models and pa-

rameterizations from the mesoscale model of Dr. Pielke's research group . This led to 

the current form of RAMS which was used for the simulations described in this research, 

although most of the developmental simulations were run with the older versions . Listed 

below are some of the aspects of RAMS which were developed during the coarse of this 

research. 

• A hydros ta ic "time-split" time differencing scheme (Tremback et al. , 198.5) was 

developed which allows the model to run with a longer time step by splitting those 

terms which co trol the propagation of the Lamb and external waves off on a smaller 

timestep . 
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• A prognostic soil temperature and moisture model (Tremback and Kessler, 1985) 

which consists of a modified form of the soil model described by ~IcCumber and 

Pielke ( 1981) was coupled to the atmospheric model. 

• A new form of the higher ordered forward upstream advection scheme (Tremback et 

al., 1987) was derived and the sixth-order flux conservative form of this scheme was 

implemented in RAMS. 

• The two most popular convective parameterization schemes used in mesoscale mod-

elling were examined. An improved version of the Fritsch and Chappell (1980a) 

scheme was developed which corrected several severe problems with the original 

scheme such as non-conservation of energy and water mass and inconsistent ve_rtical 

profiles of convective heating. For the purposes of this research , the new scheme, like 

the original Fritsch/Chappell scheme, was too sensitive to small changes i:n various 

parameters so a simple form of the Kuo (1974)-type scheme was developed and used 

in the simulations. 

• An isentropic data analysis package was written which combines data from several 

different sources and performs an objective analysis on isentropic coordinate surfaces . 

• Finally, all of the "engineering" aspects of creating a large computer code were devel-

oped for which little or no credit is given in this field. Everything from input/output 

schemes ( often relatively more complicated than physics or numerics) to the visu-

alization of model and data analysis results must be considered in the development 

and construction of a numerical model. 

9.2 Summary of CCOPE MCC simulations 

• The goal of this research was to employ the numerical model to study an MCC with 

higher space and time resolution than is available through observational means , not 

primarily to reproduce the observations that were available. The model results still 

must be compared with the observations , however, to examine the credibility of the 

model so that conclusions drawn from the simulation could possibly be extended to 

the real atmosphere. 
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• The issues of model verification and predictability are discussed. Verification of 

mesoscale results are very difficult since observati nal datase ts of similar or higher 

resolution to the model resolution are required. Comparing model results with 

coarser resolut" on analyses will show simulated mesoscale circulations as forecast 

error. In examining the predictability aspects of an atmospheric event, the prob-

lems of inaccuracies in the model formulation and initial and boundary conditions 

were discussed. The initial and boundary conditions are usually provided to the 

model from an analysis of much coarser resolution. Many of the model parame-

terizations rely only on intuition for basic physical processes since the physi cs are 

frequently not adequately understood. 

• A control run for the coarse resolution (about 11 km) simulations was chosen and 

compared with the observations. While there were many differences , the control run 

simulated an MCC whose convective structure evolved similarly with the observed 

convective system. The simulated MCC did not travel as far by 1200 UTC as the 

observed MCC and the atmospheric boundary layer moisture in the simulation was 

less than the observed . Overall, the behavior of the simulated system compared 

favorably wi, h the behavior of the observed system and established the credibility 

of the numerical model. 

• Two simulations testing the predictability aspects of the model formulation and ini-

tial conditions were presented. The first simulation tested the horizonal diffusion 

parameterization and showed that small changes in a parameterization that is em-

ployed as a numerical filter can make significant differences in the behavior of the 

MCC circulations. It also suggested that the 110 km resolution was too coarse to 

adequately resolve the MCC . The second simulation varied the initialization of soil 

moisture (for which no observational data exists) by making the U.S. High Plains 

and the Rocky Mountain region wet er than the con trol run. The simulated con vec-

tion in this run bore almost no resemblance to the control run. These simulations 

showed more research still needs to be done on basic modelling problems, including 
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diffusion schemes and surface heat and moisture fluxes , for the extension of these 

models to the operational forecasting arena. 

• Higher resolution simulations ( about 45 km) were made to increase the spatial res-

olution. A comparison between the coarse resolution and higher resolution runs 

showed only small differences in the gross behavior of the simulated MCC. 

• The results of the higher resolution control run were examined for the important 

forcing mechanisms of this MCC. Important was the development and propagation 

of the mountain/plains solenoidal circulation which was formed by topography slope 

and differing soil moisture contents. The solenoid helped to support the low-level 

heat and moisture in.flow into the heat low in Montana during the afternoon hours. 

As the surface cooled, the solenoid decoupled from the mountains and advected into 

the central plains, creating favorable low-level vertical motion fields as it moved. 

Other factors present in the simulation that are thought to be important to the 

development of the MCC were a low-level "heat low" in the Montana-Wyoming 

region, the Bermuda high providing a favorable pressure gradient over the central 

plains for the development of a strong nocturnal low-level jet , a weak front moving 

southward from Canada, and an upper level jet core in a favorable position to proddc 

upper-level divergence. 

• Results from a simple two-dimensional simulation in which the solenoid was re-

created, forced only by varying the soil moisture, verified many of these features. 

The solenoid may also be responsible in many cases of MCC development for the 

nocturnal preference for MCCs and the frequently observed mid-level shortwave that 

often accompanies the convective systems. 

• In the two-dimensional simulation, the solenoid underwent significant geostrophic 

adjustment during the simulation. The simulation implied that the spatial scales of 

t~e forcing , in this case the differences in surface characteristics , should be on the 

order of the Rossby radius of deformation for the forcing of a long lived solenoidal 

circulation. However , he solenoid needs to exist only for six to tweh·e hours to 
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support the MCC . It may, therefore , be possible for somewhat smaller scale solenoids 

(whi ch are not completely geost rophically adjusted) to provide similar support for 

the MCC . 

• The large differences in :he results of the wet soil coarse resolution simulation com-

pared to the control run were due a weaker development of the mountain/plains 

solenoid, implying that, in this case, the differences in soil characteristics were more 

important tha.n topography slope in creating the simulated solenoid. 

• Other scenarios, for instance the "dry line" in the central plains , might also set 

up adequate thermodynamic gradients to form a solenoidal circulation which could 

impact MCC and MCS development. 

• For the first eight hours of its life (0000 UTC - 0800 UTC) , the simulated MCC and 

solenoid propagated together across the western half of the Dakotas moving at a low 

level advective velocity of about 12 m/s. As the MCC reached the central Dakotas , 

the convective region reoriented to a north-south line configuration , appearing more 

like a squall line~ although other aspects of squall line dynamics were absent . At this 

time also, the MCC almost doubled its propagation speed (from 12 m/s to 22 m/s ) 

and left the support of the solenoid. It was hypothesized that an internal gravity 

wave response ca.used this reorientation and increased propagation speed. 

• A higher resolut ion sensitivity simulation in which the convective parameterization 

was not used showed the expected result that no convective system or other mesoscale 

circulations developed that exhibited the charac eristics of an MCC. This dry run , as 

with the control run , produced a low-level solenoidal circulation which propagated 

across the Dakotas. At the end of the simulation, the dry solenoid looked very 

similar to the solenoid in the control run after the MCC had left its support . 

• The sensitivity experiment with the resolved microphysical parameterizations acti-

vated showed that t:ie gross behavior of the MCC was similar to the control run 

although there were differences in the details of the mesoscale vertical motion fields 

and convection underneath the anvil. 
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9.3 Suggestions for further research 

9.3.1 Numerical modelling suggestions 

There is almost no aspect to numerical modelling that can be considered a solved 

problem. Everything from the coordinate system to the asic equation set to time dif-

ferencing needs continued research and study. As the "best" scheme is found , computer 

capabilities are increased which change the model resolution so that even the basic model 

aspects need to be re-examined. But obviously, the largest efforts should be expended in 

the model's parameterizations of various physical processes. For the purposes of this re-

search, the convective parameterization was the most crucial and the most approximate of 

the many parameterized processes. Research concerning the convective parameterizations 

should concentrate on thei r ability to handle the higher grid resolutions that are becoming 

common because of the advances in computer technology and the ability to handle diurnal 

variations in the convection. 

As grid resolutions fo r model simulations become more refined, the hydrostatic as-

sumption becomes increasingly in question. Non-hydrostatic models need to be developed 

which do not use Boussinesq approximations and linearizations so as to handle a large baro-

clinic domain. This also requires re-consideration of some of the aspects of t he boun dary 

conditions and the parameterization schemes. 

Another area of model development that needs continue effort is the area of scientific 

visualization. A numerical model outputs a large amount of data which must be inter-

preted by the researcher. Inadequate tools to analyze the data ca~ be just as de tri mental 

to the scientific research as poor data. 

There currently is a substantial emphasis on four-dimensional data assimilation ( 4DDA) 

in the atmospheric science community. 4DDA may be able to assist in the problem of pre-

dictability by providing more consistent initial conditions for a numerical simulation. 

9.3.2 Mesoscale convective system research suggestions 

Following are some suggestions to extend this research and possibilities for additional 

research to enhance our understanding of mesoscale convective complexes and systems. 
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• The model simulations suggested that the development and subsequent propagation 

of the mountai /plains solenoid was crucial to t he behavior of t he :-IC C . . -\n ob-

servational network to verify how frequently the solenoid occurs and the behavior 

of the solenoid in convective and non-convective situations would be helpful. The 

network, though, would have to be fairly large and consist of upper air observations 

in addition to surface stations. A domain of about 500-700 km north to south with 

about a 100 km resolution and 300-400 km east to west with about a 50 km reso-

lution wo ld be adequate to observe the solenoid. Because of the possible gravity 

wave responses, observations would have to be taken about every 30 minutes. 

• An analysis tool needs to be developed for the model results which can identify 

mesoscale and gravity wave perturbations in a strongly baroclinic atmosphere . In 

analyzing the model simulations, it was unclear in several instances whether particu-

lar circulation features were forced by he mesoscale or the synoptic scale. This tool 

might be based on statistical methods , Fourier or normal mode analysis , or physical 

differentiations such as ageostrophic motions , etc. 

• Simpler generic simulations such as t he two-dimensional solenoidal simulation in 

Chapter 8 can be very enlightening. Further simulations of this type can be per-

formed to examine gravity wave generation and propagation, solenoid behavior in 

sheared flows, or MCC development in conjunction with various synoptic regimes . 

• Geostrophic adjustment in a strongly baroclinic environment where there are both 

vertical and horizontal wind shears is not well understood. Since all MCCs form in 

the presence of at least some baroclinicity, this adjustment is a necessary component 

to the behavior of the MCC. The adjustment process could be examined with the 

simpler type of simulation mentioned above. 

• There are many questions on the relative importance of t he large scale forcing mech-

anisms (low-level an upper-level jets, shortwaves , etc.) on the formation and be-

havior of the MCC. Sensitivity simulations could be performed which modify the 
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strength of these features. Care must be taken in the modification so that the syn-

optic fields are reasonably well balanced and that only the particular feature to be 

modified is actually changed. It might be extremely difficult to modify some features 

without significantly changing the problem. 

• Finally, many more simulations could be performed on the CCOPE MCC in partic-

ular. The actual MCC produced derecho winds over a large part of South Dakota 

which the simulated MCC did not produce. Identification of the reasons that the 

model did not produce the derecho event could lead to a further understanding of 

the environment which supports the derecho. Additionally, further sensitivity tests 

to various processes such as the ice phase and longwave radiation could be performed 

to investigate their iniluence on the MCC. Also, two-way interactive nesting simula-

tions focusing, for instance, on the MCC genesis region with a 10-15 km resolut ion 

are now possible wi th RAMS. 
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