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ABSTRACT 
 
 
 

STUDIES OF MAGNETIZATION DYNAMICS IN MAGNETIC RECORDING MEDIA AND 

PATTERNED YTTRIUM IRON GARNET FILMS 

 

Exchange coupling and damping are studied in magnetic media materials for applications 

in current perpendicular magnetic recording (PMR) technology as well as future heat assisted 

magnetic recording (HAMR) media technology. Damping and exchange coupling are directly 

related to magnetization switching time in writing operation and the signal-to-noise ratio in 

reading, both critical to the performance of hard disk drives.  

 Intergranular exchange is studied in current PMR media to see how exchange is altered in 

the presence of SiO2 based segregant. By varying the segregant by as much as 30%, there is strong 

tunability of the exchange field between the grains. The damping in future FePt-based HAMR 

media is studied near the curie temperature (725 K) of FePt where the writing stage in the recording 

media takes place. The trends of ferromagnetic resonance (FMR) linewidth varying with the 

sample temperature, the volume fraction of carbon in the media, and the angle of the external field 

indicate that the overall damping includes strong contributions from intrinsic magnon-electron 

scattering as well as extrinsic two-magnon scattering between the grains. Interlayer exchange 

coupling and damping were studied in magnetic layered systems consisting of a soft ferromagnetic 

transition metal or alloy layer and a hard FePt layer at room and elevated temperatures. It was 

found that exchange coupling and damping are strongly dependent on temperature, the soft layer 

thickness, and the choice of material of the soft layer. 
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Spin waves are studied in the linear and non-linear regimes using magnonic crystals 

consisting of yttrium iron garnet (YIG) thin film strips with periodic etched lines or periodic 

metallic lines deposited on top of the YIG strip, as well as YIG strips with randomly spaced 

metallic lines deposited on top. The various media provide ways of controlling the dispersion by 

altering the interference of the spin waves, allowing for a wide range of interesting phenomenon 

to be observed.  

Spin-wave fractals are observed for the first time in a YIG strip with periodic etched lines. 

The etched lines serve as position dependent potentials to increase dispersion in the YIG strip large 

enough for fractal formation in the nonlinear regime. This is also the first time fractals of any type 

that have been observed without the formation of time-domain solitons. Spin-wave localization is 

observed in the linear regime for the first time in YIG strips with randomly spaced metallic lines 

where the metallic lines serve as potential barriers for causing spin wave interference. Magnonic 

crystals consisting of YIG strips with periodically spaced metallic lines are used to compare a 

standing wave state with the localized state. The localized state is much stronger and much more 

confined to a smaller physical space than the standing wave state.  
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Chapter 1. Introduction 
 
 
 
1.1 Background and motivation 

Electromagnetism is the study of the electromagnetic force, one of the four fundamental 

forces of nature that governs the physical interactions of electrically charged particles. People have 

been aware of electromagnetism for thousands of years, but it wasn’t until the last hundred years 

or so that physicists began to truly understand it’s microscopic origins. With the development of a 

theory of quantum physics in the early 1900s, it became clear that many properties of matter are 

quantized. Physicists learned that microscopic particles have quantized charge and motion, among 

other things, and that the motion of electrically charged particles is fundamentally what creates 

magnetic fields. In materials deemed ‘magnetic materials’ the origin of macroscopic 

electromagnetic properties can be traced back to the collective motion of electrons orbiting a 

nucleus of an atom. An electron possesses two types of angular momentum in orbit around a 

nucleus. The first is a transient form of angular momentum that we call orbital angular momentum, 

while the other is an intrinsic form of angular momentum that we call spin angular momentum. 

Another way to view this is that orbital motion is motion of the center of mass while spin is the 

motion about the center of mass. Lastly, though electromagnetism encompasses electric and 

magnetic interactions, since all of the work in this dissertation take place in the magnetostatic limit, 

much of the work in this dissertation is devoted to the magnetic interactions.  

One of the earliest applications of magnetism was the invention of the compass that is used 

for navigation using the Earth’s magnetic “north” and “south” poles.  Today, magnetic fields can 

be found in almost every aspect of everyday life. They play a key role in magnetic resonance 

imaging (MRI) machines, magnetic memory, electric generators, RF communication devices, and 
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even refrigerators. To create faster and more energy efficient technology, current scientific research 

is performed at the nanoscale level. Whether the applications are for data storage, high-frequency 

communications, or keeping your refrigerator cool, it’s important to understand the microscopic 

magnetic interactions that enable these technologies.  

In this dissertation, the introduction sections use the SI unit system (chapters 1-3) while 

many of the experimental data and analyses use the CGS unit system (chapters 4-8). Traditionally, 

magnetics research in the United States is done using gaussian units, but the SI unit system is the 

international standard of units.   

1.2 Dissertation outline 

This dissertation presents a comprehensive study of spin wave dynamics in yttrium iron 

garnet (YIG) structures, as well as exchange coupling and damping in current and next-generation 

hard drive media. Chapter 2 will present an introduction to electromagnetism in magnetically 

ordered materials and discuss dissipation and scattering mechanisms, as well as wave propagation. 

Chapter 3 will describe the various experimental methods and techniques used throughout this 

dissertation. Chapters 4-6 will show experimental results for exchange coupling and damping in 

current and next-generation hard drive materials. Chapter 7 and 8 show experimental results for 

spin-wave experiments performed using patterned YIG structures. Finally, chapter 9 will 

summarize the main findings. 
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Chapter 2. Introduction to magnetization dynamics 
 
 
 
2.1 Fundamentals of electromagnetism 

The fundamental equations governing electromagnetism are Maxwell’s equations સ ∙ ۰ = 0                                                                      (2.1) સ ∙ ۳ = ଴ߝߩ                                                                      (2.2) 

સ × ۳ + ݐ۰߲߲ = 0                                                               (2.3) 

સ × ۰ − 1ܿଶ ݐ۳߲߲ =  ଴۸                                                          (2.4)ߤ

along with the Lorentz force equation ۴ = ۳ݍ + ܞݍ × ۰                                                             (2.5) 

and the continuity equation1,2 

સ ∙ ۸ + ݐ߲ߩ߲ = 0                                                              (2.6) 

These quantities are defined as: 

B is the magnetic flux density (T); 

E is the electric field intensity (V/m); ߩ is the total electric charge volume density (C/m3); ߳଴is the permittivity of free space (F/m); ߤ଴is the permeability of free space (H/m); 

c is the speed of light in a vacuum (m/s); ۸ is the total electric current volume density (A/m2); 

F is the force (N); 
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q is the electric charge of a particle (C); and 

v is the velocity (m/s). 

Here, all the quantities are assumed to be time and position dependent. It should be noted 

that though the above fields are the macroscopic fields, Maxwell’s equations hold microscopically 

as well. The Lorentz force and continuity equations must be slightly modified when applied to 

microscopic circumstances, as their physical meanings are slightly different. These equations are 

also valid when considering relativity, but relativistic effects (other than the existence of spin) will 

be ignored because all of the work in this dissertation is done in the non-relativistic limit.  

The uniqueness theorem and the superposition principle allow for a convenient choice of 

harmonic time dependence ݁ି௜ఠ௧, so that arbitrary solutions can be formed from a Fourier 

superposition. Now Maxwell’s equations can be written as સ ∙ (ܚ)۰ = 0                                                                  (2.7) 

સ ∙ (ܚ)۳ = ଴ߝ(ܚ)ߩ                                                                 (2.8) 

સ × (ܚ)۳ − ݅߱ (ܚ) = 0                                                        (2.9) 

સ × (ܚ)۰ + ݅߱ܿଶ (ܚ)۳ =  (2.10)                                                 (ܚ)଴۸ߤ

It’s often convenient to define a magnetic vector potential and electric scalar potential ۰(ܚ) = સ × (ܚ)۳ (2.11)                                                             (ܚ)ۯ = −સ(ܚ)ߔ +  (2.12)                                                     (ܚ)ۯ߱݅

where (ܚ)ۯ is the magnetic vector potential and ઴(ܚ) is the electric scalar potential. They can be 

freely transformed according to  ۯ → ᇱۯ = ۯ + સ(2.13)                                                            ߖ 

ߔ → ᇱߔ = ߔ − t∂ߖ∂                                                            (2.14) 
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Equations (2.13) and (2.14) describe what is called a gauge transformation. Maxwell’s equations 

can be rewritten in terms of the vector and scalar potentials for convenience, but some restrictions 

must be put in place by choosing a specific gauge. To the author’s knowledge the current scientific 

consensus is that the choice of gauge in electromagnetism doesn’t hold any physical meaning since 

the electric and magnetic fields are unchanged by the choice of gauge. The gauge is purely chosen 

as a matter of convenience for a specific circumstance, though some choices can lead to strange 

and unphysical consequences for the scalar and vector potentials. The two most widely used are 

the Coulomb (sometimes called radiation or transverse) and Lorenz gauges, but they will not be 

discussed in detail here. The Lorenz gauge has the benefit of being Lorenz covariant and is widely 

used when transforming between reference frames in special relativity. The Coulomb gauge allows 

for easy quantization of the vector potential and is widely used in quantum electrodynamics and 

condensed matter physics. The coulomb gauge will be used throughout this dissertation. 

2.2 Electromagnetism in a macroscopic medium  

So far, not much has been said about ۸ and ߩ. They include the contributions from free 

charges as well as bound charges when the fields propagate through matter. ۸ and ߩ can be written 

as ۸ → ۸୲୭୲ୟ୪ = ۸୤୰ୣୣ + ۸ୠ୭୳୬ୢ = ۸୤୰ୣୣ + ۸୫ୟ୥୬ୣ୲୧ୡ + ۸ୣ୪ୣୡ୲୰୧ୡ                         (2.15) ߩ → ୲୭୲ୟ୪ߩ = ୤୰ୣୣߩ + ୠ୭୳୬ୢߩ = ୤୰ୣୣߩ +  ୪ୣୡ୲୰୧ୡ                                 (2.16)ୣߩ

To describe the bound charges in order to gain useful insight, the analysis from here on will only 

apply to macroscopic dynamics so that useful approximations can be made by modeling an 

effective medium. There is no ߩ associated with the magnetic field because there isn’t a magnetic 

charge or monopole as far as we know. In general, the electric scalar potential is 

(ܚ)ߔ = ଴ߝߨ14 න ܚ|(ᇱܚ)୲୭୲ୟ୪ߩ − |′ܚ ݀ଷݎ′                                                   (2.17) 
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The bound charge will be localized in space so its integral contribution can be approximated by 

using a power series expansion (about equilibrium) and keeping only the lowest order terms. This 

is commonly referred to as a multipole moment expansion. The first term will be the electric 

monopole moment and can be grouped in with the free charge term. The second term will be the 

electric dipole moment 

ܘ =  න (ᇱܚ)୪ୣୡ୲୰୧ୡୣߩᇱܚ ݀ଷ(2.18)                                                       ݎ 

The scalar potential due to the dipole moment is 

(ܚ)ߔ = ଴ߝߨ14  ܘ ∙ ଷݎܚ                                                            (2.19) 

In some cases, it’s important to keep higher order moments to accurately describe the dynamics in 

some materials. For example, in nuclear physics the quadrupole moment becomes important. As 

stated previously, this dissertation will focus on macroscopic electromagnetism due to electrons 

only, so the dipole approximation works very well. It’s useful to define the dipole polarization (ܚ)۾ as the electric dipole density. The total electric scalar potential from a small volume ∆ܸ can 

then be written as 

(ܚ)ߔ∆ = ଴ߝߨ14 ቆߩ୤୰ୣୣ(ܚᇱ)|ܚ − |′ܚ + (′ܚ)۾ ∙ ܚ) − ܚ|(ᇱܚ − ଷ|′ܚ ቇ ∆ܸ                                 (2.20) 

Now we treat ∆ܸ as (macroscopically) infinitesimal and rearrange the second term 

(ܚ)ߔ = ଴ߝߨ14 න ൭ߩ௙௥௘௘(ܚᇱ)|ܚ − |′ܚ + (′ܚ)۾ ∙ સ′ ൬ ૚|ܚ − ൰൱|′ܚ ݀ଷݎ′                          (2.21) 

then 

(ܚ)ߔ = ଴ߝߨ14 න (ᇱܚ)୤୰ୣୣߩ − સ′ ∙ ܚ|(′ܚ)۾ − |′ܚ ݀ଷݎ′                                        (2.22) 

Therefore, the second of the Maxwell’s equations, Eq. (2.8), now reads 
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સ ∙ (ܚ)۳ = ୤୰ୣୣߩ − સ ∙ ଴ߝ۾                                                         (2.23) 

This can be qualitatively explained as follows: if there is a non-uniform polarization there will be 

a change in the charge distribution in any small volume. By defining an electric flux density 

(sometimes called electric displacement) ۲ (C/m2) as ۲ = ଴۳ߝ +  (2.24)                                                                  ۾

equation (2.23) can be rewritten as સ ∙ ۲ =  ୤୰ୣୣ                                                                 (2.25)ߩ

An equation for ۸ୣ୪ୣୡ୲୰୧ୡ can be obtained by substituting the equation for ୣߩ୪ୣୡ୲୰୧ୡ into the continuity 

equation 

۸ୣ୪ୣୡ୲୰୧ୡ = ݐ۾߲߲ =  (2.26)                                                         ۾߱݅

To determine ۸୫ୟ୥୬ୣ୲୧ୡ, the magnetic vector potential can be treated in a similar manner as 

the electric scalar potential. (ܚ)ۯ in some unbounded space is 

(ܚ)ۯ = ߨ଴4ߤ න ۸୲୭୲ୟ୪(ܚ′)|ܚ − |′ܚ ݀ଷr′                                                  (2.27) 

If we split the integrals into three separate integrals, the integral containing ۸୫ୟ୥୬ୣ୲୧ୡ can be 

expanded in a power series like for the electric scalar potential. The first term vanishes because 

there is no magnetic monopole. Thus, the first non-vanishing term will be the second term in the 

expansion and is called the magnetic dipole moment 

ܕ = 12 න ′ܚ × ۸ୠ୭୳୬ୢ(ܚ′)݀ଷݎ′                                                   (2.28) 

where ۸ୠ୭୳୬ୢ is the current due to ۸୫ୟ୥୬ୣ୲୧ୡ and ۸ୣ୪ୣୡ୲୰୧ୡ. Then (ܚ)ۯ can be written  

(ܚ)ۯ = ߨ଴4ߤ ܕ × ଷ|ܚ|ܚ                                                             (2.29) 
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It’s useful to define the dipole magnetization (ܚ)ۻ as the magnetic dipole density due to ۸୫ୟ୥୬ୣ୲୧ୡ 

only. The total magnetic vector potential from a small volume ∆ܸ can then be written as 

(ܚ)ۯ∆ = ߨ଴4ߤ ቆ۸୤୰ୣୣ(ܚ′) + ۸ୣ୪ୣୡ୲୰୧ୡ(ܚ′)|ܚ − |′ܚ + (′ܚ)ۻ  × ܚ| − ܚ||′ܚ − ଷ|′ܚ ቇ ∆ܸ                      (2.30) 

Now we treat ∆ܸ as (macroscopically) infinitesimal 

(ܚ)ۯ = ߨ଴4ߤ න ൭۸୤୰ୣୣ(ܚ′) + ۸ୣ୪ୣୡ୲୰୧ୡ(ܚ′)|ܚ − |′ܚ + (′ܚ)ۻ  × સ′ ൬ ૚|ܚ − ൰൱|′ܚ ݀ଷr′               (2.31) 

then 

(ܚ)ۯ = ߨ଴4ߤ න ቆ۸୤୰ୣୣ(ܚ′) + ۸ୣ୪ୣୡ୲୰୧ୡ(ܚ′) + સ′ × ܚ| (′ܚ)ۻ − |′ܚ ቇ ݀ଷr′                        (2.32) 

Therefore, the last of Maxwell’s equations, Eq. (2.10), can be written as 

સ × ۰ + ݅߱ܿଶ ۳ = ଴(۸୤୰ୣୣߤ + ۾߱݅ + સ ×   (2.33)                                       (ۻ
or if we define the magnetic field intensity (A/m) as 

۶ = ଴ߤ1 ۰ −  (2.34)                                                                 ۻ

and use the equation for the electric flux density Eq. (2.32) can be written as સ × ۶ + ݅߱۲ = ۸୤୰ୣୣ                                                         (2.35) 

Thus, to a good approximation the magnetic dipole moment and the electric dipole moment 

will be the only significant contributions. Throughout this dissertation any higher order magnetic 

moments will be neglected. It should be noted that the magnetization is defined as the total 

magnetic moment per unit volume only when the material dimensions are small compared to the 

wavelength and the magnetization is uniform. At the higher frequencies, near the optical regime, 

the moment has contributions from ۸ୣ୪ୣୡ୲୰୧ୡ as well as ۸୫ୟ୥୬ୣ୲୧ୡ3. However, all the work in this 

dissertation is in the microwave frequency regime or lower and the magnetization is mostly 
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uniform, so to a good approximation the magnetization can be defined as the magnetic moment 

per unit volume. 

 So far, approximations have been made for the bound charge and bound current densities 

by treating matter as a macroscopic medium and using a multipole expansion keeping terms 

through second order. The bound charge and current densities describe the interactions of particles, 

or rather the losses, in a material in response to electromagnetic fields in matter. It’s also been 

assumed that the magnetization is uniform and the frequency is small enough to define the 

magnetization as the magnetic moment density. The case of non-uniform magnetization will be 

treated as a perturbation later in the dissertation when the need arises. Often, it is necessary to 

assume relationships between ۶ and ۰, ۲ and ۳, and even ۳ and ۰ with ۸୤୰ୣୣ as well.  ۰ = ۲ (2.36)                                                                      ۶ߤ̅  = ഥ۳                                                                      (2.37) ۸୤୰ୣୣ ߝ = ۳)ߪ + ܞ × ۰)                                                         (2.38) 

where ̅ߤ is an effective permeability tensor, ߝ ഥ is an effective permittivity tensor, and ߪ is the 

electrical conductivity tensor (Ωିଵ݉ିଵ). To a good approximation, these relationships can be 

assumed to be linear. This linear approximation often breaks down when the current densities 

become large. 

Once the total charge and current densities are known, the electromagnetic fields can be 

determined. However, even though these approximations allow for more simple interpretations 

and calculations of the electromagnetic fields, it can be very challenging to write down analytic 

equations for the total charge and current densities because of complicated electron trajectories in 

atoms and materials. Other methods are often used in conjunction with Maxwell’s equations to 

circumvent the need to know the total charge and current densities explicitly. In the next section, 
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the analysis above is built on by looking at the response of the magnetic moment from a single 

electron (and then many electrons) to a magnetic field. 

2.3 Landau-Lifshitz equation 

It can be shown that the magnetic dipole moment of a single electron is approximately4,5 

ܕ = ݃݁2݉௘ ओ =  ओ                                                          (2.39)|ߛ|−

where ݁ is the unit of fundamental charge (negative), ݃ is a dimensionless correction factor, ݉௘ is 

the mass of the electron,  ओ is the total angular momentum of the electron that includes orbital and 

spin vectors ओ = ۺ +  is defined as the angular gyromagnetic ratio. Classical derivations ߛ and ,܁

of this equation do not include the dimensionless correction factor. This correction can be obtained 

from the Dirac equation, a fundamental quantum mechanical equation that connects the electron 

spin with its electromagnetic properties. Reduction of the Dirac equation for an electron in a 

magnetic field to its non-relativistic limit yields the Schrödinger equation with a correction term. 

A further correction from interactions with virtual photons (not considered in the Dirac equation) 

by considering all possible electromagnetic interactions using a complete theory of quantum 

electromagnetism gives a more accurate value. The actual value of g depends on the spin and 

orbital contributions to ओ. For example, if due to spin alone, the value is close to 2.002. A 

relationship between a single magnetic moment and magnetic flux can be obtained classically by 

examining the torque on a magnetic moment or quantum mechanically by using the quantum 

kinetic equation. Even in the case of non-electrically insulating materials such as Fe or Co, the 

total contribution from ۺ is typically small.  

2.3.1 Classical derivation of Landau-Lifshitz equation 

The torque on a magnetic moment due to a magnetic flux is ૌ = ܕ × ۰                                                                     (2.40) 
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According to Newton’s second law, this torque can lead to a change in angular momentum as 

ૌ =  ݀ओ݀ݐ                                                                     (2.41) 

Combining these equations and replacing ۰ with ۶ leads to what is known as the Landau-Lifshitz 

(LL) equation of motion ݀݀ݐܕ = ܕ|ߛ|଴ߤ− × ۶                                                          (2.42) 

Now if the approximation from the previous section for the relationship between the magnetic 

moment and magnetization is applied and uniform magnetization is assumed, one can rewrite Eq. 

(2.42) as ݀݀ݐۻ = ۻ|ߛ|଴ߤ− × ۶                                                         (2.43) 

2.3.2 Quantum derivation of Landau-Lifshitz equation 

An alternative method for arriving at the LL equation is to use the quantum kinetic equation 

(or the Heisenberg equation). This microscopic equation  ݀݀ݐ 〈ۿ〉 = ℏ݅ 〈ሾܪ, 〈ሿۿ + ݐۿ߲߲〉 〉                                                   (2.44) 

can be obtained in a linear, non-relativistic scheme by computing the time derivative of an 

expectation value of some observable, ܠ)ۿ, ,ܘ  is the Hamiltonian for the system and ℏ ܪ ,Here .(ݐ

is the reduced Planks constant. As in the classical case, if only the interaction of a magnetic 

moment from a single electron is considered in the presence of a magnetic field, the Hamiltonian 

can be written as ܪ = ܕ− ∙ ۰                                                                   (2.45) 

This is a well-known quantum mechanical result obtained by considering only the angular motion 

of an electron in a magnetic field, commonly referred to as the Zeeman interaction. By letting ۿ 
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be the magnetic flux and averaging over many electrons (again assuming no interaction), the same 

result is obtained as in the classical case.  

This macroscopic equation provides additional information about the response of the 

magnetization to a magnetic field. However, though this equation applies to a macroscopic media, 

it has neglected an interaction between the moments and any motion of electrons through the 

medium. Another way to say this is that it only partially takes into consideration the charge and 

current densities. Thus, this equation does not account for the losses. In order to complete this 

equation something must be said about the relationship between neighboring magnetic moments. 

In the next section, magnetic ordering in materials is categorized based on the response of moments 

to a magnetic field, among other things. Once the ordering is identified and thus the possible energy 

transfer mechanisms (losses) are identified for a particular material, a term can be 

phenomenologically identified and added as a damping term to the LL equation. This is a 

convenient way of addressing the losses in a material without explicitly stating the charge and 

current densities. To identify these scattering mechanisms, a Hamiltonian is constructed for the 

likely interactions so that probability of interaction, or relaxation, times can be identified. This 

allows for a more correct choice of a phenomenological damping term.   

2.4 Introduction to magnetic ordering 

 As previously mentioned in chapter 1.1, in some materials the collective motion of 

electrons can produce permanent magnetic behavior in materials that are deemed ‘magnetic 

materials’. This behavior is often referred to as magnetic ordering. Magnetic materials are placed 

into one of five major categories based on several criteria involving their magnetic moments. These 

five categories are diamagnetic, paramagnetic, ferromagnetic, ferrimagnetic, and 

antiferromagnetic as shown in Fig. 2.1.  
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 First, if the material doesn’t possess a permanent magnetic moment (there is no net angular 

momentum from unpaired electrons) it is classified as diamagnetic. In the presence of an external 

magnetic field, the electrons will reorient themselves such that their moments will produce an 

opposing magnetic field. This phenomenon can be explained by Lenz’s law. Virtually every 

material will have some diamagnetic contribution, even those that fit into one of the other four 

categories, though it will be much smaller than their other respective category’s contribution. 

 Second, if the material has a permanent magnetic moment but doesn’t have a long-range 

ordering it is classified as paramagnetic. In the presence of an external magnetic field the moments 

will align themselves with the magnetic field. However, when the external field is removed, the 

 
 
Fig. 2.1. Process for categorizing magnetic materials. 
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moments will randomly orient themselves. Above or below certain temperatures and pressures, the 

ferromagnetic, ferrimagnetic, and antiferromagnetic materials will undergo a phase change to 

become paramagnetic.  

 Third, if the motion of the electrons between neighboring atoms couple very strongly to 

one another via the exchange and dipolar interactions there will be long range ordering, and thus 

even in the absence of an external magnetic field the moment will align along a particular direction. 

This type of ordering is called ferromagnetic ordering.  

 The last two types of ordering are a bit more complicated. Similar to ferromagnetic 

materials, the coupling between neighboring atoms is very strong. However, it is possible that 

given the right crystal structure, neighboring atoms will have moments in opposite directions of 

one another.  In the case that the opposite moments result in a zero net magnetization, one has 

antiferromagnetic ordering.  If the antiparallel moments have different magnitudes and thereby 

give rise to a nonzero net magnetization, one has ferrimagnetic ordering. In the next section, 

several types of common energy transfer mechanisms are identified for ferromagnetic and 

ferrimagnetic materials and their microscopic origins are discussed.   

2.5 Introduction to energy transfer mechanisms 

So far, a variety of terms have been used to describe the transfer of energy. These include 

scattering, relaxation, loss, dissipation, and damping. These terms are more or less equivalent but 

for conventional reasons each term is used when describing different circumstances. Sometimes 

the LL equation is referred to as lossless. This is misleading as there is still power radiated from 

the fields, and though explicit interactions between moments is neglected, the total magnetic field 

may have contributions from nearby moments. The term ‘lossless’ refers to the fact that the  
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magnetization will continue to process about the magnetic field indefinitely, instead of relaxing to 

align itself with the field.  

It’s useful to describe quantized interactions or scattering with particles that possess 

quantized units of magnetic moment, momentum, charge, mass, etc. For example, the photon was 

mentioned in a previous section, and is the quantized force carrier particle for the electromagnetic 

force. It is convenient to define a quasi-particle called a magnon that describes a decrease in one 

unit of magnetization of 2ߤ஻ and a decrease in one unit of spin of ℏ. Here ߤ஻ is defined as the 

Bohr magneton. Another type of quasi particle that will be discussed is the phonon, which is the 

quantized interaction of lattice vibrations. Both are bosonic particles in nature. Subsequently, 

interactions will be described in terms of interactions between photons, magnons, phonons, and 

electrons. Interactions of these particles must conserve momentum, energy, magnetization, etc. 

Very often momentum and energy are described in terms of wave vector and frequency, 

respectively.  

2.5.1 Common types of interactions 

This section describes the most common types of relaxation processes and provides a brief 

description for each process in which energy is transferred away from the magnetic moments when 

they are excited away from equilibrium by some external fields (photons). The frequency of the 

photons is chosen such that the magnetization is excited but other dynamics are not due to 

resonance phenomenon of the magnetization. It’s important to note that ultimately the energy will 

end up as heat from lattice vibrations. For example, if the most likely energy transfer mechanism 

is some type of magnon-electron scattering, the energy of the electrons will then be transferred to 

the crystal structure afterward as lattice vibrations. However, this dissertation will focus on energy 
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transferred away from the magnetic moments, not subsequent processes. The subsequent processes 

won’t influence the magnetization dynamics any noticeable amount.  

Magnon-phonon processes typically dominate in materials that are electrically insulating. 

This is the process by which magnons scatter with lattice vibrational modes6. This can be due to 

direct scattering between one or more magnons and phonons, impurities in a lattice, or 

degeneracies in electron orbits. The impurities can be isotropic or anisotropic which lead to fast or 

slow relaxation, respectively. The nature of the degenerate electron orbits depends on the elements 

in the lattice. For example, if there are Fe2+ and Fe3+ ions at equivalent lattice sites, like in some 

magnetic materials, there will be a hopping of a 3d electron between the two sites. Though there 

is an electron in motion, it is localized and can still be considered electrically insulating. An 

illustration of scattering between one or more magnons and phonons is shown in Fig. 2.2. 

Magnon-electron processes typically dominate in materials that are electrically conducting, 

though there will still be some magnon-phonon scattering. Magnon-electron scattering is the 

process in which one or more magnons scatter with electrons directly. This includes the flow of 

conduction electrons due to spin-orbit coupling (Eddy currents), spin-flip scattering, and breathing 

Fermi-associated scattering. At low temperatures where electron states are more discretized, the 

 
Fig. 2.2. Illustration of magnon phonon scattering. The green circles and blue arrows indicate 
electrons and magnetic moments, respectively, and the red dots and black lines indicate the lattice 
or phonon coupling. The electron moments are highly coupled to the lattice and thus changes in 
the moment direction will influence the phonon coupling.   
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breathing Fermi surface scattering, or intraband scattering, is more likely to occur. This involves 

the modification of electron states above and below the Fermi level due to scattering with magnon, 

and as the name suggests, the Fermi level will be modified. The spin-flip scattering, or interband 

scattering, is more likely to occur at higher temperatures where the broadening of the Fermi level 

leads to flipping of electron spins. Kambersky, in addition to several others, studied the relaxation 

times for several materials in great detail and found that to first order the breathing Fermi surface 

showed a ଵ்మ dependence while the spin-flip scattering showed a ܶଶ dependence, where T stands 

for absolute temperature7,8,9,10. It’s important to note that the total relaxation time depends on the 

probability of occurrence as well as the relative ‘strength’ of each mechanism. The theory was in 

good agreement with some experiments performed for iron, cobalt, and nickel. Figures 2.3(a) and 

 
Fig. 2.3. Description of the two types of magnon electron scattering. (a) The breathing Fermi 
surface scattering. Via spin-orbit coupling, the scattering changes the energy of the free electron 
states. This pushes some of the free electrons above the Fermi level, effectively creating occupied 
states above and unoccupied states below in different energy bands. This energy will eventually 
be transferred to the lattice and the free electrons will move back to their original states. This 
causes the Fermi surface to move up and down or ‘breathe’. (b) The spin-flip scattering. At higher 
temperatures the Fermi surface isn’t clearly defined and begins to broaden. It becomes more likely 
to see scattering between the bands than within the bands. Electrons within this region will absorb 
energy from the magnons, flip their spin, and move to a higher energy with the Fermi surface. 
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2.3(b) illustrates these two types of magnon-electron scattering. Eddy currents are common in 

thicker materials but typically negligible in thinner materials as the damping should go with the 

square of the thickness11. It’s essentially the process by which electrical currents are created in a 

material that produce electromagnetic fields that restrict the magnetization from processing. They 

won’t be discussed in detail here because only thin metallic materials are discussed in this 

dissertation.  

Magnon-magnon scattering refers to any type of scattering between two or more magnons. 

The three most common types are two, three, and four magnon scattering. Conservation of the 

momentum allows for scattering of magnons with different wave numbers and this can involve 

two or more magnons depending on the circumstance12,13. It’s also possible to have anisotropy 

induced two magnon scattering in materials with strong anisotropy14. It’s also common to have 

 
Fig. 2.4. An example of a three magnon splitting process. The purple curves represent possible 
dispersion (ω vs. k) curves for a case where a magnon in the surface wave configuration splits into 
two backward volume wave magnons. These spin wave configurations are discussed in detail in 
section 2.6. Here a (ω=ω0, k=0) magnon splits into two magnons each with ω=ω0/2 but with 
different k values of k0 and -k0. 
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large two magnon scattering due to inhomogeneities in a material. Sample dimensions, 

magnetization orientation, frequency, and the power will play important roles in the types of 

magnon-magnon scattering allowed. Figure 2.4 illustrates an example of a three magnon splitting 

process. Lastly, it’s possible to have external influence on the system where energy flows in or out. 

One common example of this is spin pumping (Ch. 6) where angular momentum flows out of a 

magnetic layer into an adjacent, typically nonmagnetic, layer. An additional damping term is 

needed in order to describe these types of external influences that are specific to a given situation.   

2.5.2 Hamiltonian formalism for identifying dominant mechanisms 

Much work has been done over the years to write a Hamiltonian to describe the above 

interactions whereas the probability of occurrence and the relaxation time can then be determined. 

They treat Hamiltonians as perturbations to the system and solve for a specific interaction. It’s 

important to note that the Hamiltonians are used in the linear, non-relativistic Schrödinger 

equation. Nonlinear or relativistic damping considerations will be neglected as their contributions 

are negligible. Though the Hamiltonian formalism is correct and gives detailed information about 

a system, it can be more useful to use the insight gained from this method and choose a 

phenomenological damping term to add to the LL equation for studying macroscopic interactions. 

2.5.3 Common phenomenological damping terms 

 A lot of information is buried within each scattering mechanism. For example, Magnon-

electron scattering conserves magnetization but two magnon scattering does not. Several common 

relaxation terms, the scattering it attempts to describe, and useful information for each are given 

below.   

 Historically, Landau and Lifshitz, when first deriving the LL equation suggested a damping 

term15.  
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௦ܯߣ|ߛ|଴ߤ− ۻ × ۻ) × ۶)                                                          (2.46) 

where ߣ is a unitless damping parameter and is assumed to be frequency independent. It was 

designed so that the magnetization would be conserved during the procession and the 

magnetization would eventually align with the magnetic field since this is what early experiments 

were indicating. It was an attempt to describe magnon-electron and magnon-phonon scattering 

since magnon-magnon interactions do not conserve the magnetization. It was an excellent first 

attempt but fails to accurately describe the magnetization dynamics in several ways. Most notably, 

the trajectory of the precession is unaffected by the damping and actually causes the magnetization 

to increase16. This leads to a decrease in switching time with an increase in damping. For small 

damping though, this term works okay, and these effects aren’t very noticeable. 

 Like Landau and Lifshitz, Gilbert wanted to come up with a damping term in which 

magnetization is conserved and the magnetization relaxes to align with the magnetic field. Thus, 

his term can describe magnon-electron scattering and magnon-phonon scattering as well. 

However, the Gilbert term has a more physical origin and more accurately describes the dynamics 

observed experimentally17. The Gilbert damping term is ܯߙୱ ۻ × ݐۻ݀݀                                                                    (2.47) 

where ߙ is a unitless damping parameter and is assumed to be frequency independent. Gilbert 

considered the Rayleigh dissipation force function where a conservative or non-conservative force, 

linear in velocity, is applied to a system. It would be possible to include higher order terms in 

velocity. This has been used successfully in many classical systems to describe damping. ߙ is 

originally assumed to be a tensor but to simplify the description it is reduced to a constant. He later 

applies a conservation of magnetization restriction when constructing a Lagrangian to determine 
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an equation of motion, and thus magnon-magnon scattering is then prohibited. To date, his model 

seems to be the most appropriate for describing magnon-electron and magnon-phonon scattering 

in magnetic materials. When the Gilbert term is added to the LL equation it is often called the 

Landau-Lifshitz Gilbert (LLG) equation. It’s worth noting that though this model may not be the 

most appropriate model at high temperatures, there are a few papers that have applied the LLG 

model to describe the dynamics at high temperatures18,19.  

 Though originally designed for paramagnetic systems and nuclear resonance phenomenon, 

Bloembergen and Bloch suggested time relaxation terms to describe a two-step process20.  

− 12 ଵܶ ୸ܯ) −  (2.48)                                                              ݖ̂ (ୱܯ

− 12 ଶܶ ൫ܯ୶,୷൯ ݔො,  ො                                                               (2.49)ݕ

The two-step process allows for some magnon-magnon scattering processes in which the 

magnetization is not conserved but the other types of scattering can’t be described by this model. 

This could describe two-magnon scattering due to inhomogeneities or magnon-magnon scattering 

when a material is heated and approaches the paramagnetic phase at the Curie temperature. Two 

other damping models, the self-consistent Bloch (SCB) and the Grobis terms have been suggested 

for modeling granular, large anisotropy materials near the Curie temperature21,22. Those models 

− 1߬ୱ ൫ۻ −  ୯൯                                                               (2.50)ୣۻ

− 1߬ୱ ۻ) −  ଴)                                                               (2.51)ۻ

for the SCB and Grobis, respectively, differ from the Bloembergen Bloch (BB) model in the 

definition of the equilibrium state of the magnetization and slight variations in the spin dependent 

relaxation. Interestingly, all three have similar physical origins but are derived in very different 
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ways. The BB model was purely conceptual, the SCB was based on a spin dependent relaxation 

using the quantum kinetic equation, and the Grobis was derived using a spin dependent relaxation 

and the statistical Fokker-Plank equation. It’s important to note that the SCB and Grobis models 

attempt to describe magnon-electron and magnon-phonon scattering as well to some extent. Also, 

the time relaxation parameters are not assumed to be frequency independent.  

 The need for a damping term near the Curie temperature of a ferromagnetic material is 

what brought about the SCB and Grobis damping terms. Heat assisted magnetic recording 

(HAMR) is a magnetic recording technology still in development that reads and writes at 

temperatures near the Curie temperature as illustrated in Fig. 2.5. As such, damping at elevated 

temperatures becomes very important. Another popular model uses the Landau-Lifshitz Bloch 

equation (LLB) damping term23,24,25.    

 
Fig. 2.5. A description of HAMR media reading and writing process. The coercivity is defined 
as the field at which zero magnetization is reached. As the media is heated from the storage 
temperature up to the write temperature, the coercivity is drastically reduced so that the head field 
available can read or write information. The media is then cooled back to the storage temperature. 
Because the coercivity is so large at the storage temperature, the media is more thermally stable 
which allows for greater areal density.  
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ୱଶܯ||ߙ|ߛ|଴ߤ ۻ)ۻ ∙ ۶) − ୱଶܯୄߙ|ߛ|଴ߤ ۻ × ۻ) × ۶)                                       (2.52) 

The ߙ terms are unitless longitudinal and transverse damping parameters and are frequency 

independent. They can be related to the temperature if a small external field limit is applied. 

Though this damping term is very popular, it has physical problems as mentioned in the papers by 

Grobis and Zhang, et al. The biggest problem is that its derivation assumes a constant atomic 

damping which is known to be unphysical. The Grobis model is probably the most appropriate 

model for describing the dynamics of granular media at elevated temperatures near the Curie 

temperature. Each of these models makes several assumptions involving uniform temperature and 

magnetic properties throughout the grains. These models begin to break down as the grains become 

very small on the order of a few nanometers.  

Several terms have been suggested to account for the stochastic thermal fluctuations as 

well. Those won’t be discussed in detail here as they aren’t relevant to the experiments in the later 

chapters. It’s important to note that all the damping parameters are assumed to be temperature 

dependent. Typically, these damping parameters are identified by performing ferromagnetic 

resonance (FMR) measurements as will be discussed in the next sections.  

2.6 Spin Waves 

A spin wave is defined as the collective motion of the magnetic moments in a material and, 

as previously mentioned, the quantized interactions of spin waves are referred to as magnons. So 

far, though magnetic ordering and interactions have been discussed, the physical mechanisms 

behind the ordering have not.  Several common magnetic interactions that lead to ordering are 

discussed in detail below. 
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2.6.1 Quantum mechanical formalism  

Because electrons are classified as fermions, they obey the Pauli exclusion principle, which 

has important implications that dictates how atoms organize and share electrons. The exclusion 

principle dictates that the overall quantum mechanical wavefunction be antisymmetric when two 

electrons are shared or exchanged. This requires two electrons with the same orbital angular 

momentum to occupy different spin states. This can also be understood in that two electrons, for 

example, will be spatially further apart if they possess spin (or moments) in the same directions, 

thus minimizing the electrostatic energy (principle of least action). So the energetically preferred 

state is the alignment of moments and it’s called the exchange interaction. The interaction is 

normally short ranged and only affects the nearest neighbor spins, but it’s possible to have indirect 

types of coupling. The direct exchange interaction Hamiltonian to first order is given as  

୶ୣܪ = − 12 ܬୣ ୶ ෍〈܁௜ ∙ ௝〉௜,௝܁                                                      (2.53) 

where ୣܬ ୶ is the exchange constant and is related to the energy associated with the separation 

between two electrons. The factor of ଵଶ is needed for the double counting done in the summation. 

Note that if the sign of ୣܬ ୶ is flipped, this describes antiferromagnetic ordering and neighboring 

moments will energetically prefer antialignment.  

 Another interaction that strongly affects ordering is the magnetic dipole-dipole interaction. 

As the name suggests, it’s the interaction between dipole moments and is a longer-range interaction 

than the exchange interaction. The dipole interaction, unlike the ferromagnetic exchange 

interaction, prefers the antialignment of the moments. To minimize the energy of, say two dipole 

moments aligned with each for example, one dipole would prefer to switch to the other direction. 
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A factor of ଵଶ is again included to account for the double counting done by the summation. It’s 

Hamiltonian to first order is given by 

୧୮ୢܪ = 12 ෍ 1ܴ௜௝ହ ቀܴ௜௝ଶ൫ܕ௜ ∙ ௝൯ܕ − 3൫܀௜௝ ∙ ௜௝܀௜൯൫ܕ ∙ ௝൯ቁ௜,௝ܕ                        (2.54) 

where R is the separation between two moments. 

Next is the magneto-crystalline anisotropy interaction. If the orbit of an electron is not 

spherically symmetric, the energy of the state of the electron will depend on the orientation of the 

orbital with respect to the neighboring ions. This will create a preferred direction (to minimize 

energy) of the magnetization. It’s Hamiltonian depends on the type of magneto-crystalline 

anisotropy. It’s common in hard drive media to have uniaxial anisotropy along a particular axis. 

There are other types of magnetic anisotropic interactions, but all can essentially be described by 

preferred direction of magnetization based on the surroundings of a moment. Though an equation 

can be derived for a specific case, it’s often necessary to experimentally determine the magnetic 

field associated with this interaction.  

The last notable interaction is the Zeeman interaction, which has already been discussed in 

some detail. In the presence of a magnetic field, the magnetic moments will precess about the 

magnetic field. The Zeeman interaction Hamiltonian to first order is given by ܪ୸ୣୣ୫ୟ୬ = − ෍ ௜ܕ ∙ ۰௜                                                       (2.55) 

Many years ago, Holstein and Primakoff et al. derived many useful relationships, including a 

dispersion relation and magnon-magnon scattering relations, using these (excluding magneto-

crystalline anisotropy) magnetic interactions when studying the microscopic dynamics26. In the 

next section these interactions are discussed in detail on the macroscopic scale, where things can 

be modeled using effective media and the useful relations from chapter 1 can be applied. 
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2.6.2 Classical formalism  

The exchange, dipolar, and anisotropy energy terms have a magnetic field associated with 

their interactions. The Zeeman interaction doesn’t have one as it doesn’t describe interactions 

between moments but rather is a response to a field itself. These, with the addition of any external 

fields, will define the total field and can have time and spatial dependence. ۶(ܚ, (ݐ = ۶ୣ୶୲(ܚ, (ݐ + ۶ୣ୶(ܚ, (ݐ + ۶ୢ୧୮(ܚ, (ݐ + ۶ୟ୬୧ୱ୭୲୰୭୮୷(ܚ,  (2.56)                   (ݐ

The magnetic field (and the other fields) can be split into a time varying component and a static 

component ۶(ܚ, (ݐ = ۶଴ + ,ܚ)ܐ  (2.57)                                                       (ݐ

where ۶૙ is the static component and is assumed to be position independent since spatial 

uniformity is assumed, and ܚ)ܐ,  is the time varying component. The macroscopic dipole-dipole (ݐ

field, often called the demagnetization field, and the anisotropy field will have small time varying 

contributions and can be neglected. This may not be the case for some nonlinear spin wave 

dynamics when large power is used as discussed in a later section. In order to determine the 

Fig. 2.6. Examples of demagnetization factors for three common geometries. (a) 
Demagnetization factors for an infinite plane. (b) Demagnetization factors for a sphere. (c) 
Demagnetization factors for an infinitely long cylinder.  
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demagnetization field, a demagnetization tensor must be determined for a particular geometry 

using Maxwell’s equations and the appropriate boundary conditions given below27.  

۶ୢ୧୮(ܚ, (ݐ ≡ ۶ୢୣ୫ୟ୥(ܚ, (ݐ = Nୢۻ = ቎ ୶ܰ୶ ୶ܰ୷ ୶ܰ୸୷ܰ୶ ୷ܰ୷ ୷ܰ୸୸ܰ୶ ୸ܰ୷ ୸ܰ୸቏  (2.58)                            ۻ

Where ୧ܰ୨ are the demagnetization factors. This is valid for shapes that can be defined for ellipsoid 

classes of geometries. Figure 2.6 shows several common geometries that are often solved for in 

many textbooks. Normally, the static components are treated as spatially uniform. This works well 

for materials with uniform properties and where the boundaries weakly influence the bulk 

dynamics as mentioned previously.  

Two different methods have been used to study the dynamics in spin waves. The first is 

applying the magnetostatic approximation to Maxwell’s equations and the second is solving the 

eigenvector problem of the LL equation using an approximation. Each method provides slightly 

different information, and the two methods need to be used together to obtain a more complete 

understanding of the physics. Also, it’s relatively easy to arrive at a set of electromagnetic 

boundary conditions for Maxwell’s equations, valid for static or time varying fields. For 

macroscopic media they are given as  ܖଶଵ ∙ (۲ଶ − ۲ଵ) = Σ                                                           (2.59) ܖଶଵ × (۳ଶ − ۳ଵ) = ଶଵܖ (2.60)                                                          0 ∙ (۰ଶ − ۰ଵ) = ଶଵܖ (2.61)                                                          0 × (۶ଶ − ۶ଵ) = ۹                                                         (2.62) 

where ܖ૛૚ is the unit vector normal to the surface directed from region 1 to region 2, Σ is the 

surface charge density, and ۹ is the surface current density. By assuming a plane wave solution to 

Maxwell’s equation of the form ݁ି௜ܚ∙ܓ (recalling the uniqueness theorem), one can write 
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ܓ × ܐ = ܓ (2.63)                                                               ܍̅ߝ߱− × ܍ = ܐ)଴ߤ߱ + ऱ)                                                        (2.64) 

where ܍ is the time varying component of the electric field, ऱ is the time varying component of 

the magnetization and k is the wavevector defined by 

݇ = ߣߨ2                                                                       (2.65) 

where ߣ is the wavelength. It can be shown that the wavevector in free space is given by ݇଴ଶ = ߱ଶߤ଴ߝ଴                                                                 (2.66) 

Combining Eqs. (2.63), (2.64), and (2.66) yields 

መܓ × ܐ = ݇଴ଶ൫ܓመ × ऱ൯݇଴ଶ − ݇ଶ                                                          (2.67) 

When the wavevector in free space is much larger or much smaller than the wavevector in the 

medium one has સ × ܐ = 0                                                                   (2.68) સ ∙ ܊ = 0                                                                   (2.69) 

where ܊ is the time varying component of the magnetic flux. This is known as the magnetostatic 

approximation and is valid for the experiments done in this dissertation. Now it’s useful to define 

a magnetic scalar potential ܐ = −સ߰                                                                  (2.70) 

such that સ ∙ (μത ∙ સ߰) = 0                                                            (2.71) 

It’s also useful to define a susceptibility tensor for magnetization χത ܐ = χതऱ                                                                     (2.72) 

so 
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μത = μ଴(I + χത)                                                                (2.73) 

where I is the identity matrix. Combining Eqs. (2.68)-(2.73) yields what is commonly referred to 

as Walker’s equation  

(1 + χ௫௫) ߲߰ଶ߲ଶݔ + ൫1 + χ௬௬൯ ߲߰ଶ߲ଶݕ + ߲߰ଶ߲ଶݖ = 0                                    (2.74) 

where under most circumstances χ௫௫ = χ௬௬ (and all circumstances in this dissertation). One of the 

great things about this analysis is that nice equations can be obtained for all the fields (when 

applying boundary conditions), but an analytic equation for the susceptibility and a dispersion 

relation (ω vs. k) cannot. They can however, be numerically or graphically obtained exactly. It is 

still not feasible to obtain an analytic equation with Maxwell’s equations alone, which makes 

studying the dynamics time consuming and challenging.  

Thankfully, an analytic equation for the susceptibility terms and an approximate dispersion 

relation can be obtained from the LL equation using the electromagnetic boundary conditions. 

Approximate here means a mathematical approximation to the model, not a physical assumption 

of the system. Even though this method only gives approximate solutions to the dispersion relation 

(and electromagnetic fields), it gives physicists something more tangible to work with. The 

Landau-Lifshitz equation can be written as an infinite sum of eigenvalues and eigenvectors which 

is why it must be approximated mathematically28. Lastly, to solve this equation an equation for the 

exchange field is needed. The static portions are position independent constants and the time 

varying components of the anisotropy and demagnetization fields are negligible. There is a static 

contribution to the exchange field that is proportional to the magnetization, but this term will not 

contribute because of the cross product. The time varying component to first order is ୣܐ୶(ܚ, (ݐ = ,ܚ)સଶऱܣ  (2.75)                                                       (ݐ
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where ܣ is an exchange constant.  Lastly, while damping is considered, the equation is linearized, 

and the damping terms drop out because they are not linear in the magnetization. So while damping 

does influence the dispersion relation, it is a very small contribution.  

 Spin waves are often separated into 3 categories defined by the direction of an external DC 

magnetic field and an external AC magnetic field with respect to the material dimensions. Spin 

waves are typically studied in thin films where the thickness is small enough such that the in-plane 

dimensions can be considered infinite when compared with the thickness. Lastly, for the 3 types 

of waves that are about to be described, the analysis is valid for a dielectric/ferromagnet/dielectric 

layered structure. If a conductor, for example, was substituted in place of the dielectric, this would 

change the boundary conditions and the descriptions below would change to a certain degree.  This 

is because there would be strong reflections from the surface of the conductor. 

2.6.3 Forward volume waves 

 This first type of wave has an external DC magnetic field perpendicular to the sample plane 

with a wavevector k in the plane of the sample. A few key points about these types of waves: 

1. It’s possible to have different thickness modes where each higher order mode has a location 

throughout the thickness where the magnetic scalar potential is zero, similar to standing 

waves. Unlike other guided electromagnetic (EM) waves, all modes have the same cutoff 

frequency to first order in the exchange interaction.  

2. The dispersion relation to first order for the 0th order thickness mode is 

߱ଶ = ߱଴ ൭߱଴ + ߱୑ ቆ1 − 1 − ݁ି௞౪ௗ݇୲݀ ቇ൱                                            (2.76) 

with ݇௧ as in the in-plane wave vector, ݀ as the film thickness, and   ߱଴ =  ୶୲                                                               (2.77)ୣܪ|ߛ|଴ߤ 
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߱୑ =  ୧୮                                                              (2.78)ୢܪ|ߛ|଴ߤ 

The frequency is dependent upon the magnitude of the wavevector k but not the direction 

of k such that the wave propagation is isotropic in the plane of the film if there is no 

anisotropic field present in the plane of the film. An example of this dispersion relation is 

show in Fig. 2.7. The other modes are typically much weaker and can be ignored in this 

dissertation, though shown in Fig. 2.7. This, however, is not always the case as there can 

be thickness mode coupling.  

3. Although the group and phase velocities, defined (to first order) as 

୥ݒ = ߲߲߱݇                                                                     (2.79) 

୮ݒ = ߱݇                                                                     (2.80) 

have different magnitudes, they have the same direction. Waves with this characteristic are 

often referred to as forward waves.  

4. The amplitude of the wave is distributed sinusoidally throughout the volume of the film.  

 

 
Fig. 2.7. Dispersion relation for the first 4 thickness modes in the forward volume wave 
configuration. 
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2.6.4 Backward volume waves 

 This second type of wave has an external DC magnetic field in the plane of the film with a 

wavevector k in the plane of the sample along the same direction of the DC field. A few key points 

about these types of waves: 

1. As in the case of forward volume waves, all thickness modes share the same cutoff 

frequency.  

2. The dispersion relation to first order in k for the lowest order thickness mode is 

߱ଶ = ߱଴ ൭߱଴ + ߱୑ ቆ1 − ݁ି௞∥ௗ݇∥݀ ቇ൱                                         (2.81) 

and k is parallel to the DC field. Also, reversing the direction of magnetic field does not 

change the properties of the field mode across the film thickness. This is not the case for 

surface waves. An example of this dispersion relation is shown in Fig. 2.8.  

3. These waves have a negative group velocity but a positive phase velocity. Waves with this 

property are often called backward waves. 

4. Lastly, the wave amplitude is distributed sinusoidally throughout the volume of the film. 

 

 
Fig. 2.8. Dispersion related for the first 4 thickness modes in the backward volume wave 
configuration. 
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2.6.5 Surface waves 

 This last type of wave has an external DC magnetic field in the plane of the film with a 

wavevector k in the plane of the sample but perpendicular to the DC field. A few key points about 

these types of waves: 

1. Unlike the previous two cases, there are no thickness modes present in this configuration. 

2. The dispersion relation to first order in k is 

߱ଶ = ߱଴(߱଴ + ߱୑) + ߱୑ଶ4 (1 − 2݁ି௞఼ௗ)                                    (2.82) 

and k is perpendicular to the DC field. An example of this dispersion relation is shown in 

Fig. 2.9.  

3. When the DC field is reversed the field shifts from one side of the film to the other, while 

the dispersion relation is unaffected. This is called field displacement non-reciprocity.  

4. The group and phase velocity are in the same direction (with different magnitudes) and 

thus this is a forward wave.  

5. Unlike the previous two cases, the wave amplitude decays exponentially from the surface 

of the film.  

 
Fig. 2.9 Dispersion relation for the surface wave configuration. 
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2.6.6 Ferromagnetic resonance - 0th order mode  

The k = 0 mode is referred to as ferromagnetic resonance (FMR) and can be used to 

experimentally determine the damping constant. In this mode all moments process together 

uniformly. The k=0 implies an infinite wavelength, but this is because some boundaries are 

ignored, and the film has been considered as an infinite plane. In this dissertation, FMR 

measurements using out-of-plane fields are carried out to determine damping and effective fields 

for hard drive media materials with large exchange fields or anisotropy fields. The exchange field 

refers to an induced field that a magnetic material will experience due to strong coupling with an 

outside source. Much like a permanent external field on the material. This section will focus on 

the Gilbert damping constant and the relaxation time damping constant of the Bloch and Bloch 

like equations discussed earlier.  

First, by using two of Maxwell’s equations, Eqs. (2.9) and (2.10), in macroscopic media, 

one can arrive at an equation of energy conservation for the cases of a linear dispersive media with 

losses. By combining 

સ × ۶ = ۸୤୰ୣୣ + ଴ߝ ݐ۳߲߲ + ݐ۾߲߲                                                    (2.83) 

સ × ۳ = ଴ߤ− ݐ۶߲߲ − ଴ߤ ݐۻ߲߲                                                     (2.84) 

ݏ݈݂݀݁݅ ℎ݁ݐ ݕܾ ݁݊݋݀ ݇ݎ݋ݓ ݈ܽݐ݋ܶ = 12 න(۸∗ ∙ ۳)݀ଷ(2.85)                              ݔ 

into a single equation by dotting H into the first equation and E into the second equation, the 

conservation equation within a volume (integral dropped here) is 

۸୤୰ୣୣ∗ ∙ ۳ + સ ∙ (۳ × ۶∗) + ۶∗ ∙ ൬ߤ଴ ݐ۶߲߲ + ଴ߤ ݐۻ߲߲ ൰ + ۳ ∙ ൬ߝ଴ ݐ߲∗۳߲ + ݐ߲∗۾߲ ൰ = 0      (2.86) 

This equation states that (from left to right) the total work done by the fields on the free currents, 
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plus the energy flow out of the boundary surface, the time rate of change of the energy in the 

magnetic field and magnetization, and the time rate of change of the energy in the electric field 

and polarization is equal to zero. In the magnetostatics limit (which applies to the FMR mode) 

only the 3rd and 4th terms are applicable. The real and imaginary parts of this equation correspond 

to the conservation of energy and stored energy, respectively. Thus, the power dissipation due to 

magnetic precession is 

ܲ = ۶∗ ∙ ൬ߤ଴ ݐۻ߲߲ ൰                                                            (2.87) 

 This can be shown to be equal to 

ܲ =  − 12  (2.88)                                                    (௜௜߯)݉ܫ଴|ℎ|ଶߤ߱

where the AC field is in the ith direction. The simplest approach is determining the susceptibility 

for a given damping term. The power absorption can be directly measured using any of the FMR 

techniques described in chapter 3 and fitted using the above equation to extract the damping 

constant. In the case of multiple scattering mechanisms as shown later, it is easier to find a general 

curve to fit to extract the linewidth vs. frequency to determine all contributions. One could in 

principle treat the power absorption as a superposition of two or more different powers, but it’s 

often easiest to find a general fitting function and fit the linewidth vs. frequency, field angle, or 

some other parameter to determine contributions from each source such as inhomogeneous 

broadening or two-magnon scattering. In this way one determines a linewidth function for a given 

model and does not have to worry much about the actual absorption fitting if the fitting is good. 

The damping constant for the Gilbert damping model (that describe magnon-electron scattering 

very well) can be written to 1st order in terms of the power absorption linewidth at half maximum (Δܪ) and angular frequency (߱) as 
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ߙ = 2߱(ܪΔ)|ߛ|଴ߤ                                                                 (2.89) 

The damping constant for the Bloch model to 1st order specifically (it’s easy to infer the other 

similar ones) in terms of the linewidth is 1ܶଶ =  (2.90)                                                               (ܪΔ)|ߛ|଴ߤ

These equations are independent of the type of spin waves. The dispersion relations for the case 

of zero wave vector for forward volume waves is given as ߱ = ߱଴ + ߱୑                                                                (2.91) 

and is referred to as out-of-plane. The dispersion relation (referred to as in-plane) for the two other 

cases of zero wave vector is given as  ߱ଶ = ߱଴(߱଴ + ߱୑)                                                         (2.92) 

2.6.7 Attenuation of spin wave modes 

It’s important to discuss power for the higher order modes as well. In principle, the damping 

constant should be the same for the higher order spin-wave modes as well. This isn’t entirely 

correct as experimentally this doesn’t hold true for the very high k modes, but it is a good 

approximation so going forward this assumption will be implied in the analysis. It’s important to 

know, for a given magnetic field, how much power is absorbed (attenuated), reflected, or 

transmitted for a type of wave and wave number. The 0th order FMR mode can be ignored here. 

While still technically a spin wave, no “wave” is formed or propagates since all moments process 

together.  The efficiency of an antenna to excite a specific wavelength will also play a key role in 

the power observed as well.  

Losses due to the medium absorbing power don’t show up in the analysis of the 

magnetostatics approximation or the linear approximation of the LLG equation. It’s well 
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understood that, for electromagnetic waves, the real part of the complex frequency corresponds to 

the dispersion while the imaginary part corresponds to the absorption such that ߱ → Re(߱) + ݅Im(߱)                                                       (2.93) 

This leads to a new time dependence of ݁ି௜ఠ௧ → ݁ି௜ୖୣ(ఠ)௧୍݁୫(ఠ)௧                                                   (2.94) 

Thus, the Im(ω) describes the decay of the wave modes. The question becomes how to determine 

an equation to describe the imaginary part of ω. If ω is expanded in a Taylor series about the change 

in the FMR mode due to the losses 

߱(߱଴ + ∆߱଴) = ߱(߱଴) + ߲߲߱߱଴൰ఠబ ∆߱଴ + ⋯                                   (2.95) 

then a useful equation can be obtained. The first term represents the dispersion term that has 

already been derived while the following terms represent the losses. If kept to first order, the Im(ω) 

term can be written as  

Im ቆ ߲߲߱߱଴൰ఠబ ∆߱଴ቇ                                                            (2.96) 

For most spin wave systems (and in this dissertation) the losses are described well by the LLG 

equation, and the imaginary part of ω needs to be related to the Gilbert damping constant to 

proceed. It’s well known that, for the FMR mode from the LLG equation, ω is changed by ߱଴ → ߱଴ −  (2.97)                                                             ߱ߙ݅

Thus  

Im ቆ ߲߲߱߱଴൰ఠబ ∆߱଴ቇ = ߱ߙ ߲߲߱߱଴൰ఠబ ≡ − 1ܶ୩                                        (2.98) 

and the losses can be written as 
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ܮ = −20log ∗ ݁ି௧்ౡ10଺ (dB/μs)                                                    (2.99) 

Using the analysis above the Eq. (2.98) for both types of volume waves is given by 1ܶ୩ = ߙ ߱଴ଶ − ߱ଶ2߱଴                                                           (2.100) 

This describes how the losses change as a function of k and applied field. The lower limit (k = 0) 

is 1ܶ୩୪ =  (2.101)                                                                  ߱ߙ

and the higher limit (k→ ∞)  is 

1ܶ୩୦ = ߱ߙ ቈ1 + ߱୑ଶ4߱ଶ቉ଵଶ                                                      (2.102) 

For surface waves 1ܶ୩ = ߙ ቀ߱଴ + ߱୑2 ቁ                                                       (2.103) 

With lower and high limits of  

1ܶ୩୪ = ߱ߙ ቈ1 + ߱୑ଶ4߱ଶ቉ଵଶ                                                    (2.104) 

and 1ܶ୩୦ =  (2.105)                                                              ߱ߙ

respectively. Interestingly, for surface waves, the losses are the same across the entire pass band 

for a fixed applied field. That is, the losses are not frequency dependent for a fixed external field.  

For both the volume waves and the surface waves, these equations show the maximum 

length of a pass band for a given field as well as how the losses change within the passband. It 
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should also be noted that there is some discrepancy between the theory and experimental evidence 

for backward volume waves. If a detailed analysis of the loss was needed, it would be necessary 

to keep more terms in the Taylor expansion for backward volume waves.  

Lastly, it’s important to discuss excitation efficiency of the spin waves. Antennas are 

normally designed for a specific wavenumber range, so as the wavenumber moves away from this 

value, there is less power delivered to the system. This will add an apparent loss to the system 

because this effect is frequency dependent. It’s important for the reader to keep this in mind when 

viewing the power transmission curves in chapters 7 and 8.    

2.7 Nonlinear wave dynamics 

There is a plethora of nonlinear phenomenon that can be explored in spin-wave systems. 

Over the years, many interesting studies have done involving bright and dark solitons, nonlinear 

frequency shifts, nonlinear damping enhancements, and many more. While in principle it’s 

possible to arrive at some interesting equations using the LLG equation or Maxwell’s equations 

without linear approximations, this is analytically very extensive. In fact, for some of the simpler 

nonlinear behavior, such as the nonlinear frequency shift of the FMR mode, the LLG equation is 

satisfactory. To simplify the analysis a bit, the nonlinear Schrödinger equation for spin waves is 

often used. It’s relatively straightforward to arrive at this equation for spin waves if the dispersion 

relation is expanded in a Taylor series in a general way: 

߱ߜ = ߲߲߱݇ ݇ߜ + 12 ߲ଶ߲߱݇ଶ ଶ(݇ߜ) + ߲߲߱|߰|ଶ |߰|ଶ + ⋯                            (2.106) 

There are many terms that could appear in this equation. So, it’s necessary to know 

something about this system to determine how many terms are kept. Because it’s a general Taylor 

series, ω can be expanded about other variables besides k and the correlation factor ߰ as well, so 

terms including damping or other physical properties can be included when necessary. The 
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correlation factor describes the demagnetization at large precession angles and describes the 

nonlinearity of the system. The partial derivatives are evaluated at a value and are therefore 

constants. 

߱ߜ = ݇ߜ୥ݒ + 2ܦ ଶ(݇ߜ) + ܰ|߰|ଶ                                             (2.107) 

where D is the dispersion coefficient and N is the nonlinearity coefficient. ߱ߜ and ݇ߜ correspond 

to the operators 

߱ߜ = ݅ ݐ߲߲                                                                   (2.108) 

݇ߜ = ݅ ݔ߲߲                                                                   (2.109) 

Sometimes it’s useful to change reference frame to the envelope of the traveling wave. 

݅ ݐݑ߲߲ = − 2ܦ ߲ଶݔ߲ݑ′ଶ +  (2.110)                                                  ݑଶ|ݑ|ܰ

where u is the amplitude of the envelope and the prime indicates the frame of the traveling wave. 

This equation, the nonlinear Schrödinger equation (NLS) has been used for many years to describe 

interesting phenomena that have been observed for envelope spin waves. 
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Chapter 3. Measurement techniques 
 
 
 
3.1 Vector network analyzer – ferromagnetic resonance  

This technique relies on using a vector network analyzer (VNA) to measure the transmitted 

power through a coplanar waveguide (CPW) that consists of two ground planes and one signal 

line, typically made of gold or copper. When a sample undergoes resonance, the impedance 

changes and there is a corresponding change in transmission.  This change in transmission can be 

related to the susceptibility of the sample. A general example of a VNA-FMR system is shown in 

Fig. 3.1.  

For a CPW structure, the lumped circuit is shown in Fig. 3.2 where R is the resistance, L is 

the inductance, C is the capacitance, and G is the shunt conductance. The reflection and 

transmission coefficients measured by a VNA, S11 and S21 respectively, can be directly measured 

by a VNA. In term of the lumped circuit elements they can be written as29 

ܵଵଵ = ܮ߱݅ + ܴ ܼ଴1 + ܼ଴(ܩ + (ܥ߱݅ − ܼ଴݅߱ܮ + ܴ + ܼ଴1 + ܼ଴(ܩ + (ܥ߱݅ + ܼ଴                                           (3.1) 

 
Fig. 3.1. Diagram of a VNA-FMR system using a CPW structure. 
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ܵଶଵ = 2ܼ଴1 + ܼ଴(ܩ + ݅߱ ܮ߱݅( + ܴ + ܼ଴1 + ܼ଴(ܩ + ݅߱ ) + ܼ଴                                          (3.2) 

where Z0 is the characteristic impedance of the CPW. S11 and S21 can in general be written as ܵଵଵ = ܵଵଵ଴ + Δܵଵଵ                                                              (3.3) ܵଶଵ = ܵଶଵ଴ + Δܵଶଵ                                                              (3.4) 

where the 0 above indicates the transmission independent of the susceptibility. It’s also important 

to note that the inductance can be written as ܮ ൎ ଴ܮ + ߯଴߯                                                                   (3.5) 

and in the quasistatic limit Δܵଵଵ = −Δܵଶଵ                                                                 (3.6) 

as well as in the limit of weak reflections |ܵଵଵ| ≪ 1                                                                      (3.7) ߯଴ will be related to physical and experimental properties, and can be treated as a fitting parameter. 

Combing the many equations above one obtains Δܵଶଵ ≅ ߯−2߯଴                                                                  (3.8) 

 
Fig. 3.2. Diagram of a lumped RLC circuit describing the CPW structure. 
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So that finally  ܵଶଵ = ܵଶଵ଴ + ܪܦ + ߯−2߯଴                                                     (3.9) 

 The middle term was added to include the fact that the background (independent of the 

susceptibility) will change with time (thus field) due to drifts in the electronics. The transmission 

parameter will be complex so it’s necessary to measure the real and imaginary parts and fit the two 

sets of data together to obtain the static properties as well as the damping. Though the power 

absorption isn’t explicitly written here, it is related to ܵଶଵ.   

3.2 Microwave resonant cavity-based ferromagnetic resonance  

 Cavity resonators have been used for a very long time and they come in many shapes and 

sizes. A resonant cavity is designed so that incoming microwaves are trapped to form standing 

waves within conducting walls but allow a small signal to be reflected out for detection. A sample 

is then placed in a position where the microwave magnetic field is a maximum and, in the direction, 

wanted for the measurement. Many textbooks like Jackson et al. derive solutions to Maxwell’s 

equations for various geometries (with and without dielectric materials on the inside). This 

amounts to solving for plane wave solutions with conducting walls as boundaries. However, the 

coupling that allows the microwaves in and out as well as the perturbation of the fields due to a 

sample are typically not addressed in detail. If the coupling hole is designed well and the sample 

small enough, the perturbations are not noticeable. 

 Cavity quality is quantified through a parameter called the Quality factor (Q). It represents 

a ratio of the power stored to the energy lost either to the conducting walls or a dielectric medium 

inside. The Q is directly related to the surface area of the cavity so the larger the cavity, the higher 

the theoretical Q. It’s also worth noting that in general, cylindrical cavities have an order of 

magnitude higher Q than a rectangular cavity at the same frequency. The FMR measurements in 
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this dissertation utilize a TE102 mode 13.7 GHz rectangular cavity. Though a cylindrical design 

would have been better, due to the experimental constraints of the high-temperature FMR system 

(discussed below), this wasn’t possible.  

 When microwaves are sent into the cavity and the sample undergoes FMR, there is less 

power reflected back out of the cavity than when the sample isn’t undergoing resonance. Since the 

cavity is non-magnetic (mostly anyway), there is only a change in the strength of the reflected 

wave when the sample undergoes resonance. Thus, the change in reflected power is equal to the 

power absorbed by the sample given in Eq. (2.88).  

3.2.1 Modulating the static field 

For samples with very small thicknesses, like in the case of nm-thick thin films, the change 

in reflected power is almost unnoticeable when compared with the noise level of the reflected 

power. So a small AC signal is often used to modulate the DC field in order filter out the 

 
Fig. 3.3. Diagram of a cavity-based reflection FMR system using a modulation field 
technique.  
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background. By using a lock-in amplifier that modulates the signal, the background can be filtered 

out and the only signal measured is the change in reflection30. Determining the ideal AC frequency 

and amplitude can be a little tricky. The stronger the field is the stronger the measured amplitude. 

However, as the amplitude approaches the width of the power absorption peak, the absorption peak 

begins to broaden and become distorted. So the amplitude should be as large as possible without 

noticeably interfering with the signal. Similarly, the larger the frequency, the larger the amplitude 

strength, but it must be very small compared to the AC field driving the precession and the resonant 

frequency. So, the frequency should be as large as possible without noticeably interfering with the 

dynamics. A general example of a resonant cavity FMR system using a modulation field is shown 

in Fig. 3.3.  

3.2.2 High temperature configuration 

To measure FMR at high temperatures for many different materials, a hole was drilled in 

the side of the TE102 cavity mentioned above. The sample is attached to the end of a diamond rod 

that passes through the hole in the cavity. Diamond was chosen because of its excellent thermal 

conductivity but low dielectric strength (to reduce interference with the microwaves). The diamond 

rod is attached to a ceramic resistive heater using an aluminum nitride compound that is electrically 

insulating but highly thermally conductive. The cavity is placed in a vacuum chamber to reduce 

thermal fluctuations and allow a higher temperature to be reached. With a vacuum pressure of 

about 10-5 Torr, a temperature as high as 550 °C can be reached. The adaption was designed 

specifically for perpendicularly magnetized films. 

3.3 Strip line excitation of spin waves 

Strip line antennas (or transducer) are the most widely used structures for exciting spin 

waves. It typically consists of a thin metallic line deposited on a substrate that is backed by a 
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metallic ground plane.  The line is usually grounded at one end. An AC electric current travels 

down the metallic line, creating AC magnetic and electric fields. The dimensions are designed to 

excite electromagnetic waves typically in the range of 1-10 GHz with the higher efficiencies at the 

lower frequencies. This gives an apparent loss to the spin-wave transmission as each frequency is 

not excited the same. A general example of a strip line antenna structure is shown in Fig. 3.4. The 

spin waves are detected by placing a second strip line at some distance away from the excitation 

strip line. The magnetic precession generates an AC magnetic field that will induce an AC current 

in the detection strip line. Sometimes at the smaller wavelength side of the spin wave transmission 

curve (higher wavevector numbers) the electromagnetic waves will interfere with the spin waves. 

This is because some of the power radiated by the excitation strip line will radiate enough power 

through the air to the detection strip line to cause wave interference when the wavevectors in air 

and in the medium, are similar. Because the excitation fields are circular, often there will be other 

types of spin waves (other than the intended ones) weakly excited. It’s also possible to have 

reflections from the sides or ends of the film that will create standing waves. Such standing waves 

Fig. 3.4. Diagram of a strip line spin wave system.  
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will cause perturbations to the equations given in chapter 2 but they are normally small enough to 

ignore if the sample dimensions are appropriate. It is also possible, and sometimes convenient, to 

use a VNA for the source and detection of spin waves. As a reminder to the reader, the following 

chapters involving the actual experimental work will be done in the CGS unit system. 
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Chapter 4. Intergranular exchange coupling in CoPtCr-based perpendicular recording 

media 

 
 
4.1 Introduction to perpendicular recording  

Perpendicular magnetic recording (PMR) using CoCrPt-oxide granular media has recently 

achieved areal storage densities close to 1 Tb/in2.31,32  While PMR media technology has matured, 

there is still a great need to better understand the physics behind the granular media, which is very 

important not only for the current PMR technology to realize densities beyond 1 Tb/in2 but also 

for the next-generation HAMR media.  One of the physics questions of great significance, for 

example, is how the oxide segregant in the media affects the grain size and the grain properties 

and thereby the thermal stability,33,34,35 and how it affects the strength of the effective field 

experienced by individual grains and thereby influences the signal-to-noise ratio (SNR) during 

reading.36,37,38  

In addition to the external writing field, an individual grain in the PMR media experiences 

a uniaxial magneto-crystalline anisotropy field, a self-demagnetization field, an effective dipolar 

interaction field due to other grains, and an intergranular exchange field.  The anisotropy and 

demagnetization fields can be determined relatively easily through conventional measurement 

techniques such as vibrating sample magnetometer (VSM) and FMR techniques, but the accurate 

determination of the effective dipolar and exchange interaction fields is rather challenging.  Some 

indirect methods, such as the so-called ΔHc method (difference in the coercivities of full hysteresis 

loops and minor recoil loops),39,40,41 the first-order reversal curve (FORC) approach,42 the 

differential remnant curve approach,43,44,45,46 and the demagnetizing factor compensation 

method47,48,49 have been used to examine the dipolar and exchange interactions in PMR media, 
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mostly through switching field distribution measurements.  However, those methods are limited 

because they either rely on a certain set of assumptions or do not incorporate all the material details, 

and each method alone does not yield accurate results.50  

4.2 Static properties of media doped with SiO2 segregant  

This chapter reports on the study of intergranular exchange coupling in PMR media 

through the determination of effective exchange fields for different remnant magnetic states via 

FMR measurements.  The effective exchange field Hex increases linearly with a decrease in the 

remnant magnetization Mr.  The extrapolation of the Hex vs. Mr plot to the Hex axis yields the 

intrinsic intergranular exchange field.  This FMR approach was first used by Hinata et al. to 

compare the exchange fields in two media samples prepared using different argon pressures.51  In 

this work it is used to investigate systematically the effects of oxide segregant on the intergranular 

exchange interactions in PMR media.  The data show that the intrinsic exchange field in CoPtCr 

granular films is about the same as the saturation induction and about half of the perpendicular 

anisotropy field.  With the introduction of SiO2 segregant to the films, the exchange field decreases.  

It decreases to zero when the volume fraction of the SiO2 segregant is increased to 30%.  These 

results, together with others presented shortly, contribute to the understanding of intergranular 

exchange coupling in PMR media. 

The study made use of four CoPtCr-based granular film samples with different amounts of 

SiO2 segregant, which were provided by Western Digital. The samples are 4-mm-diameter circular 

elements cut from 2-inch-diameter media disks that were grown by magnetron sputtering.  The 

static magnetic properties of the samples were determined through VSM, magneto-optical Kerr 

effect (MOKE), and standard FMR measurements and are presented in Fig. 4.1.    
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Figures. 4.1(a) and 4.1(b) show the effective saturation induction 4Ms and the effective 

perpendicular anisotropy field Hk, respectively, as a function of the volume fraction x of the SiO2 

segregant.  One can see from the data that the introduction of 10% SiO2 into the CoPtCr film leads 

to a slight increase in 4Ms and a notable increase in Hk.  This results mainly from the improvement 

of the composition gradient from the grain centers to the grain boundaries in the PMR media.52  In 

more details, the introduction of the oxide segregant into the grain boundaries leads to the 

migration of the non-magnetic elements (Pt and Cr) from the grain cores to the grain boundaries, 

resulting in a higher magnetization and stronger anisotropy in the grain cores.  The increase in the 

core magnetization gives rise to a slight increase in the 4Ms value of the sample, even though the 

overall volume fraction of the magnetic phase is reduced.  The enhancement in the core anisotropy 

is responsible for the increase in Hk.   An increase in x from 10% to 20% gives rise to relatively 

 
Fig. 4.1.  Static magnetic properties of the samples.  (a), (b), and (c) present the saturation 
induction 4Ms, effective perpendicular anisotropy field Hk, and coercivity Hc as a function of the 
volume fraction of the SiO2 segregant.  (d) presents the magnetic hysteresis loops of the four 
samples, where the vertical axis shows the remnant magnetization Mr to saturation magnetization 
Ms ratio.   
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insignificant changes: 4Ms increases slightly while Hk decreases slightly.  This indicates that the 

effects of adding 20% SiO2 are similar to those of adding 10% SiO2. A further increase to 30%, 

however, results in rather significant drops in both 4Ms and Hk. There are two main reasons for 

this observation. First, high-x segregant gives rise to a reduction in the grain size, simply due to 

the segregant-produced constraint of space. Smaller grains are less thermally stable, resulting in a 

decrease in the 4Ms and Hk values of the sample. Second, the presence of high-x SiO2 segregant 

also leads to the partial oxidation of the grains,52,53 degrading their magnetic properties.   

Two important points should be made about the above discussions. First, qualitatively it is 

well understood that the above-described change of the magnetic properties with an increase in x 

should be accompanied by a drop in Hex. However, quantitative studies about this have not been 

carried out yet. Such studies are presented below. Second, when the volume fraction of the oxide 

segregant is very large, the segregant enters deeply into the grain cores and thereby splits the grains 

into closely-spaced, exchange-coupled, smaller sub-grains or even clusters.54 This will result in a 

lower effective magnetization and a lower effective anisotropy field, just as in the above-discussed 

sample with x=30%, as well as enhanced exchange coupling. As presented shortly, the x=30% 

sample shows very weak exchange coupling, indicating no segregant-caused grain splitting in the 

sample. 

Figure 4.1(c) presents the coercive field Hc as a function of x. The data show a trend which 

is similar to the change of Hk with x shown in Fig. 4.1(b). This similarity is expected because the 

magnetization switching in the PMR media largely depends on the strength of the perpendicular 

anisotropy. Fig. 4.1(d) presents the full hysteresis loops of the four samples measured by the 

MOKE technique, from which the Hc data in Fig. 4.1(c) were determined. One can see that the 

sample with x=0 shows a nice square loop. The samples with x0 show similar loops, but with a 
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squareness much lower than that of the x=0 sample. 

4.3 Experimental procedure for measuring the exchange field 

The intergranular exchange field Hex in the samples was measured using the experimental 

configuration sketched in Fig. 4.2(a) and the measurement steps illustrated in Fig. 4.2(b).  The 

experiment setup consists mainly of the CPW device and a VNA (discussed in chapter 3), and the 

sample is placed on the CPW with the media side facing the CPW structure and the substrate side 

facing up. The measurements involve the following three major steps. First, the sample is 

magnetized to saturation in an out-of-plane configuration using a large positive magnetic field.  

The corresponding magnetization state in the hysteresis loop is indicated by point A in Fig. 4.2(b).  

Next, a moderate negative field is applied to switch some of the grains from the “up” state to the 

“down” state. This step brings the magnetization state in the loop from point A to point B. Last, a 

smaller negative field, which points downward as shown in Fig. 4.2(a), is applied to change the 

magnetization state from point B to point C, and the FMR measurement is then performed by 

sweeping the external field about this field and measuring the complex transmission parameter S21 

of the CPW/sample structure with the VNA. During the FMR measurements, both the microwave 

frequency and power are kept constant.  

By selecting the appropriate microwave frequency, one can realize FMR for un-switched 

“up” grains, not switched “down” grains, in the media sample. For the FMR in those “up” grains, 

one can write the Eq. (2.91) (in CGS units) as   ݂ = ୊୑ୖܪ)|ߛ| +  ୤୤)          (4.1)ୣܪ

where ܪ୊୑ୖ is the external static magnetic field at which the resonance occurs and ୣܪ୤୤ is the 

effective internal field on the “up” grains and can be written as51 ୣܪ୤୤ = ୩ܪ − ୥ܰ4ܯߨୱ − ൫ ଴ܰܯ୰ − ୥ܰ4ܯߨୱ൯ −  ୶       (4.2)ୣܪ
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where ܪ୩ is the anisotropy field, ୥ܰ is the demagnetization factor of an individual grain, ଴ܰ is the 

global demagnetization factor of the film sample, and ܯ୰ is the remnant magnetization. Note that 

for the data presented below most of the FMR measurements were performed in a field region 

indicated by point C in Fig. 4.2(b) and ܪ୊୑ୖ in Eq. (4.1) took a negative value. Note also that in 

the right side of Eq. (4.2), the second term denotes the self-demagnetization field in a grain, while 

the third term describes the global demagnetization field or the effective dipolar field on the grain 

due to other grains. The substitution of Eq. (4.2) into Eq. (4.1) yields 2݂ߨ = ୊୑ୖܪ)|ߛ| ୩ܪ + − ଴ܰܯ୰ −  ୶)                        (4.3)ୣܪ

Once the FMR field and the static properties are known, Hex can be calculated using Eq. 

 
Fig. 4.2.  Exchange field measurement approach.  (a) Experiment configuration.  (b) Major 
experimental steps.  (c) and (d) the real and imaginary parts of the S21 parameter of the 
CPW/sample structure.  The open circles show the data, while the blue curves show the numerical 
fits.  (e) Effective exchange field Hex as a function of Mr/Ms.  The open circles present the data, 
while the line is a linear fit.  The fitting yields the intrinsic exchange field H0

ex, as indicated.  All 
the data were obtained with the 10%-segregant sample. 
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(4.3). The strength of Hex strongly depends on Mr. When Mr=0, about half of the grains are in the 

“up” state, while the other half is in the “down” state. In this case, Hex is close to the intrinsic 

intergranular exchange field which the grains experience. When 0<Mr<Ms, more grains are in the 

“up” state than in the “down” state. In this scenario, among the “up” grains only those that are in 

close proximity to the “down” grains experience strong exchange coupling, while other grains 

experience a much weaker exchange field. The net effect is that the Hex field calculated using Eq. 

(4.3) is an effective field averaged over the entire sample and is therefore lower than the intrinsic 

exchange field. Further, the closer the Mr value is to the Ms value, the smaller the Hex field is. It 

turns out that with an increase in Mr, the Hex field decreases linearly, as presented shortly.  Thus, 

one can measure Hex at different remnant states first and then plot Hex as a function of Mr and 

extrapolate the plot to Mr=0 to determine the intrinsic intergranular exchange field. In the 

discussions below, Hex denotes the effective exchange field at Mr>0, while the intrinsic exchange 

field at Mr=0 is denoted by ୣܪ୶ ଴ . 

One can take the following procedures to determine the intrinsic exchange field ୣܪ୶ ଴ . 

(i) Perform FMR measurements for a certain remnant state with a known Mr value, 

using the steps illustrated in Fig. 4.2(b). The measurements yield the complex S21 data, which are 

shown by the open circles in Figs. 4.2(c) and 4.2(d). Note that the data were measured with the 

10%-SiO2 sample at f= 36 GHz and Mr/Ms = 0.5. 

(ii) Determine ܪ୊୑ୖ through fitting the real and imaginary parts of S21 with theoretical 

FMR profiles,55, 56 as shown by the blue curves in in Figs. 4.2(c) and 4.2(d). 

(iii) Calculate Hex using Eq. (4.3) and the ܪ୊୑ୖ value from (ii). 

(iv) Repeat (i)-(iii) for different remnant states and obtain Hex data for different Mr 

values. 
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(v) Plot Hex as a function of Mr/Ms, as shown in Fig. 4.2(e). 

(vi) Fit the Hex vs. Mr/Ms data linearly and then extrapolate the line to the vertical axis 

to determine ୣܪ୶ ଴  as shown in Fig. 4.2(e).  

4.4 Exchange field vs. segregant 

Figure 4.3 presents the results obtained through the measurement and analysis procedures 

described above. Fig. 4.3(a) shows the Hex vs. Mr/Ms data and the corresponding linear fits.  One 

can see that all the numerical fits are reasonably good, and the Hex values are all close to zero at 

Mr/Ms=1 as expected. The extrapolation of the lines to the Hex axis yields the ୣܪ୶ ଴  values for the 

four samples, which are presented in Fig. 4.3(b).    

One can see three important results from the data shown in Fig. 4.3(b).  First, the 

intergranular exchange field in the CoPtCr granular films with zero oxide segregant is strong, about 

the same as 4Ms and about half of Hk. Second, with the introduction of an oxide segregant to the 

CoPtCr films, the overall trend is that the exchange field decreases with an increase in the volume 

fraction x of the oxide segregant. Third, the exchange field decreases to zero when the volume 

fraction of the segregant is increased to 30%. This provides strong evidence for the absence of the 

segregant-caused splitting of the grains into smaller grains or clusters in the x=30% sample. Such 

 
Fig. 4.3.  Intergranular exchange field.  (a) Effective exchange field Hex as a function of Mr/Ms
for four samples, as indicated.  The dots present the data, while the lines are linear fits.  (b) The 
intrinsic exchange field H0

ex, obtained from the linear fitting shown in (a), as a function of the 
volume fraction of the SiO2 segregant. 
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splitting would result in an enhancement in the exchange field, rather than a decrease. These results 

together indicate that one can effectively manipulate the intergranular exchange coupling in PMR 

media via controlling the amount of the oxide segregant. They also indicate that the experimental 

approach described above allows for the determination of intrinsic intergranular exchange fields 

in granular films. It should be pointed out that, although the overall trend is that ୣܪ୶ ଴  decreases 

with an increase in x, ୣܪ୶ ଴  increases slightly when x is increased from 10% to 20%. The reason for 

this change is currently unknown. A simple analysis of the changes in the static properties, such as 

the decrease in Hc and the increase in 4Ms, suggests that this increase is real and not due to an 

experimental error. However, there are other factors, such as degraded texture, grain size, and 

thermal stability, that would need to be considered in detail in order to explain this ୣܪ୶ ଴  increase. 

For the data presented above, the CPW structure had a 50-µm-wide signal line and a signal 

line-to-ground spacing of 25 µm, the out-of-plane field used to magnetize the sample to saturation 

had a strength of 18 kOe, and the microwave used for the S21 measurements had a nominal power 

of 0.1 mW. All the FMR measurements were performed in a region where the magnetization was 

either constant or changes very little during the sweeping of the magnetic field. There are error 

bars in Fig. 4.3(a) and 4.3(b), but they have a size either similar to or smaller than the data points 

and are therefore not visible. The error bars in Fig. 4.3(a) are the standard deviations for the 

numerical fitting of the S21 profiles, while those in Fig. 4.3(b) are the standard deviations for the 

linear fitting of the Hex vs. Mr/Ms data. The calculations of Hex using Eq. (4.3) took |2.8=|ߛ 

MHz/Oe and N0=1. 

4.5 Conclusions 

In summary, this work studied intergranular exchange coupling in PMR media materials 

through FMR measurements at different magnetic states.  The data showed that the exchange field 
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in CoPtCr granular films is comparable to the saturation magnetization of the films in the absence 

of oxide segregant, can be reduced through the addition of SiO2 segregant to the films, and can be 

reduced to zero if the volume fraction of the SiO2 segregant is increased to 30%.  The static and 

FMR measurements together indicate that, when the volume fraction of the segregant is as high as 

30%, the segregant does not penetrate deeply into the grain cores and break the grains into smaller 

grains.  These results contribute to the understanding of the effects of the oxide segregant on the 

media properties as well as on the recording performance, including thermal stability and the 

signal-to-noise ratio during reading.  Two final notes should be made.  First, the exchange field 

measurement approach used in this work was first used by Hinata et al., though in Ref. [51] they 

presented only a simple comparison study on two PMA samples made using different argon 

pressures.  Second, both the results on the effects of the oxide segregant presented above and the 

exchange field measurement technique used in this work should apply to future FePt-based HAMR 

media, though the FMR measurements have to be carried out at elevated temperatures so that the 

FMR frequencies can be reduced to ease experiments and the effects at temperatures close to the 

writing temperature can be examined. In the next chapter, damping in HAMR media is studied for 

several samples where a carbon based segregant, instead of SiO2, is used to change the properties 

of FePt-based HAMR media. 

 

 

 

 

 

 
 



58 
 

Chapter 5.  Near-Tc ferromagnetic resonance and damping in FePt-based heat assisted 

magnetic recording media 

 
 
5.1 Introduction to heat assisted magnetic recording 

 Heat assisted magnetic recording (HAMR), the most promising technology for next-

generation hard disk drives, makes use of laser to heat the recording media to an elevated 

temperature, near the Curie temperature (Tc), to significantly reduce the coercivity of the media 

material and thereby ease the switching of the magnetization.57,58,59,60  HAMR drives have been 

promised to be released to the market in the near future, but understanding of the damping at high 

temperatures near Tc in HAMR media has not been realized yet, though it is of great fundamental 

and practical interest.   

 Fundamentally, the physical mechanisms underlying the near-Tc damping in HAMR media 

are unclear, although there have been interesting experimental studies on damping properties at 

room temperature (RT) in perpendicular recording media materials including HAMR 

media.61,62,63,64,65  Further, it is also unknown which macroscopic model is more suitable to describe 

the near-Tc damping in HAMR media, although several different models have been previously 

used to analyze damping at high temperature (T), including the Gilbert equation,18,19 the Bloch-

Bloembergen (BB) equation,20 the Landu-Lifshitz-Block equation,23,24 the Xu-Zhang equation,22,25  

and the Tzoufras-Grobis equation.21 Practically, the nature and strength of the damping in the 

HAMR media is directly related to the switching time and the signal-to-noise ratio of the reading 

which significantly impact hard drive performance. 

 The previous experimental efforts on damping in perpendicular recording media include 

three studies on damping in L10-ordered FePt thin films,63,64,65 which have been widely accepted 
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as the very media material in next-generation HAMR drives.  Those studies used the same 

approach, the optical pump-probe technique, to measure the effective Gilbert damping constant 

(αeff), but the αeff values obtained are inconsistent, possibly due to the differences in the samples 

or the experiment details. Specifically, Mizukami et al. found αeff=0.055 and also emphasized that 

the intrinsic damping should be smaller than this value, 63 while Becker et al. found a much larger 

value αeff=0.1 and claimed that this value was mostly intrinsic and contained little extrinsic 

contribution if any.64  Lee et al. obtained an even larger value which was 0.21.65  Though these 

studies represent the first attempts on exploring damping in FePt-based HAMR media, the 

measurements were all carried out at RT, rather than at elevated temperatures at which the writing 

operation occurs.  Possible relaxation routes in FePt media include spin-flip magnon-electron 

scattering (SF-MES, inter-band scattering),7,8,9,10 magnon-electron scattering associated with 

Fermi surface breathing (intra-band scattering),7,8,9,10 two-magnon scattering (TMS),12,13,14,61,62 and 

magnon-phonon scattering.6 As these relaxation processes all exhibit strong T dependence,  the 

damping value near Tc in FePt HAMR media may differ significantly from the RT values cited 

above. 

This chapter reports on the first experimental study of near-Tc damping in commercial-like 

L10-FePt-based HAMR media.  Specifically, ferromagnetic resonance (FMR) experiments were 

performed along three distinct dimensions of important relevance to practical HAMR applications, 

(1) the volume fraction of carbon (x) in the media, (2) the media temperature (T), and (3) the angle 

of the external magnetic field (H) relative to the film normal direction, at temperatures right below 

Tc.  The FMR linewidth (H) data as a function of T, x, and H were determined, and the effective 

damping constant αeff in the Gilbert model18,19 and the transversal relaxation time T2 in the BB 

model2020 were estimated.  The data indicate that at temperatures about 10-45 K below Tc, relevant 
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to T in HAMR writing operation, the TMS and SF-MES processes co-exist and make comparable 

contributions to H.  With a decrease in T, however, H increases, mostly due to the enhancement 

of the TMS process. Via varying x, H, αeff, and T2 can be tuned as large as a factor of four near 

Tc.   When varying H, H and αeff show a maximum at about 45, which is an angle relevant to 

the actual HAMR writing operation.  The αeff values obtained are smaller than those measured at 

RT in previous works.63,64,65      

5.2 Sample growth and characterization  

The samples were grown on single-crystal (001) MgO substrates by DC magnetron 

sputtering and consist of a 10-nm-thick FePt layer with the carbon volume fraction x=0%, 10%, 

20%, or 30% and a 3-nm-thick carbon capping layer. The base pressure of the sputtering 

chamber was 5.0×10−7 Pa or lower. Prior to the sputtering growth, the MgO substrate surface was 

thermally cleaned at 600 C for 1 hour.  After that, the MgO substrate was maintained at the same 

temperature, and a FePt-C granular film was deposited by co-sputtering a FePt alloy target and a 

carbon target under an Ar pressure of 0.48 Pa at a deposition rate about 0. 2 Å/s. The Fe:Pt atomic 

ratio in the FePt films is nearly 1:1. The alternating layer deposition technique was used to suppress 

the growth of the secondary mis-oriented FePt grains and obtain single-columnar, highly-(001)-

textured FePt nano-granular films. Following the FePt growth, a 3-nm-thick carbon over-coating 

layer was deposited at RT, which works as the protection layer of the FePt film.  The microstructure 

properties of the samples were measured by transmission electron microscopy (TEM) using an 

“FEI Tecnai T20” TEM system at an electron accelerating voltage of 200 kV.  The magnetization 

curves and hysteresis loops were measured by a superconducting quantum interference device 

vibrating sample magnetometer using magnetic fields of up to ±70 kOe.  More details about the 

sample growth and characterization are provided in Refs. [66], [67], [68], and [69]. Note that for 
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the data presented below, all the samples were provided by the National Institute for Materials 

Science in Tsukuba, Japan. 

Figure. 5.1 presents the main data about the microstructure and static magnetic properties 

of the samples.  Fig. 5.1(a) shows the TEM images of the four samples, with the carbon volume 

fraction x indicated at the left-top corners.  Figs. 5.1(b), 5.1(c), and 5.1(d) give the average grain 

size (d), coercivity (Hc) measured with perpendicular fields, and the ratio of the in-plane remnant 

magnetization (Mr-IP) to the out-of-plane remnant magnetization (Mr-OP), respectively, as a function 

of x.  The data were all measured at RT. 

The data in Figs. 5.1(a) and 5.1(b) show that the addition of carbon to FePt can effectively 

break big FePt grains with d75 nm into much smaller grains with d10 nm; and the higher the 

carbon volume fraction is, the smaller the grains are.  The data in Fig. 5.1(c) indicate that the 

 
 
Fig. 5.1.  Microstructural and static magnetic properties of four FePt media samples.  (a) 
TEM images. (b) Average grain size as a function of the carbon volume fraction (x).  (c) Coercivity 
as a function of x.  (d) The ratio of in-plane remnant magnetization (Mr-IP/Mr-OP) to out-of-plane 
remnant magnetization as a function of x.  
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introduction of 10% carbon can result in a significant increase in Hc, which is mostly due to the 

formation of physically separated, vertically oriented, small-size columnar FePt grains and a 

corresponding transition from domain wall motion-type magnetization reversal to rotation 

reversal.  However, an increase in x to 20% and then 30% results in a notable decrease in Hc, which 

is mainly due to the size effect of the grains, namely, that the smaller the grains are, the stronger 

role the thermal energy plays in magnetization reversal.  In contrast, the Mr-IP/Mr-OP ratio exhibits 

a completely different trend – it increases very little when x increases from 0% to 10% and then 

20% but increases substantially when x is raised to 30%, as shown in Fig. 5.1(d).  This result 

suggests that, an increase in x from 0% to 10% and then 20% results in big changes in both d and 

Hc but not in the (111) orientation of the FePt grains, while an increase to x=30% leads to the 

presence of some mis-oriented grains in the FePt layer.  This degrading of the (111) orientation 

also explains in part the relatively low Hc value measured for x=30%.  These results together 

clearly indicate that one can use the carbon volume fraction as a very effective tool to widely tune 

the microstructural and magnetic properties of the FePt media, as well as the FMR and damping 

properties as presented shortly. 

 
Fig. 5.2.  High-Temperature Ferromagnetic resonance (FMR). (a) Schematic of experimental 
setup. (b) Representative FMR power absorption data (blue dots), and Lorentzian fit (red curve) 
and Gaussian fit (green curve) of the data.  The data were measured on the FePt media sample with 
x=20% at 648 K.  The Lorentzian fit-yielded FMR field HFMR and peak-to-peak FMR linewidth 
H are indicated in (b).  
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5.3 Experimental procedure 

Figure 5.2 shows the high-T FMR approach which was used to study the near-Tc damping 

in the above-described samples.  Figure 5.2(a) shows a schematic diagram of the experimental 

system.  The main components include a rectangular microwave cavity (purple), a diamond rod 

(yellow) with a diameter of 2 mm that loads the sample (red) into the cavity, and a ceramic heater 

(gray) that heats the sample through the diamond rod.  These components are housed in a high-

vacuum chamber, and the measurements are performed at a pressure of about 510-5 Torr to 

prevent changes in sample properties due to oxygen during high-T measurements.  For the FMR 

data presented in this paper, the microwave frequency (f) was kept constant at 13.7 GHz, which 

was also the resonant frequency of the microwave cavity, while the external magnetic field was 

swept.  Field modulation and lock-in detection were used, so all the FMR profiles presented in this 

paper are the derivatives of the FMR power absorption.  The sample temperature (T) was calibrated 

through separate measurements using a thermal couple. Prior to placing the sample in the FMR 

system, the sample was saturated by an out-of-plane field of 80 kOe at room temperature.  After 

placing the sample in the FMR system and heating it, prior to each FMR measurement the sample 

was saturated by a field of 15 kOe. 

Figure 5.2(b) presents the FMR data (blue dots) measured at T=648 K on the “x=20%” 

sample and a numerical fit (red curve) to the derivative of a Lorentzian trial function.  The 

Lorentzian fitting-yielded peak-to-peak FMR linewidth H and field HFMR are indicated in the 

figure.  A fit (green curve) to the derivative of a Gaussian trial function is also included in the 

figure.  One can see that the Lorentzian fit is better than the Gaussian fit, indicating that the 

inhomogeneity line broadening contribution, if any, to H is small.  In the case that a film sample 

has strong spatial inhomogeneity and the associated line broadening is large, the Gaussian function 
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would fit the data better than the Lorentzian function.70 It should be noted that the inhomogeneity 

line broadening contribution may be significant at room temperature due to the presence of very 

strong anisotropy (75-100 kOe based on hard-axis measurements).  Note also that one can carry 

out frequency-dependent FMR measurements to determine the inhomogeneity line broadening 

contribution, as reported in Refs. [32] and [71]. 

5.4 Carbon volume fraction dependence of resonance field and linewidth 

Turn now to the high-T FMR data measured using the approach described above.  Figure 

5.3 presents the data measured on the “x=20%” sample at six different T.  Figure 5.3(a) gives the 

FMR data (blue dots) measured at four different T, as indicated, and the corresponding Lorentzian 

fits (red curves).  Figures 5.3(b) and 5.3(c) plot the Lorentzian fitting-yielded HFMR and H, 

respectively, as a function of T.  Figure 5.3(d) shows the saturated magnetic moment (ms) and 

coercivity (Hc), as a function of T.  The big blue arrows in Figs. 5.3(b) and 5.3(c) indicate the 

overall trends, while the blue rectangle in Fig. 5.3(d) indicates the T range of the FMR 

measurements.  All the measurements were taken with a perpendicular magnetic field, namely, 

H=0.   

Prior to discussing the data in Fig. 5.3, it should be noted that the FMR measurements were 

carried out over a T range of 634-673 K, as indicated by the blue rectangle in Fig. 5.3(d).  No FMR 

measurements were taken at T<634 K.  This is because, with a decrease in T, the FMR profile 

shifts to negative fields, which can be inferred from the trend shown in Fig. 5.3(b); and the signal-

to-noise ratio of the FMR data also become small at low T, due to linewidth enhancement which 

is shown in Fig. 5.3(c).  At T>673 K, the FMR signal becomes non-detectable, mainly due to a 

significant drop in ms which is evident from the red curve in Fig. 5.3(d).  It should be highlighted 

that although the highest measurement temperature 673 K is still about 22 K below Tc, which is 
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about 695 K as shown in Fig. 5.3(d), it is already near or close enough in terms of HAMR 

applications, in which the writing operation occurs at temperatures 10-25 K below Tc.  

The data in Fig. 5.3(b) show an overall increase of HFMR with T, and this result suggests 

that with an increase in T over 634-673 K, the effective perpendicular anisotropy field Hu drops 

by a larger amount than the saturation magnetization 4Ms does.  The Kittel equation for the FMR 

concerned here can be written (in CGS units) as 2݂ = ிெோܪ)|ߛ| + ௨ܪ −  ௦)                                              (5.1)ܯߨ4

One can see that for a given f, an increase in HFMR would mean a decrease in Hu-4Ms.  

Since the T dependences of Hu and 4Ms differ in different samples due to differences in the 

microstructures, one would expect different HFMR vs. T trends in the four samples.  This 

expectation is discussed shortly. 

 
Fig. 5.3.  High-T FMR data measured on the “x=20%” sample with the field angle H=0.  (a) 
Representative FMR profiles (blue dots) and corresponding Lorentzian fits (red curves). (b) FMR 
field HFMR as a function of T. (c) FMR linewidth H as a function of T. (d) Saturated magnetic 
moment (red, left axis) and coercivity (blue, right axis) as a function of T. The blue rectangle in 
(d) indicates the T range of the FMR measurements.   
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The data in Fig. 5.3(c) suggest an overall decrease of  H with increasing T.  This result 

may indicate that two-magnon scattering is a dominant relaxation mechanism in the T range 

considered here. Theoretically speaking, the damping mechanisms in FePt medium samples should 

include spin-flip magnon-electron scattering (SF-MES),7,8,9,10 magnon-electron scattering 

associated with Fermi surface breathing,7,8,9,10 two-magnon scattering (TMS),12,13,14 and magnon-

phonon scattering,6 as listed in the introduction section.  Practically, the contributions to H from 

both the Fermi surface breathing-associated magnon-electron scattering and the magnon-phonon 

scattering should be notably smaller than those from the SF-MES and TMS processes.  The 

damping due to the Fermi surface breathing-associated scattering usually decreases with an 

increase in T, so it is large at low T but can be ignored near Tc.7,8,9  The magnon-phonon scattering 

generally plays important roles in relaxation in magnetic insulators, such as Y3Fe5O12 and 

BaFe12O19,72,73 but in metallic systems it usually makes much less contributions to the damping 

than the magnon-electron scattering processes.6  Thus, for the FMR data in this work one can 

approximately write 

 
Fig. 5.4.  Comparison of high-T FMR data of four samples with different carbon volume 
fractions, as indicated, measured at the field angle H=0.  (a) FMR field HFMR as a function of 
T. (b) FMR linewidth H as a function of T.  The vertical arrows indicate the Tc values of the four 
samples, with the colors matching those of the data sets.   
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  ܪ = ܪௌிିெ + ்ܪெௌ                                         (5.2) 

where HSF-MES and HTMS denote the contributions of the SF-MES and TMS processes, 

respectively.    

It is known that both HSF-MES and HTMS exhibit strong T dependences. HSF-MES 

generally increases with T.  This is because the SF-MES process requires both the momentum and 

energy conservations which can be satisfied more easily at high T. 7,8,9   In contrast, HTMS usually 

decreases with an increase in T in magnetic thin films with perpendicular anisotropy.  This is 

because the damping due to the TMS generally scales with the square of Hu, 14 while the latter 

drops as T approaches Tc.  For this reason, the data in Fig. 5.3(c) seem to indicate that HTMS may 

be dominant over HSF-MES over the T range of 634-673 K. This result is further discussed below.   

To confirm the above conclusions and also evaluate the effects of the carbon volume 

fraction x, the same FMR measurements and analyses were performed on the other three samples.  

Fig. 5.4 summarizes the main results of all the four samples. Note that the measurement 

temperature range is different for different samples, due to the temperature limitations mentioned 

above.  The data in Fig. 5.4(a) show that the four samples share the same trend, namely, that HFMR 

increases with T. This result indicates that in all the samples Hu drops by a larger amount than 

4Ms when T increases, as discussed above.  The data also show that the “x=10%” and “x=30%” 

samples exhibit much stronger T dependences than the other two samples.  This suggests that with 

an increase in T, Hu-4Ms drops faster in the “x=10%” and “x=30%” samples.  In other words, Hu 

decreases by a larger amount than 4Ms does in the “x=10%” and “x=30%” samples, but not as 

large in the other two samples. This result supports the above-drawn conclusion that one can 

effectively manipulate the magnetic properties of the HAMR media via tuning the carbon volume 

fraction in the media. 
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The data in Fig. 5.4(b) show that H decreases with an increase in T for all the four 

samples, indicating that the TMS process is a dominant relaxation mechanism in all the samples.  

The data also indicate that the “x=10%” and “x=30%” samples show much stronger T dependences 

than the other two samples.  This result is consistent with the above-described result on the T 

dependences of HFMR.  This consistency supports the above conclusion that the TMS is a dominant 

damping mechanism.  In general, HFMR increases with a decrease in Hu as shown in Eq. (5.1) while 

HTMS scales with Hu
2 as discussed in Ref. [14].  For this reason, a fast drop in Hu would give rise 

to a fast increase in HFMR and a fast decrease in H.   

5.5 Angle dependence of resonance field and linewidth 

The FMR data presented in Figs. 5.2-5.4 were all measured at H=0, but in actual HAMR 

applications the writing operation occurs at H=35-45.  For this reason, high-T FMR 

measurements were also performed at different field angles, with the major results presented in 

Fig. 5.5. Note that the largest angle used in the experiments was 65, and the physical constraints 

of the FMR system did not allow for measurements at larger angles (H>65).   

The data in Fig. 5.5(a) indicate that the HFMR vs. T responses show different trends for 

different H.  This is because the roles of Hu and 4Ms in the FMR strongly depend on the 

 
Fig. 5.5.  Field angle-dependent high-T FMR data measured on the “x=20%” sample.  (a) 
and (b) show the FMR field HFMR and linewidth H, respectively, as a function of T measured at 
six different H. (c) shows H as a function of H for two different T, as indicated. The vertical 
arrows in (a) and (b) indicate the Tc of the sample.   
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equilibrium direction of the magnetization vector in the materials, as described by (in CGS units) 

൬2݂|ߛ| ൰ଶ = 

ሾܪிெோ cos(ߠு − ߮ெ) + ௨ܪ) − (௦ܯߨ4 cos(2߮ெ)ሿ  ∙ ሾܪிெோ cos(ߠு − ߮ெ) + ௨ܪ) − (௦ܯߨ4  ଶ(2߮ெ)ሿ                            (5.3)ݏ݋ܿ

where M is the angle of the equilibrium magnetization relative to the film normal direction.  It is 

expected that as T is increased towards Tc, one has H-M, Hu, and 4Ms approach zero and HFMR 

becomes closer to (2݂ߨ) ⁄|ߛ|  =4.89 kOe.  This trend for HFMR is somewhat shown in Fig. 5.5(a). 

The data in Figs. 5.5(b) and 5.5(c) together indicate that the H data show a clear H 

dependence, and this dependence is very strong at lower T but less pronounced at higher T.  These 

results agree with the expectations of the TMS process.  Specifically, the strength of the TMS 

strongly relies on the spin-wave manifold, while the latter varies with the magnetic field direction.  

This gives rise to a strong H dependence of HTMS.61,62  With an increase in T, however, HTMS 

decreases due to its proportionality to Hu
2,,14 and the weight of HTMS in H decreases accordingly, 

leading to a weaker H dependence.  It should be noted that the H vs. H data in Fig. 5.5(c) seem 

to show more than one peak.  This multi-peak behavior differs from the TMS-associated single-

peak responses discussed in Refs. [61] and [62], but was also observed previously.74 Future studies 

are of great interest that confirm the existence of the second peak at H>65 and explore its physical 

origin.      

Further, the data in Figs. 5.5(b) and 5.5(c) also suggest that near Tc the SF-MES process 

makes notable contributes to H and HSF-MES is comparable to HTMS.  This result is supported 

by two observations.  First, the extrapolation of the data shown in Fig. 5.5(b) to Tc seems to give 

a nonzero H value, as indicated by the dashed gray lines in the figure.  Second, the data in Fig. 
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5.5(c) indicate a non-trivial component of H that does not vary with H.  These observations, 

together with the facts that HTMS decreases to zero when T approaches Tc,14 HSF-MES increases 

with T,7,8,9  and HSF-MES exhibits a very weak H dependence,61,62 indicate that the SF-MES and 

TMS processes co-exist and make comparable contributions to H at T=675 K. 

One can draw the four main conclusions from the above-discussed results on the T, x, and 

H dependences of the FMR data.  (1) At temperatures about 10-45 K below Tc, which are the 

temperatures relevant to the writing operation, the TMS and SF-MES processes co-exist in the 

FePt-based HAMR media and make comparable contributions to H.  (2) With a decrease in T, 

H increases due to the enhancement of the TMS process. (3) When H is varied, H shows a 

maximum at about 45, which is an angle relevant to the writing operation.  (4) The strength of the 

T dependence of H correlates with that of the T dependence of Hu-4Ms, while the latter can be 

effectively tuned by the carbon volume fraction. 

5.6 Phenomenological damping parameters 

One can use the H data to estimate the effective damping constant eff in the Gilbert 

model18,19 (in CGS units) as 

௘௙௙ߙ = (݂ߨ2)2(ܪΔ)|ߛ|3√                                                                (5.4) 

as well as the transversal relaxation time T2 in the BB model20 (in CGS units) as 1ܶଶ =  (5.5)                                                              (ܪΔ)|ߛ|3√

where ||/(2) is close to 2.8 MHz/Oe.  The estimated values together with the H data are listed 

in Tables 5.1 and 5.2.  It should be mentioned that the reason why the eff values are estimated and 

listed here is that the Gilbert model has been widely considered in previous studies on damping in 
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perpendicular media,19,61,62,63,64,65 not that the Gilbert model is the most appropriate model to 

describe near-Tc magnetization dynamics.  It is known that the Gilbert model assumes a conserved 

magnetization vector length during the relaxation, but most likely this is not the case at high T.  In 

comparison, the BB model appears as a better model because it involves two separate relaxation 

processes – the longitudinal relaxation or the T1 process, and the transversal relaxation or the T2 

process, and thereby does not assume a conserved magnetization vector.20 Note that the TMS 

relaxation involves a decrease in the magnetization vector length; it could be described by the T2 

process, but not the Gilbert model. 

 There are four important points that should be made about the data listed in Tables 5.1 and 

5.2. (1) The data in Table 8.1 indicate that by varying the carbon volume fraction one can tune the 

H, eff, and T2 parameters of the FePt-based HAMR media by as large as a factor of four.  (2) 

The data in Table 8.2 show that the damping at field angles relevant to the HAMR writing operation 

is relatively larger.  For example, the damping at H=45° is about 1.8 times of that at H=0°.  (3) 

The eff values in Tables 5.1 and 5.2 represent the upper limit of the Gilbert damping constant, as 

H may include a small contribution due to inhomogeneity line broadening.70  This contribution 

Table 5.1.  Comparison of near-Tc FMR 
linewidth (H), effective Gilbert damping 
constant (eff), and the BB transversal 
relaxation time (T2) for four samples with 
different carbon volume fractions (x).  The 
data were measured at a field angle of H=0.  
 
 
 
 
 
 
 
 
 
 
 
 

 
 

x Tc (K) T (K) ΔH (Oe) αeff T2 (ns/rad)

0% 680 670 48 0.0084 0.684

10% 710 675 195 0.0345 0.168

20% 695 673 88 0.0155 0.373

30% 705 660 86 0.0152 0.382

Table 5.2.  Comparison of near-Tc FMR 
linewidth (H), effective Gilbert damping 
constant (eff), and the BB transversal 
relaxation time (T2) for six different field 
angles (H).  The data were measured on the 
“x=20%” sample.  
 
 

 
 
 
 
 
 
 
 
 
 

 

H () T (K) ΔH (Oe) αeff T2 (ns/rad)

0 673 88 0.0155 0.373

30 675 102 0.0180 0.322

45 675 157 0.0277 0.209

50 675 90 0.0159 0.365

55 675 98 0.0173 0.335

65 675 182 0.0321 0.180
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was ignored during the estimation for the reason mentioned in the discussion about the numerical 

fits in Fig. 5.2(b).  (4) The eff values listed are all smaller than the values (0.055-0.21) measured 

on FePt medial materials at RT in previous studies.63,64,65 Possible reasons for this inconsistency 

include that the TMS process14 and the Fermi surface breathing-associated damping7,8,9 make 

stronger contributions to the overall damping when T is decreased close to room temperature. (5) 

Strictly speaking, one cannot use Eq. (4) to obtain the eff values listed in Table 2.  In addition to 

the fact that H includes a contribution from the TMS which cannot be described by the Gilbert 

model as explained above, the calculations also assumed H=ߠM.  The difference between these 

two angles can be small near Tc, but it is definitely non-zero.  

5.7 Conclusions 

In summary, the near-Tc FMR of FePt HAMR media was studied in this work.  The FMR 

linewidth (H) data as a function of the sample temperature (T), the carbon volume fraction (x) in 

the sample, and the field angle (H) were determined, and the effective Gilbert damping constant 

and the transversal relaxation time in the BB model were estimated.  The data indicate that at 

temperatures about 10-45 K below Tc, the TMS and SF-MES processes co-exist and make 

comparable contributions to H.  With a decrease in T, H increases due to the enhancement of 

the TMS process. The strength of the T dependence of H correlates with that of the T dependence 

of Hu-4Ms, while the latter can be effectively tuned by x.  As a result, via varying x one can tune 

the relaxation parameters by a factor of four.   The linewidth and damping parameters exhibit a 

strong H dependence, showing a maximum at about 45.   

It should be noted that although the contributions of the TMS and SF-MES processes to 

the damping were found to be comparable near Tc, they were not quantized in this work.  Future 

work is of great interest that takes FMR measurements over a wider angle range (0-90) as well 
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as frequency-dependent FMR measurements and then numerically fit the angle- and frequency-

dependent linewidth data to separate and quantize those two contributions, as in previous 

studies.61,62,74  Possible approaches for enabling frequency-dependent FMR measurements at high 

temperatures include (1) the use of multiple microwave cavities that have different dimensions and 

therefore have different resonant frequencies and (2) the replacement of the microwave cavity with 

a hot-resistant, co-planar waveguide structure that, with the help of a vector network analyzer, can 

allow for broadband FMR measurements.29,30,55 The development of such broadband high-

temperature FMR spectrometers is of practical interest to the magnetics community in general and 

the HAMR community in particular.  Finally, it should also be mentioned again that it is currently 

unclear whether the Gilbert and BB damping terms represent appropriate models for near-Tc 

magnetization dynamics or not, although the corresponding damping parameters have been 

estimated in this work.  Future studies that compare the suitability of various models in terms of 

describing near-Tc damping is of great interest.  

So far, exchange coupling, and damping have been studied in current PMR and future 

HAMR media with different types of segregants. In the next chapter, and final chapter, on 

magnetization dynamics in recording media, both damping and exchange coupling are studied in 

HAMR media samples with soft capping layers. The capping layers allow for strong tunability of 

the magnetic properties in the FePt hard layer. 
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Chapter 6. Ferromagnetic resonance in hard/soft bi-layered recording media – interlayer 

exchange coupling and damping in the soft layer 

 
 
6.1 Introduction to hard/soft bilayer coupling in recording media 

 Bi-layered systems that consist of a hard magnetic layer and a soft magnetic layer are of 

great interest.  On one hand, it is fundamentally interesting to understand how the magnetic 

properties of one layer are influenced by the other layer via direct exchange coupling at the 

interface.  On the other hand, the fact that the soft layer can significantly ease the magnetization 

reversal in the hard layer through a so-called exchange spring mechanism75,76 makes the hard/soft 

bi-layered structure a very attractive material system for energy-efficient, high-density data storage 

applications.77,78 

 Despite the fundamental and technological importance of the hard/soft bi-layered system, 

systematic experimental studies on how to control the interlayer exchange coupling (IEC) and how 

the IEC affects the dynamics in each layer have been limited.  This chapter reports on the IEC in 

a bi-layered structure where the hard layer is a L10-ordered FePt thin film with strong perpendicular 

magnetic anisotropy (PMA) and the soft layer is a thin film made of ferromagnetic transition metal 

(FTM) Fe, Co, or their alloys.  Comprehensive FMR studies have been carried out on this bi-

layered system to explore (1) how the IEC-produced effective exchange field (Hex) on the soft 

layer varies with the soft layer thickness, the material choice of the soft layer, and the temperature 

and (2) how Hex affects the FMR linewidth and damping of the soft layer. 

 The key results are as follows.  First, the effective exchange field (Hex) on the soft layer 

increases with a decrease in the soft layer thickness (d).  There exists a critical thickness, below 

which one has Hex>4Ms and above which one has Hex<4Ms, where 4Ms is the saturation 
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induction of the soft layer.  The critical thickness for this transition depends on the material of the 

soft layer and generally increases with a decrease in 4Ms.  These results are consistent with the 

general expectation of Hex(4Msd)-1. Second, when the temperature (T) is increased toward the 

Curie temperature (Tc) of the hard layer, Hex drops by a larger amount than 4Ms, mainly because 

Tc of the hard layer is lower than that of the soft layer.  Third, the damping of the soft layer increases 

with Hex; by varying Hex, the effective Gilbert damping constant (αeff) can be tuned over two orders 

of magnitude, from 0.0055 to 0.552.  Fourth, the damping of the soft layer is relatively insensitive 

to the choice of the material in the “Hex>4Ms” regime but strongly depends on the material in the 

“Hex<4Ms” regime.  Finally, with an increase in T, the FMR linewidth of the soft layer decreases 

substantially in structures with relatively large Hex but remains constant in structures with very 

small Hex.  The last three results can be understood in terms of the relative contributions of the 

intrinsic damping and the spin pumping to the overall damping.  Here spin pumping refers to the 

process in which the magnetization precession in the soft layer pumps a spin current to the hard 

layer, in a manner similar to the spin pumping effect in ferromagnet/normal metal 

heterostructures.79,80,81,82  

 Four important points should be mentioned.  (1) The hard/soft FePt/FTM system studied 

in this work is of great technological interest. 83,84  This is because this system has been widely 

Table 6.1.  Properties of the ferromagnetic 
transition metal (TM) layers in hard/soft 
FePt/TM bi-layered samples.  
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accepted as the media material for next-generation heat-assisted magnetic recording (HAMR) 

drives.85  (2) The conclusions from this work are of general nature and can be applied to many 

other hard/soft bi-layered systems, although they were drawn from the particular FePt/FTM 

system.  (3) Although this study does not address how the IEC varies with the properties of and 

affects the damping in the hard layer, this question is equally important and is worthy of being 

explored in the future.  (4) The discussions below focus on the effective exchange field Hex, which 

is produced by IEC.  Future studies that characterize and measure IEC in bi-layered systems using 

other parameters, such as exchange length and effective exchange constant, are of great interest.        

 The study made use of twenty FePt/FTM samples which were prepared by DC sputtering 

under the exact same conditions by Western digital.  The hard layers, grown on glass substrates, 

 
 

Fig. 6.1.  Broadband FMR measurements.  (a) Experimental configuration.  (b)-(d) 
Representative data measured on a FePt/ Co60Fe40(4.3nm) bi-layered sample.  (b) The real and 
imaginary parts of the complex transmission coefficient S21 of the CPW/sample structure 
measured as a function of the magnetic field at a microwave frequency (f) of 29 GHz.  The dots 
show the data, while the red curves show numerical fits to theoretical S21 profiles.  (c) FMR field 
vs. f.  The blue dots present the data, while the red line is a numerical fit to Eq. (1).  The fitting 
yields the absolute gyromagnetic ratio || and the effective internal field Heff, as indicated.  (d) 
FMR linewidth vs. f.  The blue dots present the data, while the red line is a fit to Eq. (3).  The 
fitting yields the effective Gilbert damping constant αeff and the inhomogeneity line broadening 
contribution H0, as indicated.   
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are the same in all the samples. they are 10-nm-thick L10-ordered FePt granular films with the 

segregants at the grain boundaries made of C and SiO2.  However, the soft layers, which were 

grown directly on top of the hard layers, are all different.  They were either made of different 

materials or were made of the same material but had different thicknesses. Table 6.1 lists the main 

properties of the soft FTM layers, where the 4Ms values are all literature values86.  To protect the 

soft FTM layers from oxidation, all the samples were capped with a 3-nm-thick carbon layer.  The 

samples for the FMR measurements are all circles, with a diameter of about 2 mm. The FMR 

measurements included (1) frequency-dependent FMR measurements using a CPW and a VNA at 

room temperature that were discussed earlier32,87 and (2) temperature-dependent FMR 

measurements using the microwave cavity discussed in the last chapter.88   

6.2 Room temperature ferromagnetic resonance – Experimental procedure 

 Figure 6.1 shows the experimental configuration and representative data for frequency-

dependent FMR measurements.  Figure 6.1(a) sketches the experimental setup, which consists 

mainly of a CPW device and a VNA.  The CPW has a 50-m-wide signal line, a signal line-to-

ground spacing of 25 m, and a nominal impedance of 50 .  The sample is placed on the CPW 

with the soft layer side facing the CPW structure and the substrate side facing up.  An external 

static magnetic field (H) is applied perpendicular to the sample plane, to either magnetize the 

sample to saturation or enable FMR measurements.  The measurement and data analysis 

procedures involve the following major steps using a similar procedure from previous chapters.  

(1) Magnetize the sample with a large magnetic field.  For the data shown below, this field is 

80 kOe.  

(2) Measure the complex transmission coefficient S21 of the CPW/sample structure as a 

function of H at a fixed microwave frequency (f).  Note that the field in this process is significantly 
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smaller than that in (1).  Fig. 6.1(b) presents representative S21 data which were obtained at f=29 

GHz with a sample where the soft layer was made of a 4.3-nm-thick Co60Fe40 film.  The data show 

a clear resonance response, which corresponds to the FMR of the soft layer.  The FMR of the hard 

layer is at a significantly higher frequency at room temperature, due to the strong PMA field in the 

hard layer. 

(3) Fit numerically the real and imaginary parts of S21 with theoretical S21 profiles,55,56 to 

determine the FMR field (HFMR) and the FMR linewidth (H).  The red curves in Fig. 6.1(b) show 

such numerical fits. 

(4) Repeat steps (1)-(3) for different microwave frequencies. 

(5) Plot HFMR vs. f and then fit the data, as shown in Fig. 6.1(c), using ݂ = ୊୑ୖܪ)|ߛ| +  ୤୤)                                                        (6.1)ୣܪ

where |ߛ| is the absolute gyromagnetic ratio, and ୣܪ୤୤ is the effective internal field and can be 

written as ୣܪ୤୤ = ୶ୣܪ −  ୱ                                                           (6.2)ܯߨ4

where 4Ms is the saturation induction of the soft layer.  Note that both || and Heff are the fitting 

parameters, and for the fit shown in Fig. 6.1(c) the corresponding values are indicated in the figure.     

       (6) Plot H vs. f and then fit the data, as shown in Fig. 6.1(d), using 

ܪ = |ߛ|௘௙௙ߙ2 ݂ + ܪ଴                                                        (6.3) 

where H0 is not associated with the damping but denotes the spatial sample inhomogeneity-

caused line broadening. αeff and H0 are the fitting parameters.  The corresponding values for the 

fit in Fig. 6.1(d) are indicated in the figure.  Note that αeff describes the effective damping of the 

soft layer, rather than the overall damping of the entire bi-layered system, because the measured 

resonance is from the FMR in the soft layer, as mentioned above. However, it should also be 
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mentioned that it is possible to indirectly calculate the damping of the hard layer, assuming the 

hard layer does undergo much precession during the resonance of the soft layer.  

6.3 Damping and exchange field – thickness and material dependence  

 Figure 6.2 presents the data obtained through the above-described procedure.  Fig. 6.2(a) 

gives the effective internal field (Heff) vs. soft layer thickness (d) data.  The data show a clear trend 

– Heff increases with a decrease in d.  If one considers Eq. (6.2) and the fact that 4Ms is usually 

independent of d, it can be concluded that Hex is higher in samples with thinner soft layers.  Note 

that although 4Ms is an intrinsic property of a magnetic material, it may be possible that in 

ultrathin films 4Ms decreases slightly with a decrease in d due to interfacial diffusion or surface 

oxidation.  However, such a change in 4Ms, if any, should be relatively small, and it alone cannot 

account for the large Heff variations shown in Fig. 6.2(a). 

 The data in Fig. 6.2(a) show four important results.  (1) Hex increases with a decrease in d, 

as mentioned above.  (2) There exists a critical thickness (dc).  If d>dc, Heff is negative and one has 

Hex<4Ms.   If d<dc, Heff is positive and one has Hex>4Ms.  (3) dc strongly depends on the choice 

of material of the soft layer; except for the samples with the Fe soft layers, the dc value generally 

 
Fig. 6.2.  Data from broadband FMR studies.  (a) Effective internal field (Heff) vs. soft layer 
thickness (d) for FePt/TM bi-layered samples where the soft FTM layers were made of different 
materials, as indicated.  (b) Effective Gilbert damping constant (αeff) vs. d for the same samples as 
for the data in (a).  (c) αeff vs. Heff.  The Heff data are from (a), while the αeff data are from (b). 
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increases with a decrease in 4Ms.  (4) For a given soft layer thickness, the Fe samples show Hex 

significantly larger than other samples.   

 The first three results discussed above are consistent with the general expectation of 

Hex(4Msd)-1 in hard/soft bi-layered systems.  The reason for the last result is currently 

unknown.  One possible reason is that the first atomic layer of the Fe film near the interface may 

also serve as the top atomic layer of the FePt film, resulting in rather strong IEC and large Hex.  

Those results together clearly suggest that one can tune Hex in hard/soft bi-layered systems by 

either varying the soft layer thickness or using different materials for the soft layer. 

 Figure 6.2(b) presents the αeff vs. d data.  Two results are evident from the data.  First, via 

varying the material and thickness of the soft layer, αeff can be tuned over two orders of magnitude, 

with the lowest value being 0.0055 and the largest being 0.552.  The physical mechanism that 

enables such a broad tuning range is discussed shortly. 

 Second, the data show a common trend - αeff increases with a decrease in d.  This thickness 

dependence is relatively weak in the Fe sample but is very strong in all other samples.  For 

example, in the Fe40Co60 sample αeff increases by a factor of 43.8 when d is decreased from 5.8 nm 

to 2.9 nm.  There are two possible reasons for the observed thickness dependence.  First, the overall 

damping in a magnetic thin film may contain a contribution from two-magnon scattering6,12,14 

associated with surface roughness or defects on the surface or at the interface; the weight of this 

contribution in the total damping is usually larger in thinner films.  However, it seems that this 

mechanism alone cannot explain the rather big αeff changes shown in Fig. 6.2(b), if one takes into 

account that the two-magnon scattering is very weak in films magnetized perpendicularly.61,89  

Second, the observed thickness dependence may be associated mainly with the thickness 

dependence of Hex, since the data in Figs. 6.2(a) and 6.2(b) seem to show similar overall trends. 
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 To clarify the above conjecture about the dominant physical mechanism for the strong 

thickness dependence shown in Fig. 6.2(b), αeff is plotted against Heff in Fig. 6.2(c).  One can 

clearly see that αeff increases with Heff.  This response suggests that αeff increases notably with Hex 

and the d dependence shown in Fig. 6.2(b) is associated mainly with the change of Hex with d, not 

the two-magnon scattering process.  In addition, one can also see that the top-most four data points 

over the 3-6 kOe field range show similar αeff values, while the left-most five points in a relatively 

narrower field range show very different αeff values, varying by a factor of 5.  This result indicates 

that in the “Hex>4Ms” regime, αeff is insensitive to the choice of the material of the soft layer; in 

contrast, in the “Hex<4Ms” regime, αeff strongly depends on the choice of the material.    

 The above results about the damping can be understood by considering the presence of two 

distinct components in the overall damping constant, namely, αeff = α0 + αsp , where α0 denotes the 

intrinsic damping of the soft layer, while αsp describes the extrinsic damping due to the pumping 

of spin by the precessional motion in the soft layer to the hard layer. As the spin pumping is 

associated with the IEC, αsp increases with Hex.  This results in the increasing response shown in 

Fig. 6.2(c).  As Hex can be tuned over a wide range by varying the choice of the material and the 

thickness of the soft layer, as shown in Fig. 6.2(a), αsp can be changed over a wide range too, giving 

rise to the wide tuning range of the overall damping αeff (two orders of magnitude) shown in Fig. 

6.2(b).  In the samples with large Hex, αsp can be significantly larger than α0, which explains the 

insensitivity of αeff to the choice of the material shown by the top-most four data points in Fig. 

6.2(c).  In contrast, in the samples with relatively low Hex, αsp is either comparable to or smaller 

than α0, giving rise to the strong dependence of αeff on the choice of the material shown by the left-

most five data points in Fig. 6.2(c).  Note that α0 in ferromagnetic FTM thin films results mostly 

from spin-flip magnon-electron scattering (or inter-band scattering) and Fermi surface breathing-
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associated magnon-electron scattering (or intra-band scattering), with the former being dominant 

at high temperatures while the latter being dominant at low temperatures.7,8,9,10  Such scattering 

strongly depends on the properties of band structures in the material, so α0 is usually material 

dependent.  Note that magnon-photon scattering and eddy current can also contribute to the overall 

damping, but their contributions should be much smaller than the damping associated with the 

magnon-electron scattering in the samples studied in this work.      

 It should be highlighted that, as shown in Fig. 6.2(c), the αeff values of the three Fe samples 

seem to be off-trend.  The actual reason for this is unknown currently, but it may share the same 

origin as the unusual Hex response of the Fe samples discussed above.  Two points should be made 

about the αeff values of the Fe samples.  First, they are all substantially larger than the literature α0 

value in Fe, which is about 0.002.90  This is likely associated with the presence of the very strong 

IEC in the Fe samples.  Second, they show a Heff dependence much weaker than the αeff values in 

other samples.  This is probably because all the three Fe samples are in the “Hex>4Ms” regime, 

while the other samples exhibit different Hex strengths.   

 Two notes should be made about the above discussions on the data in Fig. 6.2.  First, the 

FMR analysis processes described above take a small-damping approximation, namely, (αeff)2<<1. 

In the case where the damping is strong, “(αeff)2<<1” is not true anymore and a full numerical 

analysis of the S21 data is needed.  The top-most four data points in Fig. 6.2(c) were obtained 

through the full analysis that did not take the small-damping approximation.  Details about this 

analysis are provided near the end of this chapter.  Second, 20 samples were measured in the 

experiments, but Fig. 6.2(b) shows the data for 18 samples only.  This is because only a few 

frequency points were obtained for the 4.7-nm-Fe sample and the 2.9-nm-Fe40Co60 sample due to 
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experimental limitations. While the data were enough to reliably determine Heff, they did not 

provide enough information to calculate αeff. 

6.4 High temperature ferromagnetic resonance – experimental procedure  

 The data presented above were all measured at room temperature.  Turn now to the high-

temperature (T) FMR measurements and analyses.  Fig. 6.3 shows the high-T FMR approach.  Fig. 

6.3(a) shows a schematic diagram of the experimental system. This is the same system used in the 

previous chapter. The main components include a rectangular microwave cavity (purple), a 

diamond rod (yellow) with a diameter of 2 mm that loads the sample (red) into the cavity, and a 

ceramic heater (gray) that heats the sample through the diamond rod.  These components are 

housed in a high-vacuum chamber, and the measurements are performed at a pressure of about 

6.7×10−3 Pa (or about 510-5 Torr) to prevent changes in sample properties due to oxygen during 

high-T measurements as well as to reduce temperature fluctuations during the FMR measurements.  

For the FMR data presented below, f was kept constant at 13.7 GHz, which was also the resonant 

frequency of the microwave cavity, while H was swept.  Prior to placing the sample in the FMR 

system, the sample was saturated by a perpendicular magnetic field of H=80 kOe at room 

 
Fig. 6.3.  High-temperature FMR measurements.  (a) Schematic diagram of the experimental 
setup.  (b) Representative FMR power absorption data (blue dots), a Lorentzian fit (red curve), 
and a Gaussian fit (green curve).  The data were measured at T=373 C on a FePt/Co(5.8nm) bi-
layered sample.  The Lorentzian fit-yielded FMR field HFMR and peak-to-peak FMR linewidth 
Hpp are indicated in (b). 
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temperature.  After placing the sample in the FMR system and heating it, prior to each FMR 

measurement the sample was magnetized by a field of H=15 kOe.  More details about this approach 

are provided in the previous chapter or in Ref. [88]. 

 Fig. 6.3(b) presents the FMR data (blue dots) measured at T=373 C on a sample where 

the soft layer was made of a 5.0-nm-thick Co film.  The red curve shows a numerical fit to the 

derivative of a Lorentzian trial function.  The Lorentzian fitting-yielded FMR field (HFMR) and 

peak-to-peak FMR linewidth (Hpp) are indicated in the figure.  Note that one has Hpp= H/√3. 

A fit (green curve) to the derivative of a Gaussian trial function is also included in the figure.  One 

can see that the Lorentzian fit is slightly better than the Gaussian fit, indicating that the 

inhomogeneity line broadening contribution, if any, to Hpp is relatively small.  In the case that a 

film sample has strong spatial inhomogeneity and the associated line broadening (H0) is large, 

the Gaussian function would fit the FMR data better than the Lorentzian function.70   

 The above-described high-T approach was used to study FMR in three samples whose soft 

layers were made of a 5.8-nm-thick Co95Nd5 film, a 7.2-nm-thick Co95Nd5 film, and a 5.8-nm-

thick Co film, respectively.  These three samples were chosen because they show moderate eff at 

room temperature, as shown in Fig. 6.2(b).  The samples with larger eff values showed smaller 

signal-to-noise ratios in high-T FMR measurements.  The measurements were carried out over a 

temperature range of T=25-600 °C.  The measurement data are presented in Fig. 6.4. 

6.5 Linewidth and exchange field – temperature dependence  

 Figure 4(a) gives Heff as a function of T, where the Heff data were calculated using Eq. 6.1 

with the experimentally measured HFMR data (see Fig. 6.3(b)) and a gyromagnetic ratio of ||=2.8 

MHz/Oe.  Two main results are evident from the data in Fig. 4(a).  First, in all the samples Heff 

decreases with an increase in T.  This result is most likely associated with the fact that the hard 
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FePt layer has a Curie temperature of around Tc425 °C88 while the soft FTM layers usually have 

a much higher Tc.  For example, Tc in bulk Co is about 1130 °C.91  Tc in Co thin films may be 

slightly lower than 1130 °C but should be substantially higher than 425 °C. 92  Thanks to this 

difference in Tc, 4Ms in the FePt layer drops faster than that in the soft FTM layer when T is 

increased toward 600 °C. The net effect is that with an increase in T, Hex drops by a larger amount 

than the 4Ms of the FTM layer and Heff decreases accordingly.  Note that Hex strongly depends 

on the magnetic moment in the hard FePt layer.  Second, the 5.8-nm Co95Nd5 sample shows larger 

Heff values than the other two over the entire T range, indicating larger Hex in this sample.  This is 

because the soft FTM layer in this sample is thinner than in the 7.2-nm Co95Nd5 sample and has a 

smaller 4Ms value than in the 5.8-nm Co sample.  Thus, this result is generally consistent with 

the conclusion drawn from the data in Fig. 6.2(a). 

 Figure 6.4(b) presents the Hpp vs. T data of the three samples.  One can see that the T 

dependence of Hpp differs remarkably in the three samples.  Hpp in the 5.8-nm Co95Nd5 sample 

shows a rather strong T dependence; Hpp decreased by a factor of 5 when T was increased from 

23 °C to 467 °C.  In contrast, Hpp in the 7.2-nm Co95Nd5 sample shows a much weaker T 

dependence, and Hpp in the 5.8-nm Co sample is almost constant.   

 
Fig. 6.4.  Data from high-temperature FMR studies.  (a) and (b) present the effective internal 
field (Heff) and the FMR linewidth (Hpp), respectively, as a function of temperature for three 
samples with different soft layers, as indicated.  (c) plots Hpp as a function of Heff.  The Hpp data 
are from (b), while the Heff data are from (a).  
 

0 200 400 600
0.0

0.4

0.8

1.2

1.6

2.0  7.2 nm Co95Nd5 
 5.8 nm Co95Nd5

 5.8 nm Co

FM
R

 li
ne

w
id

th
 
H

pp
 (k

O
e)

Temperature (C)
-8 -6 -4 -2 0

0.0

0.4

0.8

1.2

1.6

2.0  7.2 nm Co95Nd5

 5.8 nm Co95Nd5

 5.8 nm Co

FM
R

 li
ne

w
id

th
 
H

pp
 (k

O
e)

Effective field Heff (kOe)
0 200 400 600

-8

-6

-4

-2

0

Ef
fe

ct
iv

e 
fie

ld
 H

ef
f (k

O
e)

Temperature (C)

 7.2 nm Co95Nd5

 5.8 nm Co95Nd5

 5.8 nm Co

(a) (b) (c)



86 
 

 This result can be understood in terms of the T dependence of the two damping components 

in Eq. 6.4.  Specifically, over the T range considered here α0 results mainly from spin-flip magnon-

electron scattering.  This scattering process requires both the momentum and energy conservations 

which can be satisfied more easily at high T.7,8,9  As a result, α0 is expected to increase with T.  In 

contrast, αsp is expected to decrease with T because IEC is weaker and Hex is smaller at higher T 

as suggested by the data presented in Fig. 6.4(a).    

 For the 5.8-nm Co95Nd5 sample, Heff is almost zero at room temperature, as shown in Fig. 

6.4(a), indicating Hex4Ms. This means that IEC in this sample is relatively strong and αsp 

dominates over α0 at room temperature. With an increase in T, IEC becomes weaker and αsp 

becomes smaller, giving rise to the large Hpp drop shown in Fig. 6.4(b). 

 The situation is completely different in the 5.8-nm Co sample. In this sample, Heff is very 

small, as shown in Fig. 6.4(a).  This indicates that IEC is relatively weak and αsp may be 

comparable with α0.  With an increase in T, αsp decreases while α0 increases, resulting in an overall 

flat response for Hpp, as shown in Fig. 6.4(b). When T is close to or higher than Tc, αsp becomes 

so small and α0 starts to become dominate. Since α0 increases with T as discussed above, Hpp 

shows a slight increase over the T range of 500-600 C. 

 In addition, the data in Fig. 6.4(b) also show that the three samples show comparable Hpp 

values near Tc, although they show very different Hpp values near room temperature. This 

observation supports the above interpretation.  In brief, near room temperature Hex is very different 

in the three samples, resulting in very different αsp values and very different Hpp values.  Near Tc, 

IEC becomes absent in all the samples, resulting in negligible αsp and comparable Hpp values. 

 One can clearly see from the above discons that IEC plays critical roles in the T dependence 

of the FMR linewidth.  To further illustrate this, Hpp is plotted against Heff in Fig. 6.4(c), in a way 
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similar to the plot in Fig. 6.2(c).  Note that both the changes of Hex and 4Ms with T contribute to 

the variation of Heff, but Hex plays a bigger role due to the difference in Tc between the FePt and 

FTM layers, discussed above.  The plot surprisingly shows the same trend as the one in Fig. 6.2(c), 

even though the data here were measured at very different temperatures while all the data in Fig. 

6.2(c) were measured at the same temperature, namely, the room temperature.  This consistency 

evidently confirms the above-discussed Hex-damping correlation.   

 One can also see from the data in Fig. 6.4(c) that even though the overall trend is the 

increase of Hpp with Heff, the slope varies notably with Heff, large in the relatively high Heff region 

and almost zero in the very low Heff region.  This is consistent with the above interpretation of the 

Hpp data presented in Fig. 6.4(b).  

6.6 Ferromagnetic resonance analysis with large damping 

This section describes how to extract the FMR field and linewidth parameters in magnetic 

thin films with large damping from the broadband FMR measurement data using the Gilbert 

damping model described in chapter 2. It should be noted that many of these equations have been 

listed previously in this dissertation. However, for the ease of following the derivation, they will 

be given again with extra steps in between that were previously omitted. It is known that the power 

absorbed during an FMR measurement (in CGS units this time) is given by 

ܲ = − 12 ߱|ℎ଴|ଶ(6.4)                                                         (߯)݉ܫ 

where ω is the angular frequency of the external microwave, h0 is the amplitude of the microwave 

field, and ߯ is the magnetic susceptibility of the film. −݉ܫ(߯) can be derived from the Gilbert 

equation in the usual manner  

(߯)݉ܫ− = ߱୑4ߨ ߱ߙൣ ୷ଶ + ଶߙ)ଷ߱ߙ + 1)൧൜ቂ൫߱୶߱୷൯ଶ − ߱ଶ(ߙଶ + 1)ቃଶ + ଶ߱ଶ൫߱୶ߙ + ߱୷൯ଶൠ                           (6.5) 
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where α is the Gilbert damping constant.  There have been no assumptions based on the value of 

α, whereas previous works (and chapter 2) have utilized ߙଶ ≪ 1.  M in Eq. (6.5) is defined as ߱୑ =                                                            ୱ                                                                 (6.6)ܯߨ 4|ߛ|

where |ߛ| is the absolute gyromagnetic ratio and is usually close to 2ߨ × 2.8 MHz/Oe. Because 

only the out-of-plane configuration is of interest, one can write ߱୶ = ߱୷ = ୊୑ୖܪ)|ߛ| +  ୤୤)                                                     (6.4)ୣܪ

where ୣܪ୤୤ is the effective internal field given by ୣܪ୤୤ = ୶ୣܪ −  ୱ                                                           (6.5)ܯߨ4

and ܪ୊୑ୖ is the external static magnetic field applied perpendicular to the film plane. Following 

the previous methods for deriving an equation for the FMR linewidth, the first step is to find the 

maximum power and then divide it by 2 to find the half maximum power. To do so, one evaluates ߲߲ܲܪ଴൰ఠ = 0                                                                (6.6) 

Since the applied field is the quantity that is changing during the measurements, the frequency is 

considered to be fixed. The value of ܪ୊୑ୖ that satisfies Eq. (6.5) by making P a maximum is 

୔୫ୟ୶ܪ = |ߛ߱| ට2ඥߙଶ + 1 − ଶߙ − 1 −  ୤୤                                          (6.7)ୣܪ

In the limit of ߙଶ ≪ 1, the resonance condition for zero damping is recovered. The second step is 

to find ܪ୊୑ୖ at both half maximum values as well. To do this, one writes 12 (୔୫ୟ୶ܪ)ܲ =  (6.8)                                                             (଴ܪ)ܲ

With Eq. (6.4), Eq. (6.11) can be rewritten as 12 ൯(୔୫ୟ୶ܪ)൫߯݉ܫ =  ൯                                                    (6.9)(଴ܪ)൫߯݉ܫ

Eq. (6.12) gives two solutions for ܪ୊୑ୖ. One is for the half maximum on the left side of the peak, 
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while the other is for the half maximum on the right side of the peak. The difference in these two 

will give the FMR linewidth Δܪ.  One can convert Δܪ to a peak-to-peak linewidth by √3Δܪ୮୮ = Δ(6.10)                                                                 ܪ 

The above procedure gives rise to a linewidth as  

Δܪ = (ߙ)ܩ |ߛ|ߨ2݂2                                                          (6.11) 

where (ߙ)ܩ is given by (ߙ)ܩ = ݔ −  (6.12)                                                             ݕ

ݔ = ඨ൫ఈమି√ఈమାଵାଵ൯ఈାఈට൫ఈమି√ఈమାଵାଵ൯మିഀమర (ఈమାଵ)ା√ఈమାଵ൫ఈమି√ఈమାଵାଵ൯ାరഀ√ఈమାଵିഀయర √ఈమାଵఈ√ఈమାଵ   

ݕ = ඨ൫ఈమି√ఈమାଵାଵ൯ఈିఈට൫ఈమି√ఈమାଵାଵ൯మିഀమర (ఈమାଵ)ା√ఈమାଵ൫ఈమି√ఈమାଵାଵ൯ାరഀ√ఈమାଵିഀయర √ఈమାଵఈ√ఈమାଵ   

 

The equation (given back in chapter 3) used to fit the real and imaginary parts of the complex 

transmission coefficient S21 is ܵଶଵ = ܵଶଵ଴ + ܪܦ + ߯2߯଴                                                         (6.13) 

where the first term on the right side describes the electronic background, the second denotes the 

electronic drift during the sweeping of the field, and ߯଴ is the usual fitting parameter that has 

experimental parameters built in.  Each term in Eq. (6.13) has a real part and an imaginary part 

associated with it, namely, ܵଶଵ଴ = Re(ܵଶଵ଴ ) + ݅Im(ܵଶଵ଴ ୊୑ୖܪܦ (6.14)                                                     ( = Re(ܪܦ୊୑ୖ) + ݅Im(ܪܦ୊୑ୖ)                                           (6.15) ߯߯଴ = Re ൬ ߯߯଴൰ + ݅Im ൬ ߯߯଴൰                                                      (6.16) 
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where ߯ = ߯ோ + ݅߯ூ and ߯଴ = ߯଴ோ + ݅߯଴ூ so that  ߯߯଴ = 1߯଴ோଶ + ߯଴ூଶ ሾ(߯଴ோ߯ோ + ߯଴ூ߯ூ) − ݅(߯଴ோ߯ூ + ߯଴ூ߯ோ)ሿ                          (6.17) 

The imaginary part ߯ூ was given earlier for finding the linewidth. The real part is 

߯ோ = ߱୑4ߨ ൣ߱୷ଷ + ߱୷߱ଶ(ߙଶ − 1)൧ቄൣ߱୷ଶ − ߱ଶ(ߙଶ + 1)൧ଶ + ଶ߱ଶ߱୷ଶቅߙ4                                    (6.19) 

The parameter ܵଶଵ଴  and ߯଴ have physical information about the VNA-FMR setup and sample ,ܦ ,

built in and must be determined through the fitting of the FMR profile.  

The Gilbert damping constant can be obtained by fitting the resonance profile with Eq 

(6.16). Obtaining the damping constant at different frequencies shows a decrease in the damping 

constant with increasing frequency. However, the Gilbert damping constant is frequency 

independent, and this apparent change is actually due to inhomogeneous broadening of the FMR 

linewidth because of inhomogeneous sample properties. To reconcile this problem, Eq. (6.14) is 

used at each frequency to calculate a linewidth for the FMR profile. The real damping constant 

can then be obtained by fitting the linewidth vs. frequency using the following equation 

Δܪ = (ߙ)ܩ |ߛ|ߨ2݂2 + Δܪ଴                                                       (6.20) 

where Δܪ଴ is the linewidth contribution due to inhomogeneous broadening and is frequency 

independent. This fitting yields the true Gilbert damping constant which does not change with 

frequency. It should be noted that the only thing new here is that the derivation now includes extra 

terms involving the Gilbert damping constant. 

6.7 Conclusions 

 In summary, broadband ferromagnetic resonance (FMR) and high-temperature (T) FMR 

measurements had been carried out to study interlayer exchange coupling (IEC) in a magnetic 



91 
 

hard/soft bi-layered system where the hard layer was a L10-ordered FePt thin film and the soft 

layer was a ferromagnetic transition metal (FTM) thin film.  The data indicate that the IEC-

produced exchange field (Hex) on the soft layer strongly depends on the choice of material of the 

soft layer as well as the soft layer thickness.  The thinner the soft layer is and the smaller 4Ms the 

soft layer has, the larger the field Hex is.  With an increase in T, Hex drops by a larger amount than 

the 4Ms of the soft layer, resulting in an internal field that decreases with T.  The IEC strongly 

affects the FMR linewidth and damping of the soft layer.  The general trend is that both the FMR 

linewidth (H) and the effective Gilbert damping constant (αeff) increases with Hex, but there are 

also several subtle effects associated with Hex.  In the Hex>4Ms regime, αeff is insensitive to the 

choice of material of the soft layer; in the Hex>4Ms regime, however, αeff strongly depends on the 

choice of material.  With an increase in T, H decreases substantially in samples where Hex is 

relatively large, but remains constant or even increase slightly in samples where Hex is very small.    

 This chapter concludes the studies of exchange fields and damping in magnetic recording 

media at room and elevated temperatures. In chapter 4, intergranular exchange coupling was 

quantified for media with different SiO2 segregant amounts. Chapter 5 looked at damping in next 

generation media with different carbon segregant amounts near the Curie temperature of the hard 

media layer. In this final chapter for magnetic recording media, both exchange fields due to 

interlayer hard/soft coupling and damping were studied in next generation media with hard/soft 

bilayer coupling at room and elevated temperatures. In the next two chapters, spin wave dynamics 

in yttrium iron garnet films with periodic and random patterns are studied. The periodic patterns 

give rise to spin-wave fractals in the nonlinear regime, while the random patterns show Anderson 

localization.  
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Chapter 7.  Spin waves in YIG strips with periodic patterns – observation of exact fractals 
 
 
 
7.1 Nonlinear dynamics and fractals 

 A fractal is a shape made of parts each of which is similar to the whole in some way.  One 

can group fractals into two main categories, (i) exact fractals (or regular fractals) in which the same 

feature replicates itself on successively smaller scales and (ii) statistical fractals (or random 

fractals) that display statistically similar features.93,94,95  Statistical fractals have been observed in 

a rather wide variety of physical systems, ranging from material structures to lungs in human 

bodies and stock price fluctuations.  In stark contrast, exact fractals are relatively rare in nature, 

though they can be very easily constructed by mathematical models.  Examples of exact fractals 

include optical fractals formed using self-similar structures.96,97 

 Despite the above facts, exact fractals have been found in nonlinear dynamics, which is 

rather surprising in view of the strong sensitivity of nonlinear systems.  They are (1) space-domain 

soliton fractals, demonstrated numerically, and (2) time-domain soliton fractals, observed 

experimentally.  The realization of (1) relied on the use of a one-dimensional (1D) nonlinear 

waveguide that consists of different sections, each with a larger dispersion coefficient D than the 

prior section.98,99 As a soliton in the first section enters the next section, it experiences an abrupt 

increase in D and thereby breaks up into several smaller solitons or daughter solitons.  When the 

daughter solitons enter the next section, each of them undergoes another breakup and produces 

even smaller solitons or granddaughter solitons.  Thus, successive changes in D create soliton 

fractals along the waveguide.   

 The demonstration of (2) made use of a feedback ring that consisted of a 1D nonlinear 

media, and an amplifier that amplified the output signal from the media and then fed it back to the 
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input of the media.100  With an appropriate amplification, a single soliton is self-generated in the 

ring; as the soliton circulates in the ring, its amplitude varies in a fractal manner, yielding a time-

domain fractal. In this case, the amplifier ensures sufficient nonlinearity needed to maintain the 

soliton, while the periodic feedback modifies the wave dispersion to enable the fractal dynamics.   

7.2 Spin-wave fractals using magnonic crystals 

 This chapters report on the observation of a new type of exact fractals in nonlinear 

dynamics that, in contrast to (1) and (2), form spontaneously out of the constituent media, without 

being forced into being, and do not involve solitons.  To make an analogy, there is a strong 

difference between spontaneous symmetry breaking, integral to the theory of phase transitions, 

and forcing symmetry-breaking.  The observation uses nonlinear media in which a spatial periodic 

potential is introduced to create strong dispersion that facilitates the formation of a fractal.  The 

experiments utilize a quasi-1D magnonic crystal101,102,103,104,105,106,107,108,109 that consists of a long 

and narrow magnetic Y3Fe5O12 (YIG) film strip with periodic transversal lines etched into the film.  

This medium supports the propagation of spin waves.  The etched lines create a periodic potential 

for spin waves, and the latter leads to significant modification to the spin-wave dispersion curve 

at certain wavenumbers associated with the dimensions of the periodic lines.102,103  Upon the 

excitation of a continuous spin wave in one end of the media, the spin wave propagates to the other 

end, resulting in an output signal that manifests itself as a single peak in the power-frequency 

spectrum.  With an increase in the input power Pin, the initial peak (or the mother) can produce 

additional side peaks (or the daughters) in the frequency range with strong dispersion through 

modulational instability (MI),93,110,111,112 resulting in a comb-like frequency spectrum.  As Pin is 

further increased, each peak in the comb evolves into its own, finer frequency comb 
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(granddaughters), also through the MI. Such frequency fractals, which are illustrated in Fig. 7.1, 

manifest themselves as multiple layers of amplitude modulation in the time-domain signal. 

 Three important points should be highlighted.  First, the new fractals in this work are 

fundamentally different from (1) and (2).  On the one hand, (1) and (2) are for solitons, which 

involve a fine balance between the dispersion-induced pulse broadening and nonlinearity-caused 

self-narrowing,98,99,100 while the new fractals do not require such a balance. In this aspect, this 

work indicates that exact fractals in nonlinear systems do not have to involve solitons.  On the 

other hand, the new fractal relies on a completely different approach to realize the conditions 

needed for fractal formation; it makes use of spatial periodic potentials to achieve strong dispersion 

required by fractal generation, while (1) and (2) use successively increased dispersion and periodic 

feedback, respectively, to interrupt soliton dynamics and realize soliton fractals. Thus the new 

fractals are spontaneous, not forced.  Second, the approach in this work is of a general nature and 

can be applied to achieve similar fractals in other nonlinear systems, including electromagnetic 

transmission lines, optical fibers, and water waves.  Finally, in addition to advancing the field of 

 
Fig. 7.1.  Illustration of the development of a frequency fractal with an increase in the input 
power (P1<P2<P3<P4). 
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fractals, the results also help interpret various nonlinear effects in magnonic crystals, such as 

instability and nonlinear damping.107,109 

7.3 Spin wave characterization  

 The experimental configuration is sketched in Fig. 7.2(a). The experiments made use of a 

quasi-1D magnonic crystal that consisted of a 10-mm-long, 2.5-mm-wide, 10.3-m-thick YIG film 

strip with 12 lines etched into the film. Each etched line is 50 m wide and 3.3 m deep, and the 

spacing between the lines is 400 m.  Backward volume spin waves3,113 are excited by placing a 

microstrip line on one end of the YIG strip and feeding it with microwaves, and are detected by a 

second microstrip line placed on the other end of the YIG strip.  The separation of the two 

microstrip lines are about 5.5 mm. The magnetic field, indicated by the red arrow, is kept constant 

at 1175 Oe. Figures 7.2(b) and 7.2(c) show the transmission profile and frequency (f) vs. 

 
Fig. 7.2. Spin wave configuration and characterization. (a) Experimental configuration.  (b) 
Transmission profile (left) and frequency f vs. wavenumber k dispersion curve (right) measured 
with a YIG-based 1D magnonic crystal for Pin=0.7 mW. 
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wavenumber (k) dispersion curve, respectively, obtained from the complex transmission 

coefficient measurements on the magnonic crystal.  The strong dips in the transmission profile and 

the corresponding jumps in the dispersion curve represent unique characteristics of the magnonic 

crystal102,103,109 that result from the periodically etched lines. 

 The data in Fig. 7.2(b) were measured with a relatively low input power (Pin=0.7 mW) over 

a relatively wide f range using a vector network analyzer.  In contrast, Fig. 7.3 presents the data 

measured at a significantly higher power (Pin=7 W) over a much narrower f range which are both 

 
Fig. 7.3.  Spin wave transmission and dispersion. The first and second rows show the 
transmission profile and the frequency vs. wavenumber (k) dispersion curve, respectively, 
measured with a YIG-based 1D magnonic crystal for Pin=7 W.  The third row shows the dispersion 
coefficients (D) calculated based on the dispersion curves in the second row.  The right column 
shows the same data as in the left column but over a much narrower frequency range. 
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relevant to the fractal measurements described later.  The dispersion data, shown by the dots in 

Figs. 7.3(b) and 7.3(c), were interpolated to produce dispersion curves, shown by lines, and the 

latter were used to numerically determine the dispersion coefficient ܦ = ௗమ(ଶగ௙)ௗ௞మ  presented in Figs. 

7.3(e) and 7.3(f).  The data in Fig. 7.3 clearly show that, as one sweeps f across a transmission dip, 

the dispersion coefficient D can become substantially large and can even flip its sign.  To be more 

specific, |D| is about 103 cm2/(rads) in the off-dip region, which is close to typical values in 

continuous YIG thin films,3 but can be seven orders of magnitude larger in the transmission dip.  

It is this strong dispersion that enables the formation of the fractals presented below. 

7.4 Experimental observation – frequency domain 

 Figure 7.4 shows four power-frequency spectra measured at different Pin, as indicated, 

using a spectrum analyzer that demonstrate the development of the spin-wave fractals. At Pin=0.7 

mW, the spectrum consists of only one peak, as shown in Fig. 7.4(a), at the frequency that is 

exactly equal to the input frequency.  This peak corresponds to the initiator or the mother shown 

in Fig. 1.  As Pin is increased to 7 W, several new side peaks are generated through the 

MI,93,110,111,112 and the initial single-peak spectrum evolves into a frequency comb, as shown in 

Fig. 7.4.  Power-frequency spectra measured at different Pin, as indicated, demonstrating 
fractal development.  The diagrams in the middle and top rows share the same frequency scale 
indicated in the left-most diagram in each row.  The vertical bars in the top-row diagrams serve as 
visual guides to indicate the positions of the frequency peaks.   
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Fig. 7.4(b).  The comb spectrum corresponds to the generator in Fig. 7.1, and the new peaks can 

be termed as daughter modes.  With a further increase in Pin, each peak in the comb develops its 

own, finer comb (granddaughters), as shown in Fig. 7.4(c), also through the MI.  As Pin is increased 

further, each granddaughter generates several great-granddaughters, as shown in Fig. 7.4(d).  The 

spectra in Figs. 7.4(c) and 7.4(d) correspond to pre-fractal 1 and pre-fractal 2, respectively.  

7.5 Experimental observation – time domain 

 The time-domain signals that correspond to the spectra in Figs. 7.4(a), 7.4(b), and 7.4(c) 

are presented in Figs. 7.5(a), 7.5(b), and 7.5(c), respectively.  One can clearly see that, with an 

increase in Pin from 0.7 mW to 7 W, the originally constant envelope of the time-domain signal 

breaks up into a periodic modulation with a period of about 2.0 µs which is the exact reciprocal of 

the frequency spacing of the comb spectrum in Fig. 7.4(b).  As Pin is further increased to 14 W, a 

secondary modulation with a much longer period appears on the top of the first modulation.  The 

 
 
Fig. 7.5.  Time-domain signals measured at different Pin, as indicated, demonstrating the 
development of two layers of MI.   
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period of this modulation is about 20 µs which is the reciprocal of the spacing of the daughter 

combs in Fig. 7.4(c). 

 The physical process that underlies the above-mentioned MI is the so-called four-wave 

interaction;93,111 and in magnetic materials such an interaction is often termed as four-magnon 

scattering.6,114  The process satisfies the energy conservation law 2߱଴ = ߱ଵ+߱ଶ, where ߱଴ and ߱ଵ,ଶ are the frequencies of the initial mode and the new side modes, respectively.  When 

sufficiently strong, the side mode (߱ଵ or ߱ଶ) can interact with the initial mode (߱଴) to produce 

additional side modes through the four-wave interaction, resulting in an overall comb-like 

spectrum.  As the conservation law can be rewritten as ߱ଶ − ߱଴ = ߱଴ − ߱ଵ, one can expect the 

formation of a uniform comb that has an equal frequency spacing .  Indeed, all the combs shown 

in Fig. 7.4 are equally spaced.  The spacing  generally scales with ଵඥ|஽|,93 and this is why the 

fractal appears in the transmission dip region only.  In other words, the significantly enhanced 

dispersion in the transmission dip enables the generation of the granddaughter (and great-

granddaughter) modes with small .  The MI rate, namely, the rate of the instability growth, 

generally scales with the square of the wave amplitude, |ݑ|ଶ.93 This explains why the fractal 

develops only at high Pin. 

7.6 Conclusions 

 Several notes should be made about the fractal data shown in Figs. 7.4 and 7.5.  First, the 

granddaughter and great-granddaughter combs are presented only for three selected daughter 

modes in Fig. 7.4, but they in fact also exist for other daughter modes.  Second, the mother mode 

has less-developed granddaughter and great-granddaughter combs than the daughter modes.  This 

is probably because the frequency of the mother mode is closer to the center of the transmission 

dip where D may have a relatively small value as shown in Fig. 7.3(f).  Third, the ଶగ values for the 
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main combs in Figs. 7.4(b), 7.4(c), and 7.4(d) are 510 kHz, 500 kHz, and 495 kHz, respectively.  

The slight decrease of  ଶగ with increasing Pin is consistent with the facts that one usually has 

|93,|ݑ while the peak intensity of the mother mode slightly decreases with increasing Pin 

because of the re-distribution of energy to new side modes. Fourth, the great-granddaughter modes 

in Fig. 7.4(d) would be more visible if the diagrams are enlarged.  Finally, due to instrumentational 

limitation, no fractals beyond pre-fractal 2 were observed in the frequency domain and only 2 

layers of modulation were measured in the time domain.  Future work that uses better 

instrumentation to demonstrate fractals of more layers is of great interest. 

 Finally, it should be noted that no fractals beyond pre-fractal 2 were observed in the 

frequency domain and only 2 layers of modulation were measured in the time domain. The main 

reasons for this include instrumentational limitation (limited sensitivities of the spectrum analyzer 

and the oscilloscope) and limited nonlinearity due to various sources of damping (for example, 

two-magnon scattering) and thermal issues arising at very high Pin. Future work that uses better 

instrumentation and stronger nonlinearity to demonstrate fractals of more layers is of great interest.  

It should also be noted that this work involves a constant field along the sample length direction, 

and a change in the field direction may lead to the absence of the above-presented fractals because 

both the dispersion and nonlinearity properties of spin waves strongly depend on the equilibrium 

direction of the magnetization. 

 In summary, this work demonstrates experimentally the development of an exact fractal 

for nonlinear spin waves in a quasi-1D magnonic crystal.  The fractal exists in the frequency 

regions where the dispersion is significantly enhanced due to a spatially periodic potential and is 

generated through the four-wave interaction.  The fractal manifests itself as three layers of comb-

like spectra in the frequency domain and two layers of amplitude modulation in the time domain.  
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The new fractal fundamentally differs from the fractals found previously in nonlinear 

systems;98,99,100 it arises spontaneously out of the fundamental magnonic crystal media, in contrast 

to previous approaches based on successive forcing of emergent structures, namely, solitons. 

 While this chapter utilized periodic patterns to alter the dispersion in YIG strips to observe 

spin-wave fractals, in the next chapter, non-periodic patterns are used to alter the dispersion to 

enable the observation of Anderson localization of spin waves. The spin-wave fractals are strongly 

nonlinear; however, the localized spin waves are a linear effect created by an absence of diffusion 

for specific wavenumbers and frequencies associated with the static properties and sample pattern 

dimensions.    
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Chapter 8. Spin waves in YIG strips with non-periodic patterns – observation of Anderson 

localization 

 
 
8.1 Introduction to localization 

Localization refers to the process by which any physical characteristic of a system is 

localized in space, time, or some other physical property. Anderson localization, along with weak 

and Mott localization, are commonly studied forms of a localized state. While the latter two are 

quantum mechanical in nature (used to describe band structures and quantum phase transitions), 

Anderson localization is a more general wave phenomenon that involves strong interference that 

leads to the absence of diffusion in a disordered medium.115 Anderson localization was named after 

P. W. Anderson who was the first to theoretically show that the wave function describing the 

probability of finding an electron in a disordered medium was heavily localized when the disorder 

was large enough.116 In chapter 7, a magnonic crystal consisting of a YIG film with periodic etched 

lines was used to alter the dispersion due to classically described constructive and destructive 

interference of the spin-wave modes. In this chapter, YIG strips with non-periodic, or random, 

metallic lines deposited on top were used to observe Anderson localization in a spin-wave system 

for the first time. 

Anderson localization has been observed in many systems to study the conditions and 

limitations in which diffusion can be eliminated by disorder, including optical systems and electron 

systems.117,118,119,120,121 However, several questions remain as to the types and strength of the 

disorder that lead to Anderson localization, as well as the role of losses. Anderson localization of 

spin waves is observed for the first time using Pt and Cu lines deposited on top of YIG film strips 

that were randomly spaced to act as disordered potential barriers for the traveling spin waves. YIG 
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strips with periodically spaced lines were also fabricated to compare localized states with standing 

waves where diffusion is still present. The primary mechanism for disorder in the system is the 

alteration of the dispersion due to electrical conductivity, and the data below show that localization 

can still occur in systems with higher losses where the disorder is due to strong scattering caused 

by the electrical conductivity of the metallic lines. In the previous works, losses are very low in 

comparison to the strength of the disorder. If the losses of the system are too high, the waves cannot 

localize, and the absence of diffusion is not due to the disorder pattern and thus there is no localized 

states. The strength of the localized states is much stronger in a spin-wave system than in other 

systems studied previously and is very classical in nature (reflections due to macroscopic electrical 

conductivity).  

It’s important to note that, here, there is a localized phase difference between moments, 

which implies a large localized concentration of spin, or momentum. Previous works involved a 

localization of the particles (such as photons or electrons) themselves, rather than a property of the 

particle. Not to mention that most of the previous observations of Anderson localization required 

temperatures far below room temperature to allow the particles to localize. Throughout the rest of 

 
Fig. 8.1.  Experimental setup for studying spin-wave localization.   
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the chapter, any use of the word localization is implied to mean Anderson localization. 

8.2 Experimental setup and procedure 

Randomly spaced metallic lines were fabricated on the top of Y3Fe5O12 (YIG) thin film 

strips using a photolithography technique. The YIG films are about 10 mm long, 2.5 mm wide, 

and 10 µm thick. They were grown on single-crystal paramagnetic Gd3Ga5O12 substrates.  Both 

platinum and copper lines were used to make the same random patterns. There are 125 lines on 

each YIG film strip, which are all parallel to the width direction of the YIG film strips. The lines 

are all 5 nm thick, 2.5 mm long, and 20 µm wide, while the line spacing varies randomly between 

20 µm and 30 µm. The random pattern was generated using a random number generator in excel. 

The spin waves in those YIG strips with randomly spaced metallic lines were measured in the 

surface spin wave configuration where the bias DC magnetic field is in the plane of the sample, 

but perpendicular to the YIG strip length as shown in Fig 8.1. Samples with periodically spaced 

platinum lines were also fabricated to better understand the data obtained from the random 

patterned samples. The spacing of periodic lines corresponds to the average of the spacing of the 

random pattern. 

Fig. 8.2.  Transmission and dispersion curves. (a) and (b) present the transmission vs. frequency 
profile and the frequency vs. wavenumber dispersion curve, respectively, obtained with a YIG film 
strip capped with a random platinum line pattern. 
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In the randomly patterned YIG samples described above, one observed spin-wave 

localization that manifests itself as (1) pronounced dips in the transmission vs. frequency profiles 

and (2) characteristic oscillations in the frequency vs. wavenumber dispersion curve at the same 

frequencies where the transmission dips occur.  Such transmission dips and dispersion oscillations 

are repeatable in samples fabricated at different times or using different metallic lines (platinum 

and copper).  They show features that differ from the conventional spin-wave interferences 

observed in the periodically patterned YIG samples.  The detailed data are presented below. 

Fig. 8.4.  Transmission and dispersion curves for a sample with random copper lines. (a) and 
(b) present the transmission vs. frequency profile and the frequency vs. wavenumber dispersion 
curve, respectively. 
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Fig. 8.3.  Frequency vs. wavenumber dispersion curves measured at different fields (H) on 
the same sample as for the data shown in Fig. 8.2.  Top: H=1020 Oe; middle: H=1260 Oe; 
bottom: H=1500 Oe. 
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8.3 Platinum and copper patterns 

The transmission and dispersion curves for the sample with random platinum pattern are 

presented in Figs. 8.2(a) and 8.2(b), respectively. Figure 8.1 shows the experimental configuration.  

Two microwave transducers, which are end-shorted microstrip lines, are placed on the two ends of 

the YIG strip to measure the complex transmission parameter S21 with the help of a vector network 

analyzer (VNA). The transmission coefficient in Fig. 8.2(a) is the magnitude of S21, while the 

 
Fig. 8.5.  Frequency vs. wavenumber dispersion curves measured at different fields (H) on 
the same sample as for the data shown in Fig. 8.4.  The corresponding fields for the four curves 
from top to bottom are 1340 Oe, 1420 Oe, 1500 Oe, and 1580 Oe. 
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Fig. 8.6.  Comparison of the data from samples with platinum and copper lines. (a) and (b) 
present the frequency and wavenumber, respectively, of the spin waves as a function of the 
magnetic field.  The green and purple dots show the data obtained for the YIG films with random 
Pt and Cu line patterns, respectively. 
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dispersion curve in Fig. 8.2(b) is obtained by examining the phase of S21 with the distance between 

the two transducers taken into account. The transmission curve shows very strong dips at certain 

frequencies due to the random patterning. The first dip from the left is the principle dip, and 

comparisons between the samples will be made using this dip. The dispersion curve shows an 

oscillating response at the same frequencies which are indicated by the black arrows. Figure 8.3 

presents the field dependence of this interference. One can see that there is a shift in the 

wavenumber k value with a change in the magnetic field, as indicated by the black arrow. The 

reason for this shift is unclear currently, but it might indicate that the group velocity plays an 

important role in the localization since the shift ensures a constant group velocity.  The same results 

are indicated by the data obtained on the sample with random copper lines and presented in Figs. 

8.4 and 8.5.  Figure 8.6 compares the responses of the two samples.  Although the field ranges 

where the localization was observed are different, the trend of the frequency vs. field response is 

the same. It is unclear what causes the diffence in field range, but this could be due to the diffrence 

in electrical conductivity. 

 
Fig. 8.7.  Comparisons between the responses of the randomly (blue) and periodically (red) 
patterned YIG samples.  (a) and (b) present the transmission vs. frequency profiles and the 
frequency vs. wavenumber dispersion curves, respectively. 
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8.4 Random vs. periodic platinum patterns  

To better understand the above-presented interference due to the random patterning, a YIG 

film strip with a periodic pattern equal to the average spacing of lines in the random sample was 

fabricated. The average spacing was 32.2 micron. A new sample with the same random pattern 

was fabricated at the same time as the periodic pattern was made, to ensure similar quality.  Figures 

8.7(a) and 8.7(b) compare the transmission and dispersion curves, respectively, of the samples with 

the random and periodic patterns.  The data indicate several remarkable results.  First, while both 

the samples show characteristic responses in the transmission and dispersion curves, the responses 

occur at different frequency and wavenumber values. This indicates that the interference-like 

responses in the randomly patterned sample are not due to periodic averaging across the sample 

and are in fact attributed to the random pattern on the YIG film. Second, the characteristic 

responses in the random sample occur at a much higher k value than in the periodic sample, 

indicated by the black arrows. This is expected if the interference-like response in the random 

pattern is due to spin-wave localization. Third, the strength of the first principle dip for the sample 

 
Fig. 8.8.  Comparisons between the responses of the two randomly patterned YIG samples 
made separately.  (a) and (b) present the transmission vs. frequency profile and the frequency vs. 
wavenumber dispersion curves, respectively. 
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with a random pattern is much stronger than that for the sample with a periodic pattern, as indicated 

by the black arrows. Though microscope images (not shown here) suggest the periodic pattern is 

of much higher quality, it still shows weaker interferences. These three results together provide 

strong evidence that the characteristic interference-like responses in the random patterned YIG 

film are due to the localization along the YIG strip. 

8.5 Control measurements    

To study this further, measurements on two randomly patterned samples were carried out 

to test the repeatability and to see how the variance in the quality of the pattern changed the 

responses. The data for the two samples are presented in Fig. 8.8. One can see that the first principle 

dips occur at the frequencies which are very close to each other, and the responses in the dispersion 

curves also have very similar wavenumber values. Moreover, the strengths of the dips are also 

comparable.  Though there is some variation, the difference in the samples with periodic and 

random patterns is much larger than these minor variations. It should be noted, however, that there 

is a difference in the shape in the k response. While the green data show a clear dip, the blue data 

show a wiggle-like response, or several dips. It is unclear if these responses are noise due to the 

lack of power at this frequency or if it is a key characteristic of the interference mechanism.  

8.6 Conclusions 

 In conclusion, Anderson localization was observed for the first time in a spin-wave system 

where metallic lines on top of YIG film strips were used to create disorder for traveling spin waves. 

The lines acted as disorder potentials that led to the absence of diffusion of spin waves with a 

specific frequency (and wave number), corresponding to the random patterning. It is interesting 

that localization can still occur in systems with such large losses through such a classical  
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interference mechanism. Future work that investigates the roles of nonlinearity and stronger losses 

of spin waves are of great fundamental interest. 
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Chapter 9. Summary and outlook 
 
 
 
9.1 Summary 

 In summary, Ch. 4-6 looked at exchange coupling and damping in magnetic recording 

media, while Ch. 7 and 8 looked at various spin wave phenomenon involving patterned structures 

made of YIG and other metallic elements. While the studies of magnetic recording media revealed 

the different types of scattering mechanisms caused by the propagating electromagnetic wave in 

the high-loss limit where moments are highly exchange coupled, the spin-wave experiments 

provided a more fundamental understanding of wave propagation and the various types of 

waveforms that can be observed in low-loss limits. Both are examples of the interactions of 

electromagnetic waves propagating in magnetically ordered materials, or magnetization dynamics. 

 Chapters 4-6 looked at exchange coupling and damping in magnetic recording media with 

high losses. Intergranular exchange coupling, interlayer exchange coupling, and damping were 

studied in current PMR media as well as future HAMR media provided by Western Digital and the 

National Institute for Material Science in Japan. 

 Chapters 7 and 8 looked at spin waves propagating in patterned structures with low losses. 

Spin-wave fractals and localization were observed using YIG films with periodic etched lines, 

periodic metallic lines deposited on top, as well as randomly spaced metallic lines deposited on 

top. 

9.2 Outlook 

 There are still several open fundamental questions relevant to the subjects studied in this 

dissertation. The spin-wave fractals revealed that, for the first time, fractals can exist in nonlinear 

dynamics without involving solitons. Further studies that address specifically why and under what 
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conditions solitons and fractals must exist together are of great interest. It’s not clear how 

nonlinearity and large losses will affect the localization of propagating spin waves. Future studies 

that investigate the stability of the localization under large nonlinearity and its relationship to the 

group velocity or dispersion would greatly help the current understanding of localization, not just 

in spin waves, but in general. New media samples with different properties and thus different 

scattering mechanisms and exchange coupling strengths would be of great interest. It would be 

interesting to create structures with even larger damping (larger than the already largest damping 

reported) and exchange coupled properties to study how the scattering strength changes as well as 

how the different mechanisms contribute to the overall damping. Though the work in this 

dissertation provides new insight into many interesting physical phenomena, there are still many 

questions to be answered and more studies on these topics are needed to fully understand the 

physics at play. 
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