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ABSTRACT 

 

TRACING CARBON FLOWS THROUGH ARCTIC AND ALPINE WATERSHEDS 

 

Organic matter turnover and mobilization links the productivity of terrestrial and fluvial 

ecosystems and regulates global climate. The first part of this dissertation reviews how our 

conceptual framework of soil organic matter (SOM) and dissolved organic matter (DOM) 

cycling has evolved, and emphasizes the role of microbial communities in controlling SOM 

stability. Chapter two investigates how fresh carbon (C) influences SOM cycling in soils 

underlying two dominant Arctic plant species. We amended soils colonized by Eriophorum 

vaginatum—a tussock-forming sedge—and Betula nana—a competitive dwarf shrub—with 

glucose, and employed stable isotope tracing to quantify substrate conversion to CO2, 

incorporation in microbial biomass, and retention in bulk soil. We measured responses during 

peak biomass, fall senescence, and spring thaw to assess interactive effects of glucose 

amendment and season. We also captured legacy responses to amendment by assessing the fate 

of glucose over short, intermediate, and longer-term periods. We found that glucose conversion 

to CO2 was twice as high in tussock soils, while stabilization in bulk soils was significantly 

higher in shrub soils. Our results highlight the extraordinary C storage capacity of these soils, 

and suggest shrub expansion could mitigate C losses even as Arctic soils warm. 

Chapter three evaluates the mobilization and transformation potential DOM of flowing 

through an Arctic hillslope. Widespread permafrost thaw is expected to increase CO2 release 

from soils to the atmosphere and transform the hydrological routing of water and DOM across 

Arctic landscapes. We traced the mobilization potential of DOM at two landscape positions 
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(hillslope and riparian) and from two soil horizons (organic and mineral) using bromide, and 

characterized the chemical composition of DOM using solution state 1H-NMR and fluorescence 

spectroscopy. We found that compounds mobilized through the porous organic horizon were 

associated with plant-derived molecules, while those flowing through mineral soils had a 

microbial fingerprint. Landscape position also influenced the chemical diversity of DOM, which 

increased during downslope transport from hillslope to riparian soils. While the chemical 

composition of DOM varied across the landscape, the potential for rapid lateral flow across 

Arctic hillslopes and along the mineral-permafrost interface was uniformly high, suggesting 

DOM mobilization is an important mechanism of C loss from Arctic soils. 

Chapter four explores how geomorphic complexity and seasonal hydrology influence the 

cycling and transformation of DOM in alpine headwater streams. We collected surface and 

hyporheic water samples from two watersheds varying in channel complexity (single-thread and 

multi-thread) at eight time points spanning the seasonal hydrograph. We found that connectivity 

across the terrestrial-aquatic interface was maximized during peak discharge and decreased 

through the season. The chemical composition of DOM, evaluated using electron impact gas 

chromatography mass spectrometry and fluorescence spectroscopy, varied with watershed 

connectivity, with increasingly divergent DOM profiles observed with a loss of hydrologic 

connectivity. We suggest that widespread channel simplification, resulting from land-use and 

management changes, will reduce DOM processing and compromise ecosystem function. 
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CHAPTER 1- INTRODCUTION  

 

Soils store over three times as much carbon (C) as the atmosphere (Ontl and Schulte, 

2012), making them critical climate regulators (Oelkers and Cole, 2008). The largest soil organic 

C stocks are located in high latitude and alpine regions (Koven et al., 2009; Tarnocai et al., 

2009), where cold temperatures and saturated conditions limit rates of soil organic matter (SOM) 

decomposition (Ernakovich et al., 2014; Hicks Pries et al., 2013).These temperature-stabilized 

systems may exert a disproportionate influence on soil C cycling as climate warms (Dutta et al., 

2006; Schaefer et al., 2011; Schmidt et al., 2011; Vonk et al., 2013) given current C storage 

capacities (Crowther et al., 2016) and rapid warming of northern ecosystems (Meehl et al., 2013; 

Serreze and Barry, 2011). Additionally, decomposition rates have a higher temperature 

sensitivity than net primary productivity (Kirschbaum, 1995), suggesting greater plant growth 

may be insufficient in balancing C losses. Climate perturbation will also transform the hydrology 

(Frey and McClelland, 2009; J. Rowland et al., 2010), permafrost extent (Jorgenson et al., 2001; 

Liljedahl et al., 2016), species composition (Crimmins et al., 2009; Sturm et al., 2001), and 

disturbance regimes (Westerling, 2006) of tundra and alpine ecosystems (Pachauri et al., 2014). 

Ecosystem ecology, which addresses interactions between the abiotic environment and living 

organisms as an integrated system (Chapin III et al., 2011), is fundamental in describing how C 

cycling and energy flows are influenced by human activity, whether directly through 

transformation of the physical environment or indirectly through land-use versus climate change. 

In this dissertation, I employ an ecosystems approach to trace the production, consumption, and 

transformation of C as it is mobilized from upland soils and exported through headwater streams.  
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In the past several decades views on organic C cycling have undergone significant 

revision. Traditional models of SOM and dissolved organic matter (DOM) dynamics suggest 

recalcitrant plant products—lignin derivatives, humic substances, quinone-type structures—form 

a stable C pool that resists further turnover (Couteaux et al., 1995; Meentemeyer and Berg, 1986; 

Sparks, 2003; Waksman and Stevens, 1930). The majority of evidence supporting these models 

was generated in the laboratory, where bulk SOM was extracted under strong acid and base 

conditions to isolate humin, humic-acid, and fulvic-acid fractions. The advent of higher-

resolution and non-destructive analytical techniques revealed that these operationally-defined 

fractions are not detectable in natural soils. As a result, humification theory has been widely 

replaced by soil continuum models (Cotrufo et al., 2013; Dungait et al., 2012; Grandy and Neff, 

2008; Kleber and Johnson, 2010; Lehmann and Kleber, 2015; Marschner et al., 2008; Schimel 

and Schaeffer, 2012), which emphasize the role of microbial communities in promoting SOM 

formation. In particular, microbial residues, including metabolites and necromass, appear to 

persist in ‘stable’ soil pools with slower turnover rates, and include amide, aliphatic, carboxylic, 

aromatic, and O-alkyl moieties (Kallenbach et al., 2016; Lehmann et al., 2008; Liang et al., 

2017).  

Microbial substrate use efficiency (SUE) exerts a primary control on C fate by 

determining the fraction of soil C that is released to the atmosphere as CO2 or CH4, incorporated 

into microbial biomass, or stabilized in the soil-mineral matrix (Cotrufo et al., 2013). SUE is 

defined as the ratio of growth to respiration ([µ/(µ+R], where µ is biomass growth and R is 

respiration) (Sinsabaugh et al., 2013). Lower quality plant material, including compounds with 

higher C:N and/or lower energy yields, require microbial communities to synthesize and excrete 

extracellular enzymes that attack and transform plant residues (Liang et al., 2017). These 
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catabolic pathways are associated with low SUE and high evolution of CO2 and/or CH4 to the 

atmosphere. Priming has been proposed as a dramatic example of low SUE, where deposition of 

fresh plant-derived materials stimulates microbial decomposition and destabilization of existing 

SOM stocks (Fontaine et al., 2007, 2004; Kuzyakov, 2002; Kuzyakov et al., 2000). Priming has 

been found to increase CO2 evolution by as much as 400% (Zhu and Cheng, 2011); if priming 

becomes a dominant mechanism in SOM-rich tundra soils, a strong positive feedback to 

warming could be activated (Schmidt et al., 2011). In contrast, higher-quality plant material may 

be preferentially assimilated into microbial biomass. The transformation and re-synthesis of 

plant-derived material into relatively stable microbe-derived compounds—including cell wall 

fragments and osmolytes—may promote SOM formation and stabilization (Liang et al., 2017; 

Joshua Schimel et al., 2007). The primary mechanisms of SOM retention include chemical 

bonding on reactive soil minerals (Kaiser and Kalbitz, 2012; Kögel-Knabner et al., 2008; Vogel 

et al., 2014) and occlusion in soil aggregates (Bachmann et al., n.d.; Lehmann et al., 2007; 

Mueller et al., 2012; Vogel et al., 2014).  In chapter two we test whether inputs of low molecular 

weight carbon induce SOM priming or stabilization in Arctic tundra soils colonized by 

vegetation with contrasting litter quality. 

The chemical composition of DOM integrates microbial metabolism across the landscape 

(Figure 1.1). Unlike SOM, DOM is comprised of low-molecular weight compounds that are 

directly available for microbial uptake (Kalbitz et al., 2003) and thus represent a critical 

intermediary in global C cycling (Battin et al., 2009a; Vonk et al., 2013). The movement of 

DOM through upland soils and across the terrestrial-aquatic interface was traditionally viewed as 

a selective chromatograph, where DOM produced through plant and microbial activity in the 

organic horizon leached vertically until it sorbed on reactive mineral surfaces or was exported to 
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depth or the fluvial network (Neff and Asner, 2001). This view has been revised by Kaiser and 

Kalbitz (2012) who suggest variable concentrations and fluxes of DOM in the soil profile result 

from sequential sorption and desorption, combined with intensive microbial processing. The 

mobilization potential of DOM, which depends upon its reactivity and pore-water connectivity 

(Smith et al., 2017), influences the residence time of organic matter in terrestrial environments 

(Battin et al., 2009a; Singer et al., 2012). In chapter three we test how the chemical composition 

of DOM varies with landscape position and flowpath velocity on a permafrost-impacted 

hillslope.   

Energetic linkages between terrestrial and fluvial systems are shaped by landscape 

complexity (Battin et al., 2009a). Like the terrestrial environment, where highly heterogeneous 

soil matrices can be bypassed by preferential flow, fluvial networks also exhibit varying degrees 

of channel complexity. This is particularly evident in mountainous headwater streams where 

channels alternate between simple, single-channel segments and complex segments with multiple 

channels of flow across the valley bottom (Livers and Wohl, 2016; Wegener et al., 2017; Wohl, 

2013). Compounds entrained in slow flowpaths are more likely to be metabolized by microbial 

communities (Battin et al., 2009a; Singer et al., 2012) resulting in a convergent chemical profile 

(Kellerman et al., 2014) that reflects intensive, sequential metabolism (Liang et al., 2017). In 

contrast, DOM flowing through an integrated landscape, such as a swift, channelized stream, 

could expedite the delivery of young, divergent DOM chemistries to downstream environments. 

In chapter four we explore how geomorphic complexity and fluvial hydrology interactively 

influence the chemical composition of DOM flowing through multi-thread and single-channel 

headwater streams.  
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Figure 1.1- In this dissertation, I explore how organic matter produced in upland soils (and 
throughout the landscape) can be mobilized through hillslope flowpaths and exported through 
headwater streams. These flows of energy not only link terrestrial and aquatic systems, but 
represent a continuum of sequential processing and transformation that produces highly diverse 
organic matter and metabolite profiles. 
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CHAPTER 2- TRACKING THE FATE OF FRESH CARBON IN THE ARCTIC TUNDRA: 

WILL SHRUB EXPANSION ALTER RESPONSES OF SOIL ORGANIC MATTER TO 

GLOBAL WARMING?1 

 

INTRODUCTION 

The vulnerability of vast carbon (C) stocks stored in Arctic soils to rapid climate 

warming is widely recognized (Crowther et al., 2016; Mack et al., 2004). But, climate warming 

is also increasing plant productivity, which could either ameliorate or enhance soil C loss (Natali 

et al., 2012; Sistla et al., 2013). The potential for C inputs to balance losses will depend on how 

efficiently plant-derived C is incorporated into microbial products, the precursor of soil organic 

matter (SOM) formation, versus converted to CO2 and released to the atmosphere (Cotrufo et al., 

2013). In addition, new plant litter and root exudate inputs might enhance the decomposition of 

old SOM through a process known as priming (Fontaine et al., 2003; Kuzyakov, 2002). Thus, 

enhanced plant productivity in the Arctic could either promote the formation of new soil C, or 

increase losses of native soil C, making vegetation responses to warming a critical regulator of 

global C cycling.  

The net effects of rapid climate change on Arctic soil C stocks are mixed, with evidence 

of massive greenhouse gas release to the atmosphere (Commane et al., 2017; Crowther et al., 

2016; Mack et al., 2004; Schuur et al., 2008), as well as recovery of soil C stocks following 

perturbation (Jiang et al., 2015; Natali et al., 2012; Sistla et al., 2013). Several responses to 

warming will likely modulate the balance between C release and storage. Warmer winters 

                                                        
1 This chapter is in review at Soil Biology and Biochemistry: Lynch, L.M., Machmuller M.B., Cotrufo, M.F., Paul, 
E.A., Wallenstein, M.D., 2018. Tracking the fate of fresh carbon in the Arctic tundra: Will shrub expansion alter 
responses of soil organic matter to warming? 
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(Christensen et al., 2013) are degrading permafrost and deepening active layer thaw depths 

(Hodgkins et al., 2014; Liljedahl et al., 2016), which could expose newly liberated C to rapid 

microbial metabolism (Mackelprang et al., 2011; Marín-Spiotta et al., 2014). At the same time, 

lengthening growing seasons (Ernakovich et al., 2014; Livensperger et al., 2016) have 

fundamentally altered vegetation composition and productivity (Chapin et al., 1995; Deslippe 

and Simard, 2011; Sturm et al., 2001), the effects of which are diffusing belowground (Hartley et 

al., 2012). Specifically, greater plant productivity is expected to increase the release of root 

exudates belowground (Brüggemann et al., 2011), which are primarily composed of low 

molecular weight C compounds (LMW-C) (Jones et al., 2009). These LMW-C compounds may 

stimulate decomposition of native SOM (Hartley et al., 2012; Mack et al., 2004) by inducing a 

positive priming effect to relieve microbial nutrient limitation (Kuzyakov, 2002). As a result, 

greater extracellular enzyme production could increase nutrient mobilization from native SOM 

and contribute to net soil C loss (Kuzyakov, 2010). Alternatively, new LMW-C inputs could 

reduce SOM turnover if microbial substrate use efficiency (SUE) increases and microbial 

products are stabilized through organo-mineral complexation (Cotrufo et al., 2013; Kallenbach et 

al., 2016; Schmidt et al., 2011).  

The influence of vegetation on belowground nutrient availability may influence the net 

effect of LMW-C inputs on soil C stocks (Hartley et al., 2012). Widespread increases in primary 

productivity have been attributed to rapid expansion of Betula nana shrubs (Sturm et al., 2001). 

The success of these shrubs is facilitated by phenotypic traits that allow them to outcompete 

other species, including Eriophorum vaginatum, a dominant tussock-forming sedge (Bret-Harte 

et al., 2001; Chapin et al., 1995; Deslippe and Simard, 2011; Koyama et al., 2013; Shaver et al., 

2001; Sistla et al., 2013). These traits include developmental plasticity (Bret-Harte et al., 2001), 
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formation of N-acquiring and C-sharing ectomycorrhizal networks (Deslippe and Simard, 2011), 

and snow entrapment, which facilitates over-winter SOM mineralization and release of nutrients 

for shrub uptake the following spring (Schimel et al., 2004; Sturm et al., 2001). Associations 

between B. nana and N-acquiring ectomycorrhizal networks increase shrub litter and soil N 

concentrations (Deslippe and Simard, 2011) relative to non-mycorrhizal, N poorer, E. vaginatum 

systems (Sullivan et al., 2007). The difference in N availability belowground could increase the 

magnitude of priming resulting from new LMW-C inputs in E. vaginatum soils, particularly 

during  peak plant productivity when nutrient competition is intensified (Zhu et al., 2016). Thus, 

cascading effects of B. nana expansion may release microbial energetic and nutrient constraints 

relative to E. vaginatum soils, reducing the magnitude of SOM priming.  

To test the effect of LMW-C inputs on native soil C stocks, we applied 13C-enriched 

glucose—a model root exudate (Dijkstra et al., 2011; Strickland et al., 2012)—to Arctic tundra 

soils underlying E. vaginatum and B. nana. We used two-pool isotope mixing models to track the 

proportion of LMW-C converted to CO2, assimilated in microbial biomass, transformed to 

dissolved organic matter, and retained in bulk soil. We captured the influence of season on 

LMW-C fate by amending soils in July (peak biomass), September (senescence), and May 

(spring thaw). To determine whether LMW-C persisted longer-term, we measured responses 54 

and 306 days following amendment. We posit that the fate of LMW-C and the magnitude and 

direction of priming is driven by SOM stoichiometry (e.g. C:N). With this rationale, we test three 

predictions: (1) LMW-C input increases SOM turnover, with the largest priming effect—and 

lowest microbial SUE—in higher C:N soils underlying E. vaginatum; (2) the magnitude of these 

effects vary seasonally and are negatively correlated with soil N concentrations; (3) the 
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proportion of LMW-C retained belowground is positively correlated with microbial SUE (Figure 

2.1).  

METHODS 

SITE DESCRIPTION 

We established study plots in May 2014 in a moist acidic tundra site near Toolik Lake 

Field Station, Alaska, USA (68˚ 38’N, 149˚ 34’W). Mean annual temperature at Toolik Field 

Station is -8°C, with average summer temperatures near 10°C and average winter temperatures 

near -20°C (Hobbie and Kling, 2014). Mean annual precipitation is 318 mm, with 43% falling as 

snow (Schimel et al., 2004). The region is dominated by Eriophorum vaginatum, a tussock 

forming sedge, Betula nana, a dwarf birch, and mosses, which together comprise approximately 

45% of above and belowground biomass (g m-2) (Hobbie and Chapin, 1998). The soils are 

classified as Ruptic Histic Aquiturbels (Borden et al., 2010) and have an average pH of 4.9. 

Average soil C stocks in the top 20 cm were 2,150 ± 335 g C m-2 in soils underlying B. nana and 

2,282 ± 296 g C m-2 in soils underlying E. vaginatum. We observed the deepest active layers at 

our plots in July 2014, averaging 10 cm beneath B. nana and >20 cm beneath E. vaginatum. 

Unfortunately, we did not measure species-specific soil temperatures, however previous research 

has shown temperatures are similar between graminoid and shrub dominated communities 

(Bradley-Cook et al., 2016). Thus, although areas colonized by dense, tall shrubs may increase 

latent heat fluxes (McFadden, 1998) and could reduce temperatures relative to within-tussock 

soils (Chapin III et al., 1979), these effects are not always propagated belowground (Sturm et al., 

2001).  

We selected three time periods for our study that represent important seasonal stages in 

the Arctic: peak productivity (July 24–August 6, 2014), senescence (September 6–September 18, 
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2014), and thaw (May 19–May 30, 2015). Precipitation and temperature data for each sampling 

period were acquired from the Toolik Long Term Ecological Research database (Shaver and 

Laundre, 2010). Cumulative precipitation was 39.6 mm during peak plant productivity, 2.0 mm 

during senescence, and 55.3 mm during thaw. Mean soil temperatures at 5 cm depth were 9.1 (± 

0.6) °C during peak plant productivity, 3.0 (± 0.5) °C during senescence, and 6.65 (± 0.3) °C 

during thaw. Average annual precipitation and soil temperatures are reported for 2014, 2015, and 

the ten-year average (2005-2015) in SI Table 2.1.  

EXPERIMENTAL DESIGN 

Our experiment consisted of three factors: vegetation type (B. nana or E. vaginatum), 

LMW-C addition (amended or control), and month (July, September, or May). We replicated 

each treatment four times in a fully randomized block design, where each 5x5 m2 block was 

spaced 10 m apart. Our experimental unit was a PVC collar (10 cm diameter and 15 cm tall), 

which we installed around a tussock or shrub plant, maintaining a minimum spacing of 1 m 

between collars.  

We installed 12 collars in each block (2 vegetation types * 2 additions * 3 months) in 

May 2014 and let them equilibrate for 45 days before amending soils within treatment collars 

with LMW-C. Soils were amended July 28, 2014, September 11, 2014, or May 22, 2015. We 

amended each collar with 13C-enriched (10 atom%) glucose solution at 640 µg C g-1 soil. This 

corresponded to approximately 36 g glucose m-2, assuming a 10 cm organic horizon and a bulk 

density of 0.075 g cm-3. The LMW-C addition increased average soil C concentrations in the top 

20 cm by 1.7%; we selected this relatively low tracer concentration to avoid inducing a direct C 

fertilization effect and to minimize impacts on ongoing metabolic processes (Dijkstra et al., 

2011). To achieve even distribution throughout the amended soil profile, we added 5 ml of 
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substrate with a 20-gauge needle (Becton Dickinson) at five equidistantly spaced points, 

continuously injecting substrate from 5 cm depth to the soil surface.  

Two additional collars were installed around B. nana and E. vaginatum plants in each 

block allowing us to monitor the influence of elevated LMW-C availability on intermediate and 

long-term Arctic C cycling. These collars were amended July 28, 2014 and harvested either 49 

days (September 11, 2014) or 306 days (May 30, 2015) following amendment. Control collars in 

each block remained undisturbed for the duration of the experiment and were used as 

background end members in the two-pool isotope-mixing model (see Data Analysis). 

CO2 MEASUREMENTS 

LMW-C amended and control (non-amended) soils were measured in the field for CO2 

concentrations (ppm) and 13CO2 enrichment (‰) using a Picarro G2101-i (Picarro Inc., 

Sunnyvale, CA, USA) portable cavity ring-down spectroscopy analyzer (CRDSA). The CRDSA 

was frequently calibrated using high-purity CO2 calibrant gas with a range of CO2 concentrations 

and isotopic values (Cambridge Isotope Laboratories CLM-3783-10; Airgas UHP300).  CO2 

concentrations and 13C- CO2 isotope values were validated with a Li-Cor LI 6252 Infrared gas 

analyzer (Li-Cor Inc., Lincoln, NE, USA) and a PreCon Delta V IRMS coupled to a GC-isolink 

unit (Thermo Scientific, Waltham, MA, USA) at Colorado State University. 

To allow continuous flux measurements at our field site, we coupled the CRDSA to an 

external recirculating vacuum pump and eliminated water interference using a magnesium 

perchlorate water trap (<0.03% H2O; Agilent Technologies MT120-4). We used Bev-A-Line 

stainless steel flexible tubing (Swagelok 321-4-X-24DFR) to connect the CRDSA to the water 

trap and recirculation pump, as well as to a 10 cm diameter PVC cap fit with two 6.35 mm 
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Swagelok stainless steel ports (SS-4-VCR-6-DM). The connection of the PVC cap and collar 

formed a gas tight seal that was fitted with a foam gasket (LiCor 8100-632). 

CO2 and δ13C-CO2 was measured in the amended soils after six and twelve hours, and 

one, three, five, seven, and ten days. Amended soils incubated for intermediate length were 

measured again four times after approximately 1.5 months (43, 44, 48, 49 days) of in situ 

incubation, and long-term soils were measured again after approximately 11 months (44, 50, 

302, and 305 days) of in situ incubation. Control soils were measured for 13CO2 flux twelve times 

during the course of the study (five times in July, five times in September, and two times in 

May). Corrections were applied to CO2 effluxes using an average hourly soil temperature at 5 cm 

depth to account for variability. We connected the CRDSA to each collar for a sufficient period 

of time to allow an increase of at least 100 ppm CO2 , and -5‰ δ13C for control soils and +100‰ 

δ
13C for treatment soils. This range of CO2 concentration and isotope enrichment was sufficient 

to quantify the exchange processes of CO2 between terrestrial and atmospheric reservoirs and to 

apply the Keeling plot method to estimate 13C of the soil CO2 efflux (Cotrufo et al., 2014; 

Keeling, 1958; Köhler et al., 2006). We calculated the 13C-CO2 signature as the y-intercept of the 

linear regression of 13C versus the inverse CO2 concentration (r2 ³ 0.98). We flushed the CRDSA 

with ambient air between measurements and began subsequent measurements after CO2 

concentrations and isotope enrichment returned to background levels.   

SOIL COLLECTION AND PROCESSING 

At each harvest date (July 29, 2014, September 21, or May 31, 2015) we collected 

control and LMW-C amended soils by cutting around the PVC collar with an ethanol-sterilized, 

serrated knife. We split soil cores into a surface sample (0-10 cm) and a subsurface sample (10-

20 cm), which roughly corresponded to the organic and mineral horizon (± 5.3 cm). Each sample 
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was bagged individually and shipped frozen to Colorado State University for analysis, where 

they were stored until processing. In the laboratory, green litter and live roots were removed and 

samples were thoroughly homogenized by hand. Soils were sub-sampled for gravimetric water 

content, C and N elemental and isotopic analyses, extractable nutrients, microbial biomass, and 

potential extracellular enzyme activities, as described below. We ground soils to a fine powder 

using liquid N and a mortar and pestle, and measured %C, %N, and 13C using a Carlo Erba NA 

1500 elemental analyzer (CE Instruments, Lancanshire, UK) coupled to a VG Isochrom 

continuous flow isotope ratio mass spectrometer (Isoprime, Inc., Manchester, UK). 

EXTRACTABLE NUTRIENTS AND MICROBIAL BIOMASS 

Microbial biomass and soil nutrient analyses were conducted following a modified 

method described in Weintraub et al. (2007). We extracted samples and soil-free blanks with 25 

ml of 0.05 M potassium sulfate and agitated them on an orbital shaker for one hour. To extract 

microbial biomass, we evenly distributed 2 ml of ethanol-free chloroform over 5 g wet weight 

soil subsamples and incubated them at room temperature for 24 hours in a stoppered 250 ml 

Erlenmeyer flask. Following incubation, we vented flasks in a fume hood for at least 30 minutes 

until the chloroform had fully evaporated (Witt et al., 2000). We filtered both control and 

fumigated samples through No. 1 Whatman paper and analyzed total extractable organic carbon 

(TOC) and total dissolved nitrogen (TDN) with a Shimadzu TOC-L (Shimadzu Scientific 

Instruments, Inc.). We measured extractable ammonium and nitrate with an Alpkem flow 

solution IV automated wet chemistry system (O.I. Analytical College Station, TX). Total organic 

nitrogen (TON) was calculated as the difference between TDN and total inorganic nitrogen (TIN 

= ammonium + nitrate). We calculated extractable microbial biomass (MB) C and N as the 
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difference between paired chloroform-fumigated and non-fumigated subsamples and no 

correction factors (kec) were applied (Weintraub et al., 2007).  

To quantify the pool of soluble LMW-C and LMW-C incorporation in MB, we 

lyophilized extracts of chloroform fumigated and non-fumigated subsamples using a FreeZone 6 

Liter console freeze dry system (Labcono, Kansas City, MO). We analyzed lyophilized 

subsamples for %C and δ13C with a Carlo Erba NA 1500 elemental analyzer (CE Instruments, 

Lancanshire, UK) coupled to a VG Isochrom continuous flow isotope ratio mass spectrometer 

(Isoprime, Inc., Manchester, UK), and applied the isotopic mixing method as described below 

(see Data Analysis). 

EXTRACELLULAR ENZYME ACTIVITIES 

We assayed potential activities of seven hydrolytic extracellular enzymes (pEEA) [α-

Glucosidase (AG), β-Glucosidase (BG), Cellobiohydrolase (CB), and β-Xylosidase (XYL), 

which are involved in C-acquisition, N-acetyl glucosaminidase (NAG) and Leucine 

aminopeptidase (LAP), which are involved in N-acquisition, and Acid phosphatase (AP), which 

is involved in P-acquisition] using the 96-well microplate fluorometric method described in 

detail elsewhere (Bell et al., 2013; Koyama et al., 2013; Wallenstein et al., 2009). Briefly, we 

homogenized 0.5 g of organic soil or 1.0 g of mineral soil for 45 seconds with 91 ml of 50 mM 

sodium acetate buffer (pH 4.9) in a Waring blender. Soil slurries were mixed on a stir plate and 

800 µl subsamples were added to a deep 96-well microplate using a wide orifice pipette tip for 

organic samples and a narrow orifice pipette tip for mineral samples. Substrate concentrations, 

soil masses, and incubation lengths were determined based on tests prior to the experiment in 

order to capture the maximum potential enzyme activity (Vmax). We pipetted 200 µl of 200 µM 

fluorescing substrate for all substrates—except AP, where we used 200 µl of 600 µM AP—into 
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the sample assay wells and incubated them for three hours at 25°C. We also prepared standards 

for each soil slurry using a range of concentrations of 4-methylumbellifferone or 7-amino-4-

methylcoumarin (LAP only). When the incubation was complete, we centrifuged plates for three 

minutes at 1500 rpm (~350 xg) and transferred 250 µl from each well into black 96-well plates. 

Substrate fluorescence was measured on a Tecan Infinite M200 microplate reader at an 

excitation wavelength of 365 nm and an emission wavelength of 450 nm (Tecan Trading AG, 

Switzerland). Data are presented as nmol g dry soil-1 hour-1. 

DATA ANALYSIS 

We applied a two-source mixing model (Post, 2002) to assess the relative contribution of 

native SOM C versus LMW-C to the C pool of interest (i.e., respired CO2, microbial biomass C, 

or bulk soil C), as follows:  

 

fLMW-C = (δA – δC) / (δLMW-C – δC), 

 

where  is the fraction of the C pool derived from 13C-glucose; δA and δC are the 

δ13C values of the C pool sampled from LMW-C amended and control collars, respectively; and 

δLMW-C is the δ13C of the 10 atom% glucose substrate. We calculated the fraction of the C pool 

derived from SOM as the difference between total and LMW-C-derived C pool. We defined the 

priming effect as a significant increase in SOM-derived respiration resulting from the input of 

LMW-C, and calculated it as the difference between treatment and control collar SOM-derived 

respiration (Kuzyakov, 2010). We defined microbial substrate use efficiency (SUE) as the 

partitioning of LMW-C between growth and respiration (Manzoni et al., 2012):  

 

fLMW-C
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SUE = 13MB / (13MB + 13CO2), 

 

where 13MB represents LMW-C assimilated in microbial biomass (g C m-2), and 13CO2 

represents the fraction of LMW-C converted to CO2 (g C m-2). Similarly, we define substrate 

retention efficiency as the partitioning of LMW-C between bulk soils and respiration:  

 

Retention Efficiency = 13CBulk Soil / (13CBulk Soil  + 13CO2), 

 

We performed all statistical analyses using R version 3.3.1. When necessary, we applied 

transformations to meet the assumptions of normality, evaluated with Shapiro-Wilk tests and Q-

Q plots. We used linear mixed-effect models to identify the main effects of vegetation type, 

LMW-C amendment, and season, and all 2-way and 3-way interactions on our dependent 

variable of interest using the lme4 package (Bates et al., 2016). Similarly, we tested for main 

effects of depth, vegetation type, and treatment, conditional on season (SI Table 2.2). Vegetation 

type, LMW-C amendment, season, depth, and all interactions were included as categorical fixed 

effects, while our blocking design and block interactions were included as categorical random 

effects. We also examined whether amendment influenced LMW-C recovery in soil pools after 

49 and 306 days of incubation as above. Due to underlying heterogeneity in soil C stocks we 

conducted additional analyses to confirm that our findings were robust. We include results from 

models where soil C is included in the linear mixed-effect model as an additive covariate (with 

no interactions) (SI Table 2.3) and results following normalization of all data to soil C stocks (g-1 

soil C) (SI Table 2.4). Results from both models are consistent with values scaled to collar area 
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(m-2). Therefore, we report all factor units in g m-2 for the remainder of this manuscript to correct 

for bulk density to 20 cm depth and allow direct comparison of coefficients between treatments. 

We used AICc model selection criteria for small sample sizes (Barton, 2016) to identify 

factors driving the fraction of LMW-C converted to CO2 and the proportion of LMW-C retained 

belowground. If two variables were highly correlated (>0.5), one variable was excluded from 

AICc model selection. As potential extracellular enzyme activities (pEEA) were highly collinear, 

we used an initial AICc model selection including all seven pEEAs against each dependent 

variable of interest. Finally, we built the full regression model using extractable and non-

extractable pools of C and N, organic and inorganic N, microbial biomass C and N, soil 

temperature, and AICc-selected pEEAs. Models with the lowest AICc score were considered to 

have the best fit. 

RESULTS 

LMW-C AMENDMENT, MONTH, AND VEGETATION TYPE EFFECTS ON 

BIOGEOCHEMICAL PARAMETERS 

In contrast to our hypothesis, we found no evidence of priming after LMW-C addition 

from soils underlying either vegetation type or in any month (Figure 2.2). Specifically, there was 

no significant main effect of treatment (LMW-C addition) or interaction (with month or 

vegetation) on SOM-derived CO2 efflux (SI Table 2.5). However, SOM-derived CO2 efflux was 

significantly influenced by month and was lower in September than July (F2,15=7.94, p<0.01). 

Following LMW-C amendment, total CO2 efflux (sum of LMW- and SOM- CO2) exhibited 

significant interactions between vegetation type and treatment, as well as between treatment and 

month (SI Table 2.4). Overall, LMW-C amendment increased total CO2 efflux by approximately 

400% in B. nana soils and 650% in E. vaginatum soils relative to paired controls (F2,36=8.36, 
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p<0.001, Table 2.1). These results were consistent when accounting for soil C heterogeneity 

among plots, including soil C concentrations in the model (SI Table 2.3a), and normalizing 

values with soil C (SI Table 2.4). Additionally, LMW-C additions had the largest effect on total 

CO2 efflux in May, and were nine times higher from soils underlying B. nana and 14 times 

higher from soils underlying E. vaginatum relative to paired controls (p<0.01, Table 2.1).  

MBC and pEEAs were influenced more by month than by treatment or vegetation type, 

and displayed no significant 2-way or 3-way interactions (Table 2.1, SI Table 2.6). MBC was 

significantly lower in May than July or September (F2,36=11.84, p<0.001. There was a significant 

interaction between treatment and vegetation type for MBN (F1,36=5.90, p<0.05), which was 

driven by higher biomass N in amended soils underlying B. nana in May than September. While 

MBC did not vary by soil depth or vegetation type in any season, MBN pools were 1.5 times 

higher in organic than mineral soils under both vegetation types in September (F1,20=5.46, 

p<0.05, SI Table 2.2). BG was the only pEEA stimulated by LMW-C amendment (F2,36=8.54, 

p<0.01), while XYL, NAG, and LAP varied significantly with season, exhibiting lower activities 

in May than other months (SI Table 2.6; p<0.05). There was a significant depth effect in July for 

all enzymes except NAG, and in May for all enzymes except XYL, where pEEAs were 

significantly higher in the organic than the mineral soil horizon. In September, we observed a 

significant interaction between depth and treatment, with activities of three C-cycling enzymes 

(BG, CB and XYL) stimulated by LMW-C amendment in the organic horizon. Activities for all 

other enzymes in September were significantly higher in the organic than mineral horizon.  

We found a significant effect of month and LMW-C amendment on soil C pools, with no 

significant interactions (Table 2.1). TOC exhibited a significant three-way interaction between 

treatment, vegetation, and month (F2,33=4.82, p<0.05), which was driven by larger extractable C 
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from soils underlying B. nana in July than May. Total soil C stocks and TOC concentrations did 

not vary by depth (SI Table 2.2). All three soil N pools, including soil N, TDN, and TIN 

exhibited significant interactions between vegetation type and month (Table 2.1). Soil N stocks 

were 1.2 times greater in B. nana soils than E. vaginatum soils in July, (F2,33=4.56, p<0.05), but 

were not significantly different in other months. N stocks in B. nana soils were significantly 

lower in September than July (p<0.01). We observed a significant main effect of depth on soil N 

stocks, which were nearly twice as large in the mineral horizon relative to the organic horizon in 

September (F1,20=6.44, p<0.05), and May (F1,20=6.24, p<0.05, SI Table 2.2). Total dissolved N 

pools were nearly twice as large in soils underlying B. nana in July and May than September, 

and were also larger in B. nana than E. vaginatum soils during those months (F2,33=3.79, 

p<0.05). TDN concentrations were 3.5 times higher in the organic than mineral soil horizons in 

July (F1,22=6.86, p<0.05), but were three times higher in the mineral horizon in September 

(F1,22=5.66, p<0.05) and two times higher in May (F1,22=3.99, p<0.05) relative to the organic 

horizon (SI Table 2.2). TIN concentrations were twice as high in B. nana soils in July compared 

to other months, and twice as high in E. vaginatum soils in September compared to other months 

(p<0.05). We observed a significant main effect of depth on TIN concentrations only in May, 

when availability was twice as high in the mineral than organic soil horizons (F1,20=4.95, p<0.05, 

SI Table 2.2). 
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VEGETATION AND MONTH EFFECTS ON THE FATE OF LMW-C 

There were significant main effects of vegetation and month (no interaction) on LMW-

CO2 efflux, which was 2.4 times higher from soils underlying E. vaginatum than B. nana (Figure 

2.2b,c; F1,18=17.74, p<0.001), and higher in May than July (Figure 2.2a,c F2,18=3.84, p<0.05). 

There was a significant effect of vegetation on LMW-C retention efficiencies, which were 1.5 

times higher in soils underlying B. nana than E. vaginatum (Figure 2.3a; F1,18=4.63, p<0.01). 

Month significantly influenced microbial SUE, which was lowest in September (F2,18=7.83, 

p<0.01), with no effect of vegetation type or interactions between month and vegetation type 

(Figure 2.3b, SI Table 2.5).  

LEGACY EFFECTS OF LMW-C ADDITION 

Soils amended with LMW-C in July and measured after 49 and 306 days of in situ 

incubation exhibited significant legacy effects (Figure 2.4). LMW-CO2 losses were greater from 

soils underlying E. vaginatum than B. nana after 10 and 49 days of incubation (Figure 2.4a; 

F1,34=11.88, p<0.01). Microbial SUE was highest after 10 days and negligible 49 and 306 days 

following amendment (F2,34=19.80, p<0.001), while assimilation of LMW-C in MB did not 

exhibit legacy effects (Figure 2.4b). In contrast, LMW-C retention efficiencies were significantly 

greater 49 and 306 days following amendment than after 10 days (Figure 2.4c; F2,34=32.78, 

p<0.001) under both vegetation types. SOM-derived respiration was not different than control 

systems and the priming effect was not observed during any measurement period. 

THE INFLUENCE OF BIOGEOCHEMICAL VARIABLES ON LMW-C FATE 

Explanatory variables controlling LMW-C conversion to CO2, microbial SUE, and 

LMW-C retention in bulk soils were explored using AICc model selection (Figure 2.5). The best-

fit model explaining LMW-CO2 efflux included soil C:N, TOC:TDN, AP, soil C, and TOC 



23 

 

(Figure 2.5a; full AICc model score: 182.90, best-fit AICc model score: 150.54). In contrast to 

our expectations, TOC exerted a larger influence (greater effect on AICc score) than N status 

(Figure 2.5a) and exhibited an inverse relationship with LMW-CO2 efflux (p<0.001). Potential 

AP enzyme activities (nmol g dry soil-1 MBC-1) (p<0.05), soil C:N (p<0.05), and soil C (p<0.01) 

were also negatively related with LMW-CO2 efflux, while TOC:TDN was positively related 

(p<0.05). The best-fit model explaining microbial SUE included soil temperature and TOC:TDN 

(Figure 2.5b, full AICc model score: 24.51, best-fit AICc model score: -3.7), suggesting a strong 

seasonal influence on metabolic efficiency. As predicted, the best-fit model explaining LMW-C 

retention efficiencies included MBC and extractable C:N (Figure 2.5c, full AICc model score: 

21.93, best-fit model score: 2.51).  

DISCUSSION 

Complex interactions among plants, soils, and microbes regulate soil C storage and the 

magnitude of the Arctic C-climate feedback. Currently, the dominant paradigm is that warming 

will alleviate temperature constraints on microbial activity and increase rates of decomposition 

and soil C loss to the atmosphere (Commane et al., 2017; Crowther et al., 2016; Mack et al., 

2004; Mackelprang et al., 2011). However, our results highlight the exceptional C storage 

capacity of Arctic soils, and suggest shrub expansion could mitigate soil C losses to the 

atmosphere as the Arctic warms (Figure 2.1). 

Plant traits, particularly rooting architecture and exudate production, strongly influence 

soil chemistry and the long-term stability of native SOM stocks (Jones et al., 2009; Zhu et al., 

2016). Unlike B. nana shrubs, E. vaginatum tussocks do not form ectomycorrhizal (ECM) 

associations, and their soil microbial communities have been shown to become progressively N-

limited throughout the growing season (McMahon and Schimel, 2017). E. vaginatum also 
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produce lower quality fine root litter with a 30% higher C:N ratio than those produced by B. 

nana (Hobbie, 1996; Sullivan et al., 2007), likely contributing to the lower N concentrations we 

observed in tussock relative to shrub soils. Tussock roots can extend from the soil surface to the 

permafrost interface (Iversen et al., 2015) and directly supply mineral soils with labile C, which 

is expected to stimulate microbial mining of nutrients from SOM (Chen et al., 2013) and induce 

a positive priming effect, as previously observed in several laboratory incubation studies 

(Fontaine et al., 2004; Wild et al., 2014). On the other hand, shrub expansion is predicted to shift 

rooting distributions upward  into the organic horizon (Iversen et al., 2015), where minimal or 

negligible priming has been observed in laboratory studies (Fontaine et al., 2007; Wild et al., 

2014). Taken together, this suggests that a shallower root distribution with shrub expansion 

should reduce TOC and N availability at depth. Our data, however, do not support this. Rather, 

we found significantly higher N concentrations, particularly in mineral soils colonized by B. 

nana shrubs, and no differences between in TOC concentration between soil horizons. 

Additionally, pEEAs were significantly lower in mineral relative to organic soil horizons, which 

could explain a lack of priming in mineral soils. Overall, greater LMW-C retention in shrub soils 

suggests shrub expansion may increase microbial activity and C-cycling in the priming-resistant 

organic horizon, and increase N availability at depth, where priming might otherwise occur. 

Plant litter quality and soil chemistry control microbial SUE, which in turn regulate 

mechanisms of SOM formation and retention (Cotrufo et al., 2013; Dijkstra et al., 2015). We 

found that apparent SUE tended to be higher in soils underlying B. nana, resulting in 

significantly greater LMW-C retention, particularly after nine months of incubation. As high-

quality shrub litter more closely matches microbial stoichiometry (Chen et al., 2013) shrub 

expansion may facilitate stabilization of microbial products within the soil matrix (Dohnalkova 
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et al., 2017; Schmidt et al., 2011). Although we did not observe SOM priming, the conversion of 

LMW-C to CO2 was twice as high from soils underlying E. vaginatum, indicating activation of 

catabolic pathways and preferential transfer of new C sources to the atmosphere. Potential 

activities of BG, an extracellular enzyme involved in C-acquisition, also increased following 

LMW-C addition in tussock soils. While increased activities of C-targeting enzymes do not 

support positive priming effects associated with the nutrient mining hypothesis (Chen et al., 

2013; Rousk et al., 2016), they do indicate mineralization of C-rich substrates, potentially from 

turnover of tussock litter. Laboratory incubation experiments have shown that the potential for 

priming exists in a wide range of soils. But these experiments often add a high substrate 

concentration at a single time point that do not closely mimic constant inputs of lower 

concentration through root exudation  (Cheng et al., 2003; Fontaine et al., 2003; Brant et al., 

2006; Blagodatskaya & Kuzyakov, 2008; Pisani et al., 2016). Thus, it is unclear from these 

experiments whether priming will be stimulated by increased C inputs in critical systems like 

Arctic tundra. In this first in situ experiment conducted in the Arctic, we did not find strong 

evidence of priming. However, our addition of a single, energy-rich substrate, may have been 

utilized by a subset of the microbial community that is not representative of the slower-growing 

communities typically associated with SOM priming (Fontaine and Barot, 2005) that utilize the 

full chemical diversity of root exudate compounds. The lack of mycorrhizal associations with E. 

vaginatum tussocks could explain the negligible priming effects we observed, as the production 

of oxidative enzymes by fungal communities are considered to be a rate-limiting step for SOM 

mineralization (Rousk et al., 2014). While shrub-colonized soils have greater fungal abundance 

and enzymatic potential for SOM priming, higher soil N concentrations can reduce microbial 

production of extracellular enzymes targeting complex organic matter (Carreiro et al., 
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2000). Additionally, the co-addition of C and N has been shown to stimulate N-mineralization 

from SOM by up to 300% in Arctic soils (Rousk et al., 2016); if we had amended soils with a 

more complex substrate we may have induced a positive priming effect (Fontaine and Barot, 

2005). Thus, we cannot rule out the possibility of priming as this system changes.  

Our results confirm the importance of seasonal sampling in the Arctic, as interactions 

between season and vegetation type controlled the fate of LMW-C. When LMW-C was added to 

shrub soils in May, a large proportion was retained belowground. This retention may be caused 

by greater microbial assimilation of labile C during spring thaw, and production of microbial 

necromass, which contributes to relatively stable mineral associated organic matter (MAOM) 

and SOM formation (Averill and Waring, 2017; Cotrufo et al., 2013; Schmidt et al., 2011). In 

contrast, LMW-C additions in tussock soils were largely emitted back to the atmosphere as CO2. 

In July, the influence of LMW-C amendments was reduced, with significantly lower LMW-CO2 

production from soils underlying both vegetation types. Greater belowground rhizosphere inputs 

during peak plant productivity may reduce microbial reliance upon exogenous LMW-C. In shrub 

soils, higher activities of N and P acquiring extracellular enzymes, indicate greater nutrient 

accessibility (Wallenstein et al., 2009), which can lead to more efficient microbial communities 

(McLaren et al., 2017) and the stabilization of microbial-derived products belowground 

(Dohnalkova et al., 2017; Tfaily et al., 2014). During fall senescence, C-rich plant litter is 

deposited at the soil surface, while roots are actively acquiring and translocating nutrients 

belowground (Chapin and Bloom, 1976; Iversen et al., 2015). During this period, extracellular 

enzyme activities were highest in soils underlying both vegetation types, perhaps indicating 

sufficient nutrient availability for enzyme production, litter depolymerization, and SOM 

decomposition (McMahon and Schimel, 2017; Wallenstein et al., 2009). While seasonal 
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dynamics provide important insights on short-term mechanisms controlling the fate of new C, it 

remains critical to determine whether these responses are transient or of sufficient duration and 

magnitude to influence the C-climate feedback.  

Few studies have examined the longer-term fate of new C inputs in the Arctic, 

significantly limiting certainty surrounding the interaction of climate warming and shrub 

expansion on C cycling. During the initial stages of in situ incubation, microbial communities 

underlying both vegetation types respired LMW-C derived CO2 to the atmosphere.  However, 

less than half of the LMW-C added was respired from beneath either vegetation type, potentially 

as a result of efficient metabolism and SOM formation (Blagodatskaya and Kuzyakov, 2008; 

Cotrufo et al., 2015; Hill et al., 2008). After two months of in situ incubation, LMW-C 

incorporation in microbial biomass pools and conversion to CO2 did not differ relative to control 

systems, however after ten months LMW-CO2 efflux was significantly greater from soils 

underlying E. vaginatum relative to B. nana. While it is unlikely that LMW-C substrate remained 

untransformed within the dissolved SOM pool (Dijkstra et al., 2015; Hill et al., 2008), predation 

within the rhizosphere and turnover of microbial products may contribute to longer-term LMW-

C derived efflux (Moore et al., 2003). More significantly, the proportion of LMW-C retained in 

the soil versus lost as CO2 was higher in soils underlying B. nana, which could indicate efficient 

SOM stabilization via microbial assimilation of dissolved organic matter and retention of 

microbial byproducts (Cotrufo et al., 2015). While further work is needed to determine the long-

term stability and efficiency of C transformation through metabolic pathways, our longer-term 

perspective provides evidence that new C inputs contribute to SOM formation, particularly in 

shrub-dominated soils. This effect could be strengthened as climate warming thaws permafrost 
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soils and exposes mineral surfaces able to stabilize microbial products (Schmidt et al., 2011; 

Wieder et al., 2013).  

Our observations of lower CO2 efflux and higher substrate retention in shrub-dominated 

soils may not be ubiquitous—as their expansion will not entirely eliminate other plant species 

(Elmendorf et al., 2012; Livensperger et al., 2016)—and may not persist throughout time. As the 

climate changes, microbial access to soil substrates and SOM stability will be regulated by the 

interactions between soil moisture and temperature. The years in which we conducted the in situ 

priming experiment were representative of longer-term seasonal treads, however hydrologic 

connectivity has been projected to increase with high-latitude warming (J. C. Rowland et al., 

2010). Currently, shrubs are expanding into areas with high potential for moisture accumulation 

and drainage, specifically valley slopes and floodplains (Naito and Cairns, 2011). Local 

landscape characteristics, including the balance between thermokarst formation (Abbott and 

Jones, 2015) versus hillslope drainage (Kittler et al., 2018), will influence microbial accessibility 

to substrates, and the balance between SOM priming and formation. Substrate availability is 

positively correlated with moisture, as enhanced pore connectivity facilitates SOC transport from 

protected to active C pools, where it can be metabolized by microorganisms (Bailey et al., 2017). 

Similarly, warmer soil temperatures are associated with increased rates of SOM mineralization 

(Crowther et al., 2016; Hartley et al., 2008), although additional stressors may induce transient 

(Allison et al., 2010; Sistla et al., 2013), or even negative (Allison and Treseder, 2008) 

responses. Therefore, the complex interplay between soil temperature and moisture conditions, 

which were not exhaustively captured in this study, may alter the balance between SOM 

retention and priming.  
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In conclusion, we found that LMW-C conversion to CO2 and retention in the soil matrix 

is influenced by a number of biogeochemical parameters relating primarily to nutrient 

availability. Specifically, soils underlying shrubs have higher soil N concentrations and greater 

retention of added glucose, likely a function of the stoichiometric controls on microbial SUE. In 

contrast, the activity of C-degrading enzymes and conversion of new LMW-C inputs to CO2 

suggests the cycling of labile C is rapid in the C-rich soils underlying E. vaginatum. These 

results support our hypothesis that soil N status and access to labile energy sources, such as root 

exudates, will determine the fate of new C sources in the Arctic. While large-scale CLM models 

predict C storage in the Arctic will decrease under warming scenarios (Crowther et al., 2016; 

Thornton et al., 2009; Wieder et al., 2013), our results suggest shrub expansion may mitigate 

turnover of new C sources. Thus, the interactions between shrubs and microbial metabolic 

efficiency act as critical controls on the direction and magnitude of the Arctic C-climate 

feedback.  
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Figure 2.1. Conceptual model depicting the fate of LMW-C as influenced by vegetation type and 
soil chemistry. Plant traits (e.g. litter chemistry, root architecture, depth to mineral horizon) 
influence soil chemistry and lead to divergent microbial functions. Higher microbial substrate use 
efficiencies in soils underlying B. nana contribute to soil organic matter formation. Arrow sizes 
indicate the magnitude of CO2 efflux. 
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Figure 2.2. Cumulative respiration from soils underlying B. nana (closed symbols) and E. 

vaginatum (open symbols). Total CO2 efflux (g m-2) (upper panel) in July (a), September (b), and 
May (c), CO2 efflux (g m-2) derived from LMW-C (middle panel) in July (d), September (e), and 
May (f), and the difference between amendment and control CO2 efflux (lower panel) in July (g), 
September (h), and May (i). Values below y=0 on SOM primed flux y-axis indicate negative 
priming (or SOM formation), while values above indicate positive priming (excess C lost as CO2 
in amended compared to control soils resulting from metabolism of native SOM stocks). Points 
represent means ± standard error (n=4). Significant differences between vegetation type and 
LMW-C treatment are reported as * p < 0.05, or ** p < 0.01.  
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Figure 2.3. Boxplots representing LMW-C retention efficiencies (a) and substrate use efficiencies 
(b) by vegetation type and month for short-term (10 day) incubation periods. B. nana (B) are 
displayed in charcoal boxes, and E. vaginatum (E) in light gray boxes. Significant differences 
between vegetation type are reported as * p < 0.05, or ** p < 0.01. Significant differences between 
months are indicated by letters (p<0.05). There were no significant interactions between month 
and LMW-C amendment. Each box spans the interquartile range and whiskers extend to the 
minimum and maximum of the distribution (n=4). 
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Figure 2.4. Legacy effect of LMW-C measured after 10 (short), 49 (intermediate), and 306 (long) 
days of in situ incubation. B. nana are shown in black and E. vaginatum are shown in light gray. 
Panels represent cumulative LMW-C derived CO2 efflux (a), LMW-C assimilation in microbial 
biomass (b), and LMW-C recovery in bulk soil (c) relative to a non-amended control. Bars 
represent means (g 13C-CO2 m-2) ± standard error (n=4). Significant differences between 
vegetation type are reported as * p < 0.05, or ** p < 0.01. Significant differences between months 
are indicated by letters (p<0.05). There were no interactions between month and LMW-C 
amendment. 
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Figure 2.5. Pie charts display the coefficient strength of biogeochemical parameters included in 
best-fit AICc-selected models for LMW-derived CO2 flux (a), microbial substrate use efficiency 
(b), and LMW-C retention efficiency (c). Selected parameters include soil and dissolved pools of 
C and N (Soil C, Soil N, TOC, TDN), microbial biomass C (MBC), activity of acid phosphatase 
relative to MBC (AP/MBC), and soil temperature at 5 cm depth (°C). 
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Table 2.1. Biogeochemical characteristics of soils underlying B. nana and E. vaginatum. The 
average followed by the standard error (± 1 S.E.) in parentheses for total CO2 efflux, soil C and N, 
dissolved C and N (TOC, TDN), and microbial biomass C and N (MBC, MBN) (n=4). The level 
of significance from the 3-way ANOVA model including vegetation (V), treatment (T), month 
(M), all 2-way and 3-way interactions are reported as * p < 0.05, ** p < 0.01, *** p < 0.001, or 
non-significant (n.s.). 
 

 
  

Month
Vegetation/			

Treatment

CO2	Flux											

(g	m-2)

Soil	C																					

(g	m-2)

Soil	N																		

(g	m-2)

TOC																		

(g	m-2)

TDN																		

(g	m-2)

TIN														

(ug	m-2)

MBC													

(g	C	m-2)

MBN												

(g	N	m -2)

	B.	nana

			Control 5.70	(0.44) 2788.98	(310.12) 85.95	(7.64) 27.48	(2.40) 1.88	(0.56) 10.98	(5.91) 59.18	(13.74) 7.13	(2.04)

			Amended 12.12	(2.88) 3407.54	(223.61) 94.04	(14.46 10.87	(3.55) 1.62	(0.45) 44.62	(16.42) 51.41	(6.99) 6.02	(0.76)

	E.	vaginatum

			Control 6.93	(0.55) 2859.55	(382.04) 44.61	(9.45) 13.41	(1.35) 0.60	(0.05) 4.80	(1.90) 55.25	(11.53) 4.97	(1.17)

			Amended 19.41	(1.73) 2919.19	(287.17) 63.62	(17.54) 11.88	(1.34) 0.72	(0.14) 7.08	(1.99) 67.84	(12.35) 11.20	(3.49)

	B.	nana

			Control 7.79	(1.03) 1658.17	(330.93) 21.02	(11.13) 10.09	(3.74) 0.74	(0.21) 4.34	(1.89) 44.94	(25.34) 3.07	(1.49)

			Amended 10.46	(0.49) 2551.58	(429.46) 70.46	(13.79) 8.50	(1.27) 0.75	(0.18) 4.65	(2.51) 36.81	(8.11) 4.03	(1.38)

	E.	vaginatum

			Control 5.77	(0.64) 2104.85	(385.80) 43.92	(12.37) 10.01	(1.32) 0.70	(0.11) 11.53	(5.75) 55.84	(18.25) 4.50	(1.48)

			Amended 15.41	(2.02) 3335.89	(137.46) 76.43	(5.43) 9.36	(1.78) 0.86	(0.29) 18.34	(7.68) 41.74	(6.50) 4.21	(0.68)

	B.	nana

			Control 1.45	(0.23) 2002.79	(333.86) 68.05	(15.60) 28.05	(4.68) 1.45	(0.36) 10.64	(3.32) 118.18	(13.74) 9.35	(0.69)

			Amended 12.90	(2.17) 2086.96	(456.49) 71.15	(19.01) 14.48	(2.73) 1.57	(0.59) 14.75	(6.76) 111.28	(38.76) 7.96	(2.40)

	E.	vaginatum

			Control 1.66	(0.22) 1882.44	(679.71) 39.20	(12.06) 14.17	(3.71) 0.66	(0.13) 3.28	(0.87) 53.66	(17.24) 4.64	(1.66)

			Amended 23.55	(5.90) 3233.73	(306.74) 76.73	(11.75) 26.86	(4.72) 1.13	(0.11) 8.04	(2.98) 155.54	(30.50) 9.32	(1.39)

T *** ** *** * n.s. n.s. n.s. n.s.

V ** n.s. n.s. n.s. ** n.s. n.s. n.s.

M *** * n.s. *** * n.s. *** **

T*V ** n.s. n.s. *** n.s. n.s. n.s. *

T*M *** n.s. n.s. n.s. n.s. n.s. n.s. n.s.

V*M n.s. n.s. * n.s. * * n.s. n.s.

T*V*M n.s. n.s. n.s. * n.s. n.s. n.s. n.s.

July

September

Source	of	variance

May
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CHAPTER 3- FROM SOILS TO STREAMS: MOBILIZATION POTENTIALS OF 

DISSOLVED ORGANIC MATTER FLOWING THROUGH ARCTIC SOILS2 

 

INTRODUCTION 

Widespread permafrost thaw in high-latitude regions (Koven et al., 2009; Osterkamp and 

Romanovsky, 1999) is predicted to increase CO2 release from soils to the atmosphere 

(Ernakovich et al., 2017; Natali et al., 2015; Schuur et al., 2009) and transform the hydrology of 

Arctic watersheds (Frey and McClelland, 2009; J. C. Rowland et al., 2010; White et al., 2007). 

While permafrost boundaries currently limit subsurface storage and control the routing of water, 

carbon (C), nutrients, and sediment across Arctic landscapes (J. C. Rowland et al., 2010), 

permafrost loss is projected to increase soil drainage and the connectivity of surface and 

subsurface flowpaths (Walvoord and Kurylyk, 2016), with implications for watershed 

biogeochemistry (Covino, 2017). Of particular interest is the fate of dissolved organic matter 

(DOM), which comprises the dominant and most mobile form of organic C in soil pore-waters 

(Jansen et al., 2014; Kalbitz et al., 2003). The vast chemical diversity of DOM shapes microbial 

metabolism, links terrestrial (Ernakovich et al., 2017) and aquatic environments  (Battin et al., 

2009b; Kellerman et al., 2014), and influences landscape C balances (Mu et al., 2017). 

Understanding the chemical composition and mobilization potential of DOM is thus essential in 

determining the proportion of newly produced and thawed soil C that is converted and released 

to the atmosphere as CO2, incorporated into microbial biomass, or complexed and stabilized in 

the soil mineral matrix. These dynamics will influence whether Arctic catchments, which 

                                                        
2 This manuscript is in preparation: Lynch, L.M., Covino, T.P., Boot, C.M., Machmuller, M.B., Cotrufo, M.F., 
Rithner, C., Hoyt, D., Wallentsein, M.D., 2018. From soils to streams: Mobilization potentials of dissolved organic 
matter flowing through Arctic soils.. 
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currently contain nearly half of global soil organic C reservoirs, remain a globally relevant C 

sink. 

Geophysical factors, including soil moisture and hillslope angle, vary between hillslope 

and riparian ecotones (Anderson et al., 2008; Kane et al., 1989; Klaus et al., 2013; Seibert et al., 

2009; Weiler and McDonnell, 2006), modulating the residence time (Mu et al., 2017) and 

transformation potentials (Battin et al., 2009a) of DOM within a catchment. Although DOM 

export through mineral soils and exchange with organic horizons is limited by low permeability 

and hydraulic conductivity (Cooper et al., 2017; Santeford, 1978), preferential flow mechanisms, 

including pipe networks (Carey and Woo, 2000), water tracks (Bowden et al., 2008), desiccation 

and contraction cracks (Lachenbruch, 1962; Woo, 2012), and macropore flow (Weiler and 

McDonnell, 2006) may increase exchange between soil horizons and mass loading of DOM to 

recipient streams (Covino, 2017), particularly as permafrost thaws. While antecedent soil 

moisture conditions typically control when, and how extensively, preferential flow networks are 

activated (Weiler and McDonnell, 2006), there is evidence that water in saturated mineral soils 

can be discharged to porous organic horizons even during dry conditions and later released 

directly to streams during storm events (Hinton et al., 1994; Kirchner, 2003). Storm events can 

also reconnect isolated regions on the hillslope (Stieglitz et al., 2003), transiently connectivity 

hillslope-riparian ecotones and flushing significant quantities of DOM to the stream network 

(Bergstrom et al., 2016; Hopp and McDonnell, 2009; Jencso et al., 2010). Although permafrost-

influenced soils are an important source of chemical energy to stream ecosystems, we currently 

lack a quantitative understanding of how DOM is cycled through hillslope environments and 

how the residence time of water parcels in different landscape positions influences its reactivity.  
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The residence time of water and DOM as it is conveyed from hillslope environments 

across the terrestrial-aquatic interface determines how extensively microbial communities can 

metabolize and alter DOM chemistry before it enters the aquatic environment (Battin et al., 

2009a; Mu et al., 2017). Substrates with low physicochemical reactivity, including aromatic 

compounds and those with high C:N, may be utilized by microbial communities with low 

metabolic efficiency, resulting in catabolic release of CO2 and CH4 to the atmosphere (Cotrufo et 

al., 2013). In contrast, substrates with higher physicochemical reactivity, such as oxygen-bearing 

or low C:N compounds, may be preferentially incorporated into microbial biomass (Liang et al., 

2017). Resulting microbial residues, including detrital proteins and lipids, promote organic 

matter aggregation and stabilization within the soil matrix (Koven et al., 2009). Although 

increasing mineral exposure could sequester DOM at the permafrost thaw front (Schmidt et al., 

2011), this immobilization is likely transient, as microbial processing can desorb compounds, 

with a microbial fingerprint, back into the soil pore-water matrix (Kaiser and Kalbitz, 2012). 

Additionally, recently produced plant-materials can stimulate the turnover of mineral organic 

matter through priming (Fontaine et al., 2007; Wild et al., 2014), a mechanism that may compete 

with DOM retention and increase sequential processing. Because pore-water DOM has the 

potential to structure downslope metabolism and in-stream productivity, it is essential to 

understand how hillslope environments influence its transport and chemical transformation.  

DOM is comprised of an amalgam of compounds including those recently produced plant 

products, microbial metabolites, and organic matter fragments that have been extensively 

degraded and reprocessed (Liang et al., 2017). Consequently, DOM is one of the most complex 

natural mixtures, and requires the adoption of higher-resolution chemical techniques to 

determine its structural composition (Kellerman et al., 2014; G. C. Woods et al., 2011), 



45 

 

transformation in pore-water environments (Ward and Cory, 2015), influence on terrestrial C 

balances (Roth et al., 2014). Solution state 1H-NMR offers a powerful, non-targeted approach 

that can quantitatively classify DOM structures and metabolites (Simpson et al., 2012). Nearly 

75% of DOM composition has been linked with two major structural regions: CRAMs 

(carboxylic-rich alicyclic materials, which are associated with ester, carboxylic acid, and ketone 

groups) and MDLT (materials derived from linear terpenoids, including relatively hydrophobic 

aliphatic-type materials) (Hertkorn et al., 2006; Gwen C. Woods et al., 2011). Additional 

contributions are made by conformationally larger compounds, including carbohydrates and 

aromatics (Woods et al., 2009). Using these chemical fingerprints to infer microbial processes 

and C reactivity is central to understanding the fate of DOM as it is cycled in soil pore-waters. 

In this study, we used a suite of complementary approaches, including solution-state 1H-

NMR and fluorescence spectroscopy, to characterize the chemical composition of pore-water 

DOM collected from two landscape positions (hillslope, riparian) and two soil horizons (organic, 

mineral). We assessed the mobilization and exchange potentials of DOM flowing through 

organic soils versus along the mineral-permafrost interface using bromide, a conservative salt 

tracer. We hypothesized that (1) DOM is rapidly exported through porous organic relative to 

mineral soils, with minimal exchange between the two horizons, and (2) DOM composition 

converges from hillslope to riparian sites as sequential, intensive microbial anabolism 

homogenizes substrate chemistry. With this rationale, we tested two predictions: (1) organic and 

mineral soil horizons act as independent reactors, with distinct chemistries propagated 

downslope, and (2) DOM diversity is significantly higher in hillslope than riparian sites. 
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METHODS  

SITE DESCRIPTION 

Imnavait Creek is located in the northern foothills of the Brooks Range in Alaska, USA 

(68º37’N, 149º17’W) (Figure 3.1). The small headwater basin is completely underlain by 

permafrost and drains approximately 2 km2. Soil substrates were deposited during the 

Sagavanirktok glaciation, approximately 300,000 years ago, and classified as Histic Pergelic 

Cryaquepts (Walker and Walker, 1996). The porous organic horizon is comprised of live and 

dead roots, and the mineral horizon is made of silt overlying rocky glacial till and meltwater 

deposits capped by thick loess and solifluction lobes (Walker and Walker, 1996). The maximum 

thaw depth during sampling was 60 cm.  

Dry prostrate shrub and fruticose-lichen tundra dominate the hillcrest and shoulder of the 

Imnavait Creek watershed. The dominant hillslope species are Eriophorum vaginatum, a 

tussock-forming sedge, Betula nana, a dwarf birch shrub, and mosses. Near the stream channel 

Sphagnum mosses become dominant, increasing soil acidity and reducing active layer thickness 

(Walker and Walker, 1996). Imnavait Creek is a shallow beaded stream; ponded sections form at 

ice-wedge polygon intersections and are connected by short water courses (Walker and Walker, 

1996). For the duration of this study—August 1 to August 23, 2016—cumulative precipitation 

was 58 mm, air temperature at 1 m ranged from -1.6ºC to 18ºC, average soil temperatures were 

8ºC in the organic horizon (10 cm deep) and 4ºC in the mineral horizon (50 cm deep), and 

average in situ soil moistures were 32% (Toolik Lake EDC, Imnavait Creek SNOTEL Site # 

968, 930 m elevation, North Slope County, 68°37’N by 149°18’W). 
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LYSIMETER ARRAY 

Two landscape positions (hillslope and riparian) were selected to assess preferential flow 

pathways through organic and mineral soil horizons. On August 2, 2016, we installed three 

replicated nests of clustered soil pore-water samplers, hereafter referred to as lysimeters (1900L 

series from Soil Moisture Equipment Corp., Goleta, CA), at each landscape position, with six 

lysimeters per nest (n=36, Figure 3.1). Within each nest we arrayed lysimeters in pairs, with one 

sampler installed in the organic horizon (12 cm deep) and the second installed at the mineral-

permafrost interface (approximately 50 cm deep). The mineral horizon lysimeter was installed 25 

cm directly downslope from the paired organic horizon lysimeter to minimize disturbance. Two 

pairs of lysimeters were installed directly downslope from each other to assess primary flow 

pathways and the third pair was installed on a 45 degree angle to capture lateral flow (Figure 

3.1).  

We installed each lysimeter by digging a 10-cm diameter hole using a Dutch-style sandy 

soils auger, placing the lysimeter to the appropriate depth, and backfilling around the porous 

ceramic cup with silica flour to establish good hydraulic contact between the soil matrix and 

sampling cup. We finished backfilling around the PVC tube with excavated soil. To collect pore-

water samples, we established a 65-centibar vacuum using a gauged vacuum hand pump (Soil 

Moisture Equipment Corp.) and sealed the lysimeter by folding over the Neoprene tubing and 

securing it with clamping rings. We extracted samples from each lysimeter using 50 ml syringe 

or 1 L Erlenmeyer extraction kits. Extraction lines and flasks were thoroughly rinsed six times 

with reverse osmosis water following collection of each sample. The location of each lysimeter 

was determined using a Trimble GeoXT mapping grade receiver. Spatial characteristics were 

extracted from LiDAR data collected by Vierling et al. (2013). Elevation was calculated using 
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the NAVD88 (vertical datum) and Geoid 12A. Relative topographic position was calculated as 

the difference between the maximum and minimum elevation at the location of each lysimeter, 

with a resolution of 25 cm, and aspect was measured relative to true north. Spatial characteristics 

are reported in Supplementary Table 3.1. 

PORE-WATER CHEMISTRIES 

We allowed the lysimeters to equilibrate for one week and purged them twice to 

eliminate any samples influenced by soil disturbance. On August 8 and 12, 2016 we collected 

pore-waters for detailed chemical analysis into sterile 60 ml amber borosilicate bottles, placed 

each bottle on ice in the field, froze them within two hours of collection, and transported them to 

Colorado State University for analysis (described below, Table 3.3). Dissolved organic carbon 

(DOC) and total dissolved nitrogen (TDN) concentrations were measured on a Shimadzu TOC-L 

(Shimadzu Scientific Instruments, Inc.), with detection limits of 4 ppb for DOC and 5 ppb for 

TDN. Inorganic nitrogen and phosphate (PO4) concentrations were measured on an Alpkem flow 

solution IV automated wet chemistry system (O.I. Analytical College Station, TX), with 

detection limits of 0.5 mg/L for inorganic N and 0.05 mg/L for PO4.  

OPTICAL FLUROSCENCE 

We used fluorescence excitation-emission matrices (EEMS) and specific UV absorbance 

to characterize the chromophoric and fluorescent properties of pore-water samples using an 

Aqualog spectrofluorometer with a xenon excitation source (Horiba-Jobin Yvone Scientific 

Edison, NJ). We normalized samples to 5 mg C L-1, set the excitation and emission slits to a 3-

nm band-pass, and incrementally increased wavelengths in 3-nm steps from 200 to 800 nm. A 

sealed cuvette of fluorescence-free DI water was used as a blank and analyzed between every ten 

samples to correct for instrument drift. Following spectral analysis, each sample was corrected 
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for inner-filter effects, Rayleigh scatter was masked using first and second grating orders, and the 

spectra were corrected by the sample blank to minimize the influence of water Raman peaks 

(Ward and Cory, 2015). We calculated DOC normalized specific UV absorbance at 254 nm 

(SUVA254) by dividing the absorbance at 254 nm by the pathlength (m) and DOC concentration 

(mg C L-1). Resulting SUVA254 values, reported as L mg C-1 m-1, are used as an indicator of 

aromaticity (Weishaar et al., 2003). We quantified EEMS using the fluorescence regional 

integration (FRI) approach as outlined by Chen et al. (2003) to identify five spectral regions 

(Matlab R2016b). Regions I and II are related to simple aromatic proteins (tyrosine and 

tryptophan-like), region III to fulvic-acid type material, region IV to soluble microbial 

byproduct-like material, and region V to humic acid-type organics (Chen et al., 2003). The FRI 

approach is well suited to capturing the underlying heterogeneity and compositional quality of 

aromatic DOM in soil pore-waters because it quantifies regions of wavelength-dependent 

fluorescent intensities, rather than selecting several data points per spectra (Chen et al., 2003). 

NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY 

We lyophilized 60 ml of frozen water collected from each lysimeter using a FreeZone 6 

Liter Console Freeze Dry System (Labconco Corp. Kansas City, MO). We relativized pore-

waters to the lowest C concentration (0.73 mg C L-1) and re-suspended samples in a mixture of 

10% deuterium (Cambridge Isotope Laboratories) and 90% HPLC-grade water (Sigma Aldrich). 

We transferred reconstituted samples to Wilmad 535-PP NMR tubes (Wilmad Glass, SP-

Industries, Inc.) for high-precision analysis (McCay, 2009). All 1H-NMR spectra were collected 

with a Varian Inova 500 MHz NMR spectrometer using a 1D nuclear Overhauser effect 

spectroscopy (NOESY) pre-saturation experiment. Each experiment was performed with an 

actively shielded z-gradient and a 3919 WATERGATE pulse sequence, which is favored in 
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solution-state NMR for suppressing the water solvent peak at 4.7 ppm (Adams et al., 2013; 

McCay, 2009). We acquired spectra with 32 k time domain points and 1,024 scans at 298 K, and 

reduced baseline distortions around the suppressed water peak using Crude and Whittaker 

smoothing. NMR regions were assigned the following chemical shifts: MDLT (0.6-1.6 ppm), 

CRAM (1.6-3.2 ppm), carbohydrates (3.2-4.5 ppm), and aromatics (6.5-8.5 ppm) (Kalbitz et al., 

2003; Woods et al., 2009). NMR spectra were integrated to calculate the relative contribution of 

each index in describing the chemical composition of pore-water DOM (G. C. Woods et al., 

2011; Woods et al., 2009). 

A subset of samples were diluted by 10% (v/v) with 5 mM DSS (mM 2,2-dimethyl-2-

silapentane-5-sulfonate-d6) as an internal standard at 0 ppm, and analyzed at the Pacific 

Northwest National Laboratory using a Varian Direct Drive 600 MHz NMR spectrometer 

equipped with a 5 mm triple-resonance salt-tolerant cold probe. The 1D spectra were processed 

using Chenomx NMR Suite 8.1 software, with peak quantification assigned relative to the DSS 

internal standard. Candidate metabolites were identified by matching the chemical shift, intensity 

information, and J-coupling to metabolite libraries available in the Chenomx library. We 

procured the InChI code for each annotated metabolite from PubChem and used ClassyFire to 

identify its chemical taxonomy (Djoumbou Feunang et al., 2016).   

KBr TRACER ADDITIONS 

To assess whether DOM mobilization differed between landscape position and soil 

horizon we used potassium bromide (KBr) as a conservative hillslope tracer. We selected KBr 

because of low background concentrations at our site, minimal sorption to soil minerals, and low 

toxicity (Davis et al., 1980). At each nest, we applied 1 L of 5 Μ KBr solution to the soil surface 

on August 12, 2016 (infiltration was instantaneous). We sampled lysimeters five and eight hours 
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after application (insufficient soil moisture at the hillslope site precluded extraction after eight 

hours), and then daily from August 13-22, 2016, for a total of fourteen samples per lysimeter at 

the riparian site and thirteen samples per lysimeter at the hillslope site. We measured bromide 

concentrations on a Dionex ICS-3000 Ion Chromatograph at the Fort Collins Biogeochemistry 

Laboratory, CO (U.S. Forest Service), with a detection limit of 0.01 mg/L. We calculated 

bromide recovery by integrating under the breakthrough curve (BTC) and transforming the tracer 

BTC to a cumulative distribution using the following equation: 

 

Bromide	recovery = 	∫ T/(�)��
4

5
, 

 
 

where Tc is the background-corrected bromide concentration. We then scaled the 

cumulative distribution from 0 – 1 by dividing by each value in the cumulative distribution by 

total solute recovery. We calculated the arrival (5% recovery), and median (50% recovery) 

transit times for the intercepted solute at each lysimeter (Runkel, 2015). We calculated modal 

velocity as the time to reach peak tracer concentration divided by the distance of each lysimeter 

from the KBr application site. 

STATISTICAL ANALYSIS 

We used linear mixed-effects models to test the effect of landscape position (hillslope 

versus riparian) and soil layer (organic versus mineral) on DOM properties using the lme4 

package (Bates et al., 2016) in R version 3.3.1. Landscape position, soil layer, and their 

interaction were included as categorical fixed effects, and the blocked nest design was included 

as a categorical random effect. Data were log transformed when necessary to meet assumptions 

of normality, evaluated with Shapiro-Wilk tests. Model residuals were visually inspected for 

constant and homogenous variance using Q-Q and residual versus fitted plots and formally tested 
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with normal and studentized Breusch-Pagan tests and non-constant variance scores. We 

summarized our model output using the lsmeans package, which provides pairwise comparisons 

among least-squares means and Tukey’s HSD adjusted p-values (Lenth, 2016). We assessed 

bromide transit time distributions using repeat measures ANOVA, where landscape position, soil 

layer, distance of each lysimeter from the bromide application site, and time were included as 

categorical fixed effects, and the blocked nest design and lysimeter were included as categorical 

random effects.  

We identified relationships between our dependent variable of interest (bromide transit 

time distributions, pore-water chemistry, EEMS regions, NMR indices) and potential predictor 

spatial variables using multiple linear regression analysis. We identified highly correlated 

variables using Pearson correlation plots (Supplemental Figure 3.1) and calculated variation 

inflation factors (VIF) for each parameter in the model using the vif function in the R car 

package (Fox and Monette, 1992). We assigned a VIF cutoff value of two (Zuur et al., 2010) and 

sequentially removed variables until only independent predictor variables remained (Duffy et al., 

2016). Potential variables for the initial regression analysis included surface roughness, slope 

angle, aspect, distance from Imnavait creek, and bulk density. Stepwise multiple linear 

regressions were conducted following Sutfin and Wohl (2017) using the step function in the R 

stats package. We normalized TDN, PO4, and EEMS regions IV and V using boxcox power 

transformations in the R MASS package and verified assumptions of normality and constant and 

homogenous variance as above.  

We used MetaboAnalyst 3.0 (Xia and Wishart, 2016) to process and analyze NMR 

metabolites (following removal of the solvent peak at a shift of 4.5-5.0 ppm). We sum-

normalized and z-transformed variables and removed non-informative spectral regions using 
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interquartile range filtering, a recommended data pre-treatment step for untargeted metabolomics 

datasets (Hackstadt and Hess, 2009). We determined whether samples clustered by categorical 

factors (landscape position or soil horizon), using Partial Least Squares–Discriminant Analysis 

(PLS–DA), a method commonly applied to chemometric datasets (Grootveld, 2014), using the 

plsr function in the R pls package (Wehrens and Mevik, 2007). We explored relationships 

between the distribution and intensity of our metabolites and hypothetical classification system 

(landscape position or soil horizon) using random forest classification and B/W permutation 

tests, and assessed the performance of each generated model with 10-fold cross validation 

methods. For each model, we generated 2,000 permutations to test whether our hypothetical 

classification systems were significantly better than those arising through random chance 

(Grootveld, 2014).  

RESULTS 

INFLUENCE OF LANDSCAPE POSITION AND SOIL HORIZON ON PORE-WATER 

CHEMISTRY 

Contrary to our expectations, variation in DOC concentrations was not explained by 

landscape position or soil horizon (Figure 3.2). We observed significant interactions between 

landscape position and soil horizon for TDN and ammonium (NH4) pools (Figure 3.2). Total 

dissolved N pools were 1.6 times higher in pore-waters collected at the mineral-permafrost 

interface than those collected from the organic horizon of the riparian corridor (F1,28=0.58, 

p<0.01, Figure 3.2) and NH4 concentrations were twice as high in riparian mineral soils than all 

others (F1,28=1.69, p<0.001). Nitrate concentrations were below detection limit (<0.01 ppm) 

across landscape position and depth. We observed main effects of landscape position and soil 

horizon (no interaction) on pore-water PO4 concentrations, which were 14% higher in overlying 



54 

 

organic than mineral soils (F1,32=21.26, p<0.001) and 10% higher on the hillslope than along the 

riparian corridor (F1,32=16.07, p<0.001, Figure 3.2). DOC:TDN ratios were significantly higher 

at the hillslope than riparian sites, suggesting N becomes more available as DOM cycles 

downslope (F1,28=6.26, p=0.02). We also observed higher TDN:PO4 at the hillslope sites, 

suggesting PO4 concentrations are higher in the wetter riparian zone (F1,28=4.26, p<0.05).  

Optical fluorescence characteristics were not influenced by landscape position, but 

differed significantly between soil horizons, suggesting exchange between organic and mineral 

compartments is limited (Table 3.1). The relative percent intensities for EEMS regions II and IV, 

related to simple aromatics and soluble microbial-type proteins, were 12% and 6% higher in 

pore-waters collected at the permafrost-mineral interface than those collected in the upper 

organic horizon (F1,28=37.25, p<0.001, and F1,28=21.12, p<0.001, respectively). In contrast, 

regions III and V, related to plant-derived compounds, exhibited 25% and 8% higher relative 

fluorescence intensities in the organic than the mineral horizon (F1,28=15.10, p<0.001, 

F1,32=18.94, p<0.001, respectively). Regressing region IV against region V revealed a strongly 

negative relationship (adjusted r2 = 0.54), providing supporting evidence that microbial-derived 

products are enriched at depth (Supplemental Figure 3.2). We also observed a significant 

interaction between landscape position and soil horizon on DOM aromaticity, with significantly 

higher SUVA254 values observed in mineral than organic soil horizons of hillslope sites 

(F1,28=0.14, p<0.01). Pore-waters collected from the mineral horizon clustered apart from those 

collected from the organic horizon (Figure 3.3), with separation driven in the positive direction 

by EEMS region II and bulk density, and in the negative direction by PO4.   
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METABOLITE CHARACTERIZATION 

We observed significant structural variability in the pore-water chemistries collected 

from hillslope and riparian landscapes as well as from organic and mineral soil horizons (Figure 

3.4). Together, the first two PLS-DA components explained 35% of the variance, with maximal 

classification performance achieved with five components (r2=0.87; CV accuracy=0.61). The 

overall random forest OOB error was 0.56, with the best classification achieved for riparian 

organic pore-waters (0.33). Classification error was highest (0.78) for hillslope mineral soils, 

which were comprised of a core set of metabolites common across the landscape. 

Aromatic and MDLT components, which are indicative of microbial-derived aliphatic 

chains, were 8% and 6% higher in organic soil horizons than at the mineral-permafrost interface 

(p<0.01). We observed a significant interaction between landscape position and soil horizon on 

CRAMs signals, which were enriched along the permafrost interface of the riparian zone and are 

typically associated with highly processed, refractory compounds (Hertkorn et al., 2006). 

Carbohydrate signals accounted for only 8% of all spectral features and were marginally higher 

at hillslope sites (p=0.08). Formate, a derivative of C3 plants, and acetate were consistently the 

most abundant metabolites, with higher concentrations in hillslope soils. Fermentation 

byproducts, including methanol, isopropanol, and lactate were also present, and enriched in 

mineral soils. Several fatty acids, including suberate, butyrate, and isovalerate, were present in 

relatively low concentrations (<22 umol) across sites and indicative of microbial metabolism. As 

metabolite diversity was typically higher in riparian than hillslope ecotones, we have evidence 

supporting our first hypothesis 
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ENVIRONMENTAL DRIVERS OF DOM MOBILIZATION 

We observed a significant interaction between soil horizon and sampling time 

(F2,48=1.94, p<0.05) on bromide transit distributions, such that solutes flowed more quickly 

through organic than mineral horizons. These results were supported by the modal velocities, 

which were five times faster in organic than mineral soils (F1,28=7.98, p<0.01). Thus, for DOM 

to travel a distance of one meter, would require approximately five days through organic soils 

and nine days through mineral soils. Together, landscape position and soil bulk density explained 

23% of the variability in bromide arrival time (p=0.02), while slope angle, site aspect, and soil 

bulk density explained the median arrival of bromide (adjusted r2=0.32, p<0.01). These spatial 

variables reduced the best-fit AIC model scores by 3.2 and 12, relative to the null models. Our 

results suggest that solute pulses may be rapidly exported through the organic horizon, but 

transport through the mineral compartments is considerably slower. Additionally, we observed 

the most rapid solute velocities at lysimeters installed nearest the application site (F2,20=0.46, 

p<0.05), but solute velocities were similar one meter away, regardless of whether they were 

installed directly downslope from the application site, or on a 45º angle. This observation 

highlights the potential for lateral flow across Arctic hillslopes. We observed no difference in the 

total volume of pore-water collected from across different landscape positions or soil horizons.   

DISCUSSION 

Rapid warming in high-latitude regions is expected to thaw permafrost and mobilize 

pore-water DOM through deep flowpaths. The results of this study advance our understanding of 

how the transport and transformation of DOM determines its fate. Linking hillslope connectivity 

with DOM chemistry provides unique insight in to pore-water cycling and is critical in 

understanding the interactive metabolism of terrestrial and aquatic environments. We found that 
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compounds mobilized through the porous organic horizon were associated with plant-derived 

molecules, while those flowing through mineral soils had a microbial fingerprint. Landscape 

position also influenced the structural diversity of DOM, which increased during downslope 

transport from hillslope to riparian soils. While the chemical composition of DOM varied across 

the landscape, the potential for rapid lateral flow across Arctic hillslopes and along the mineral-

permafrost interface was uniformly high, suggesting DOM mobilization is an important 

mechanism of C loss from Arctic soils.  

DOM composition was strongly related to soil horizon. We observed the highest relative 

fluorescent intensities of fulvic and humic type acids, which are typically associated with plant-

derived compounds, in pore-waters collected from the organic horizon. During microbial 

decomposition, plant-derived molecules are broken into smaller compounds, increasing the 

relative proportion of polar and ionizable groups (Lehmann and Kleber, 2015). Resulting 

fragments are more soluble in water and can be preferentially leached from organic to mineral 

soil horizons (Zhang et al., 2017). The soil profile may thus act as a dynamic chromatograph 

(Kaiser and Kalbitz, 2012), where compounds are selectively retained or leached depending on 

their solubility, association with the soil mineral matrix, and chemical reactivity (Lehmann and 

Kleber, 2015). Across landscape position, we observed selective retention of MDLT 

compounds—hydrophobic, aliphatic species (Woods, 2012)—in the organic horizon, as well as 

high concentrations of chromophoric DOM (SUVA254) at depth, suggesting these exchange 

mechanisms fractionate the chemical composition of DOM across the soil profile (Zhang et al., 

2017).  

The reactivity of organic matter typically increases with fragmentation, and could result 

in physicochemical complexation with soil minerals (Lehmann and Kleber, 2015). Chemical 
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stabilization has been proposed as a mechanism of DOM retention in the Arctic (Schmidt et al., 

2011), however, isotherm studies suggest DOC adsorbs to mineral surfaces as a monolayer, 

which could preclude substantial DOM removal from C-rich soils (Mayer, 1994). As we 

observed similar DOC concentrations exported through mineral and organic soil horizons, large 

DOM pools appear to be mobile at depth and may be the result of continual DOM sorption and 

dissolution from the mineral matrix (Kaiser and Kalbitz, 2012). Therefore, the chemical 

signature of DOM leaching from surface to deep horizons and flowing along the permafrost-

interface may reflect sequential and intensive microbial processing during export (Liang et al., 

2017; Zhang et al., 2017). We observed significantly higher concentrations of hydrophobic, 

aliphatic-rich MDLT compounds in the organic horizon and high concentrations of 

chromophoric DOM (SUVA254) in pore-waters at the permafrost-mineral interface. Leaching of 

DOM from rhizosphere organic soils to permafrost-influenced mineral soils is likely an 

important mechanism of organic matter translocation (Zhang 2017) with the potential to 

stimulate deep-horizon catabolism (Fontaine et al., 2007). We therefore reject our original 

hypothesis that organic and mineral horizons act as independent reactors due to differences in 

permeability and hydraulic conductivity Rather, our data suggest organic soils continually supply 

surface matter to deep flowpaths, which contribute to transient subsurface storage or export 

across the terrestrial-aquatic interface. 

Pore-waters collected at the mineral-permafrost interface had the highest and most 

variable relative fluorescent intensities of simple aromatic proteins and soluble microbial 

byproducts (Chen et al., 2003). Although we observed higher SUVA254 values at depth 1H-NMR 

shift regions associated with aromatics (6.5-7.8 ppm), including lignin and protein side-chains 

(Pautler et al., 2010), were lower in deep mineral than organic soils. This observation highlights 



59 

 

the need for careful interpretation of EEMS and SUVA indices, which resolve only the 

chromophoric fraction of DOM (cDOM) (Spencer et al., 2015; Zhang et al., 2017). The most 

abundant metabolites collected at the permafrost-mineral interface were nonchromophoric 

compounds, including formate and fumarate—carboxylic acids associated with microbial 

degradation of aromatic compounds—and xanthine, a purine-derived metabolite associated with 

secondary plant metabolism (Djoumbou Feunang et al., 2016). We also observed higher 

ammonium concentrations in permafrost-influenced pore-waters, suggesting turnover of deep 

organic matter (Ward and Cory, 2015) could increase N availability at depth, amplifying the 

direct effects of warming on microbial activity (Schmidt et al., 2011). Together our results 

suggest warming-induced thaw at the permafrost-mineral interface will increase the fraction of 

cDOM and N-rich microbial products released to the fluvial network. 

Landscape characteristics, including topography and topology, are often modeled as first 

order controls on runoff characteristics and hillslope-riparian connectivity and appear to control 

DOM chemodiversity at our sites  (Jencso et al., 2010). However, the distribution of metabolite 

diversity was opposite of our prediction, with higher diversity observed in riparian than hillslope 

sites. While the structural chemistry of hillslope soils was relatively homogenous, carbohydrate 

concentrations were slightly elevated in the upper soil profile. Hillslope soils are colonized by 

productive dwarf shrub and tussock-forming sedge communities. The assimilation of 

carbohydrates and other labile plant-derived compounds into microbial biomass (Ernakovich et 

al., 2017) could result in the chemical convergence we observed at the hillslope sites (Liang et 

al., 2017). Recent evidence suggests widespread shrub expansion, a result of high-latitude 

warming (Sturm et al., 2001), will shift rooting distributions (Iversen et al., 2015), and deposition 

of labile root exudates (Zhu et al., 2016), upward into surface organic horizons, which are less 
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vulnerable to priming than energy depleted mineral soils (Fontaine et al., 2007; Wild et al., 

2014). If microbial communities utilize newly deposited organic matter with high efficiency, 

warming could lessen organic matter conversion to CO2 or CH4, leading either to DOM 

stabilization in the soil matrix (Schmidt et al., 2011) or mass loading to the fluvial network 

(Covino, 2017).  

Pore-waters collected from riparian soils exhibited higher chemodiversity than those 

collected from hillslope soils. This downslope divergence in DOM composition could be related 

to sequential catabolism during transport (Liang et al., 2017; Mu et al., 2017) or to the 

accumulation of compounds in a less favorable, or spatially heterogeneous, redox environment. 

Large aromatic contributions, linked with microbial-derived protein side chains, suggest higher 

microbial activity occurs in the organic horizon of riparian soils (Pautler et al., 2010). We also 

observed an increasing abundance of CRAM—carboxyl rich alicyclic materials (Woods, 

2012)—in riparian mineral soils, which are associated with refractory, microbial-derived 

products (Zhang et al., 2017). CRAM compounds are the most abundant chemical class 

comprising deep ocean DOM (Hertkorn et al., 2006) and could represent a direct link between 

terrestrial source and oceanic sink. We also observed a significant decrease in pore-water C:N, 

suggesting DOM pools acquire an increasingly microbial signature during downslope export 

independent of soil horizon. Greater DOM diversity in riparian soils could also be due to diverse 

microbial communities exploiting multiple redox niches (Ernakovich and Wallenstein, 2015; 

Vos et al., 2013). Spatial heterogeneity of redox gradients have been linked to the activation of 

metabolic pathways utilizing alternate terminal electron acceptors to degrade DOM (Boye et al., 

2017; Danczak et al., 2016), including siderophores and other chelating agents that are abundant 

in low-lying Arctic environments (Lipson et al., 2012). We consistently observed high 
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concentrations of metabolites associated with fermentation pathways (including acetate, formate, 

acetyl phosphate, and methanol) in riparian soils. These metabolites were far less abundant or 

absent in organic hillslope soils. The combination of variable redox gradients and siderophore 

availability could contribute to organic matter catabolism in riparian soils. While highly 

processed DOM is expected to be a poor energy substrate (Marín-Spiotta et al., 2014), there is 

evidence these compounds have high biological and photochemical lability (Vonk et al., 2013) in 

lakes (Gwen C. Woods et al., 2011) and rivers  (Spencer et al., 2015).  

The release of pore-water DOM across the terrestrial-aquatic interface is related to the 

connectivity of hillslope flowpaths (Ameli et al., 2016; Tetzlaff et al., 2015) and seasonal 

variability in subsurface storage capacities (Koch et al., 2013). While DOM transport through 

mineral-dominated soils is considered limited by low permeability, we observed no difference in 

solute traveltime velocities between soil horizons and landscape position, even late in the 

growing season. Additionally, total intercepted pore-water volumes did not vary spatially, 

suggesting preferential flow through deep soil horizons may limit Arctic DOM storage (Carey 

and Woo, 2000; Koch et al., 2013). While solute departure times were not explained by 

measured hillslope characteristics, bulk density, which exerts a control on lateral flow as a result 

of its depth-variable resistance properties (Quinton et al., 2000), was a significant predictor for 

arrival and median travel times. Reductions in soil volume with ground ice loss (Plug and West, 

2009) could impede subsurface transmissivity in the future, but does not currently appear to limit 

flows. Previous work at Imnavait Creek has shown that small stormflow events are sufficient to 

re-establish flowpath connectivity across hillslopes (Kane et al., 1989). As increasing 

precipitation is projected for Arctic terrestrial ecosystems (Hinzman et al., 2005; Peterson et al., 

2002), hillslope connectivity may become an increasingly important mechanism of DOM export. 
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Together, our results suggest high C-storage capacities of Arctic soils are balanced by the 

potential for rapid DOM mobilization across the terrestrial-aquatic interface. While the 

chromatographic influence of surface soils and flowpath connectivity will determine the 

persistence and movement of terrestrial-derived organic matter across the landscape, the 

chemical composition of mobilized DOM will structure microbial metabolism throughout 

terrestrial and fluvial networks. Our work highlights the need to integrate landscape and spatial 

characteristics into a framework of C transport in Arctic watersheds.  
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Figure 3.1. Site map, with flow direction of Imnavait Creek shown by blue arrows, and location 
in northern Alaska by yellow marker in inset map. Bromide was applied in three areas (brown 
pentagons) at two landscape positions (hillslope and riparian) to trace preferential flow paths and 
exchange potentials between organic and mineral soil horizons. Six lysimeters below each 
application zone (detailed schematic shown on right) captured bromide movement in the organic 
(dark circles) and mineral (light circles) soil horizons. Values in each circle represent the distance 
from bromide application. 
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Figure 3.2. Boxplot panels display pore water dissolved organic carbon (DOC), total dissolved 
nitrogen (TDN), and phosphate (PO4) concentrations collected from organic and mineral soil 
horizons in the hillslope or riparian area. Each box spans the interquartile range and whiskers 
extend the entire data range (n=9). Significant differences between landscape position (hillslope 
and riparian) are indicated by letters (p<0.05), and significant differences between soil horizons 
are reported as * (p<0.05). There was a significant interaction between site and soil horizon for 
TDN pools. 
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Figure 3.3. Two-dimensional PCA ordination showing the segregation of pore waters collected 
from mineral (red-hued) or organic (green-hued) soil layers at hillslope (circle) or riparian 
(square) location. Individual data points are replicates (n=9). Sample separation along PC1 is 
driven by EEMS region IV (soluble microbial-type proteins) in the negative direction and 
phosphate availability in the positive direction; separation along PC2 is driven by C and 
ammonium pools in the negative direction and EEMS region 1 (fulvic-type acids) in the positive 
direction. 
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Figure 3.4. PLS-DA plot of metabolites clustered by landscape position (H: hillslope, R: 
riparian) and soil horizon (M: mineral, O: organic). Each circle represents a sample and shaded 
ellipses represent 95% confidence intervals for each a-priori cluster. Ellipse overlap signifies no 
significant difference between clusters. 2,000 permutations were generated to test whether our 
classification systems (landscape position and soil horizon) were significantly better than those 
arising through random chance. 
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Figure 3.5. Solute velocity as a function of time after bromide addition, from organic (green) or 
mineral (red) soil horizons located in the hillslope (H) or riparian (R) location. Solute velocities 
were significantly faster through organic than mineral soil layers (p<0.01), with no differences 
between hillslope and riparian sites (p=0.43). Each box spans the interquartile range and 
whiskers extend to the minimum and maximum of the distribution (n=4). 
  

●

●

●

●

●

●

●

●

●

0

5

10

15

20

25

Landscape position and horizon

S
o

lu
te

 v
e

lo
c
it
y
 (

n
u

m
b

e
r 

o
f 

d
a
y
s
 t

o
 t

ra
v
e

l 
1

 m
e

te
r)

HO RO HM RM



68 

 

Table 3.1. Biogeochemical characteristics of soil pore water samples collected from hillslope or 
riparian sites. At each site, samples were collected from either the organic horizon or along the 
mineral-permafrost interface. Values are the average followed by the standard error in 
parentheses below, for: MDLT, material derived from linear terpenoids (0.6-1.6 ppm); CRAM, 
carboxylic-rich alicyclic material (1.6-3.2 ppm); CARB, carbohydrates (3.2-4.5 ppm); AROM, 
aromatics (6.5-8.5 ppm); regions I-V are related to EEMS indices described in Figure 3.3; 
SUVA,  DOC normalized specific UV absorbance at 254 nm. The level of significance from the 
2-way ANOVA model including landscape position (L), horizon (H), and their interaction (L*H) 
are reported as * p < 0.05, ** p < 0.01, *** p < 0.001, or non-significant (ns). 
  

Site Layer 

MDLT 

(%) 

CRAM 

(%) 

CARB 

(%) 

AROM 

(%) 

Region 

I 

Region 

II 

Region 

III 

Region 

IV 

Region 

V SUVA 

Hillslope Organic 
13.15 

(0.25) 

16.24 

(0.13) 

8.07 

(0.13) 

20.41 

(0.40) 

16.27 

(2.31) 

36.76 

(0.87) 

23.00 

(1.26) 

16.11 

(0.25) 

7.86 

(0.53) 

2.61       

(0.11) 

  Mineral 
12.32 

(0.28) 

16.23 

(0.16) 

8.41 

(0.28) 

19.32 

(0.37) 

15.91 

(1.03) 

40.70 

(0.64) 

20.11 

(0.94) 

16.77 

(0.15) 

6.52 

(0.36) 

2.96       

(0.06) 

Riparian Organic 
13.84 

(0.37) 

15.27 

(0.62) 

7.58 

(0.08) 

21.50 

(0.50) 

14.88 

(1.73) 

36.36 

(1.01) 

24.57 

(0.72) 

15.99 

(0.21) 

8.20 

(0.24) 

2.65       

(0.06) 

  Mineral 
12.68 

(0.43) 

16.30 

(0.19) 

7.95 

(0.26) 

20.04 

(0.56) 

13.44 

(0.87) 

40.96 

(0.63) 

21.43 

(0.44) 

17.23 

(0.24) 

6.94 

(0.14) 

2.83       

(0.08) 

                        

Source of variance                     

L   ns ns ns * ns ns ns ns ns ns 

H   ** ns ns **   *** ** *** *** ** 

L*H   ns * * ns ns ns ns ns ns ** 
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CHAPTER 4- THE PATH TAKEN: STREAM COMPLEXITY AND HYDROLOGIC 

CONNECTIVITY SHIFT METABOLITE COMPOSITION AND DISSOLVED ORGANIC 

MATTER CHEMISTRY3 

 

INTRODUCTION 

Dissolved organic matter (DOM) is the dominant form of organic carbon (C) in aquatic 

environments (Weishaar et al., 2003; Seitzinger et al., 2005). Given the central role of DOM in 

global C cycling, nutrient export, and food web dynamics (Dittmar & Stubbins, 2013; Jansen et 

al., 2014) it is important to unravel the processes that control its flux and transformation in 

watersheds. However, elucidating these controls is challenging because of the tremendous 

chemical heterogeneity of DOM, which comprises a complex mixture of compounds varying in 

physicochemical reactivity (Weishaar et al., 2003; Seitzinger et al., 2005), and the complexity of 

underlying spatiotemporal mechanisms influencing its composition. Headwater streams are 

particularly important to study as they exert disproportionate control on fluvial biogeochemistry 

by setting initial conditions that cascade to the entire watershed (Cole et al., 2007). As headwater 

streams can be hotspots of C-cycling, with the potential to structure downstream metabolism 

(Vannote et al., 1980; Battin et al., 2009) and water quality (Sapkal & Valunjkar, 2013), it is 

essential to understand how geomorphic factors influence DOM transport and processing. 

In mountainous watersheds, the majority of DOM enters the fluvial network in small 

tributaries within the subalpine zone. By some estimates, half of this C is metabolized and 

converted to CO2 (Aufdenkampe et al., 2011), while the fraction remaining within the watershed 

                                                        
3 This manuscript is in preparation: Lynch, L.M., Sutfin, N.A., Fegel, T.S., Boot, C.M., Covino, T.P., Wallenstein, 
M.D. 2018. The path taken: Stream complexity and hydrologic connectivity shift metabolite composition and 
dissolved organic matter chemistry. 
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is either retained on floodplains or exported further downstream (Sutfin et al., 2016; Sutfin & 

Wohl, 2017). The balance between retention and export is critical in determining the chemical 

energy available to shape downstream metabolism. Thus, geomorphic complexity—the physical 

heterogeneity in stream planform (Livers & Wohl, 2016)—is a critical factor controlling the 

residence time and concentration of DOM remaining within fluvial networks. This is particularly 

evident in mountainous channel networks, where streams alternate between segments with a 

single channel (simple), and segments with multiple channels of flow across the valley bottom 

(complex or multithread) (Wohl, 2013). Single-thread channel segments naturally occur in 

relatively confined, steep-gradient valleys and are characterized by high transport capacities and 

limited sediment, water, and fluvial carbon storage (Sutfin et al., 2016). The lack of geomorphic 

complexity in single-thread segments results in rapid export of DOM through the landscape, 

reducing rates of ecosystem metabolism (Polvi & Wohl, 2013). As a result, DOM chemistry may 

be minimally altered during transport. The removal of beaver and/or channel-spanning logjams 

can also convert complex channels to more simplified single-thread channel systems (Wegener et 

al., 2017). Ensuing simplification has a host of environmental consequences, including decreased 

stream-floodplain connectivity, drying of the valley floodplain, and reduced floodplain C storage 

(Polvi & Wohl, 2013). Channel simplification is widespread across developed countries (Gooseff 

et al., 2007) and resulting impacts on ecosystem function likely translate to DOM processing 

dynamics.  

Stable multi-thread channels develop in broad, relatively unconfined valleys of Rocky 

Mountain National Park where channel-spanning logjams and beaver (Castor canadensis) 

activity dissipate transport energy and create sites of flow diversion (Polvi & Wohl, 2013; Wohl, 

2013). These retention zones enhance the transient storage of DOM (Gooseff et al., 2007), likely 
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increasing geophysical opportunities for microbial metabolism (Battin et al., 2009). Additionally, 

flume studies have shown physical complexity increases microbial community diversity and the 

uptake of chemically complex DOM (Besemer et al., 2009; Singer et al., 2010). Greater 

microbial diversity may translate into more extensive DOM processing by diversifying metabolic 

pathways and altering the balance between anabolic and catabolic growth. While geomorphic 

complexity appears to be an important driver of DOM composition, limited analytical resolution 

has precluded detailed investigation (Kellerman et al., 2014). As a result, it remains unclear 

whether decomposition results in the convergence of DOM molecular composition toward a core 

set of metabolites, or persistence of the original, chemically diverse molecular profile (Liang et 

al., 2017). Resolution of this debate is essential in determining how DOM is cycled within a 

landscape.  

In snowmelt-dominated catchments, strong seasonal fluctuations in discharge likely 

interact with geomorphic complexity to control molecular patterns of DOM composition. During 

spring snowmelt, shallow flowpaths through riparian soils activate, mobilizing DOM with a wide 

gradient of physicochemical reactivity across the terrestrial-aquatic interface (Ward et al., 2017). 

However, this DOM may be rapidly shunted through the fluvial network before microbial or 

photo-oxidative transformation can significantly alter its chemical profile (Raymond et al., 

2016). In contrast, during low-flow periods, lateral hydrologic connectivity, particularly across 

the stream-floodplain interface (Covino, 2016), decreases, and downstream conveyance of water 

and entrained DOM is disproportionately reduced in multi-channel relative to single-channel 

systems (Sutfin et al., 2016). Longer residence times in complex stream segments facilitates 

metabolic diversification and uptake of low molecular weight and complex resources (Singer et 

al., 2010). However, nutrient limitation may shift microbial communities from anabolic 
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metabolism toward catabolic respiration, resulting in lower substrate use efficiency and divergent 

metabolite profiles (Liang et al., 2017). Although alpine and subalpine headwaters are an 

important source of chemical energy to downstream ecosystems7, we currently lack a 

quantitative understanding of the relationship between seasonal hydrology, geomorphic 

complexity, and DOM reactivity.  

The adoption of mass spectrometry has tremendously improved our understanding of 

DOM composition and cycling. Electron impact gas chromatography mass spectrometry (EI GC-

MS) provides access to individual metabolites from complex mixtures of environmental DOM 

(Seitzinger et al., 2005; Kind & Fiehn, 2010; Lei et al., 2011). In addition to setting a useful 

baseline for the degradation potential of a system (Kellerman et al., 2014), these approaches 

allow us to link metabolic pathways to the fate and cycling of DOM. While particularly adept at 

identifying volatile, low molecular weight compounds, such as primary metabolites, GC-MS can 

also profile secondary metabolites, such as polyphenols and lignin derivatives (Halket et al., 

2005). Using chemical profiles to infer microbial processes is central to understanding the 

reactivity and fate of DOM.  

In this study, we use a suite of complementary approaches, including EI GC-MS and 

excitation-emission fluorescence spectroscopy (EEMS), to quantify spatial and temporal 

differences in DOM molecular composition. We also determine the potential role of geomorphic 

complexity, hydrologic connectivity, and stream discharge in structuring DOM molecular 

composition. We posit that (1) stream segments with high geomorphic complexity provide the 

geophysical opportunities necessary for microbial communities to metabolize DOM for energy 

and growth, increasing downstream export of newly synthesized metabolites, and (2) maximal 

chemical diversity occurs during snowmelt and declines over time as hydrograph recession 
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minimizes terrestrial-aquatic connectivity. With this rationale, we test two predictions: (1) 

Metabolite diversity is significantly higher in complex, multi-channel reaches compared to 

confined, single-channel reaches, and (2) Mean range of DOM composition is significantly 

higher during the rising limb and peak flow, and gradually converges toward a core set of 

metabolites with hydrograph recession.  

METHODS  

SITE DESCRIPTION 

North Saint Vrain Creek (NSV) and Beaver Brook are headwater streams located in 

Rocky Mountain National Park, Colorado, USA. Both streams have nearly identical climate 

regimes and underlying geology, consisting of a granitic core (Braddock & JC, 1990), but differ 

substantially in channel complexity. The approximately four-kilometer study reach along NSV 

exhibits pronounced downstream variations in valley geometry and channel complexity (Table 

4.1). Creek planform alternates between single- and multi-thread channel segments as a result of 

beaver activity (Wohl et al., 2012). The total drainage area of the NSV study reach is ~90 km2 

with an elevation of ~2,560 m. Vegetation is typical of the Colorado Front Range and aspen 

(Populus tremuloides) and willow stands (Salix spp.) dominate the riparian zone, while 

Engelmann spruce (Picea engelmannii), lodge pole pine (Pinus contorta), and subalpine fir 

(Abies lasiocarpa) colonize upland sites (Veblen & Donnegan, 2005). We established a second, 

approximately three-kilometer long research site in Beaver Brook, herein referred to as Upper 

Beaver Meadow (UBM). This site was once a complex channel segment occupied by beavers, 

but has been abandoned since the early 20th century, resulting in channel simplification (Wohl, 

2013). As a result, a narrow (1-2 m wide), single-thread channel has incised (2-3 m) into legacy 

beaver meadow sediment (Kramer et al., 2012). Within the portion of Rocky Mountain National 
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Park where these sites are located, mean annual temperature is 5°C with a summer average of 

14°C, and mean annual precipitation is 861 mm, with 451 mm contributed as snowfall (Copeland 

Lake SNOTEL site # 412, 2621 m elevation, 40° 7' 22.0794"N by 105° 20' 26.5194"W). 

Study reaches along UBM and NSV consist of three longitudinally adjacent stream 

segments (Figure 4.1) varying in geomorphic complexity (Table 4.1). At UBM, each site is 

separated by ~1,500 m, and there are no multi-thread channels within the study reach. At NSV 

we sampled a multi-thread, active beaver meadow complex bounded by relatively confined 

upstream and downstream single-thread segments. An upstream and downstream transect 

bounded each of the three NSV subreaches, and the NSV beaver meadow included an additional 

transect at the middle of the subreach. The NSV beaver meadow complex has the highest 

planform complexity, with multiple water impoundments behind beaver dams, as well as side 

channels and slough features that progressively disconnect from the main-channel with 

hydrograph recession (Wegener et al., 2017). Samples were also collected from a beaver pond 

located along the upstream transect within the NSV beaver meadow, which has no surface water 

connectivity and sits ~3 m higher in elevation than the main-channel. The selection of these sites 

allows us to assess the temporally dynamic role of lateral connectivity (continuous, intermittent, 

absent) on fluvial biogeochemistry. At each sampling site, we recorded GPS coordinates and 

physical characteristics including stream (or pond) width and depth (Table 4.1). Stream 

discharge was recorded hourly at UBM from June 11 through September 30, 2015 and at NSV 

from April 1 through August 30, 2015, reported in Wegener et al. (2017).   
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SAMPLE COLLECTION AND PROCESSING 

We collected paired surface water and hyporheic sediment samples eight times between 

May and September 2015 (n=48). Surface water samples were collected into sterile 50 mL amber 

borosilicate bottles and hyporheic sediments were collected into sterile 50 mL centrifuge vials. 

Additional large-volume surface water samples were collected into 10 L sterile containers and 

prepared for GC-MS analysis (see below). All samples were filtered within six hours of 

collection through 0.7 µm glass fiber filters pre-combusted at 400°C (Whatman GF/F). Samples 

analyzed for total dissolved organic carbon (DOC) and total dissolved nitrogen (TDN) were 

acidified to pH 3, to stabilize the samples, and refrigerated until analysis on a Shimadzu TOC-L 

(Shimadzu Corporation Columbia, MD). Subsamples analyzed for inorganic nitrogen (NO3
- and 

NH4
+) were frozen until analysis on an Alpkem flow solution IV automated wet chemistry 

system (O.I. Analytical College Station, TX).  

EXCITATION-EMISSION MATRICS 

We used excitation-emission matrices to study the seasonal variability of fluorescent 

DOM characteristics (Fellman et al., 2010). To reduce inner-filter effects and normalize C 

concentrations, we diluted filtered samples to 5 mg C L-1 before analyzing them on an Aqualog 

spectrofluorometer with a xenon excitation source (Horiba-Jobin Yvone Scientific Edison, NJ). 

We set excitation and emission slits to a 3 nm band-pass, and incrementally increased 

wavelengths in 3 nm steps from 200 to 800 nm. A sealed cuvette was used as a blank and 

analyzed between every twenty samples to correct for instrument drift. Following spectral 

analysis, we corrected each sample for inner-filter effects, masked Rayleigh scatter using first 

and second grating orders, and normalized each sample spectra by the blank (Cory & McKnight, 

2005). We quantified excitation-emission matrix (EEMS) spectra using the fluorescence regional 
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integration (FRI) approach, and identified five spectral regions as outlined by Chen et al.  using 

Matlab version R2016b. EEMS regions I and II are related to simple aromatic proteins (tyrosine 

and tryptophan-like), region III to fulvic-acid type materials, region IV to soluble microbial 

byproduct-type materials, and region V to humic acid-type organics (Chen et al., 2003). The FRI 

approach is better suited to capture the underlying heterogeneity of aromatic DOM as it 

quantifies entire regions of wavelength-dependent fluorescent intensities rather than utilizing 

only several data points per spectrum (Chen et al., 2003).  

ELECTRON IMPACT GAS CHROMATOGRAPHY-MASS SPECTROMETRY 

We used EI-GC-MS to generate mass spectral fragments, permitting partial structural 

identification of metabolites present in each sample (Kind & Fiehn, 2010). We concentrated the 

C in each pre-filtered 10 L surface water sample using four Bond Elut PPL cartridges pre-

conditioned with HPLC-grade methanol (Agilent Technologies). Following C concentration, 

each cartridge was extracted with 10 mL of HPLC-grade methanol into sterile borosilicate vials 

and evaporated under pure N2 gas. Samples were prepared for GC-MS analysis at the Proteomics 

and Metabolomics Facility, Colorado State University. Samples were re-suspended in 5 mL of 

methanol and vortexed for 30 seconds. Next, 1 mL aliquots were collected and centrifuged for 10 

minutes at 15,000 g and 4°C, and then 50 µL of N-methyl-N-trimethylsilyltrifluoroacetamide and 

1% trimethylchlorosilane were added to volatilize nonpolar metabolites. Sample supernatants 

were incubated for 30 min at 60°C and then centrifuged for five minutes at 3000 xg. Next, 80 µL 

aliquots were transferred to a glass GC-MS autosampler vial and injected into a Trace GC Ultra 

coupled to a Thermo ISQ mass spectrometer (Thermo Scientific) in a 1:10 split ratio. A 30 m 

TG-5MS column (Thermo Scientific, 0.25 mm i.d., 0.25 µm film thickness), with a 1.2 mL/min 

helium gas flow rate, separated metabolites. Masses between 50-650 mass to charge (m/z) were 
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scanned at 5 scans/sec after electron impact ionization. Quality control samples were injected 

after every six samples. A matrix of molecular features, defined by retention time and m/z, were 

generated using XCMS software in R. Compounds were annotated based on spectral matching to 

NISTv12, Golm, Metlin, Massbank, and in-house metabolite databases (Broeckling et al., 2014). 

We procured the InChI code for each annotated metabolite from PubChem and used ClassyFire 

to identify its chemical taxonomy (Djoumbou Feunang et al., 2016). 

STATISTICAL ANALYSIS 

We used one-way ANOVA models to identify main effects of landscape position and 

collection period (Julian date) on each dependent variable of interest using the lmtest package 

(Hothorn et al., 2015) in R version 3.3.1 (“R Core Team: A language and environment for 

statistical computing,” 2014). We explored mean differences within each dependent variable 

using two-sample t-tests with unequal variances and Satterthwaite’s approximation for degrees 

of freedom using the lsmeans package in R (Lenth, 2016). Data were log transformed when 

necessary to meet assumptions of normality, evaluated with Shapiro-Wilk tests. Model residuals 

were tested for constant and homogenous variance using Q-Q and residual versus fitted plots. 

Outliers were identified using Cook’s distance and removed if Di≥1. 

We used multiple linear regression analysis to identify relationships between our 

dependent variable of interest (DOC, EEMS region I, or EEMS region III) and potential 

predictor variables. Due to high correlations among many possible explanatory variables, only 

those most consistent with past work or theory are included in our regression analyses (with 

r≥0.6). A correlation matrix of all possible predictors is included in Supplemental Figure 4.1. 

Potential variables for the initial regression analysis included channel width, stream discharge, 

precipitation, temperature, valley confinement, and valley topographic aspect. Stepwise multiple 
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linear regressions were conducted following Sutfin and Wohl (Sutfin & Wohl, 2017), using the 

step function in the R stats package (“R Core Team: A language and environment for statistical 

computing,” 2014). We normalized DOC using the boxcox power transformation in the R MASS 

package, with λ = -0.343434. Boxcox transformations yielded normally distributed errors, 

assessed with Shapiro-Wilk tests of the residuals (0.85), and inspection of qqplots and 

histograms of model residuals.  

We used MetaboAnalyst 3.0 for detailed metabolite processing and analysis (Xia & 

Wishart, 2016). We removed non-informative metabolites using interquartile range filtering, and 

normalized the data using a log transformation and Pareto variance scaling, which are common 

data pretreatment methods (van den Berg et al., 2006). We identified significantly different 

metabolites using one-way ANOVA and Tukey’s HSD post-hoc analyses, and determined 

whether samples clustered by categorical factors (landscape position or sampling period), using 

Partial Least Squares–Discriminant Analysis (PLS–DA), a method commonly applied to 

metabolomic and chemometric datasets (Grootveld, 2014). We performed PLS-DA regressions 

in MetaboAnalyst 3.0, which uses the plsr function in the R pls package (Wehrens & Mevik, 

2007). We assessed the performance of each generated model using classification and 10-fold 

cross validation, and used prediction accuracy during training and B/W permutation tests to 

explore relationships between our metabolite distribution (‘predictor’ variables) and hypothetical 

classification system (landscape position or sampling period). For each PLS-DA model, we 

generated 2,000 permutations to test whether these classification systems were significantly 

better than those arising through random chance (Grootveld, 2014).  

We used constrained analysis of principal components (capscale), an ordination method 

in the R vegan package that permits non-Euclidean dissimilarity indices (Oksanen et al., 2007), 
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to test for an association of metabolite composition (as derived from GC-MS) with spatial, 

climate, and fluvial characteristics. We included nine potential environmental drivers in our 

ordination: discharge, channel width, the proportion of the watershed influenced by beaver 

activity, average monthly precipitation and temperature, snowpack extent, dissolved organic 

carbon, and the percent fluorescent intensity of EEMS regions I (soluble microbial-type proteins) 

and III (fulvic-type acids). We computed Bray-Curtis dissimilarities from normalized metabolite 

peak intensities and fit our environmental drivers to each ordination, with p-values calculated 

over 999 permutations. We extracted sample and metabolite information from the first two 

canonical axes to test for an association between metabolite characteristics (m/z, retention time, 

abundance), and retained (p<0.01) environmental drivers. We used an independent NMDS 

ordination to validate retention of the selected environmental drivers (stress: 0.05).  

RESULTS  

INFLUENCE OF GEOMORPHIC COMPLEXITY AND SEASONALITY ON FLUVIAL 

CHEMISTRY 

Despite collecting samples at UBM (simple morphology) spanning three km, we found 

no evidence of downstream chemical transformation on any measured index of DOM 

composition, except for C115, an unidentified metabolite (m/z heaviest mass: 513.39, p<0.01). 

Therefore, we used the stream average across UBM sampling sites for subsequent statistical 

analysis. Bulk C concentrations collected from all sampling locations were significantly different 

across space and time (p<0.01, F8,39=3.55; Table 4.2). Of all the potential explanatory 

geomorphic and environmental variables tested, only valley confinement was a significant 

predictor of DOC concentration (p<0.001, Supplemental Table 4.1). Within NSV, DOC 

concentrations increased by 158% during transport through the beaver meadow complex and 
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remained elevated during export through the downstream confined channel (Table 4.2). 

Intermediate flows exported higher DOC concentrations than peak or low flow conditions.  

Total dissolved N (TDN) concentrations were twice as high in the beaver pond than all 

other sites (p<0.01) and decreased throughout the season (p<=0.02). Regressing TDN against 

discharge revealed N export was highest during peak discharge (R2=0.46). Total C:N varied 

spatially and temporally (F8,39=4.22; Table 4.2); relative N availability was higher in the beaver 

pond and UBM than the beaver meadow complex and downstream confined channel (p<0.05). 

We also observed an effect of landscape position on hyporheic C and N concentrations, such that 

sites with lower transport energy (beaver pond and beaver meadow) had higher C and N 

concentrations than freely flowing reaches (F8,39=2.44; p<0.05). 

Optical fluorescence characteristics exhibited strong temporal dynamics, but their relative 

fluorescence intensity was not influenced by geomorphic complexity (Table 4.2). We observed 

the lowest relative percent intensities of simple aromatic proteins (regions I and II) and soluble 

microbial-type proteins (region IV) during peak discharge, with intensities doubling throughout 

the summer (Region I: F8,39=2.84; Figure 4.2a). In contrast, fulvic- (region III) and humic- 

(region V) type acids decreased in relative intensity by 60% throughout the season, except for a 

highly enriched signal exported during peak discharge (Region III: F8,39=2.84; Figure 4.2b). 

Regressing region I against region III revealed a strong, negative relationship (R2 = 0.89), 

suggesting high levels of autochthonous productivity occur during periods of low allochthonous 

subsidy (Supplemental Figure 4.2). Discharge alone was a significant predictor of Regions I 

(p<0.01, R2 = 0.27) and III (p<0.05, R2 = 0.22), supporting the control of seasonality on DOM 

fluorescence (Supplemental Table 4.1). 
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METABOLITE DISTRIBUTION 

We identified a total of 2,472 mass spectral features using untargeted EI GC-MS. We 

resolved these features using cluster analysis, identifying 259 unique compounds that each 

consisted of between 3 and 57 mass spectral fragments (Broeckling et al., 2014). We were able 

to annotate and classify 10% of these compounds (Dunn et al., 2013; Djoumbou Feunang et al., 

2016), which primarily consisted of sugars, organic acids, lipids, and lignin-derived aromatics 

(Supplemental Table 4.2). Due to limitations in current mass spectral libraries we were not able 

to annotate the majority of compounds driving sample separation across geomorphic complexity 

and sampling period (Table 4.3). However, we were able to use changes in metabolite 

composition to separate samples in ordination space.  

Over half of all profiled metabolites (both annotated and not) exhibited significant 

separation across regions of varying geomorphic complexity (Supplemental Figure 4.3a). 

Combined, PLS-DA components 1 and 2 explained 42.8% of the variance, and retention of four 

axes maximized classification performance (R2=0.69; CV accuracy=0.56). The top five VIP 

compounds, or metabolites that contributed most to sample separation across geomorphic 

complexity, had slightly higher quasi-molecular ion m/z values (310.8) than average (259.9) 

(Table 4.3a). The beaver pond and simplified channel at UBM, which represent end-members of 

hydrologic (dis)connectivity, had divergent metabolite profiles (Figure 4.3a), indicating a strong 

influence of geomorphic complexity on metabolite distribution relative to sites that experience 

changes in hydrologic connectivity. Within NSV, the upper and lower confined reaches showed 

minimal overlap, while the beaver meadow complex, situated in physical space between the two 

sites, shared metabolites with each. The upper confined sites, however, have more dissimilarity 

with the beaver meadow complex, whereas the lower confined site contained metabolites very 
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similar to and within the range of the meadow site. We observed a similar pattern when 

considering only annotated metabolites. The top five VIP compounds contributing to metabolite 

separation across geomorphic complexity had the highest scores in the beaver pond and 

simplified UBM, the lowest scores in the upper confined channel, and relatively low scores 

within the beaver meadow complex and lower confined channel (Supplemental Figure 4.4a). 

These compounds are related to byproducts of decomposition, including nonanoic and 

dodecanoic acids (medium-chain saturated fatty acids), glyceric acid (a three C sugar acid), and 

isovanillic acid (a derivate of lignin degradation) (Supplemental Table 4.2) (Djoumbou Feunang 

et al., 2016). 

Metabolites also separated across sampling period (Figure 4.3b), although only 40% 

exhibited significant temporal variability (Supplemental Figure 4.3b). Together, the first two 

PLS-DA components explained 45.3% of the variance, with maximal classification performance 

achieved with five axes (R2=0.96; CV accuracy=0.44). The top five VIP compounds separating 

samples across time had relatively lower quasi-molecular ion m/z values (190.8) than average 

(259.9) (Table 4.3). The top five annotated VIP compounds were typically enriched early in the 

season and included lumichrome (a flavin pigment), glycerol (a three-carbon sugar acid), 2-

hydroxypyridine (potentially involved in DNA synthesis), and several polyethylene glycols 

(ether compounds) (Supplemental Figure 4.4b) (Djoumbou Feunang et al., 2016).  

Samples collected during the rising limb and peak discharge (Figure 4.3c) were 

composed of significantly different metabolites than samples collected during base flow (Figure 

4.3d), with typically lower quasi-molecular ion m/z values. Early in the season, samples did not 

separate by landscape position (p=0.808), suggesting a core set of metabolites is exported during 

high flow periods (Figure 4.3c). In contrast, we observed significant sample separation across 
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geomorphic complexity during base flow conditions (p=0.013), suggesting metabolite profiles 

diverge during low flow periods (Figure 4.3D).  

ENVIRONMENTAL DRIVERS OF METABOLITE DIVERSITY 

 We identified six environmental drivers associated with metabolite composition 

(Figure 4.4). Within ordination space, dimension 1 explained 43.09% of variation across the 

dataset and dimension 2 explained an additional 30.06%. Dissolved organic C emerged as the 

primary factor influencing metabolite composition, and was oppositely correlated with discharge 

(Figure 4.4), where high discharge exported metabolites with relatively lower quasi-molecular 

ion m/z values than low flow periods. In addition, metabolites clustering with higher DOC 

concentrations had significantly higher quasi-molecular ion m/z values than those associated with 

proteins (EEMS Region I, p<0.003) and snowpack extent (p<0.006), indicating lower chemical 

reactivity. Samples clustering with proteins were typically collected later in the summer, when 

low flows reduced hydrologic connectivity across the landscape. These patterns suggest 

fragmented landscapes export chemically distinct, reactive metabolites from multi-thread 

channels relative to their single-thread counterparts. Mean monthly precipitation and temperature 

were oppositely related to snowpack extent, highlighting the role of seasonality in structuring 

metabolite composition.  

DISCUSSION 

Our results suggest subalpine fluvial chemistry and DOM molecular composition are 

strongly influenced by seasonality and geomorphology. Broad indices of DOM composition, 

including optical fluorescence (EEMS) and bulk DOC and TDN concentrations, were strongly 

related to in-stream flows. While these bulk chemical approaches revealed the influence of 

seasonality, we found the application of non-targeted metabolomics—a higher-resolution 
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approach—was essential for resolving the influence of landscape complexity on DOM 

chemistry. Linking complex environmental drivers to ecosystem metabolism is critical in 

understanding network-level energetics, an area of significant research interest (Battin et al., 

2009; Besemer et al., 2009; Singer et al., 2012; Kellerman et al., 2014; Fegel et al., 2016; 

Wegener et al., 2017).  

We observed the highest and most variable relative fluorescent intensities of fulvic- and 

humic-type acids—EEMS regions III and V—prior to peak discharge, suggesting the landscape 

is integrated during snowpack thaw. Both components are associated with aromatic, terrestrial-

derived organics (Chen et al., 2003; Creed et al., 2015) and linked to DOM mobilization across 

the terrestrial-aquatic interface (Burns et al., 2016). In subalpine watersheds, initial changes in 

stream water chemistry are driven by pulses of solutes from the snowpack (Campbell et al., 

1995) and activation of shallow soil flowpaths (Ward et al., 2017). Spring thaw rapidly increases 

landscape connectivity, releasing metabolites that have accumulated in isolated soil pores 

throughout the winter (Schimel et al., 2007; Drotz et al., 2010). Materials transported from near-

surface soil compartments are enriched in reactive plant-derived compounds, especially 

phenolics and other lignin derivatives (Kaiser & Kalbitz, 2012). We observed high 

concentrations of metabolites with relatively low quasi-molecular ion m/z values, which support 

activation of shallow flowpaths and export of plant-derived materials (Hättenschwiler & 

Vitousek, 2000), including syringol and isovannilic acid, which are associated with lignin-type 

derivatives (Djoumbou Feunang et al., 2016). As soil flowpaths deepen with snowmelt, 

compounds enriched in microbial-derivatives and nitrogen-bearing compounds are mobilized 

(Rumpel & Kögel-Knabner, 2011). Stream-water chemistries exported in the spring thus reflect 

activation of diverse soil flowpaths (Burns et al., 2016), however, rapid export during peak flows 



90 

 

may result in mixing and convergence of the chemical profile. Furthermore, although high 

concentrations of potentially labile DOM are exported with snowmelt, cold temperatures and 

rapid flow velocities likely limit in-stream metabolism.  

During peak flows, we observed strongly homogenized fluvial and metabolite 

chemistries, and hyporheic scouring in single-channel segments. We propose these simple 

reaches typify the ‘pulse-shunt’ concept proposed by Raymond et al. (2016) (2016), where high 

concentrations of terrestrial-derived DOM mobilized during snowmelt can bypass local 

metabolism due to rapid increases in stream velocity. Systems with low flow heterogeneity have 

also been linked with lower microbial biodiversity and DOM uptake relative to sites with longer 

residence time that facilitate opportunities for microbial metabolism (Singer et al., 2010). The 

lack of upstream DOM processing thus redistributes C and nutrient cycling to downstream, 

higher-order rivers, with implications for headwater C storage and water quality.  

Like many mountainous headwaters, North St. Vrain exhibits pronounced downstream 

variations in stream planform (Wohl et al., 2012) that moderate pulse-shunt dynamics even 

during high-flow periods. Specifically, single-channel reaches alternate with broad, multi-thread 

complexes that promote hydrological buffering by dissipating transport energy (Sutfin et al., 

2016). Wegener et al. (2017) showed that the multi-thread beaver meadow complex exhibits 

variable sink-source dynamics, as a function of flow. During high flow periods, water and 

entrained nutrients are distributed laterally in floodplain surface-water bodies and are gradually 

released during low flow periods. The release of these components subsidizes downstream 

metabolism, integrating ecosystem metabolism with landscape connectivity (Marcatelli et al., 

2011). 
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Throughout the summer, we observed significant reductions in stream velocity and 

increasing indicators of autochthonous productivity, suggesting greater opportunities for in-

stream metabolism (Fasching et al., 2016). Increasing relative intensities of soluble microbial-

type proteins and decomposition byproducts (FRI regions I, II, and IV) were particularly 

pronounced in the beaver pond and the beaver meadow complex. These low-flow sites have 

increased DOM residence times, and are typically warmer (Wegener et al., 2017), enhancing 

geophysical opportunities for metabolism relative to high-flow sites (Battin et al., 2009). Within 

the beaver pond, we observed high concentrations of saturated medium-chain (9:0 and 10:0) and 

long-chain (16:0 and 18:0) fatty acids, both of which have been linked to fungal and bacterial 

detritivores (Torres-Ruiz et al., 2007), and can serve as significant energy sources for aquatic 

heterotrophs (Perry et al., 1979). During summer baseflow we observed significant landscape 

fragmentation as side and main channels within the beaver meadow complex became 

hydrologically disconnected (Sutfin et al., 2016). Resulting fluctuations in redox gradients have 

been linked to the activation of metabolic pathways utilizing alternate terminal electron acceptors 

to degrade DOM (Danczak et al., 2016; Boye et al., 2017). Together with photo-oxidative 

transformation, these conditions could contribute to observed increases in chemical diversity 

with hydrograph recession.  

The divergence in DOM composition with hydrograph recession could also be explained 

by a shift from anabolic assimilation toward catabolic metabolism. As hydrologic connectivity 

decreased, we observed lower nutrient availability, warmer temperatures in disconnected slough 

features, and higher ecosystem respiration within the beaver meadow complex (Wegener et al., 

2017). These patterns suggest nutrient-limited microbial communities cycle DOM less efficiently 

during warmer, low-flow periods, promoting C release to the atmosphere rather than 
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incorporation in microbial biomass (Cotrufo et al., 2013). Unlike anabolism, which promotes 

chemical convergence through assimilation, catabolic respiration preserves the inherent 

complexity of DOM (Liang et al., 2017). Thus, we revise our initial hypothesis and propose 

instead that 1) carbon chemistry in subalpine streams tend toward chemostasis during snowmelt, 

when landscape connectivity and hydrologic drivers shunt DOM through the fluvial network, 

and 2) carbon complexity increases as a function of hydrologic fragmentation, shifting the 

balance from anabolic to catabolic metabolism (Figure 4.5).  

Although still in its nascence, the ability to infer microbial functionality from 

metabolomics is a promising avenue of research (Seitzinger et al., 2005; Djoumbou Feunang et 

al., 2016). Unlike fluorescence, NMR, and FT-ICR-MS approaches, which broadly group DOM 

complexity into functional groups or compound classes, EI GC-MS provides fragmentation 

spectra useful for identifying individual metabolites. Currently, GC-MS databases are sparse for 

ecological purposes (Halket et al., 2005), and products of secondary metabolism (aromatics, 

alkaloids, terpenoids, glycosides, phenolics, lignans) (Luckner, 2013) are not represented as well 

as those of primary metabolism (amino acids, sugars, organic acids, peptides) (Kind & Fiehn, 

2010). We found that the majority of compounds separating samples by landscape position had 

relatively high quasi-molecular ion values m/z (> 200), potentially indicative of these secondary 

metabolites and compounds with relatively high molecular weights.  

The role of secondary metabolites in structuring network-level energetics is an area of 

considerable research interest (Horner et al., 1988; Williams et al., 1989; Hättenschwiler & 

Vitousek, 2000; Challis & Hopwood, 2003; Price-Whelan et al., 2006). The environmental 

ubiquity of these structurally complex compounds suggests they confer a competitive advantage 

upon the organisms producing them. Otherwise, the pressures of Darwinian natural selection 
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would preclude their synthesis (Williams et al., 1989). Mounting evidence suggests these higher 

molecular weight metabolites are variously involved in gene expression and cellular growth 

(Price-Whelan et al., 2006), with the potential to create more beneficial environmental 

conditions by, for instance, complexing iron and nutrients (Horner et al., 1988). Others have 

suggested the production of diverse metabolites facilitates microbial adaptation to complex 

environmental stressors (Challis & Hopwood, 2003), which are pronounced in subalpine 

watersheds, particularly under a changing climate. Thus, although we could not annotate many of 

these compounds, by pairing metabolomics with fluorescence spectroscopy, we were able to link 

microbial metabolism and landscape-scale processes to make inference about how underlying 

metabolic pathways structure local patterns of DOM chemistry at the terrestrial-aquatic interface 

and throughout the fluvial network.  

The ability of subalpine watersheds to store and process DOM is imperiled by 

widespread and systematic channel simplification, resulting from land use changes, flow 

regulation, and beaver removal (Bain et al., 2012; Covino et al., 2012; Wegener et al., 2017). In 

addition to loss of geomorphic complexity, changes in hydrologic regime associated with 

reduced snowpack and stochasticity in the timing and magnitude of runoff have the potential to 

greatly alter the spatio-temporal dynamics of hydrologic connectivity at the terrestrial aquatic 

interface. These watersheds are also experiencing dramatic shifts in biogeochemical function, 

including increased N deposition from intensified industrial and agricultural production (Baron 

et al., 2000), episodic acidification (Kendall et al., 1999; Sullivan et al., 2005), and reductions in 

DOM and water subsidies from shrinking glaciers (Fegel et al., 2016). The combination of these 

factors reduces ecosystem function, with implications for human health (Trussell & MD, 1978), 

the value of water and storage-associated flow regimes (Maas et al., 2017), fate and transport of 
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point and non-point source pollution (Puttock et al., 2017), and stormwater management 

(Bernhardt & Palmer, 2007). Here, we suggest subalpine systems are particularly sensitive to 

channel simplification, because the loss of geomorphic complexity reduces metabolic 

opportunities for DOM processing. We also suggest seasonal reductions in hydrologic 

connectivity, exacerbated by widespread reductions in snowpack (Barnett et al., 2008), will 

heighten catabolic metabolism by reducing nutrient availability in disconnected features. The 

propagation of these novel chemistries fuels downstream metabolism, tying local 

biogeochemical processing to network level energetics.  
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Figure 4.1. From	the	simplified	Upper	Beaver	Meadows	(UBM)	system,	we	present	data	
from	three	single-channel	sites	(1,	2,	3,	upper	panel).	Single-channel	segments	bracket	the	

beaver	meadow	complex	at	North	Saint	Vrain	(NSV)	Creek	in	Rocky	Mountain	National	

Park,	Colorado	(lower	panel).	From	NSV,	we	present	data	from	two	main	channel	sites	in	

the	upper	confined	segment	(UC1,	UC2),	two	side-channel	features	in	the	active	beaver	

meadow	complex	(SC1,	SC2),	two	main	channel	sites	in	the	lower	confined	segment	(LC1,	

LC2),	and	a	disconnected	beaver	pond	(BP).	

	 	

LC2

LC1

SS2

SS1

BP

UC2

UC1

1
2

3



96 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2. Boxplot representing seasonal distributions of EEMS region I: simple aromatic 
proteins (A), and EEMS region III: fulvic-type acids across sampling period (B) (n=49). Regions 
II and IV (simple aromatic proteins and soluble microbial byproducts) follow similar seasonal 
patterns as region I, while region III and V (humic-type acids) are related. Each box spans the 
interquartile range; whiskers extend to the minimum and maximum of the distribution.  
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Figure 4.3. PLS-DA plot of metabolites clustered by landscape position (A), sampling period (B), 
rising limb, including only May 01, May 15, June 08 (C), or base flow, including only Aug 17, 
Sep 21, Oct 28 (D). Each circle represents a sample and shaded ellipses represent 95% confidence 
intervals for each a-priori cluster. Ellipse overlap signifies no significant difference between 
clusters. For each PLS-DA model, 2,000 permutations were generated to test whether our 
classification systems (landscape position and sampling period) were significantly better than 
those arising through random chance. 
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Figure 4.4. Multivariate analysis of metabolites and environmental drivers using constrained 
analysis of principal coordinates. Ordinations are based on Bray-Curtis dissimilarity, computed 
from normalized peak intensities, and used to test for an association of metabolite composition (as 
derived from GC-MS) with spatial, climate, and fluvial characteristics. Red crosses represent 
individual metabolites, black circles represent samples, blue vectors represent uncorrelated 
environmental variables with a significance level of <0.05. DOC, dissolved organic carbon; Precip, 
month-averaged precipitation; Temp, month-averaged temperature; Proteins, EEMS region I; 
Discharge, daily average; Snow, daily snow depth at Wild Basin.  
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Figure 4.5. During peak discharge (upper left), high flows limit geophysical opportunities for 
microbial metabolism. Landscape fragmentation during summer base flow (lower left) increases 
water residence time and microbial processing of dissolved organic matter (DOM). With sufficient 
nutrient availability, microbial anabolism dominates (upper right), causing DOM chemistry to 
converge toward a core set of metabolites. As nutrient availability decreases in isolated side 
channel and slough features, catabolic pathways activate (lower right) and metabolite diversity 
increases. 
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Table 4.1. Physical characteristics of sampling sites located in Upper Beaver Meadow (UBM) and 
North Saint Vrain (NSV) creeks, Rocky Mountain National Park, Colorado. Channels with a 
confinement value >6 are considered ‘unconfined’ while those will a confinement value <6 are 
considered ‘confined’. 
 

 Simple Upper 
Meadow 
Complex Lower Pond 

Watershed UBM NSV NSV NSV NSV 

Channel planform 
Single-
thread 

Single-
thread Multithread 

Single-
thread Groundwater 

Lateral 
connectivity Continuous Continuous Intermittent Continuous None 
Number of sites 3 2 2 2 1 
Watershed area 
(m) 21.6 88.9 88.9 88.9 88.9 
Channel width 
(m) 0.71 12.2 14.5 20 12.8 
Valley width (m) 163.9 59.6 246.8 27.5 246.9 
Confinement (m) 230.85 4.89 17.02 1.38 19.29 
Elevation (m) 2572.51 2561.08 2544.33 2519.76 2545.85 
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Table 4.2. Biogeochemical characteristics of surface water and hyporheic sediments by 
landscape position and collection period (discharge) at North St. Vrain (Pond, Upper, Meadow, 
Lower) and Upper Beaver Meadows (Simple). The average followed by the standard error (± 1 
S.E.) in parentheses for dissolved C, N (TOC, TDN), inorganic N (NO3, NH4) and a metabolite 
chemodiversity index (Shanon-Weiner). The level of significance from the 2-way ANOVA 
model including site (S) and discharge (D) are reported as * p < 0.05, ** p < 0.01, *** p < 0.001, 
or non-significant (ns). For ns comparisons, a master mean, integrated across landscape position 
or collection period, is provided. Specific comparisons were explored using Tukey HSD t-tests 
with Satterthwaite-Welsch approximations for degrees of freedom (reported in Results section). 
 

Landscape 

Position 

TOC            

(mg L-1) 

TDN            

(mg L-1) 

NO3            

(mg L-1) 

NH4            

(mg L-1) 

Hyporheic 

TOC  

(mg L-1) 

Hyporheic 

TDN  

(mg L-1) 

Shannon-

Weiner 

Simple 4.00 (0.53)  0.25 (0.03) 0.08 (0.02) 

0.07 (0.01) 

4.81 (0.54) 0.35 (0.05) 

3.45 (0.09) 

Pond 9.90 (1.95)  0.61 (0.15) 0.03 (0.01) 8.10 (1.49) 0.68 (0.23) 

Upper 2.70 (0.55) 0.33 (0.05) 0.11 (0.01) 3.41 (0.65) 0.58 (0.17) 

Meadow 4.27 (0.49) 0.39 (0.05) 0.08 (0.02) 8.64 (2.29) 1.20 (0.29) 

Lower 3.42 (0.71) 0.31 (0.04) 0.09 (0.02) 4.41 (1.02) 0.73 (0.21) 

Collection 

Period 
              

1 6.49 (0.66) 0.49 (0.07) 0.11 (0.01) 0.17 (0.06) 

6.20 (1.76) 

2.13 (0.20) 

3.45 (0.12) 

2 5.17 (0.67) 0.35 (0.02) 0.08 (0.02) 0.08 (0.01) 1.28 (0.47) 

3 4.72 (0.29) 0.47 (0.04) 0.11 (0.03) 0.08 (0.01) 0.54 (0.06) 

4 3.58 (0.49) 0.38 (0.04) 0.06 (0.02) 0.08 (0.01) 0.49 (0.08) 

5 4.32 (1.75) 0.32 (0.06) 0.04 (0.01) 0.06 (0.01) 0.54 (0.11) 

6 8.22 (3.28) 0.49 (0.15) 0.03 (0.01) 0.05 (0.00) 0.37 (0.08) 

7 4.57 (2.68) 0.23 (0.11) 0.04 (0.01) 0.05 (0.00) 0.42 (0.09) 

8 4.64 (2.49) 0.43 (0.28) 0.06 (0.01) 0.05 (0.00) 0.31 (0.10) 

                

Source of 

variance 
              

S ** *** *** ns * ** ns 

D ** ** * *** ns *** ns 
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Table 4.3. Metabolites ranked by variable importance to PLS-DA projection scores (VIP) for 
landscape position (a) and sampling period (b). VIP scores are calculated as the weighted sum of 
squares of the PLS-DA loadings, accounting for the amount of Y-variation explained in each 
dimension. The absolute ion intensity and quasi-molecular ion m/z values are reported for the 
largest ion fragment within each clustered spectrum (where each spectrum represents a single 
TMS-derived metabolite). Lower quasi-molecular ion m/z values indicate higher compound 
volatility and are typically associated with faster elution. The F statistic and p-values are 
calculated from Tukey HSD posthoc t-tests. 
 

a) Landscape position 

VIP rank Component m/z Ion Intensity 

Retention 
Time 
(sec) F-value p-value 

1 115 513.39 5068750.55 848.05 26.32 4.50E-11 
2 249 415.24 655021.76 844.39 20.18 2.04E-09 
3 193 262.17 495548.72 427.67 20.10 2.16E-09 
4 147 204.09 4384031.87 465.90 20.06 2.21E-09 
5 62 160.11 5721841.99 539.88 18.41 7.02E-09 

       
b) Sampling period 

VIP rank Component m/z Ion Intensity 

Retention 
Time 
(sec) F-value p-value 

1 10 162.11 3350524.58 836.24 13.75 6.63E-09 
2 138 58.14 2629564.07 836.85 6.03 7.81E-05 
3 112 118.15 16869278.30 914.96 20.75 1.82E-11 
4 11 412.16 562885.68 754.30 7.76 6.50E-06 
5 33 204.10 9955728.64 841.02 16.28 6.43E-10 
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CHAPTER 5- CONCLUSIONS 

 

SUMMARY 

Arctic and alpine watersheds are experiencing dramatic shifts in function resulting from 

climate changes. The ability of these sensitive ecosystems to transform and sequester carbon (C) 

is jeopardized, although results from this dissertation suggest both systems are remarkably 

resilient to destabilizing change. Shrub expansion across northern hemispheres is increasing the 

relative efficiency of microbial metabolism, sequestering new C inputs belowground while 

protecting older C sources from priming. The downslope transport of dissolved organic matter 

(DOM), which integrates hillslope and riparian regions and increases connectivity across the 

terrestrial-aquatic interface, transforms the chemical composition of mobilized organic matter. 

As microbial communities sequentially process DOM flowing downslope, they release 

compounds that resist further turnover to adjacent stream ecosystems. The accumulation of 

similar products in the ocean suggests deposition and burial of these microbial derivatives could 

reduce CO2 efflux of terrestrial-derived organic matter to the atmosphere. We also found that the 

preservation of ecosystem complexity facilitates interactions between microbial decomposers 

and substrates that facilitate ecosystem function. Together, our results suggest that complex, 

functioning ecosystems are intrinsically valuable, providing critical ecosystem services including 

C sequestration and climate change resilience.  

RECOMMENDATIONS FOR FUTURE WORK 

A critical, yet poorly constrained variable in our ecological understanding of soils and 

sediments is the sorption potential of metabolites on the mineral matrix. If newly exposed 

minerals—at the permafrost thaw front or recently scoured hyporheic zone—are highly sorptive, 

terrestrial-derived products could be stabilized, increasing organic matter formation and 
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minimizing CO2 feedbacks to climate change. Additionally, downslope or downstream mobility 

of DOM could be limited by physicochemical stabilization, reducing fluxes between pore spaces 

and substrate delivery across the terrestrial-aquatic interface. Thus, it is critical to quantify the 

leaching potential of new DOM inputs and the duration that microbial byproducts remain sorbed 

on the mineral matrix.  

Despite remarkable ecosystem resilience, there are thresholds beyond which exist rapid 

and irreversible environmental change. Thus, it is imperative we adopt a watershed perspective 

when modeling ecosystem responses to, and modification of, global climate. In particular, we 

must determine how complex hydrobiogeochemical systems function, and explicitly 

parameterize the efficiency of microbial metabolism across multiple temporal and spatial scales. 
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SUPPLEMENTAL INFORMATION- CHAPTER 2 

 

Supplemental Table 2.1. Mean (± 1 S.E.) annual soil temperatures (at different depths belowground) and cumulative 
precipitation for the years of this study (2014, 2015) and the ten-year average (2005-2015).  

Year 
Surface soil 

temperature (°C) 

Soil 
temperature at 

5 cm (°C) 

Soil 
temperature at 

10 cm (°C) 

Soil 
temperature at 

20 cm (°C) 

Cumulative 
precipitation 

(mm) 

2014 5.2 (0.1) 5.7 (0.2) 3.4 (0.1) 3.4 (0.1) 238.8 

2015 5.4 (0.1) 6.8 (0.2) 4.2 (0.1) 4.1 (0.1) 209.3 

10-year average 5.6 (0.2) 5.8 (0.2) 3.5 (0.1) 3.1 (0.1) 206.3 
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Supplemental Table 2.2. Biogeochemical characteristics of organic and mineral soil horizons underlying B. nana 
and E. vaginatum (conditional on month). The average followed by the standard error (± 1 S.E.) in parentheses for 
soil C and N, dissolved C and N (DOC, TDN), and microbial biomass C and N (MBC, MBN) (n=4). The level of 
significance from the 3-way ANOVA model including soil depth (D), vegetation (V), treatment (T), all 2-way and 
3-way interactions are reported as * p < 0.05, ** p < 0.01, *** p < 0.001, or non-significant (ns). 
 
July 

Depth 

Vegetation/ 
Treatment 

Soil C 
(g m-2) 

Soil N         
(g m-2) 

TOC   
(g m-2) 

TDN  
(g m-2) 

TIN  
(g m-2) 

MBC  
(g m-2) 

MBN  
(g m-2) 

Lower 

B. nana 

              

  
Control 2634.49 

(875.21) 
114.63 
(33.40) 

7.38 
(3.48) 

0.91 
(0.47) 

11.46 
(7.67) 

12.49 
(8.40) 

3.33 
(1.38) 

  
Amended 4255.49 

(530.57) 
148.20 
(8.89) 

5.72 
(3.93) 

1.09 
(0.48) 

17.90 
(11.29) 

27.96 
(19.90) 

3.78 
(2.65) 

  E. vaginatum               

  
Control 3385.44 

(1467.15) 
42.40 

(16.96) 
3.84 

(1.42) 
0.21 

(0.08) 
5.63 

(2.43) 
21.16 

(10.24) 
2.07 

(1.09) 

  
Amended 2911.85 

(762.47) 
117.36 
(41.66) 

2.06 
(0.59) 

0.13 
(0.01) 

2.47 
(0.86) 

14.79 
(5.10) 

1.59 
(0.44) 

Upper B. nana               

  
Control 2401.40 

(34.00) 
57.28 
(7.96) 

6.39 
(2.03) 

0.23 
(0.07) 

1.99 
(1.11) 

26.81 
(11.58) 

3.04 
(1.38) 

  
Amended 2415.64 

(44.44) 
51.29 

(16.92) 
2.38 

(1.17) 
0.16 

(0.05) 
26.59 

(14.71) 
9.15 

(3.46) 
1.01 

(0.51) 

  E. vaginatum               

  
Control 2120.01 

(72.31) 
38.28 

(12.00) 
2.12 

(1.32) 
0.07 

(0.04) 
1.14 

(0.83) 
6.71 

(3.44) 
0.63 

(0.38) 

  
Amended 2436.32 

(32.61) 
26.14 
(5.28) 

3.02 
(0.60) 

0.19 
(0.08) 

4.19 
(2.06) 

14.65 
(3.82) 

2.96 
(1.24) 

D   ns *** ns ns * ns ns 

V    ns * ns ns ** ns ns 

T    ns ns ns ns ns ns ns 

D*V   ns ns ns ns ns ns ns 

D*T   ns ns ns ns ns ns ns 

V*T   ns ns ns ns ns ns ns 

D*V*T   ns ns ns ns ns ns ns 
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September 

Depth 
Vegetation/ 
Treatment 

Soil C 
(g m-2) 

Soil N 
(g m-2) 

TOC 
(g m-2) 

TDN 
(g m-2) 

TIN 
(g m-2) 

MBC 
(g m-2) 

MBN 
(g m-2) 

Lower 
B. nana 

              

  
Control 837.86 

(342.95) 
12.93 
(2.00) 

0.87 
(0.29) 

0.12 
(0.04) 

1.74 
(0.64) 

2.69 
(0.89) 

0.10 
(0.07) 

  
Amended 2319.04 

(1076.70) 
80.14 

(34.12) 
1.92 

(1.44) 
0.24 

(0.13) 
4.16 

(2.06) 
2.48 

(1.21) 
0.42 

(0.15) 

  
E. vaginatum 

              

  
Control 1857.14 

(707.02) 
58.05 

(23.25) 
2.67 

(1.15) 
0.21 

(0.56) 
11.09 
(7.16) 

13.01 
(7.17) 

1.17 
(0.61) 

  
Amended 4249.82 

(266.17) 
115.91 
(11.22) 

2.80 
(1.09) 

0.56 
(0.31) 

19.22 
(9.90) 

9.69 
(3.61) 

0.93 
(0.40) 

Upper 
B. nana 

              

  
Control 1452.39 

(629.49) 
27.50 

(19.15) 
1.98 

(0.96) 
0.09 

(0.03) 
3.14 

(1.79) 
12.62 

(10.15) 
0.83 

(0.56) 

  
Amended 2242.58 

(41.30) 
53.87 
(3.53) 

1.76 
(0.46) 

0.09 
(0.03) 

1.46 
(0.86) 

8.97 
(3.47) 

0.96 
(0.48) 

  
E. vaginatum 

              

  
Control 1877.90 

(303.74) 
29.53 
(7.30) 

1.79 
(0.74) 

0.09 
(0.03) 

3.49 
(1.19) 

11.11 
(3.80) 

0.95 
(0.43) 

  
Amended 2322.94 

(52.22) 
30.96 

(12.44) 
2.45 

(0.35) 
0.11 

(0.01) 
1.60 

(0.12) 
12.14 
(1.11) 

1.27 
(0.16) 

D   ns * ns * ns ns * 

V    * ns ns ns * ns ns 

T    ** ** ns ns ns ns * 

D*V   ns ns ns ns ns ns ns 

D*T   ns ns ns ns ns ns ns 

V*T   ns ns ns ns ns ns ns 

D*V*T   ns ns ns ns ns ns ns 
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May 

Depth 
Vegetation/ 
Treatment 

Soil C       
(g m-2) 

Soil N 
(g m-2) 

TOC    
(g m-2) 

TDN   
(g m-2) 

TIN    
(g m-2) 

MBC    
(g m-2) 

MBN   
(g m-2) 

Lower 
B. nana 

              

  
Control 1438. 41 

(713.34) 
73.56 

(37.31) 
4.86 

(1.72) 
0.42 

(0.26) 
6.71 

(4.16) 
15.34 
(5.99) 

1.09 
(0.66) 

  
Amended 1973.06 

(739.63) 
102.91 
(35.05) 

5.14 
(2.23) 

0.94 
(0.44) 

14.85 
(6.59) 

24.52 
(13.22) 

2.62 
(1.51) 

  
E. vaginatum 

              

  
Control 2068.51 

(1391.96) 
50.27 

(31.61) 
2.85 

(1.60) 
0.18 

(0.10) 
1.38 

(0.54) 
21.87 

(17.49) 
1.96 

(1.75) 

  
Amended 3689.49 

(773.18) 
102.80 
(24.69) 

7.13 
(2.00) 

0.55 
(0.21) 

9.43 
(4.53) 

48.31 
(14.87) 

3.74 
(1.20) 

Upper 
B. nana 

              

  
Control 1951.19 

(165.00) 
53.95 
(3.47) 

6.95 
(0.82) 

0.42 
(0.19) 

7.35 
(5.37) 

41.21 
(8.22) 

3.29 
(0.60) 

  
Amended 1899.22 

(442.18) 
52.35 

(11.82) 
4.30 

(1.31) 
0.29 

(0.08) 
4.37 

(2.29) 
46.92 

(28.02) 
2.72 

(0.96) 

  
E. vaginatum 

              

  
Control 1641.00 

(502.48) 
30.79 
(6.95) 

3.34 
(1.10) 

0.12 
(0.03) 

1.29 
(0.13) 

9.88 
(3.30) 

0.92 
(0.30) 

  
Amended 2466.89 

(46.92) 
50.91 
(3.40) 

7.13 
(1.58) 

0.20 
(0.03) 

0.98 
(0.13) 

39.41 
(9.67) 

1.99 
(0.26) 

D   ns * ns ns * ns ns 

V    ns ns ns ns * ns ns 

T    ns ns ns ns ns * * 

D*V   ns ns ns ns ns ns ns 

D*T   ns ns ns ns * ns ns 

V*T   ns ns * ns ns * ns 

D*V*T   ns ns ns ns ns ns ns 
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Supplemental Table 2.3a. Biogeochemical characteristics of soils underlying B. nana and E. vaginatum for total CO2 
efflux, LMW-C conversion to CO2, soil organic matter-derived CO2 (SOM-CO2), priming-derived CO2 (primed pool 
and %), microbial substrate use efficiency (SUE), LMW-C retention efficiency (Ret. Eff.), dissolved C, total N, 
inorganic N (TOC, TDN, TIN), and microbial biomass C and N (MBC, MBN) (n=4). All values are reported on a g 
m-2 basis, unless otherwise noted. The level of significance from the 3-way ANOVA model including vegetation (V), 
treatment (T), month (M), all 2-way and 3-way interactions are reported as * p < 0.05, ** p < 0.01, *** p < 0.001, or 
non-significant (ns). The level of significance from the 3-way ANOVA model for soil C is reported numerically with 
bolded text for significant results. 
 

Source of 
variance 

CO2 

Flux 
LWM 
C-CO2 

SOM-
CO2 

Priming 
(%) 

SUE 
Ret. 
Eff. 

TOC TDN 
TIN          

(ug m-2) 
MBC MBN 

Soil C 0.94 0.31 0.99 0.78 0.51 0.38 0.23 0.18 0.02 0.001 0.06 

T ***           * ns ns ns ns 

V  ** *** ns ns ns * ns *** ns ns ns 

M *** ns ** ns ** ns *** ns ns *** ** 

T*V **           *** ns ns ns ns 

T*M ***           ns ns ns ns ns 

V*M ns ns ns ns ns ns ns ns * ns ns 

T*V*M ns           * ns ns ns ns 
 
 
Supplemental Table 2.3b. Biogeochemical characteristics of soils underlying B. nana and E. vaginatum where 
microbial biomass C (MBC) and total inorganic N (TIN) are normalized to soil C content (g-1 soil C). The level of 
significance from the 3-way ANOVA model including vegetation (V), treatment (T), month (M), all 2-way and 3-way 
interactions are reported as * p < 0.05, ** p < 0.01, *** p < 0.001, or non-significant (ns).  
 

Source of 
variance 

MBC              
(g C g-1 soil C) 

TIN                 
(µg N g-1 soil C) 

T ns ns 

V  ns ns 

M *** ns 

T*V ns ns 

T*M ns ns 

V*M ns * 

T*V*M ns ns 
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Supplemental Table 2.4. Biogeochemical characteristics of soils underlying B. nana and E. vaginatum normalized to 
soil C. The average followed by the standard error (± 1 S.E.) in parentheses for soil C and N, dissolved C and N (TOC, 
TDN), and microbial biomass C and N (MBC, MBN) (n=4). All values are reported on a g per gram soil C basis. The 
level of significance from the 3-way ANOVA model including treatment (T), vegetation (V), and month (M), all 2-
way and 3-way interactions are reported as * p < 0.05, ** p < 0.01, *** p < 0.001, or non-significant (ns). 
 

Month 
Vegetation/ 
Treatment CO2 DOC Soil N TDN TIN MBC MBN 

July B. nana        

  Control  
2.11 

(0.25) 
10.53 
(2.03) 

31.08 
(0.99) 

0.73 
(0.25) 

0.004 
(0.002) 

22.64 
(7.41) 

2.71 
(0.99) 

  Amended 
3.54 

(0.76) 
3.19 

(0.96) 
28.1 

(4.83) 
0.46 

(0.11) 
0.012 

(0.005) 
15.48 
(2.79) 

1.77 
(0.19) 

  E. vaginatum       

  Control  
2.64 

(0.56) 
5.08 

(1.06) 
15.56 
(2.09) 

0.23 
(0.05) 

0.002 
(0.001) 

18.54 
(1.97) 

1.65 
(0.24) 

  Amended 
6.67 

(0.18) 
4.32 

(0.88) 
23.09 
(8.21) 

0.26 
(0.07) 

0.002 
(0.001) 

23.96 
(5.53) 

4.04 
(1.51) 

September B. nana        

  Control  
5.93 

(2.28) 
5.29 

(1.67) 
13.89 
(7.91) 

0.42 
(0.06) 

0.002 
(0.001) 

23.69 
(12.10) 

1.61 
(0.69) 

  Amended 
4.47 

(0.82) 
3.64 

(0.93) 
27.92 
(3.14) 

0.32 
(0.10) 

0.002 
(0.001) 

15.33 
(3.25) 

1.63 
(0.45) 

  E. vaginatum       

  Control  
3.11 

(0.73) 
5.15 

(0.86) 
19.45 
(3.83) 

0.40 
(0.12) 

0.005 
(0.002) 

23.58 
(5.47) 

1.95 
(0.57) 

  Amended 
7.57 

(2.16) 
8.69 

(1.87) 
23.63 
(2.48) 

0.35 
(0.02) 

0.002 
(0.001) 

48.73 
(10.42) 

2.88 
(0.41) 

May B. nana        

  Control  
0.78 

(0.16) 
15.32 
(3.72) 

33.17 
(1.90) 

0.95 
(0.29) 

0.005 
(0.002) 

65.71 
(16.93) 

5.08 
(0.89) 

  Amended 
8.57 

(3.72) 
7.19 

(0.41) 
34.22 
(3.15) 

0.67 
(0.16) 

0.006 
(0.002) 

55.44 
(17.97) 

3.60 
(0.54) 

  E. vaginatum       

  Control  
0.57 

(0.06) 
4.93 

(1.31) 
13.20 
(3.26) 

0.23 
(0.04) 

0.001 
(0.00) 

18.61 
(5.81) 

1.57 
(0.49) 

  Amended 
4.60 

(0.49) 
2.77 

(0.45) 
23.16 
(2.36) 

0.25 
(0.08) 

0.005 
(0.002) 

12.45 
(1.81) 

1.25 
(0.18) 
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Source of variance               

T   *** * ** ns ns ns ns 

V    ns ns ** *** ns ns ns 

M   *** ** ns ns ns *** ** 

T*V   *  * ns ns ns ns ns 

T*M   *** ns ns ns ns ns ns 

V*M   ns ns ** ns ** ns ns 

T*V*M   ns * * ns ns ns ns 
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Supplemental Table 2.5. LMW-C fate in soils underlying B. nana and E. vaginatum. The average followed by the 
standard error (± 1 S.E.) in parentheses for LMW-C conversion to CO2, soil organic matter-derived CO2 (SOM-CO2), 
priming-derived CO2 (primed pool and %), microbial substrate use efficiency (SUE), and LMW-C retention efficiency 
(Ret. Eff.) (n=4). The level of significance from the 2-way ANOVA model including vegetation (V) and month (M), 
and all 2-way interactions are reported as * p < 0.05, ** p < 0.01, *** p < 0.001, or non-significant (ns). 
 

Month 
Vegetation/   
Treatment 

LWM 
C-CO2       
(g m-2) 

SOM-
CO2           

(g m-2) 

Primed        
(g m-2) 

Primed       
(% ) 

SUE Ret. Eff. 

July  B. nana             

  
   Amended 

3.85 
(3.22) 

8.27 
(1.28) 

8.27 
(1.28) 

-17.12 
(16.64) 

0.47 
(0.15) 

3.06 
(1.83) 

   E. vaginatum           

  
   Amended 

6.38 
(1.22) 

13.03 
(2.65) 

13.02 
(2.65) 

5.36 
(15.35) 

0.35 
(0.09) 

1.46 
(0.48) 

September  B. nana             

  
   Amended 

5.23 
(1.75) 

5.23 
(0.71) 

5.23 
(0.71) 

-30.44 
(14.50) 

0.28 
(0.05) 

2.85 
(0.58) 

  E. vaginatum           

  
   Amended 

12.37 
(3.03) 

3.04 
(0.94) 

3.04 
(0.94) 

-24.54 
(7.03) 

0.09 
(0.04) 

0.84 
(0.36) 

May  B. nana             

  
   Amended 

5.19 
(3.84) 

7.71 
(1.17) 

7.71 
(1.17) 

-29.95 
(10.40) 

0.50 
(0.15) 

8.20 
(3.14) 

   E. vaginatum           

  
   Amended 

15.46 
(6.81) 

8.09 
(2.80) 

8.09 
(2.80) 

-23.11 
(16.07) 

0.66 
(0.04) 

0.88 
(0.34) 

               

Source of variance             

V   *** ns ns ns ns ** 

M   * ** ns ns ** ns 

V*M   ns ns ns ns ns ns 
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Supplemental Table 2.6. Potential extracellular enzyme activities of soils underlying B. nana and E. vaginatum. The 
average followed by the standard error (± 1 S.E.) in parentheses for seven hydrolytic enzymes (n=4). Potential 
activities are reported in nmol activity g dry soil-1 hr-1. The level of significance from the 3-way ANOVA model 
including vegetation (V), treatment (T), month (M), all 2-way and 3-way interactions are reported as * p < 0.05, ** p 
< 0.01, *** p < 0.001, or non-significant (ns). 

Month 
Vegetation/   
Treatment 

CB AG BG XYL LAP NAG AP 

July  B. nana               

  
   Control 

4553.48 
(742.21) 

429.23 
(142.10) 

1040.04 
(257.82) 

570.59 
(125.84) 

2537.18 
(920.81) 

141.85 
(23.36) 

8217.36 
(1223.42) 

  
   Amended 

3615.39 
(729.55) 

231.98 
(73.78) 

545.76 
(117.62) 

477.95 
(76.49) 

2375.87 
(395.55) 

207.36 
(46.47) 

10453.93 
(2975.87) 

   E. vaginatum             

  
   Control 

1572.87 
(240.63) 

159.90 
(57.36) 

330.38 
(101.56) 

358.78 
(93.74) 

798.31 
(399.16) 

75.86 
(13.93) 

5153.81 
(1737.06) 

  
   Amended 

2898.37 
(402.32) 

213.91 
(37.59) 

900.59 
(253.43) 

389.36 
(43.37) 

1059.70 
(200.97) 

87.33 
(21.19) 

4209.36 
(318.81) 

September  B. nana               

  
   Control 

965.42 
(438.27) 

191.50 
(174.21) 

86.62 
(67.14) 

237.67 
(120.37) 

1007.64 
(651.01) 

109.51 
(56.13) 

5679.99 
(3230.04) 

  
   Amended 

3107.00 
(596.83) 

311.35 
(75.88) 

689.92 
(253.43) 

462.17 
(102.17) 

1477.13 
(375.88) 

147.00 
(3.35) 

6369.95 
(1179.31) 

   E. vaginatum             

  
   Control 

2392.63 
(721.80) 

232.58 
(81.94) 

305.14 
(148.47) 

419.46 
(128.81) 

947.87 
(305.70) 

130.27 
(39.71) 

4568.26 
(1326.97) 

  
   Amended 

3989.83 
(316.60) 

265.08 
(99.44) 

1087.86 
(263.10) 

673.41 
(164.01) 

1710.74 
(351.47) 

158.745 
(24.62) 

7288.91 
(1628.80) 

May  B. nana               

  
   Control 

689.70 
(182.05) 

70.31 
(23.03) 

186.15 
(81.17) 

103.54 
(19.62) 

456.15 
(94.69) 

38.60 
(1.37) 

1301.82 
(83.57) 

  
   Amended 

913.95 
(203.89) 

205.48 
(121.58) 

350.60 
(75.90) 

247.45 
(112.64) 

565.99 
(113.28) 

58.10 
(3.51) 

1469.47 
(426.73) 

   E. vaginatum             

  
   Control 

869.40 
(197.59) 

191.83 
(121.52) 

351.53 
(101.87) 

270.70 
(109.53) 

500.93 
(155.44) 

35.20 
(3.95) 

872.61 
(211.27) 

  
   Amended 

651.19 
(61.00) 

185.27 
(141.23) 

246.78 
(11.98) 

219.89 
(126.47) 

456.37 
(48.07) 

41.02 
(4.66) 

977.80 
(147.40) 
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Source of variance 

              

T   ns ns ** ns ns ns ns 

V   * ns ns ns ns ns ns 

M   ns ns ns ** *** *** ns 

T*V   ns ns ns ns ns ns ns 

T*M   ns ns ns ns ns ns ns 

V*M   ns ns ns ns * ns ns 

T*V*M   ns ** ns ns ns ns ns 
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SUPPLEMENTAL INFORMATION- CHAPTER 3 

 

	
 
Supplemental Figure 3.1. Correlation plot displays a matrix of variables. The color scale indicates Spearman 
correlations between spatial variables, bromide interception, bulk chemistry, fluorescence spectroscopy, and NMR 
spectroscopy (red, negative; blue, positive). Spatial characteristics include elevation (m); surface roughness, a 
measure of terrain; slope angle (degrees); aspect, relative to true north (degrees), distance from hillslope ridge or 
from Imnavait Creek (m); bulk density (g cm-3). Arrival, median, and departure times refer to the interception of 5%, 
50%, or 95% of the bromide tracer. DOC, dissolved organic carbon (umol L-1); TDN, total dissolved nitrogen; PO4, 
phosphate; Regions I and II are related to simple aromatic proteins, region III to fulvic-type acids, region IV to 
soluble microbial-type proteins, region V to humic-type acids; SUVA254, DOC normalized specific UV absorbance 
at 254 nm. MDLT, material derived from linear terpenoids (0.6-1.6 ppm); CRAM, carboxylic-rich alicylic material 
(1.6-3.2 ppm); CARB, carbohydrates (3.2-4.5 ppm); AROM, aromatics (6.5-8.5 ppm), in percent relative to the 
integration of all NMR spectra. 
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Supplemental Figure 3.2. Linear regression of EEMS region IV (soluble microbial-type products) against EEMS 
region V (humic-type acids). Samples collected from the mineral horizon are displayed in red colors, those collected 
from the organic horizon are displayed in green colors. Samples do not separate across landscape position. 
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Supplemental Table 3.3. Transit distribution times for recovered bromide. At each site, samples were collected from 
the organic horizon or along the mineral-permafrost interface at hillslope or riparian sites over a ten-day sampling 
period. Values are the mean number of hours it took to intercept 5% (arrival), 50% (median), or 100% (departure) of 
the added bromide, with standard errors reported in parentheses (n=9). The level of significance from the repeated 
measures ANOVA model including site (S), depth (D), distance from application (X), time (T), and all interactions 
are reported as * p < 0.05, ** p < 0.01, *** p < 0.001, or non-significant (ns). 

	
	

	

 

 

 

 

 

 

  

Site Depth
Arrival Time 

(hr)

Median Arrival 

(hr)

Departure Time 

(hr)

Arrival velocity 

(m hr
-1

)

Median velocity 

(m hr
-1

)

Departure velocity 

(m hr
-1

)

Hillslope Mineral 58.94 (10.08) 140.64 (14.76) 225.50 (4.77) 69.55 (15.86) 162.84 (27.38) 271.44 (46.14)

Organic 43.69 (10.74) 115.55 (15.82) 201.18 (17.63) 60.91 (12.14) 193.21 (47.15) 370.24 (97.88)

Riparian Mineral 41.54 (8.77) 144.86 (19.17) 227.85 (4.97) 52.79 (19.70) 163.50 (34.74) 275.23 (47.55)

Organic 23.37 (5.48) 86.03 (14.32) 185.19 (17.94) 44.72 (15.31) 167.84 (54.37) 325.75 (79.81)

Repeat measures Time Velocity

S ns ns

D ** ns

X ns **

T *** ***

S*D ns ns

S*X ns ns

S*T ns ns

D*X * ns

D*T * ns

X*T ns ***

S*D*X *** *

S*D*T *** ***

D*X*T *** ***

S*D*X*T *** ***
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SUPPLEMENTAL INFORMATION- CHAPTER 4 

 

	
 
Supplemental Figure 4.1. Correlation plot displays a matrix of potential predictor variables. The color scale indicates 
Spearman correlations between geomorphology, bulk chemistry, fluorescence spectroscopy, and the intensity of 
individual metabolites (red, negative; blue, positive). DOC, dissolved organic carbon; TDN, total dissolved nitrogen; 
NO3, nitrate; NH4, ammonium, Region I-V corresponds to EEMS indices; Shannon Diversity, calculated for 
normalized metabolites; PC1 and PC2, PCA principal components 1 and 2 extracted for metabolites; C115, non-
annotated metabolites. 
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Supplemental Figure 4.2. Linear regression of EEMS region III (fulvic-type acids) against EEMS region I (soluble 
microbial-type proteins).  
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a	

	
b	

	
 
Supplemental Figure 4.3. Metabolites identified by ANOVA analysis that differ significantly across landscape 
position (upper panel) and sampling period (lower panel) are shown in red. Metabolites that are not significantly 
different across comparisons are shown in green. Overall, 141 significant features were identified for landscape 
position and 106 significant features were identified for sampling period. 
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a	

	
b	

	
Supplemental Figure 4.4. VIP (variable importance in projection) scores for the top 15 annotated metabolites that 
separate groups by landscape position (upper) and sampling period (lower). See Supplemental Table 4.1 for 
metabolite classification.  
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Supplemental Table 4.1. Results of stepwise multiple liner regression models evaluating relationships between 
dissolved organic carbon (A), EEMS Region I (B), or EEMS Region III (C), with uncorrelated spatial and 
environmental components.		
	

A)	Dissolved	organic	carbon	 		 		 		

		 Estimate	 Standard	Error	 t-value	 p-value	

(Intercept)	 -3.57E+02	 3.30E+02	 -1.084	 0.287	

Width	 -9.81E-03	 9.85E-03	 -0.996	 0.326	

Confine	 -1.42E-02	 3.36E-03	 -4.211	 <0.001***	

Aspect	 8.05E-05	 7.41E-05	 1.086	 0.285	

Discharge	 -2.05E-02	 1.44E-02	 -1.428	 0.163	

Precip	 -5.72E-03	 6.56E-03	 -0.872	 0.390	

Temp	 7.25E-03	 1.20E-02	 0.603	 0.551	

	

Adjusted	R2:	0.29;	F	statistic:	3.54	on	6	and	32	DF;	p-value:	0.01	

	

B)	EEMS	Region	I	(simple	aromatic	proteins)	

		 Estimate	 Standard	Error	 t-value	 p-value	

(Intercept)	 -7.04E+03	 8.69E+03	 -0.810	 0.424	

Width	 -1.02E-01	 2.59E-01	 -0.394	 0.696	

Confine	 -1.09E-01	 8.85E-02	 -1.235	 0.226	

Aspect	 1.59E-03	 1.95E-03	 0.812	 0.423	

Discharge	 -1.28E+00	 3.78E-01	 -3.372	 0.002**	

Precip	 -1.46E-01	 1.73E-01	 -0.844	 0.405	

Temp	 -1.17E-02	 3.17E-01	 -0.037	 0.971	

	

Adjusted	R2:	0.27;	F	statistic:	3.36	on	6	and	32	DF;	p-value:	0.01	

	

C)	EEMS	Region	III	(fulvic-type	acids)	

		 Estimate	 Standard	Error	 t-value	 p-value	

(Intercept)	 9.38E+03	 1.49E+04	 0.629	 0.534	

Width	 1.07E-01	 4.45E-01	 0.239	 0.812	

Confine	 1.36E-01	 1.52E-01	 0.897	 0.377	

Aspect	 -2.11E-03	 3.35E-03	 -0.628	 0.534	

Discharge	 2.30E+00	 6.49E-01	 3.542	 0.001**	

Precip	 -3.37E-02	 2.97E-01	 -0.114	 0.910	

Temp	 3.14E-01	 5.44E-01	 0.577	 0.568	

	
	Adjusted	R2:	0.22;	F	statistic:	2.77	on	6	and	32	DF;	p-value:	0.03	
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Supplemental Table 4.2. Annotated metabolites collected from subalpine watersheds. The absolute ion intensity and 
quasi-molecular ion m/z values are reported for the largest ion fragment within each clustered spectrum (where each 
spectrum represents a single TMS-derived metabolite). Lower quasi-molecular ion m/z values indicate higher 
compound volatility, and are typically associated with faster elution. Compounds were annotated by querying NIST 
Standard Reference and KEGG databases, and classified using ClassyFire, a taxonomic database. InChI identifiers 
were acquired using the PubChem database. 
 

Compound Absolute Ion 

Intensity 

m/z Retention 

Time 

(sec) 

Molecular 

weight 

(g/mol) 

Annotation 

Lyxose 106559108.56 73.09 905.41 150.13 Carbohydrate (pentose 

sugar)  

Gallic acid 3830376.39 105.09 990.18 170.12 Gallic acid and derivatives 

Dodecaethylene glycol 104264734.57 117.11 1048.61 546.65 Ether (Polyethylene glycols) 

2-hydroxypyridine 91460309.74 117.12 883.29 95.10 Pyridinones 

Glycerol 288549182.08 131.12 842.33 92.09 Sugar alcohol 

Triethylene glycol 548194767.73 144.14 157.86 150.17 Ether (Polyethylene glycols) 

Galactose 72522312.97 144.14 259.73 180.16 Hexose (carbohydrate) 

Phthalic acid 52173327.64 147.09 616.52 166.14 Benzoic acid 

Tripropylene glycol 

mono-n-butyl ether 

20202276.27 151.08 360.78 248.36 Ether (Polyethylene glycols) 

Syringic acid 193476048.25 152.07 191.13 198.17 Gallic acid and derivatives 

Lumichrome 236666175.84 187.16 755.85 242.23 Flavin pigment 

Palmitic acid 5255961.83 189.09 344.35 256.42 Long-chain fatty acid 

Arabinofuranose 35731903.90 217.12 457.45 150.13 Pentose (carbohydrate) 

Isovanillic acid 3202688.05 219.14 848.21 168.15 P-methoxybenzoic acids and 

derivatives 

Heptaethylene glycol 1331759.18 295.16 738.69 326.39 Ether (Polyethylene glycols) 

Propylene glycol 15867163.02 297.10 551.73 76.09 Secondary alcohol 

Benzoic acid 5883468.49 317.16 563.13 122.12 Benzoic acid 

Coumaric acid 3021280.76 361.17 1033.60 164.05 Hydroxycinnamic acids and 

derivatives 

Sucrose 27919103.56 371.29 848.38 342.30 O-glycosyl compound  

(disaccharide) 

Dodecanoic acid 1361788.52 455.29 1008.71 200.32 Medium-chain fatty acid 

(lipids) 

Stearic acid 1002115.97 473.23 994.22 284.48 Long-chain fatty acid (lipids) 

Glyceric acid 1150664.31 502.20 1018.32 106.08 Sugar acids and derivatives 

Nonanoic acid 943194.96 506.07 983.12 158.23 Medium-chain fatty acid 

(lipids) 

Silanol 737215.71 519.13 974.00 45.09 Inorganic 

Thiazole 1066433.76 521.79 943.04 85.13 Thiazole 

Decaethylene glycol 669496.78 589.26 1024.46 458.55 Ether (Polyethylene glycols) 
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Supplemental Table 4.2 continued. 

	

Compound InChiKey 

Lyxose InChI=1S/C5H10O5/c6-2-1-10-5(9)4(8)3(2)7/h2-9H,1H2/t2-,3+,4+,5?/m1/s1 

Gallic acid InChI=1S/C7H6O5/c8-4-1-3(7(11)12)2-5(9)6(4)10/h1-2,8-10H,(H,11,12) 

Dodecaethylene 

glycol 

InChI=1S/C24H50O13/c25-1-3-27-5-7-29-9-11-31-13-15-33-17-19-35-21-23-

37-24-22-36-20-18-34-16-14-32-12-10-30-8-6-28-4-2-26/h25-26H,1-24H2 

2-hydroxypyridine InChI=1S/C5H5NO/c7-5-3-1-2-4-6-5/h1-4H,(H,6,7) 

Glycerol InChI=1S/C3H8O3/c4-1-3(6)2-5/h3-6H,1-2H2 

Triethylene glycol InChI=1S/C6H14O4/c7-1-3-9-5-6-10-4-2-8/h7-8H,1-6H2 

Galactose InChI=1S/C6H12O6/c7-1-2-3(8)4(9)5(10)6(11)12-2/h2-11H,1H2/t2-,3+,4+,5-

,6?/m1/s1 

Phthalic acid InChI=1S/C8H6O4/c9-7(10)5-3-1-2-4-6(5)8(11)12/h1-4H,(H,9,10)(H,11,12) 

Tripropylene glycol 

mono-n-butyl ether 

InChI=1S/C10H22O4/c1-2-3-5-12-7-9-14-10-8-13-6-4-11/h11H,2-10H2,1H3 

Syringic acid InChI=1S/C9H10O5/c1-13-6-3-5(9(11)12)4-7(14-2)8(6)10/h3-4,10H,1-

2H3,(H,11,12) 

Lumichrome InChI=1S/C12H10N4O2/c1-5-3-7-8(4-6(5)2)14-10-9(13-7)11(17)16-12(18)15-

10/h3-4H,1-2H3,(H2,14,15,16,17,18) 

Palmitic acid InChI=1S/C16H32O2/c1-2-3-4-5-6-7-8-9-10-11-12-13-14-15-16(17)18/h2-

15H2,1H3,(H,17,18) 

Arabinofuranose InChI=1S/C5H10O5/c6-1-2-3(7)4(8)5(9)10-2/h2-9H,1H2/t2-,3-,4+,5+/m1/s1 

Isovanillic acid InChI=1S/C8H8O4/c1-12-7-3-2-5(8(10)11)4-6(7)9/h2-4,9H,1H3,(H,10,11) 

Heptaethylene glycol InChI=1S/C14H30O8/c15-1-3-17-5-7-19-9-11-21-13-14-22-12-10-20-8-6-18-4-

2-16/h15-16H,1-14H2 

Propylene glycol InChI=1S/C3H8O2/c1-3(5)2-4/h3-5H,2H2,1H3 

Benzoic acid InChI=1S/C7H6O2/c8-7(9)6-4-2-1-3-5-6/h1-5H,(H,8,9) 

Coumaric acid InChI=1S/C9H8O3/c10-8-4-1-7(2-5-8)3-6-9(11)12/h1-6,10H,(H,11,12)/b6-3+ 

Sucrose InChI=1S/C12H22O11/c13-1-4-6(16)8(18)9(19)11(21-4)23-12(3-

15)10(20)7(17)5(2-14)22-12/h4-11,13-20H,1-3H2/t4-,5-,6-,7-,8+,9-,10+,11-

,12+/m1/s1 

Dodecanoic acid InChI=1S/C10H20O2/c1-2-3-4-5-6-7-8-9-10(11)12/h2-9H2,1H3,(H,11,12) 

Stearic acid InChI=1S/C18H36O2/c1-2-3-4-5-6-7-8-9-10-11-12-13-14-15-16-17-

18(19)20/h2-17H2,1H3,(H,19,20) 

Glyceric acid InChI=1S/C3H6O4/c4-1-2(5)3(6)7/h2,4-5H,1H2,(H,6,7)/t2-/m1/s1 

Nonanoic acid InChI=1S/C9H18O2/c1-2-3-4-5-6-7-8-9(10)11/h2-8H2,1H3,(H,10,11) 

Silanol InChI=1S/HOSi/c1-2/h1H 

Thiazole InChI=1S/C3H3NS/c1-2-5-3-4-1/h1-3H 

Decaethylene glycol InChI=1S/C20H42O11/c21-1-3-23-5-7-25-9-11-27-13-15-29-17-19-31-20-18-

30-16-14-28-12-10-26-8-6-24-4-2-22/h21-22H,1-20H2 

 

 


