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ABSTRACT 

A method is presented for computing the probability or recurrence period of historical 

droughts by using the longest negative run-length and the largest negative run-sum as basic 

parameters of samples of a given size, and by using a given probability of the truncation 

level, a given autocorrelation coefficient, and a given skewness coefficient. The applica­

tion of this method to selected annual runoff and precipitation series demonstrate its 

feasibility. The statistical experimental method in generating large numbers of samples is 

used to compute frequency distr ibutions as the estimates of probability distributions of 

the longest negative run- length and of the l argest negative run-sum in a sample of size N 

as descriptors of the largest historical droughts , for normal and nonnormal independent and 

dependent stationary stochastic processes which follows the first-order linear autoregressive 

model. Experimentally obtained values are checked with theoretical results for the distribu­

tion of the longest negative run-length when t he observations are independent. A set of 

graphs and a set of tables are presented to make the numerical values readily usable . Good 

approximations for practical computations are demonstrated by fitting lognormal probability 

distributions to the exper imentally obtained frequencies. 

viii 
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PROBABILITIES OF OBSERVED DROUGHTS 

by 

Jaime Mil l an* and Vujica Yevjevich** 

Chapter I 

DEFINITION OF PROBLEMS INVESTIGATED 

1.1 Objectives. The first objective of the 
present study is to determine the probabilities of 
historic hydrologic droughts. The second objective is 
to find the relations of these determined probabilities 
to statistics of corresponding hydrologic t ime series . 
This paper presents information in the form of equa­
tions, tables , and graphs that permit drought 
probabilities and t he relations between drought mag­
nitudes and the statistics estimated from time 
series to be quickly determined. 

1.2 Significance. In the past, standard 
practice for designing reservoirs relied heavily on 
the "critical period," defined as that period in 
time when the historic record would have been most 
critical with respect to water demands required from 
a system. It is claimed [1) that design based on a 
critical period results in a reservoir storage capacity 
equal to the capacity obtained by using the total 
length of record. However, to determine this critical 
period accurately reliable knowledge of system per­
formance, particul ar ly demand patterns and operational 
rules and policies, is required. In the absence of 
this knowledge or because of complexity in obtaining 
this kind of information, the critical drought period 
is usually determined under simplified assumptions. 
Even though some current design practices take into 
account not only the critical drought period but also 
the total deficit of water supply by a reservoir under 
study, it still remains that this critical drought 
period represents, in most cases, the largest part 
of the deficit allowed by these design criteria. 

W. Hal l and A. T. Askew (1] found for 25 
selected rivers across the continental United States 
that the dates of the critical periods agree with the 
dates of the major droughts in each region . Using 
this information, in general, a historic drought is 
considered that event for which most designs must 
perform satisfactorily. This is based on the assump­
tions that the most severe drought to be observed 
during the lifetime of a project will be about the 
same as a previously recorded maximum historic drought. 
The probability, however, that the critical drought 
period observed in the past will be the same as the 
critical drought period expected to be observed in 
the future is usually small. The probability is large 
that a very different drought will be observed . 

Th·e sample parameter describing the observed 
drought in a period of N years is a random variable 
like any sample statistic. Its distribution must be 
known before statistical inferences about the proba­
bility of exceedence or nonexceedence of the magnitude 
of that drought parameter can be made. The recurrence 

interval (return period) of a drought is often derived 
from the relative frequencies of historic drought 
records. This approach is unreliable because of the 
large sampling fluctuation of these frequencies. A 
much more accurate method is required for these esti­
mations, one that is based on the properties. of the 
structural mathematical model of a time series. 

Because an unusually large or an unusually small 
value of a drought parameter may occur in the data of 
the historic sample by chance, the assessment of the 
probabilities of such droughts has a practical signi­
ficance. This assessment requires the definition of 
a representative drought for a descriptive parameter 
of the drought and a given sample size. In this study 
the mean value of a drought parameter is defined as 
the representative drought. 

1.3 Statistical Parameters Defining the Droughts 
Relevant to this Study. The definitions of drought 
parameters used in this investigation refer to statis­
tics of samples of given sizes and not to the popula­
tions from which samples are derived. Therefore, 
interest is in finding the probabilities of exceedence, 
or nonexceedence, of a drought descriptor in a sample 
time series of size N , for a given type of hydrologic 
process. Logically, these probabilities of sample 
values of drought parameters are closely rel ated to 
population characteristics. 

The statistical definitions of droughts refer 
only to stationary stochastic processes, or with no 
trends, slippages (positive or negative jumps), or 
periodicities present in these processes . These 
conditions are met only by the homogeneous and con­
sistent (without systematic errors) discrete time 
series of annual values of major hydrol ogic random 
variables. As soon as the discrete series refer to 
time units smaller than the year, periodicities in 
various parameters of these series complicate the 
analysis. This case of periodic-stochastic processes 
of hydrologic time series is outside the scope of this 
study, since the emphasis in this case is only on the 
annual time series. 

Later in the text it is shown that the exact 
probabilities of some particular drought descriptors 
to be or not to be exceeded in a sample of size N 
may be derived only for independent pr oces ses . 
However, many hydrologic time series are rather 
dependent, either normal dependent or nonnormal inde­
pendent or dependent processes, for which the avail­
able exact probability distributions are not applicable. 
Therefore, an experimental statistical (~bnte Carlo) 
method is used to derive the properties of sample 

*Ph.D. graduate student, Civil Engineering Department, Colorado State University, Fort Collins, Colorado. 

**Professor of Civil Engineering and Professor- in-Charge of Hydrology and Water Resources Program, Civil 
Engineering Department, Colorado State University, Fort Collins, Colorado. 



drought parameters of dependent normal and i ndepend­
ent or dependent nonnormal processes . To assess t he 
reliability of this experimental statistical method , 
the known exact probabili t y distributi ons of a simple 
descriptor are compared with the distributions 
experimentally determined. 

1.4 Runs as an Obtective Definition of 
Droughts . Runs are an o jective definition of 
droughts [2]. Runs of the sequence of a stochast ic 
variable (or a combination of stochastic and deter­
ministic·periodic components constituting a composite 
sequence) also may be defined in various ways. 
Figure 1 represents a discrete and a continuous 
series of a variable x . By selecting an arbitrary 
value x the continuous series is truncated at many 
positive0 and negative discrete deviations . The 
par ame ter x , or the truncation level, can be any 
predet ermina£ed level and is usually expressed as a 
function of the quantile , q , with q = P[x < x ] . 
This level does not need to be a constant x - , 0 

because it may be a determinis t ic , a s tochas£ic , or 
a combined deterministic- stochastic process. 

Fig. 1. Defi nitions of positive and negative runs 
for a truncation level x0 , with P(x~x0) =q, 
for a discrete (lower graph) and a continu­
ous (upper graph) time series. 

Various definitions of runs have been used in 
hydrologic literature,· wi th the two major run defi­
nitions, as descriptors of droughts, evident in 
Fi g. 1. These runs may be directly associated with 
drought propertie~ (1) the distance between the 
successive downcross and upcross as the negative 
run-length for a continuous series, or the l ength of 
the uninterrupted sequence of negative discrete 
deviat i ons, x. - x ; and (2) the integral o£ 

~ 0 

2 

i 
I' 

negative deviations between the successive downcross 
and upcross as the negative run. sum, for a continuous 
series, or the sum of negative discrete deviations, 
x. - x , of an uninterrupted sequence for a discrete 
s~ries~ The negat ive run-length can be associated 
with the total lengt h or duration of drought measured 
with respect to a given x , which does not nee.d to 
be a constant but must be g function of time . Since 
the negative r un integral or sum as the measure of 
the deficit is of more r e l evance for water r esources 
problems, it is given special considerat ion in this 
study . 

The critical drought period for a sample of 
length N , as it is used by many investigators in 
water resources computations, usually coi ncides with 
the largest deficit in record. As a consequence 
the largest deficit, as the negative r un- integral 
or negative run-sum, and the longest negative run­
length during a period of N years as the measure 
of the duration of critical drought period, are 
random variables whose probability distributions are 
of interest to hydrologists, mainly for determining 
the recurrence interval of the rare events . 

1 .5 TI1eoretical Background . The run-length, 
as t he descriptor of drought durations , has been 
more widely studied because i t s treatment is simpler . 
Saldarriaga and Yevjevich (3] have presented a 
r eview of liter ature giving t he exact properties of 
distributions of run-lengths for independent random 
variables, sho~~ing these probabilities to be inde­
pendent of the underlying distributions . When 
observations fol low the first-order autor egressive 
(Markov) linear model of dependence, the distributions 
in the power series expansion form are pres ented in 
reference (3]; then they are integrated i n an 
approximate form, checked by the experimental statis ­
tical method , and finally presented as a series of 
graphs and tables . 

The distribution of the run-sum (with the run­
sum studied because only the discrete series are 
dealt with in the ensuing text) is more complex 
to obtain even for the independent normal process . 
For this case R. N. Downer, M. M. Siddiqui, and 
V. Yevjevich (4) obtained the exact properties of 
run- sums by us i ng the cumulants of this process . 
The first few moments of the distribution of run­
sums can also be obtained by using t he crossing 
theory ; however , there is no met hod, known to the 
writers of this paper, of obtaining the exact 
properties of run-sums for normal dependent or non­
normal i ndependent or dependent random variables . 

The distribution of the length and size of the 
critical drought period (or the longest run-len~th 
and the largest run-sum for a given x in a period 
of N years) is more diff icult to obtgin and few 
references are available in the literature. Cramer 
[5] gives the asymptotic mean of the distribution of 
longest run-length i n the sample of size N as 

E ( ) log N ( ) u = - log (1-q) + 0 1 (1) 

in which N is the sample size, q is P(x ~ x
0

] 

u i s the longest run- l ength in the sample, and 
0(1) is the error of the order of one . 

Tile theory of recurrence events as applied to 
the computation of the probability distribution of 
the longest negat ive r un- length in a sample of size 



N for the independent Bernoulli trials is given by 
Fel l er [6, p. 322]. For q the probability of nega­
tive deviations xi - x

0 
, with xi < x

0 
, and 

p = 1-·q the probability of positive deviations 
x. - x , with x. > x , Feller gives the probability 

1 0 l 0 
that the first negative run-length of size r occurs 
at the N -th trial, as an approximation, 

f r - (y - 1} (1 - qy) 
N( ) - [Cr + 1) - ry] p 

r r2 2 r3 
y = l +pq + (r+l)(pq) +(r+l) (pq) + 

(2) 

(3) 

According to Feller the probability for no 
run of size r+l or greater to occur in N trials 
is equivalent to the probability of the (r+l) -th 
run occurring for the first time in the sample sizes 
of N+i , i = 1,2, ... ,w This probability is then 

P(u :_ r) 
.. 
L fN+i(r+l) = FN(r) 

i=l 
(4) 

By substituting Eq . (2) into Eq . (4), this probability 
becomes 

1-qy 
FN(r) = [r+2 - (r+l)y] q 

1 
N+l y 

(S) 

Though Eqs. (2) through (S) are approximations, 
they may serve as the control of how the experimental 

3 

"'' 
statistical a~proach of the Monte Carlo method 
reproduces the probabilities of longest negative run­
Lengths of given size r to occur in a sample of 
size N , with r < N . 

1.6 Experimental Approach for Com*uting 
Probabilities of Historic Droughts. As s own by 
Eqs . (1) through (5), even in the case of independent 
Bernoulli trials the probabil ities of the longest 
negative run-length, to occur in the sample of size 
N , cannot be obtained exactly but can be only ap­
proximated. The accuracy of computed probabilities 
depends on the number of terms in the polynomial of 
Eq. (3) taken into computation. When the t ime series 
is dependent, the computation of probability of the 
longest run-length, r , to occur in the sample of 
size N are not available, to the writers' knowledge , 
in an explicit form of successive terms of various 
degrees of accuracy, as was done for the independent 
Bernoull i trials. The case of a largest run-sum not 
to exceed a given value in a sample of size N is 
still more complex to compute by an approximate 
method i n the case of an independent normal process, 
and still more complex to determine in the case of 
series with various types of normal dependent and 
independent or dependent nonnormal processes. When 
faced with this difficulty the investigator must 
turn to the experimental method to obtain required 
results . In the following chapters techniques are 
presented for generating experimentally many equally 
likely realizations of the stochastic process and 
for computing distributions of the statistics of 
practical interest. 

. ., 

' t 
.l 
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Chapter II 

THEORETICAL BACKGROUND AND COMPUTATIONAL METHODS FOR DETERMINING DROUGHT PROBABILITIES 

Selecting Parameters to Use for Investi-
atin Drou hts bv the Data Gener ation r.!ethod. ll'ith 

runs accepted as the objective de inition of drought 
descriptor s it remai ns to choose which particular 
runs are of practical interest. As pointed out i n 
Chapter 1, one objective is to detennine the prob­
abili t y dis tributions of parameters of t he largest 
drought in a sample. These drought parameters 
usually measure the drought duration (length) and its 
total deficit as the sum of negative uninterrupted 
deviations. These two parameters and their mutual 
r elations are investigated subsequently. Since the 
total water deficit may be more critical i n water 
resources problems than the drought duration, it was 
decided to invest igate deficit as the pr imar y para­
meter, while incl uding both its relation to the 
duration parameter and the investigation of duration 
parameter itself. 

A computer program was set up in such a way 
that the joint probability distribution of the longest 
run-length and its corresponding run-sum in the sam­
ple is first obtai ned from the generated samples as 
FN(L , D), with L the longest run-length for max max 
a given sample size N , and 
defici t of this run-length. 

D the corresponding 
Because L i s a max 

discrete variable while D is a continuous variable, 
class intervals equally spaced as states are used 
for 0 parameter, so that the problem is reduced 
to a joint distribution of two discrete variables. 
Just as for Lmax and D , the joint probability 

distribution of the largest deficit and the corres­
ponding duration are obtained fr om the generated 
samples as FN(Dmax' L) , with Dmax the largest 

run-sum as the deficit for a given s ample size N , 
and the correspondi ng run-length L as the duration. 
Again , the continuous variable Dmax is divi ded 

into discrete states as equal cl ass intervals, so 
that both D and L are considered as discrete max 
random variables. 

Both distributions, F(Lmax' D) and F(Omax' L), 

which are subsequent ly designated as F(Lm, D) and 

F(Om' L) respectively for this study, depend on the 

selection of four basic sel ective parameters: ( 1) q , 
the quantile probability (or the corresponding 
crossing level , x ); (2) N , t he sample size ; 
(3) p , the popul gtion first serial correlation 
coefficient as the parameter of the assumed first ­
order autoregressive linear model, and (4) y , the 
population skewness coefficient of a nonnormal 
independent or dependent stochastic process. 

The two basic joint distributions , F(Lm' 0; 
q , N, p , y) and F(D , L; q , N, p , y ) . perm1t, 
then , the computationmof the .fol lowing derived 
di~tributions : 

1 . F(L!ll; q, N, p, y ), as the marginal 

4 

distribution of the longest run-length or drought 
duration ; 

2. F(Dm; q, N, p , y ) , as the marginal 
distribution of the largest run-sum or dr ought 
deficit; 

3. FCDILro; q , N, P , y ), as the conditional 
probability of drought deficit given the longest 
drought duration; 

4. FCDI Lm " 1 ; q, N, p, y ), as the condi­
tional probabili ty of drought deficit given the 
~ongest run is equal to a given duration, 1 ; 

5. F(LIDro; q, N, p , y ) , as the conditional 
probability of the dr ought durat ion given the 
largest drought deficit; 

6 . F(LIDm = d; q, N, p , y ), as the condi­
tional probability of the drought duration given the 
largest run-sum is equal to a given drou~ht deficit; 

7. F(Lm a ti D • d; q, N, p , y) , the condi­
tional probability of Lm being 1 provided the 
drought deficit is a value d , and 

8. F(Dm = diL = 
conditional probability 
being a given value d 
is a value t . 

t; q , N, p, y ) , as the 
of the largest drought deficit 
provided the drought duration 

The problems at hand would decide which of 
these eight marginal and conditional variables and 
distributions lvould be used for a particular practi­
cal case of application. 

2. 2 Mathematical ~1odels and Their Estimated 
Parameters of Ti me Series Structure. The generation 
of new hydrologic samples that preserve populati on 
characteristics (in the form of preserving mathe­
matical model s and their statistics of an available 
sample as the estimates of population models and 
parameters) is well known i n hydrologic literature 
(7 , 8, and others) . In every particular case , it is 
necessary to identify the models , and parameters in 
the form of sample statistics, that should be pre­
served to determine exper imentally the approximate 
distributions of runs by the data generation method . 

It has been shown (3] that the population 
run-length properties for stat ionary processes are 
independent of t he mean and the standard deviation , 
but they are dependent on the truncation level q , 
the population dependence structure of a series; and 
the skewness of a population distribution . The s ame 
cannot be said for the population run-sum properties 
except that their magnitude is directly pr oportional 
to the standard deviation of the process. Once the 
run sum for the standardized var iab le (o = 1) is 
known , the run sum for any o F 1 can be obtained 
by multiplying the run-sums of the standardized 
variable by o of the noristandardized variable . 
Therefore, the generated long samples with u = 0 



and o = 1 , having a given truncation level (x0 ) 

and measured by q , a given sample size N , a g1ven 
time dependence model measured by p , and a given 
skewness coefficient y , can be used for the analysis 
of probability distributions of runs, thus covering 
the situations most likely to occur under practical 
conditions . 

Previous studies [9) support the thesis that 
the dependence structure of annual flows of most 
rivers in the world can be approximated by the first 
order autoregressive linear model. The general model 
is 

x. - \J 
l X 

2 
- p C E. 

X l. 
(6) 

in which c . is an independent random component with 
zero mean aftd unit variance, and independent of x. ; 
\Jx is the population mean; ex is the population1

"
1 

variance, and p is the first serial correlation 
coefficient of the x. - series. 

l 

2.3 Obtaining the Independent Random Numbers 
by the Data Generation Method. \0/hen the skewness 
coefficient is zero and the kurtosis coefficient 
three , generating Ei from a normal population 
probability distribution, N(O,l) , preserves the 
desired statistics . 

\0/hen it is necessary to generate the independ­
ent random numbers with the skewness coefficient 
different from zero, it is convenient ta use 
different population probability distributions , 
generally either Gamma or lognormal [8]. In choosing 
between a Gamma and a lognormal distribution, t he 
Gamma distribution is used in this study because it 
was more convenient than the lognormal distribution . 
For values of skewness 0 < y < 0.50 , the approxi­
mation used by Thomas and Fier1ng (10), as summarized 
i n Appendix I , is used. This approximation is 
identical to t he approximation given in the Handbook 
of Mathematical Functions [11). 

If ti are independent standard random numbers, 
N(O,l} , then they can be transformed into dependent 
random numbers Ei , which follow a distribution with 
the skewness coefficient y ; this distribution is 
almost like the Gamma distribution with the first­
order dependence measured by p . This Gamma trans­
form is 

2 YE t. y E 3 2 
(1 l 

E. + - 6- - 36) l YE y£ 
(7) 

where 

3 
y£ 

(1 - p ) 
• yx 

(1 - p2) 3/2 ' (8) 

in which y~ is the skewness to be preserved. For 
the proof ot this transform see Appendix I. This 
approximation is good for Yx < O.SO . For values 
Yx > 0.50 it is necessary to use a much more time 
consuming but exact procedure used by Yevjevich (10): 

1 m 2 = .,.. I t. 
Ei <. j ~ 1 • J 

(9) 

and 

IP x. 1 + ;r:p E. 
1- l 

(10) 

s 

.; 

in which Ei "is Gamma distributed with 
IJ ~ m/2 , with the variance c2 = m/2 

E • 

the mean 
the first 

are serial correlation coefficient p , and t. 
independent standard normal random numbers~ N (O ,1) 

To generate the standard Gamma dependent 
random numbers with the mean zero and the variance 
unity, the transformation is 

y. = rz x. - ~ 
l Jiii l ~2 (11) 

2 .4 Investigated Cases. For the four 
varying parameters, q, N, p, and y , it was 
necessary to select several cases in the study 
each of them. If the numbers of cases are 

for 
ml, m2, 

m3, and m4 for each , respectively, then the total 

number of cases is m1 m2 m3 m4 . Besides, the 

number of samples to be generated for each case out 
of (m1 m2 m3 m4) -- cases must be determined. 

In reference to the truncation level, x 
tbe level used in the study of droughts is best0 

expressed in the form of the quantiles of x , as 
the q -values, with q = P(X < x ) . The s81ected 

. - 0 number of q is m1 = 4 , w1th q = O.SO, 0 .40, 0.30, 
and 0.20 . 

The selected number of sample sizes , N , is 
m2 = S , or with N = 2S, SO, 100, 200, and SOO 
years . Although the values 25 and SO cover the 
current samples in hydrology, the samples of sizes 
100, 200, and SOO are used to determine experimentally 
the distributions of run parameters, so that the 
unrepresentatively large historical droughts may be 
referred to as samples of a larger size . 

The selected number of the first serial 
correlation coefficient, p , is m3 = 5 , with 

p = 0.00, 0.10, 0.20, 0.30, and 0 . 70 . The first 
four values are selected because they are the values 
most commonly found in practice for annual river 
flow series , and the last one was selected to study 
the effects of high dependence in series on proper­
ties of run parameters of samples. 

The selected number of skewness coefficients, 
y , is m4 = 4 .• with y = 0.00, 0.20, O.SO, and 

1.00 . It is assumed that annual series have the 
population skewness coefficients y > 0 only . If 
a sample has a negative skewness coefficient, it is 
assumed that it does not differ significantly from 
y = 0 . This range of 0 < y < 1.00 covers most 
of the cases for annual t ime series of hydrologic 
variables of interest to drought analysis. In 
summary, the total number of cases selected for 
the study is m

1 
m2 m

3 
m4 = 400 . 

For a standardized series with ~ = 0 and 
c = 1 , for an approximate Gamma distribution in 
case y > 0. 20 ·' and a normal distribution 
approximation in case 0 < y < 0.20 , Table 1 gives 
the variable truncation values, t • for the four 

0 

values of q and the four values of y 

In using the generation of Gamma dependent 
random numbers by Eqs. (8) and (9), the value m 
in Eq . (8) is m = 8 for y = 1.00 for a given p . 

The results of the selected 400 cases studied 
are presented in a series of graphs. Besides 

;J 
I. 



covering the situations most often needed for pr actical 
conditions, the graphs permit an easy interpolation 
within the selected ranges of four parameters, as well 
as a limited range of extrapolation on one or both 
sides of t hese ranges. 

TABLE 1 

TRUNCATION VALUES, x
0 

, OF STANDARDIZED VARIABLE 

FOR FOUR VALUES OF q AND FOUR VALUES OF y 

~ 0.20 0 . 30 0 .40 0.50 

0.00 -0.841 -0 .524 -0 . 253 0.000 
0.20* -0 .841 -0 . 524 -0 . 253 0.000 
0.50 -0.8565 -0 . 5784 -0.3279 -0.0830 
1.00 - 0.8516 -0.6161 -0 . 3943 -0.1639 

* For y = 0.20 , the truncation level, t , is taken 
th.e same as for y = 0. 00 , with all ai fferences 

being very small . 

2 . 5 Selecting t he Number of Samples to be 
Generated. The central limit theorem l eads to 
t he conclusion that the distribution of sample mean 
run, m , is asymptotically normal N(~ , a /n) , 

r r r 
in which ~r = E(mr) , or is the variance of t he 

sample run, and n is the number of samples from 
which r uns and t he mean run, m , are computed. 
Since one objective in this stuay is to determine 
t he number n of samples of a given size N to be 
generated in experiments in such a way that the 
probability is at least 0 .95 for the estimate mr 
to be within the tolerance limits ~r ± or/10 , then 

0 0 

P((~r- 1~) 2_ mr 2_ (~r + 1~) ] > 0.95 

6 

becomes 

Iii 
P( - Til < 

/ 
// 

(mr - ~r) 
0 r 

Iii 
< Iii ] > 0. 95 

10 

Putting 

t<ibuted, 

z = (mr - ~r) In/or z is normally dis-

N(O,l) , so that at least 

P(z _:-•n/10) - P(z ~ ln/10) = 0.95 

or 

P(z 2.- ln/10) = 0.025 

is correct for - fn/10 = -1.96 , or n = 400 . 

Since one value of a given run is obtained from 
a generated sample of size N , the accuracy in the 
determination of t he mean run increases with an 
i ncrease of the number n of sampl es . In this way 
generating a total of nN observations is necessary . 
This number nN i s selected as a constant, m = ~~ , 
in. this study and is m = 95,000 . For the selected 
sizes , N , of samples , as N = 25 , SO , 100 , 200 , 
and 500 , t he number of sampl es, n , becomes m/N , 
or 

N 25 so 100 200 500 

n 3800 1900 950 475 192 

The reason for more samples of size N for 
N = 25 , SO, 100, and 200 , results from t he need 
to generate at least n = 400 samples for N = 200 , 
and about n = 200 for N = 500 . Once the m = nN 
random numbers are generated for N = 500 , they are 
all used for the smaller values of N in order to 
i ncrease the accuracy of est imating distributions of 
runs and of t heir general statistical parameters . 



Chapter III 

DISTRIBUTIONS OF DROUGHT PARAMETERS 

OBTAINED FR0~1 GENERATED SAMPLES 

The probabilities of run-lengths and run-sums, as 
·defined i n Chapter I, are obtai ned by using the 
experimental s t atist ical (Monte Carlo) method in gen­
erating a multitude of samples for variables of given 
characteristics . The obtained probability f requency 
distributions are pr esented in this chapter and in 
Appendix II . 

3.1 Verificat ion that Distributions Obtained 
by the Experimental Method Converge to Exact 
Distributions. It is often convenient to verify how 
well the probability distributions of sample stat istics 
are est imated by their cummulative frequency distribu­
tions obtained by generati ng a large number of samples 
of a given process by the experimental statistical 
method (in the subsequent text this method is called 
the experimental method). 

In t he numerical approximate integration of 
differential equations, a case is usually selected for 
which the exact solution is known so t hat the results 
of the approximate solution can be compared wi th the 
exact solution and thereby verifyi ng the approximat i on. 
Similarly, the experimental method is an approximate 
method of estimating propert ies of sample statistics 
i n the form of their approximate sampling frequency 
distributions. By selecting a known exact probability 
distribution of a sample statistic, and by experi­
mentally determining its sampling cummulative 
frequency distribution, insight can be obtained on 
how well the experimental distribution approximates 
the exact distri bution for a given number of generated 
samples of a process. 

The distribut ion of the longest negative run­
length to occur in a sampl e of N years for 
independent observations can be obtained by using the 
exact distributions given i n Chapter I . Figure 2 
shows the exact probability distribution of the 
longest run-length in a sample of size N for the 
independent standard normal variable, computed by 
Eq . (5) for the crossing level q c O.SO and five 
values of N (2S, SO, 100, · 200, and 500), and 
indicated as sol i d lines in Figure 2. For the same 
five values, and indicat ed as dashed l ines, the cum­
mulative sampling f requency distributi ons of the 
longest run-length to occur in the sample of size N 
for q = 0. 50 are also given i n Figure 2 as the 
resul ts of experimental method. The numbers n of 
generated sampl es for N = 25, SO, 100, 200, and 500, 
are respectively n = 3800, 1900, 950, 47S, and 192. 
Visual inspection shows that the exact and experimental­
ly determined distributions are essentially identical, 
through, as it should be expected, the deviations 
between these distribution curves increase as the 
number n of generated samples decreases with an 
increase of the sample size, N . 
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lig . 2 . Comparison of the exact sampling distributions 
(solid lines) and the experimentally determined 
frequency distribution (dashed lines) of the 
longest run-length, Lm , of a s tandard normal 
independent variable for the crossing level 
q = 0.50 and for five sample sizes N = 25 , SO , 
100, 200, and SOO. 

For an objective assessment of the proximity 
between t he theoretical and experimental distribu~ions, 
the means of these distr i butions ar e compared in 
Tabl e 2. 

TABLE 2 

CO~WARISON OF THE EXPECTED VALUE, E(x), OF EXACT 
DISTRIBUTIONS AND THE SAJ.IPLE MEAN, x , OF 
EXPERI~~NTAL DISTRIBUTIONS FOR LONGEST NEGATIVE RUN­
LENGTH OF INDEPENDENT PROCESSES FOR q = O. SO . 

N E [x) X' Ax= E (x) - x 

25 3. 99 3.97 0.02 

so 4.99 5 . 00 -0 . 01 

100 S.99 6.06 -0.07 

200 6.98 7.03 -O .OS 

500 8.30 8 . 2S o.os 

'J 
·~ 

:, 



The differences, t.x = E (x) - X , are very small, _ 
ranging from 0.2-1.2 percent of E(x) , and they in­
crease with an increase of N (or a decrease of n), 
as expected. 

Ko lmogorov-Smirnov tests were performed to 
deter mine the proximity of the theoretical and experi­
mental distributions at the ten percent and one percent 
levels of significance . All tests give insignificant 
testing statistics, as summarized in Table 3 in which 
N is the sample size, (t. F) is the maximum max 
difference of probabilities of the two distribution 
curves, and t.F 's are the critical values of 
Kolmogorov-Smirnov statistics for given a -values. 

TABLE 3 

KOLMOGOROV-SMIRNOV TESTS OF PROXIMITY BETWEEN EXACT 
AND EXPERIMENTAL DISTRIBUTIONS OF LONGEST NEGATIVE 
RUN- LENGTH. 

t.F t.F 
N (t.F)max for a = 0.10 for a = 1.01 

25 0.0113 0.0198 0.0265 

so 0.0104 0.0280 0.0374 

100 0.0368 0.0395 0.0550 

200 0.0313 0.0555 0.0748 

500 0.0213 0.0867 0.1171 

In conclusion, the experimental method· of 
generating samples of independent stochastic processes 
gives very precise results f or exact and experimental 
longest negative run-lengths, for q = 0.50 and five 
differe-nt values of sample sizes . 

3. 2 Sampling Distributions of Drought 
Descriptors Obta~ned by the Experimental Method. As 
stated in Chapted II, several drought descriptors of 
practical relevance may be investigated by the 
experimental method. In particular, distributions of 
eight descriptors have been shown attractive for in­
vestigating droughts by this method. Although this 
investigation is attractive , it is not feasible to 
graphically present all information obtained for these 
eight descriptors, given the number of combinations of 
parameters q, N, p, and y . This section shows the 
general form of the sampl i ng distributions of 
descriptors as outlined in Chapter II. Appendix II 
presents graphically the sampling distributi ons of the 
two most relevant descriptors in drought investigations, 
the longest negative run-length and the largest 
negative run-sum. 

ngure 3 shows in a comparative way the sampling 
distributions of the longest negative run-length, as 
solid lines, and the negative run-length which cor­
responds to the largest negative run-sum, as dashed 
lines, for two sample sizes N = 25 and N = 100 . 
As it is expected, the negative run-length correspond­
ing to the largest negative run-sum is a l ways smaller 
than the longest negative run-length for a given 
probability. However, as the run-length increases 
the two distributions converge. ~r the short run­
lengths the longest negative run-length is not 
necessarily the run-length with the largest deficit. 

8 

However, for long run-lengths, the longest negative 
run-length will be in general, very close to the 
negative run-length of the largest negative run-sum. 

1.0 p 

0.5 

L 

o~~~~~~-L--L-~--~~---L~ 

0 
ng . 3. 

5 10 
Distributions of the longest negative run­
length for q " 0.50, p = 0.0, and y = 00, 
and two samples N = 25 and N = 200, 
(solid lines), and of the negative run- length 
for the .largest negati ve run-sum (dashed 
lines). 

Figure 4 shows also in a comparative way the 
sampling distributions of the largest negative run­
sum, as solid lines, and the negative run-sum which 
corresponds to the longest negative run-length, as 
dashed lines , for two sample sizes N = 25 and N = 
100 . As expected, the negative run-sum corresponding 
to the longest negative run-length is always smaller 
than the largest negative run-sum for a given 
probability. Also in this case, as the probability 
increases the two distributions converge . 

Figure 5 shows a presentation similar to that 
of Fig. 3 for the negative run-length except that the 
effect of two truncation levels, q = 0 .50 and q = 
0 . 20 , is shown for the sample size of N = 25 , 
instead of the effect of two sample sizes for a given 
q . Figure 6 shows a presentation similar to that of 
Fig . 4 for the negative run-sum except that the effect 
of two truncation levels, q = 0.50 and q = 0.20 , 
is shown for the sample size of N = 25 . The 
general conclusions of Figs. 5 and 6 are similar to 
those for Figs. 3 and 4. The mean and the variance of 
the negative run-length and the largest negative run­
sum increase with an increase of the truncation level , 
q , and the distribution for the two parameters and 
the same q coverage with an increase of the 
probability value. 

3.3 Correlation Between the Negative Run­
Lengths and the Negative Run-Sums,. To better 
represent the relations between the two parameters for 
given q, N, p , and y , either between the longest 
negative run-length and the corresponding negative 
run-sum, or between the largest negative run-sum and 
the corresponding negative run-length, the correlation 
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Fig. 4. Distributions of the largest negative run­
sum for q = 0.50, p = 0.00, y = 0.00, and 
two samples N = 25 and N = 100, (solid 
lines), and of the negative run-sum for the 
longest negative run-length (dashed lines). 

Fig. s. 

L 

Distributions of the same parameters as in 
Fig . 3 except for N = 25 , p = 0 . 00, y 
0.00 , and two crossing levels, q = 0.50 
and q = 0.20. 
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D 

20 
Fig . 6. Distributions of the same parameters as in 

Fi g. 4 except for N = 25, p 0.00, y 
0:00 , and two crossing levels, q = 0.50 
and q = 0.20. 

coefficients are computed for these two statistics of 
all generated samples. Table 4 gives these correla­
tion coefficients for both cases. 

The general patterns for both correlated pairs 
of sample statistics is as follows . The correl ation 
coefficients increase for smal l sample sizes with an 
increase of the first serial correlation coefficient, 
p , of the first-or der autoregressive linear model. 
However, as the sample size N increases the differ­
ence between the correlation coefficients becomes less 
dependent on p • For N = 200 and N = 500 , the 
number of samples is not sufficient in the experimental 
method to cl early discern the patterns of the change of 
correlation coefficient with an increase of p • For 
all cases, however, the correlation coefficient 
decreases with an increase of the sample size. Simi­
arly, the general pattern is that this correlation 
coefficient decreases with a decrease of the trunca­
tion level, q ,. from q = 0 . 50 to q = 0 . 20 , for 
small N and small p . As p i ncreases this pat­
tern changes, and for p = 0 . 3 an~ p = 0.7 the 
pattern r everses, so that the correl ation coeffici ent s 
increase with a decrease of q from 0.50 to 0.20. 
However, for large N these two patterns are also 
valid, though the sampling variations for N = 500 do 
not clearly show the trend of how rapidly the correla­
tion coefficient changes with a change of q for small 
values of p . The skewness coefficient (changing 
from y = 0.00 • to y = 0.20 , and to y = 0.50) 
seems to little affect the correlation coefficient . 

The general pattern of correlation between the 
above defined negative run-length and negative run­
sum seems to indicate that an incr ease of sample s ize 
makes the correlation between the studied statistics 
less important. 



TABLE 4 . DEPENDENCE BETWEEN DROUGHT DESCRIPTORS, MEASURED BY THE CORRELATION COEFFICIENTS 

N~25 N=50 N~ 100 N=200 N~5oo 

q~o.5 0.5 0.4 0.3 0 . 2 0.5 0.4 0.3 0.2 0.5 0.4 0.3 0.2 0.5 0.4 0 . 3 0 . 2 0.5 0.4 0.3 0.2 

LARGEST NEGATIVE RUN-LENGTH AND CORRESPONDING RUN- SUM 

Skewness = 0.0 

p=O.O .387 .365 .370 . 304 .329 .289 .314 . 248 .242 .232 .195 .181 .186 .165 .170 . 126 . 152 .158 .165 .159 
=0.1 .409 . 400 .418 .384 .354 .328 .360 . 304 .253 .249 .253 .229 .202 . 178 .166 .149 .143 . 164 .190 .141 
=0.2 .441 .429 .473 .452 .368 .351 .399 . 360 .251 .265 .278 .278 .196 .200 .209 .176 . 124 .152 .190 .146 
=0.3 .469 .470 .516 .525 .383 . 374 . 424 .421 .256 .303 .287 .302 . 187 .212 .253 .249 .107 . 135 .197 .154 
~o.7 .603 .642 .699 .707 . 425 .526 .601 . 664 .224 .345 .440 .520 .llB .216 . 308 .427 .026 . 073 .165 . 264 

Skewness = 0.2 

=0.0 .393 . 387 .388 .320 . 327 .313 . 335 . 264 .221 .250 .229 .191 . 198 .208 .145 .121 .172 .154 . 047 .082 
~o.1 .419 .427 .447 .416 .345 .334 . 381 . 360 . 231 . 277 .269 .240 . 214 . 221 .157 . 170 .151 .149 .121 .069 
=0.2 .445 .463 .487 .490 . 355 .386 .404 . 408 . 255 . 291 . 301 .271 .218 .221 .189 . 214 . 137 .155 .169 . 092 
=0.3 .468 .507 .532 .544 . 361 .409 . 436 .468 . 258 . 303 .323 .335 . 212 .236 .206 . 234 . 124 .144 .197 .135 
=0.7 .590 .667 . 7ll .716 . 417 .504 .600 .679 . 244 .340 .455 .575 . 125 .177 . 315 .410 .033 .108 .156 .268 

Ske1mess = 0 . 5 
.... 
0 =0.0 .399 . 400 . 397 .348 .300 . 315 . 279 .271 . 254 . 245 . 243 . 204 .168 . 188 .225 . 122 . 106 . 155 .163 .106 

=0.1 .416 . 432 .448 .434 .319 .344 .317 .364 . 259 .260 .276 .249 . 183 . 173 . 226 . 174 .141 .182 .181 .170 
=0 . 2 .443 .461 .502 .507 .362 . 366 .358 .419 . 274 .279 .329 .308 . 206 .'234 . 262 . 248 . 136 . 184 .193 .186 
=0.3 .473 .505 .546 .566 .403 .406 . 404 .473 .278 .312 .356 .348 .224 .228 .261 .293 .134 . 165 .193 .228 
=0.7 .617 .681 .718 .713 .453 .557 . 624 .678 .256 .375 .495 .583 .133 . 235 .341 .446 . 050 . 111 .157 .301 

LARGEST NEGATIVE RUN-SU~I AND CORRESPONDING RUN-LENGTH 
Skewness = 0.0 

' =0.0 . 433 .423 .425 .380 .371 . 360 .393 .358 . 283 .282 . 303 . 281 .209 .224 .264 .216 .196 .199 .256 .251 '"':\ .... 
=0.1 .453 .452 .468 .451 .393 .387 .428 . 400 .287 .280 .333 .335 .221 .225 .251 .216 .177 .200 .243 .240 
=0.2 .479 .483 .525 . 507 .401 . 405 .452 . 441 . 277 .285 . 343 .366 .214 . 229 . 278 . 264 . 153 .176 . 224 .216 
=0.3 . 506 .514 .568 .576 .410 .416 . 471 .490 .279 .331 .340 .385 .194 . 236 . 302 .321 .126 .159 .222 .236 
=0.7 .617 .661 .727 . 736 .430 .538 . 626 .698 .207 .346 .461 .552 .087 . 199 .324 .457 . Oll .052 . 150 . 279 

Skewness = 0.2 

=0.0 .434 .444 .461 .395 . 358 . 353 . 399 .361 .257 . 306 .307 . 316 . 236 . 249 . 237 .264 .173 .197 .127 . 247 
=0.1 .458 .481 .519 .481 . 370 . 373 . 440 . 451 . 266 .322 . 335 . 341 . 234 . 259 . 233 . 273 . 168 .198 .159 .217 
=0.2 . 482 .SOB .551 .547 . 381 . 425 .461 . 488 . 281 . 328 .346 .382 .240 .261 .226 . 313 . 130 .188 .200 .225 
=0.3 .SOl .549 .568 .600 . 386 .451 .490 .542 .277 . 342 .369 .425 . 226 . 261 . 244 .328 . 119 . 167 .222 .197 
=0 . 7 . 603 .687 .733 . 741 .415 .517 .625 . 711 .230 .345 .475 .613 . 099 .172 .321 .436 .013 .080 .166 .287 

Skewness = 0.5 

=0.0 .446 .464 .473 .429 . 345 .379 . 375 . 393 .291 .307 .328 .320 . 216 . 252 .280 .275 .127 .196 . 228 . 231 
=0.1 .454 .486 . 511 . 504 .363 .394 . 395 .460 .290 .316 .335 .356 . 214 . 223 . 280 .291 . 170 .211 . 236 . 248 
=0 . 2 . 481 .506 .557 .562 .397 . 410 .418 .493 .300 . 328 .363 .407 .228 .263 .301 .308 .154 . 212 . 226 . 244 
=0.3 .507 .544 .596 . 616 .4 27 .447 .462 . 527 .304 .346 .394 .431 . 248 .256 .307 .355 .142 . 199 . 213 . 286 
=0.7 .633 . 702 .739 .739 .458 .571 . 644 . 708 .250 .384 .514 .616 .120 .231 .365 .478 .019 .093 .164 .319 



3.4 Fitting Lognormal Probability Distributions 
to Frequency Distributions Obtained by the Experimental 
Method. The cummulative frequency distributions of 
the largest negative run-sum were plotted on lognormal 
graph paper, and the Kolmogorov-Smirnov tests for the 
goodness of the fit of the lognormal probability 
density function was performed. The exact probability 
distributions of the largest negative run-sum in 
samples of N years seem not to follow a simple 
probability function. However, practically for all 
cases investigated the Kolmogorov-Smirnov tests gave 
good results for fitting the lognormal function. 

Appendix Ill presents the mean, the coefficient 
of variation, the mean of logarithms, and the stan­
dard deviation of logarithms for distributions of the 
longest negative run-length and the largest negative 
run-sum for all cases considered in this study. 

Though the longest negative run-length is a 
discrete variable (only i ntegers are random events of 
this statistic), the fit of a continuous lognormal 
variable is considered as an approximation to the 
discrete distribution, or, in other words, the proba­
bility densities at the inter variable values 
multiplied by the unit time i nterval represent the 
probability mass at the integer variable values. 

The mean and the standard deviation of 
logarithms, as parameters of the lognormal distribu­
tion, are computed by 

1 _IJ_2_ '2 ln 
n2 + 1 

(12) 

and 

(ln (n2 + 1)] 112 (13) 

in which \Jn is the mean of logarithms ,. on is the 
standard deviation of logarithms, \J is the mean, 
and n is the coefficient of variation of the variable. 

Figures 7 and 8 give examples of the fitted' 
lognormal probability distribution functions for the 
largest negative run-sum, respectively for N = 25 
and N = SO . The five fitted curves are all for 
q = 0.50 (the median) and y = 0.0 (normal variable), 
and each fitted curve for a different p ( p = 0.0, 
0.1, 0.2, 0.3, and 0.7) . The general pattern is 
that f or large values of p (the first serial cor­
relation coefficient) the lognormal function starts 
to deviate at the extremes from the frequency distri­
bution obtained by the experimental method. 

The results of fitting the lognormal probability 
distributions to cummulative frequency distributions 
of the largest negative run-sum, obtained by the ex­
perimental method by using the Kolmogorov-Smirnov test 
are shown in Table 5. In all cases but p = 7 the 
fit of the lognormal distribution passes the 
Kolmogorov-Smirnov test even at the a = 0.10 level . 
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TABLE 5 

KOU.IOGOROV- SM IRNOV TEST OF FITTING LOGNORMAL 
PROBABILITY DISTRIBUTIONS TO FREQUENCY DISTRIBUTIONS 
OF LARGEST RUN-SUM OBTAINED BY THE EXPERIMENTAL METHOD. 

N p (t.F)max (t.F)a=O .10 (llF)a=O. 01 

p:oO.O 0 .0035 0.0198 0.0265 

p=O.l 0.0035 

25 p=0.2 0.0030 

p=0.3 0.015 

p=0.7 0.055 

p=O.O 0.005 0.0280 0.0374 

p=O.l 0.020 

50 p=0.2 0.010 

P=0.3 0.020 

p=0 .7 0.035 

3.5 Relations Between t he Parameters of Fitted 
Lognormal Functions and the Basic Properties of 
Generated Samples. It is often useful to develop 
experimental relations between the parameters of a 
given process and the parameters of distributions of 
drought descriptors. The asymptotic value of the mean 
of the longest run-length for independent variables, 
as given by Cramer (5] and discussed in Chapt er I, 
suggests a relationship of the form 

u = f[ln N, ln q, ln y, ln P] (14) 

Stepwise regression analysis was used to per-. 
f orm a series of multiple regressions to the relations 
of the type of Eq . (14). 

The independent variables used in this regres­
sion analysis are: q the truncation level, N the 
sample size, p the first serial correlation 
coefficient, and y the skewness coefficient . The 
dependent vari ables are: \J~ the mean of the longest 
negative run-length Lm , n~ the coefficient of 
variation of Lm• ~s the mean of the largest negative 
run-sum Dm• ns the coefficient of variation of Dm , 
(\Jn)~ the mean of logarithms of Lm• (on)~ the 
standard deviation of logarithms of Lm, Cvnls the 
mean of logarithms of Dm, and (on)s the standard 
deviation of logarithms of Om . The equations 
obtained are in the form 

u = a + b ln q + c ln N + d ln p + e ln y (15) 

in which u is a dependent variable. Table 6 gives 
the estimated regression coefficients. For all regres­
sion equations· more than 90 percent of the variance of 
the dependent variable is explained by the four 
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Fig. 7. Fitting the lognormal probability distribution for the largest negative 
run-sum for N = 25 , q • 0.50 , y • 0.0 , and five cases of p (0.1, 
0. 2, 0.3, and 0 .7). 
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Fig. 8. Fitting the lognormal probability distribution functions for the largest negative run­
sum for N • SO , q ~ 0.50 , y • 0.0 , and f ive values of p (0 .0, 0.1, 0.2, 0. 3, and 
0.7). 
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parameters, q , N , p' , and y . Regression 
coefficients of Table 6 then represent a condensation 
of all information on the sampli~g distribution of 
two statistics, the largest negative run-sum and the 
longest negative run-length, provided Eq. (15) is 
used for the investigated ranges of four parameters, 
q , N , p and y • Table 6, examining the multiple 
correlation coefficient, shows that the four parame­
ters of logarithms (~ )t , (on)t , C~n)s , and C~n)s 
have a larger explaine~ variance in being predicted 
by the four independent variables q , N • p , and y 
than the parameters (~) 1 , (n)1 , (~)s , and (n)s . 

A detailed analysis of regression coefficients 
and partial correlation coefficients reveals that the 
most significant independent variables are the trun­
cation level q and the sample size N . Next in 
importance comes the first serial correlation 
coefficient p as the measure of dependence , while 
the skewness as a basic variable has the least effect. 
As expected, the skewness is more important for the 
largest negative run-sum than for the longest negative 
run-length. In fact, the longest run- length of an 
independent series should not depend on the skewness. 

For practical application one may need to know 
the representative sample size, Nr , of given values 
q , p , and y , for the longest negative run-length 
Lm , observed in a sample of size N . The represen­
tative sample size, Nr , is defined when Lm is put 
equal .to the mean longest negative run-length, ~1 , 
of Nr The regression analysis then gives 

- 2.1125 + 0.68649 u1 - (2.82021 ln q 

+ 0.07962 ln p + 0 . 00588 ln y ) , (16) 

with ~t = ~ , or the longest negative run-length of 
the available sample of size N is assumed equal to 
Ut of the representative sample of size Nr . 
Equation (16) has the mult iple regression coefficient 
R = 0.9046 , or R2 • 0 . 8183 . 

Similarly for the largest negative run-sum the 
representative value, Nr , is 

ln Nr = - 1.25358 + 0.65044 ~s - (2 .82957 ln q 

+0.08039 ln p ) - 0.03641 ln y (17) 

/ 

with ~5 = Dm , or the largest negative run-sum of the 
avail able sample of size N is assumed equal to Us 
of the representative sample of size Nr . Equation 
(17) has the multiple regression coefficient R = 
0.8330 and R2 • 0.7023. 

Equations (16) and (17) show that the predic­
tion of the representative sample size, Nr , of the 
sample longest negative run-length is somewhat better 
(RZ = 0.82) than for the sample largest negative run­
sum (R2 = 0.70) . In other words and for this latter 
case, the run-sum should have a larger variation than 
the run-length, or the linear multiple regression 
equation of logarithms is more appropriate for run­
lengths than for run-sums. 

3.6 Use of Distributions Presented as Curves 
in Appendix II. Probabilities of an observed longest 
negative run-length and an observed largest negative 
run-sum may be obtained from the graphs presented in 
Appendix II. It is necessary, however, to perform the 
interpolation between given curves when the parameters 
in a practical problem do not coincide with the 
parameters corresponding to the curves of the Appendix. 
Since there are four parameters for interpolation 
(q , N , p , y) it seems at firs t glance that the 
interpolation procedure may be tedious and inaccurate . 
This is not necessarily so, and in most cases, the 
simple linear interpolations give the desired prob­
abilities with an accuracy equa'l to the accuracy which 
is limited by both the sampling errors of these curves 
and the errors in reading the f igure from the curves . 

To i llustrate the accuracy obtained in interpo­
lating between curves of these graphs, the probability 
distribution of the longest negative run-length, Lm , 
and the largest ne gative run-sum, Dm , are produced 
both by using the experimental method and the linear 
interpolations in the curves of Appendix II for the 
following parameter values: q • 0.45 , N = 40 , p • 
0.45 , and y = 0.40 . The compari son between the two 
ways of obtaining probabilities Pe for the experi­
mental method and Pi for the interpolation method is 
given in Table 7. 

It should be noted that an interpolation 
technique more sophisticated than the linear interpola­
tion would add little to the accuracy but would 
increase the computations. In summary, the 
probability distributions, es timated by the cummulative 

TABLE 6 
ESTIMATED REGRESSION COEFFICIENTS OF EQUATION (15) 

u a b c d e R 

ul 4.3080 4.1082 1. 1920 0.00856 0.1160 0.9562 

111 C.6200 -0.0400 - 0.0702 0.00017 0.0023 0.9680 

IJS 4.0556 4. 3502 1.0797 -0.05598 0 .1236 0.9342 

ns 0. 7203 -0.0618 -0.0861 -0.00045 0.0073 0.9421 

(IJn) 1 1. 275 0.9024 0 . 2703 0.00156 0.0237 0.9870 

(on) 1 0.5882 -0.0363 -0.0647 0.00015 0.0021 0.9706 

c~n)s 1.1336 1.1876 0.3046 -0.01619 0.0273 0.9796 

(on) s 0.6729 -0.0453 -0.0776 -0.00040 0.0065 0.9490 
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frequency distributions of the experimental method in 
generating samples, and presented as curves in Appendix 
II, may be used by linear interpolation to obtain the 
estimates of probability distributions of run-length 
and run-sum for any set of four parameters in the 
ranges of their studied variations. 

TABLE 7 

COI->IPARISONS OF PROBABILITIES OF RUN-LENGTHS AND RUN­
SUMS OBTAINED BY THE EXPERIMENTAL 1->!ETHOD (P ~) AND 
BY THE LINEAR INTERPOLATION OF CURVES IN APPeNDIX II 
(Pi) . 

Paramet er p P. LIP p - P. e 1 e 1 

< 4 L m- 0.479 0.490 -0.011 

L < 6 m - 0.824 0.830 -0.006 

L < 8 m- 0.946 0 .940 +0.006 

D < 4 m- 0.570 0.580 -0 .010 

D < 6 m- 0.863 0.850 +0.013 

D < 8 m- 0.963 0.950 +0.013 

3. 7 Relationship of the Difference Between the 
Population and Sample First Serial Correlation 
Coefficients to Other Sample Parameters . The 
parameters q , p , and y in Eqs . (16) and (17) are 
population parameters, N is a selective parameter, 
whereas ~i and ~s are the estimates of the E(Lm) 
and E(Dm) , obtained as the means of Lm and Dm 
of a large number n of generated samples of size N 
with the population values q , p , and y • However, 
each of n generated samples has different values of 
q for given x0 , r , and g , with their means 
tq/n , r , and g approximating closely q , p , and 
y • 

In practice, only one series of size N is 
available from which the drought descriptors are 
obtained, with q , r , and g only as est~mates for 
q , p , and y • By using the statistics q , r , 
and g in Eqs. (16) and (17), instead of q , P , 
and y , the computed N~ values have sa~pling error 
because of the sampling differences q - q , p - r , 
and y - g . 

As it was shown earlier, the parameter y does 
not significantly affect the values of ~i , ~s , as 
estimates of Lm , and Dm . The variation of ~t 
and ~s with a variation of q is more important, 
as it is also the effect of variation of p • Two ways 
can be considered for estimating or reducing the 
differences q - q and p - r . 

First, there may be a dependence of these 
differences to sample statistics. If a regression 
equation of these differences, as dependent variables 
versus the statistics , as independent variables, may 
be established, with a relatively high explained 
variances of these differences, theu the prediction 
equations for estimating Llq • q - q , Lip = p - r , 
and Lly = y - g , may be considered as best estimates, 
so that q + Ag , r + Lip , and g + Lly can be used 
in Eqs. (16) and (17) instead of q , r , and g . 

Second, the parameters q , p , and y may be 
better estimated for a series if the regional analysis 
and/or the investigation of physical conditions 
produce more information, and thus better estimates, 

.;( 

than by using ~t'he estimates q , r , and g from only 
the data of a series. The procedure for obtaining 
better estimates of q , p , and y for a series 
either by the regional information on a hydrologic 
variable or by studying the physical conditions is out­
side the scope of this paper. 

As an example of the first approach, the study 
of the difference p - r is presented. It is assumed 
for this analysis that the occurences of unusually 
prolonged droughts and prolonged high values, or of 
unusually short negative and positive runs, in a small 
samp!e affect all sample statistics or all differences 
a - a of a population parameter a estimated by the 
sample statistic a . Particularly these differences 
should affect the structure of autocovariances of this 
sample series in such a way that high autocorrelation 
will be obtained for unrepresentatively long run­
lengths and sever large positive and negative run-sums, 
and ·low or even negative autocorrelation for unrepre­
sentatively short run-lengths and mild positive and 
negative run-sums. ~1ore specifically, the occurence 
of very large or very small runs in a sample will be 
directly related to the sample autocorrelation 
coefficients . The hypothesis 

(18) 

was tested as an example in which p is the population 
first serial correlation coefficient, r is the sample 
first serial correlation coefficient, N is the sample 
length, g is the sample skewness , Dso is the 
largest deficit in a sa~ple using the median as the 
truncation level with q • 0.50 , and s50 is the 
largest surplus in a sample u~ing the med1an as the 
truncation level, also with q = 0.50 

The l inear multiple regression of P - r on 
on the other four parameters, N , g , D5o , and S5o 
gave a multiple coefficient of regression of R = 0.49 
or 24 . 26 percent of the variation of p - r was 
explained by the other four parameters . The replace­
ment of N in Eq . 3.7 by InN did not improve the 
correlation, because R2 remained at 24 .88 percent. 
For the case of p = 0 only, or for 500 values of 
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of five parameters p - r , N , g , D5o , and S50 , 
the results of regression analysis were significant ly 
improved, with the variance of p - r explained by 
the remaining four parameters for 46.6 percent, or the 
multiple correlation coefficient R = 0.68 . The 
regression analysis of p - r for only D5o gave 
R2 = 0.33 , for only s50 gave R2 = 0.13 , and for 
both D5o and s50 gave R2 = 0.38 . 

This example shows potel}tial for improving the 
estimates of differences q - q , p - r , and Y - g , 
provided a sufficient number of pertinant statistics 
from the sample are used in developing the prediction 
equations for these differences . The detailed analysis 
for development of these prediction equations is out­
side the scope of this paper, but ·any future develop­
ment in this direction will increase t he reliability 
of applying Eqs. (16) and (17) in determining the 
representative sampl e size , N , for estimating 
the return period, Nr , of an bbserved drought in a 
sample of size N. 

The expectation is legitimate that a future 
combination of t he first and second approach in im­
proving the estimates Llq = q - q , Lip = p - r and 
Lly = y - g and through them the parameters of 
Eqs . (16) and (17), as q + llq , r + LIP , and g + LIY 
may significantly improve the estimates of 
probabilities of observed historic droughts in the 
already available samples. 



Chapter IV 

EXAMPLES OF COMPUTING PROBABILITIES OF OBSERVED DROUGIITS 

This chapter presents some applicat ions of the 
distributions of the longest negative run-length and 
the largest negative run-sum. For determining the 
recurrence intervals of an observed drought, it is 
frequently advocated that a particular drought has a 
recurrence period based solely on the length, N , 
of the historical data. The applications presented 
in this chapter make use of the principles of computa­
tions of such probabilities or recurrence periods, as 
developed so far in this paper . 

4.1 Representative Drought of a Sample Size. 
The largest drought in a historical record of N 
years is only a sample statistic obtained from the 
populations of the largest droughts for the given 
sample size and the time series structure . If the 
probabil ity of this event being or not being exceeded 
is SO percent, this is by definition the median of the 
distribution of the largest drought. This median run, 
which is either the longest negative run-length or the 
largest run-sum, is defined as the "representative 
drought". In other words, when the historical drought 
is close to this representative drought, it is thought 
that the occurrence of the historical drought follows 
the structure of a particular stochastic process, and 
the l ength of the available time series can be used 
for computing the recurrence interval. If, on the 
contrary, the probability of exceedence of an observed 
drought in a sample of size N is either very small 
or very large, the largest historical drought is un­
representative of the sample, or it does not behave 
according to the mean drought properties for the given 
structure and length of a series. 

To illustrate this point, several graphs are 
presented that give relations among the representative 
drought, obtained for the largest negative run-sum, 
the sample length, and the structure of a stochastic 
process. These relations for observations belonging 
to normal variables, y = 0.0 , either independent 
or dependent following the first-order autoregressive 
linear model, are shown in Fig . 9. For a given first 
serial correlation coefficient, p , there is an ap­
proximate linear relation in the semi-log coordinates 
between the size of the representative drought, Dm 
(the median largest negative run-sum), and the sample 
size, N . The slope of the straight line fit 
increases with an increase in dependence, or with an 
increase of p • Figure 10 demonstrates the same 
relation for the skewness coefficient y = 0.20 . The 
patterns are the same as in Fig. 9 but with milder 
slopes of fitted lines. The same patterns can be 
observed in Fig . 11 for y • O.SO and in Fig . 12 for 
y = 1.00 . To summarize the results in Figs . 9 
through 12, on the average, the size of the representa­
tive drought in a sample increases exponentially with 
the increase of the sample size . The size of the 
representative drought increases more rapidly for high 
dependences with p large, and more slowly for a 
large skewness coefficient. 

The fit of straight lines in Figs. 9, 10, 11, 
and 12 through the computed points makes it possible 
to derive approximate relations of the intercept, a , 
and the slope, b , of these lines to the first serial 
correlation coefficient, p , for four values of y 
(0.0, 0.2, O.S and 1.0) . The intercept, a , is 
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defined in this case as the values of these straight 
line fits at the intersection of a given N , for 
example N = 20 . The relations of b to p are 
given in Figs. 9, 10, 11 and 12 as separate graphs, 
while the relations of a to p are not plotted. 

The representative drought statistics, Lm or 
Dm , and the representative sample size, Nr , are 
two concepts, but they serve the same purpose. The 
representative droughts, as measured by the median 
negative run-length, Lm , and the median negative 
run-sum, are the droughts that would be exceeded or 
not exceeded SO percent of the time if many samples 
of the given size N are generated by using the 
structural model of a stochastic process. The 
representative sample size, Nr , as defined at the 
end of Chapter Ill, is the size of the sample that 
·should have t he historical drought of a series equal 
to the mean of the longest negative run-length or the 
mean of the largest negative run-sum for a very large 
number of generates samples of this sample size. Both 
the representat ive drought and the representative 
sample size serve the purpose of studying the proba­
bilities of historical droughts. It should be noticed 
that for q = O.SO an approximate value of Nr can 
also be obtained from Figs. 9 through 12, for the 
historical drought used as the ordinate and Nr used 
along the N -axis . 

4.2 Examples of Computin~ Probabilities of 
of Historical Droughts for Runof Annual Series . 
Table 8 displays examples of annual series of ten 
river gauging stations, with the probabilities Pr 
given in the form of the return period (Pr = 1/Nr , 
with Nr the representative sample size) for the 
historical droughts. The historical droughts are 
given by both the longest negative run-length and the 
largest negative run-sum for the series available. 
First, general parameter s are given: N , sample size, 
Q the mean river discharge, p the f irst serial 
correlation coefficient, and y the skewness coef­
ficient . Then the longest negative run-length and the 
largest negative run-sum of the standardized variables 
are obtained from the available samples . By using the 
graphs of Figs. 9 through 12, the representative 
sample size Nr is determined for the larg~st nega~ 
tive run-sum for q = O.SO . These Nr values are 
given in Table 8 as the median values of the sampling 
distributions of the largest negative run-sum. 

The predicted representative values , Nr , for 
the longest negative run-length and the largest 
negative run-sum for four values of q (O.S, 0.4, 0.3, 
and 0.2) are computed by Eqs. (16) and (17), 
respectively . These representative drought values 
are the means of the sampling distributions of t .hc 
run-length and run-sum. 

Values of Nr obtained from Eqs. (16) and (17) 
that are greater than 500 must be extrapolated by 
these equations. This extrapolation outside the range 
of N values t hat was available for deriving these 
equations gives inaccurate results, so that all 
computed value·s of Nr greater than Nr = 500 are 
designated only as >SOO . For computing drought 
recurrence intervals greater than SOO years, simula­
tion of samples of 1000, 2000, or so years must be 
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TABLE 8 

EXAMPLES OF C0~1PUTING RETURN PERIODS, Nr , OF HISTORICAL DROUGHTS (LONGEST NEGATIVE RUN-LENGTH AND LARGEST NEGATIVE RUN-SUM) 

FOR ANNUAL FLOW SERIES OF TEN RIVERS 

Missouri Rio Grande Guadalupe Nasselle ~lekong Cherry Creek Rhine Danube GOt a Nemunas 
River at River at River near River near River near ncar Hetch River River at River at kiver at 
Fort Bent on, El Paso , Guadalupe , Naselle , Vientiane , Hetchy, Cali - at Basle, Orshova , Vaners- Smo lini nkai 
~lontana, USA Texas , USA Colombia Washingt on Laos fornia, USA Swit zerland Rumania burg , Lithuani a , 

USA Sweden USSR 

N, the sample size 65 32 22 31 49 45 150 120 150 132 

Q, the mean river 
7635 585 710 430 162070 368 36253 189455 18921 19253 discharge, c.f. s . 

p, the first serial 
0 .593 0 . 483 0 . 290 0. 299 correl ation coefficient 0 . 360 0.013 0 . 077 0 .096 0. 463 0 . 185 

y , t he skewness 
0 . 086 2 . 269 -1.076 0.019 -0.179 0.211 0 . 143 0.270 -0 . 058 0 .465 coefficient 

L , the longest neg- 0.5 13 14 3 7 8 4 5 6 7 5 .... afive run-length with 0.4 13 7 3 4 5 4 5 4 6 4 
00 

the truncation l evel 0.3 12 7 3 2 3 3 3 3 6 3 
q 0.2 4 4 2 2 3 2 3 2 5 2 

Dm, the largest neg-
ative run-sum with 0 . 5 15 . 237 11.168 2.848 3.124 6 .653 4.032 4. 155 5.104 7.494 4 . 039 
truncation level q , 0.4 12.425 5.620 2. 596 2.160 4.029 2. 367 3 . 168 2.299 5 .982 3.156 
for standardized 0.3 7.933 3.391 1. 799 1.495 3 . 197 1.55 2.538 1.683 4.530 2.158 
variables 0.2 2.001 2.474 1.340 0.924 2 . 221 0.869 1. 745 1 . 165 2. 776 1.599 

'\ 
N,, the representa- .... 
t1ve sample size >500 200 20 15 so 30 30 47 60 27 from graphs for om, 
the largest negative 
run-sum for q=O. 5 

N,, the representa- q 
t1ve sample size ob- 0.5 >500 >500 8 117 237 19 33 64 117 30 
rained by Eq. 16 0.4 >soo 206 15 28 57 36 62 30 110 29 
for lm• the longest 0.3 >soo 465 33 16 32 40 35 34 249 32 
negative run-length 0.2 189 186 52 so 102 64 110 54 393 51 

N , the representa- q 
tive sample size ob- 0.5 >500 >500 10 15 119 37 35 64 202 31 
tained by Eq. 17 for 0 . 4 >500 161 16 15 41 23 35 20 142 33 
Om, the largest neg- 0.3 >500 85 22 22 53 31 51 30 125 39 
ative run-sum 0.2 87 148 51 47 89 63 97 67 125 85 



added to results of this study. In general, the 
computed representative sample sizes, Nr , agree 
closely for the run-length and the run-sum for a given 
l evel of truncation, q . However, they change from 
one q to another. The Missouri and the Rio Grande 
rivers sho1; historic droughts as having very rare 
occurrence, because the distributions of both the 
longest negative run-length and the largest negative 
run-sum show that the return periods of these historic 
droughts are much greater than Nr = 500 for q = 0.50. 

The available annual series of the Mekong River 
has l arge runs at truncation levels q = 0.5 and 
q = 0. 2 but just about the representative drought 
l engths at the truncation levels q = 0.4 and q = 
0. 3 . It should be noticed that the ~lekong River has 
negative skewness, so it is outside the range of the 
validity of the developed graphs and equations. The 
question is whether the value of g = -0 . 179 should 
be considered as significantly different from y = 0 
besides, the effect of the skewness is relatively 
small on the r epresentative sample size, Nr . 

The Guadalupe River in Colombia and Cherry Creek 
in California have run-lengths that just about produce 
the representative sample sizes for all truncation 
levels . For the Nasselle River the maximum differences 
among the available sample size and the computed 
representative samp le sizes are less than 70 percent, 
and a little more than 100 percent for the Guadalupe 
River, both at the truncation level of q = 0.2 . The 
drought probabilities of these two rivers can be 
adequately represented by the sample size and by using 
the parameters of their annual runoff series. The 
Rhine River, t he Danube River, and the Nemunas River 
with the avrilable sample sizes of mor~ than 100 years 
have smaller representative sizes of historical 
droughts than the sizes of samples available while the 
Gota River has just about the same r epresentative 
sample size as the sample size of t he historical 
drought. 

Hall, Askew and Yeh [1) considered from a study 
of 25 streams in the United States that the historical 
critical periods, as defined in Chapter I of this 
paper, were "significantly more severe than would be 
predicted by synthetically generated sequences of 
flows, using current standard methods ." A study of 
t he data in Table 8 shows which rivers support their 
statement and which do not support it by the results 
of this study, if the criterion used is that the most 
critical design period coincides with the historical 
drought. The ~1issouri and the Rio Grande rivers for 
a ll truncation levels and the Mekong River for the 
truncation level of q = 0.5 are within the category 
described (1 ). However, all the other seven rivers 
taken as examples , and by using the first -order 
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autoregressive linear model, not only would reproduce 
the historical droughts, but would also give, on the 
average, either longer or larger representative 
droughts for the sample available than the historical 
droughts. This statement is well supported by seress­
ing that a value Nr ~ N is equivalent to having a 
longer or large r historical drought in the available 
sample than the sample size would produce if the 
representative drought would occur. 

Table 8 demonstrates a significant change of 
Nr with the truncation level q . In other words, 
because of large sampling variations in the lengths, 
sums, and shapes of the longest or largest negative 
runs, the variation of Nr with q should be 
expected. Therefore , it is evident that the selection 

- of the truncation l evel for defining droughts 
represents an important decision in determining the 
probabilities (return periods) of historical droughts. 

4.3 Examples of Computing Probabilities of 
Historical Droughts for Annual Series of Precipitation. 
Table 9 presents examples of 20 annual series of 
precipitation in the Upper Missouri River Basin the 
same analysis that was presented for the runoff series 
in the previous section. 

Values of Nr for the precipitation series 
show in general the s ame pattern as observed for the 
runoff series. There are, however, some important 
points to emphasize. First, the 20 annual precipita­
tion series may be divided in a rough manner into 
long and short series. The only instances for which 
the computed values of Nr exceed the length of the 
historical record by more than 500 percent is when 
the historical record is long. For small historical 
records the value of Nr never exceeds the historical 
sample by more than 100 percent. An explanation for 
this patter n is as follows. The short records, those 
with less t han 40 years of data, have a relatively 
smaller mean than they would have were they longer, 
because for short records the drought of the 1930's 
represents a larger percentage of the total record 
than for the long records. This has a significant 
effect on the estimate of the truncation level, 
because a short. record has a much lower truncation 
level, x , for a given q than a long record. The 
smaller tge truncation level for a short record the 
smaller are the droughts. 

The analysis of Nr values in Table 9 shows 
similar patterns f or precipitation as for runoff, 
name ly that for the same q the representative 
longest run- Ength and the representative largest 
run-sum have close values of Nr . However, the 
change of Nr is much more variable from one q to 
the next . 

: I 
I 
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TABLE 9 

EXAMPLES OF COMPUTING RETURN PERIODS, Nr, OF HISTORICAL DROUGHTS (LONGEST NEGATIVE RUN-LENGTH AND LARGEST 

NEGATIVE RUN-SU~f) FOR ANNUA.L PRECIPITATION SERIES OF TWENTY STATIONS IN THE UPPER MISSOURI BASIN 

N, sample size years 

P, mean annual preci­
pitation (inch) 

p, the first serial 
correlation coefficient 

y, the skewness 
coefficient 

q 
Lm, the longest neg- 0.5 
ative run- length with 0.4 
the truncation level 0.3 
q 0.2 

om, the largest neg- q 
ative run-sum with 0.5 
truncation level q, 0.4 
for standardized 0.3 
variables 0.2 

Nr, from Figs. 9 
thru 12 
Nr, the representa­
tive sample size ob­
tained by Eq. 16 
for Lm, the longest 
negative run-length 

Nr, the representa­
tive sample size ob­
tained by Eq. 17 for 
Dm, the largest neg­
ative run-sum 

0.5 
0.4 
0.3 
0.2 

0.5 
0.4 
0.3 
0.2 

Ashton 
Idaho 

Dubois 
Wyo . 

Salmon 
Idaho 

Augusta Big Bozeman 
Montana Sandy ~bntana 

~wntana 

Butte East Ennis 
Far Anaconda Montana 

Montana ~1ontana 

Fair 
Field 

Montana 

(1) (2) - ill__ (4) (5) (~ (7) (8) (9) (10) 

59 39 so 56 37 66 66 55 38 34 

16.41 10 .90 9.05 14.52 12 . 02 17.55 12.89 13.58 10.75 11.89 

-0.0440 -0.1030 -0.0300 0. 1300 0.0210 0.2098 0.2962 0. 0630 0.4340 -0 . 0351 

0.117 

6 
3 
3 
2 

4.43 
1. 77 
1.26 
0.91 

40 

110. 
26. 
60 . 
94 . 

70. 
16. 
38. 
95. 

0 .670 

5 
5 
5 
1 

1.67 
1.18 
1.09 
0.96 

<20 

55. 
103. 
232. 
46. 

13. 
17. 
36 . 

105. 

0.340 

6 
4 
4 
4 

3.80 
3.33 
2.81 
2.14 

35 

llO. 
52. 

1~8. 
369. 

48. 
67. 

108. 
220. 

0.340 

10 
10 

3 
2 

8.93 
6.56 
1.67 
0.93 

>500 

>500. 
>500. 

34. 
53. 

500. 
308. 
29. 
56. 

0 .350 

5 
3 
3 
1 

3.06 
1.68 
1.11 
0.86 

<20 

36. 
17. 
39. 
31. 

19. 
15. 
23 . 
62 . 

0.099 

9 
4 
4 
2 

6.10 
3.33 
2.27 
1.26 

100 

473. 
29. 
65. 
51. 

112. 
35. 
39. 
64. 

0.205 - 0.040 

.8 
8 
5 
3 

7.22 
5 . 37 
3.27 
1.46 

100 

231. 
433. 
124. 

99 . 

231. 
130. 

75 . 
73 . 

8 
5 
5 
3 

6.13 
3.24 
2.24 
1.35 

150 

273. 
65. 

147. 
117. 

98. 
28. 
33. 
58. 

0.087 

6 
6 
6 
2 

6.00 
3.71 
1.16 
0.64 

400 

57. 
107. 
240. 
48. 

98. 
41. 
18. 
40. 

-0.021 

4 
4 
3 
2 

4 .10 
3.09 
2.34 
1.83 

38 

29. 
55. 
62. 
98 . 

44 . 
43 . 
59. 

134. 

'-.... 
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N, sample size years 

P, mean annual preci­
pitation (inch) 

p, the first serial 
correlation coefficient 

y, the ske\\'ness 
coefficient 

q 
Lm• the longest neg- 0.5 
ative run-length 1~ith 0.4 
the truncation level 0.3 
q 0.2 

om• the largest neg- q 
ative run-sum Nith 0.5 
truncation level q, 0.4 
for standardi zed 0.3 
variables 0 . 2 

Nr• from Figs. 9 
thru 12 

Nr • the representa­
tive sample size ob­
tained by Eq. 16 
for Lm• the longest 
negative run-length 

NT, the representa­
tlve sample size ob­
tained by Eq . 17 for 
Dm• the largest neg­
ative run- sum 

0.5 
0.4 
0.3 
0.2 

0.5 
0.4 
0.3 
0.2 

Great 
Falls 
Mont. 

(11) 

68 

14.80 

Hebgen 
Dam 

~lent. 

(12) 

TAPLf 9 (cont'd) 

Helena Holter Lima ~!orris Virginia West Lamar Yellow-
Mont. Dam Montana Madison City Yellow- Wyo. Stone 

~font. Mont. Montana stone Park 
Montana Wyo . 

(13) (14) (15) (16) (17) (18) (19) (20) 

46 79 55 31 53 66 30 30 72 

25.40 12.38 13.20 10.84 17.70 13.90 21.21 13.43 16.58 

0.2430 -0 . 0740 0.2021 0.4380-0.0375 0.2469 0.1600 0.0880 0.3142 0.3290 

0.27 

4 
3 
3 
3 

3.71 
3.42 
2.53 
1.92 

31 

15. 
14. 
31. 
99. 

24. 
37. 
47. 
99. 

0. 735 0.474 

4 
3 
2 
1 

1.88 
1.47 
1.14 
0.96 

<20 

28. 
26. 
30. 
47. 

15. 
21. 
37. 

105. 

10 
3 
3 
2 

5.67 
2.23 
1. 74 
1.15 

90 

>500. 
15. 
32. 
51. 

90. 
18. 
29. 
63. 

0.458 0.807 

10 
8 
8 
3 

7.20 
5.24 
3.03 
1.16 

60 

>500. 
417. 

>500 . 
95. 

228. 
120. 

64. 
60 . 

5 
3 
2 
2 

2.60 
1.23 
0.96 
0.70 

20 

55. 
26. 
30. 
93. 

23. 
18. 
33 . 
89. 

0.380 

5 
4 
4 
3 

3.22 
2.16 
1.32 
0.73 

<20 

30. 
28. 
63. 

100. 

18. 
17. 
22. 
47. 

0.280 

9 
5 
4 
3 

4.53 
3.24 
2. 41 
1.50 

30 

480. 
58. 
65. 

103. 

43. 
35. 
46. 
80. 

0 .060 

3 
3 
3 
2 

2.42 
1.86 
1. 70 
0.59 

<20 

8. 
15. 
35. 
55. 

11. 
14. 
29. 
44 . 

0.304 

6 
4 
3 
1 

4.25 
2.80 
1. 09 
0 . 99 

25 

58. 
28. 
31. 
24. 

34. 
25. 
18. 
54. 

0.480 

10 
7 
7 
5 

7.61 
4 . 88 
4 . 36 
2 . 72 

150 

>500 . 
215. 
483. 
384. 

304. 
97. 

156. 
169. 

\,. 
... 
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Chapter V 

THE CONCLUSIONS 

The developed methodology for determining the 
probabilities or the return periods of historical 
droughts (recurrence intervals gi ven in years) is 
presented in this study . The basic statistical 
parameters used to describe the l argest historical 
drought are the longest negative run-length and the 
largest negative run-sum in a sample of size N . 
The parameters describing the structure of a stochastic 
process for a given probability q of the truncation 
level of a series are the first serial correlation 
coefficient p measuring the time dependence and the 
skewness coefficient y . This study leads to the 
following conclusions. 

(1) The present ed method can be used to 
determine when a historical or observed drought is 
unrepresentative of the sample size and the stochastic 
process for which the sample is observed. 

(2) By determining the sample size Nr to 
which the historical or observed drought should belong 
to be representative, the return period or the recur­
rence interval of the drought can be indicated by the 
method. 

(3) The frequency distributions as the 
estimates of sampling probability distributions of the 
longest negative run-length and the largest negative 
run-sum in the sample of size N .are of practical 
relevance to water resources and hydrologic investiga­
tions. As such they are presented in Appendices II 
and III of t his study for five sample sizes N(25, SO, 
100, 200, 500), for four values of the probability 
2 of the truncation level (0.5 , 0.4, 0. 3, 0.2), for 
five values of the f irst serial correlation coefficient 
P(O.O, 0.1, 0.2, 0.3, 0.7) , and for four values of the 
skewness coefficient y(O.O, 0.2, 0.5, 1.0) . 

(4) The sampling probability distribution of 
the longest negative run-length for independent 
stochastic processes can be obtained theoreti cally; 
however, for dependent stochastic processes following 
the first-order Markov linear model and f or the 
sampling probability distribution of the largest 
negative run-sum it was necessary to use the statisti­
cal experimental (Monte Carlo) method in computing 
t he frequency distributions from a large number of 
generated samples . 

(S) To check the accuracy of the obtained 
results of the experimental method, the exact probabi­
lity of the longest negative run-length was compared 
with the frequency distribution of this run- l ength of 
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generated samples . Satisfactory agreements were 
obtained at the 0.10 level of significance by using 
the Kolmogorov-Smirnov test . 

(6) The nonnormality of the underlying 
distribution as measured by the skewness coefficient 
only slightly effects the probability distribution 
of the l ongest negative run-length . For p = 0.0 i t 
does not depend on the underlying distribution. For 
the largest negative run-sum , however, the nonnormali­
ty has a much greater effect than for the longest 
negative run-length. 

(7) Alt hough there are reasons to believe that 
the theoretical probability distributions for the 

longest negative run- length and the largest negative 
run-sum may be very complex mathematical experesions, 
t he fi t of the l ognormal probability function with two 
parameters to the frequency distributions obtained by 
the experimental method is very good considering the 
expected complexity. 

(8) Because the computation of probabi lities 
(return periods , or recurrence intervals) of historical 
drought depends highly on the best estimates of q , 
P , and y , for a given N , the use of all regional 
information for i mproving the accuracy of these 
estimates will produce much more reliable estimates of 
these probabilities . 

(9) The differences between the population 
p~rameters (q , p , y) and the sample estimates 
(q , r , g) are related not only to the population 
parameters but also to some other statistics of the 
available sample. This properly may be used to 
improve the estimates of the sample on which the 
probabilities of historical droughts depend. 

(10) The application of the method developed 
in this study to 10 series of annual runoff and 20 
series of annual precipitation indicates that for a 
given truncation level the computation of return 
periods for the longest negative run-length and the 
largest negative run-sum are approximately of the same 
order of magnitude. However, the representative 
drought, Nr , of a series is very sensitive to a 
change in the truncation level parametes, q . This 
sensitivity indieates the importance of searching for 
the most accurate estimation of the probability of a 
truncation level . 
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APPENDIX I 

PROOFS FOR EQUATIONS GIVEN IN CHAPTER II 

Approximation to the chi-square distribution 
for large v , where v is the number of degrees of 
freedom is as follows. 

For v > 30 

x1~ • v [ 1 2 
+ t {2 ] 3 

• 9v i} 9v (1 .1) 

in which t. is the standard normal variable, N(O,l), 
and xf is

1
the corresponding chi-square var iable. 

The skewness is given by 

so for values of 

(1. 2) 

y < ls = 0.51 , Eq . (1.1) becomes -Ho 

X~ ,. _L [ 
1 y2 1 ~: . tf r 

which is chi-squared distributed with the mean v 
and the variance 2v To obtain a standardized 
deviate xi the mean is subtracted and divided by 

/;f,; for Eq. (1.3), so that 

X. = ~ [ 1 + .l t - yZ ] 
3 

1 y 6 i 36 
2 
y 

(1. 3) 

(1.4) 
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For the dependence of the type of the first 
order Markov model a further transformation must be 
made. Referring to Eq . (6) in Chapter II , the 
standardized variable, y. , of the variable following 
the first order Markov moAel, is 

(1.5) 

By definition E(yi) = E(yi_ 1 ) ~ 0 , E(yi) 

ECy{) = Yy ; then Eq. (1.5) gives 

1 , and 

Taking the expectation of the terms in Eq. (1.6) then 

From Eq. (1.7) solved for E(cf) • 

y (l - p3) 
y 1 

(1 • p2)3/2 
1 

then 

The skewness coefficient y or y is 
different from the skewness coeffi~ient ofx Yc , 
because of the effect of serial correlation. 

(1. 7) 

(1.8) 



APPENDIX II 

This appendix gives the plotted cumulative frequency distributions 

of the largest negative run-sum and the longest negative run-length in 

the sample of length N of the normal and nonnormal independent variables, 

with p = 0.0 , and of the dependent variables following the first-order 

linear autoregressive model for four values with p = 0.1, 0.2, 0.3, 0.7 

The nonnormality was accounted for by generating the one-parameter gamma 

variables that preserve the skewness coefficient, y = 0 .2, 0.5, and 

1.0 . Four values q = F(x
0

) , of the probabilities of truncation levels 

x
0 

, or q = 0.50, 0.40, 0.30, and 0.20 , are shown in the first five 

pages; pages 26 through 30 present the probabilities for all values of 

q , N , p and of y = 0.00 and y • 0.20 for the longest negative run­

length, Lm , and pages 31 through 35 present the same probabilities 

for values of y • 0.50 and y = 1.00 Pages 36 through 45 give the 

probabilities for the largest negative run-sum, or the deficit Om 

Each graph is identified by computer symbols Q , R , and G which 

correspond to the symbols used in this text, q , p , and y . Five 

frequency distribution curves on each graph obtained by the experimental 

method, are given for five values of N (25, SO, 100, 200, 500) . 
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APPENDIX III 

This appendix gives the values of parameters of frequency dis~ributions 

presented i n Appendix II. Table III-1 shows the mean and standard deviation 

of the distributions of the longest negative run-length for five values of 

N, (25, SO, 100, 200, 500) , five values· of p, (0.0, 0.1, 0.2, 0.3, 0.5), 

four values of the truncation level probability Q = F(x
0
), (0.5, 0.4, 0.3, 

0.2) , and three values of the skewness coefficient ~. (0.0, 0.2, 0.5) 

Table III-2 gives the mean and the standard deviation for distributions 

of the largest negative run-sum for the same parameter values as in Table 

III-1. Tables II I-3 and the standard deviation of the logarithms, ~n , 

and the standard deviation of the logarithms, an , as computed by Eqs. 

(12) and (13) in Chapter III, for the distributions of the longest negative 

run-length and the largest negative run-sum, respectively . These two 

parameters refer to t he approximate fits of lognormal distributions to 

the computed frequency distributions. 
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TABLE III - 1 

N"25 No 50 N=lOO N•200 N=SOO 

q=0. 5 0.5 0.4 0.3 0.2 0.5 0.-1 0 . 3 0.2 0.5 0.4 0.3 0.2 0.5 0.4 0 . 3 0.2 0.5 0.4 0.3 0.2 
LONGEST NEGATIVE RUN LENGTH ~lEANS 

Skewness = 0.0 

p=O.O 3. 97 3.17 2.38 l. 75 5 . 00 3.86 2.93 2. 17 6.06 4.57 3.4 7 2.57 7.04 5 .40 4. 01 3.03 8.26 6.30 4.86 3.60 
=0 . 1 4.23 3 . 38 2.55 1.88 5.35 4 .17 3.20 2.36 6 .48 4.95 3.80 2.82 7.34 5.84 4.45 3. 29 9.06 6.94 5.42 3.96 
=0.2 4 .51 3.61 2.74 2.04 5 . 75 4.47 3.47 2.56 7. 01 5 . 43 4.09 3.08 8 . 10 6 . 33 4 . 89 3 . 67 9.82 7.55 5 . 97 4.47 
=0.3 4 .87 3.88 2. 94 2.19 6 . 21 4.85 3 . 79 2.77 7.60 6.00 4.55 3.38 8.94 7.00 5 . 38 4 . 08 10 . 81 8.28 6.58 4. 97 
=0. 7 7 .07 5. 84 4. 24 3.07 9.75 7.79 6 . 02 4.38 12 . 58 10.17 7. 63 5.82 15 . 20 12 . 22 9 . 73 7 . 44 18 . 70 15.70 12. 45 9.62 

Skewness= 0 . 2 

=0.0 4.17 3.23 2.45 1.77 5.22 4.04 3.06 2.18 6.11 4.78 3.63 2.57 7.24 5.58 4 . 23 3. 01 8.53 6.73 4.95 3 .56 
=0.1 4. 42 3.43 2.62 1.90 5.56 4.37 3.32 2.38 6.58 5.19 3 . 99 2.80 7 . 80 6 . 12 4 . 62 3.26 9.30 7.18 5.53 3.91 
=0. 2 4. 69 3.70 2.82 2. 04 5.96 4.73 3.58 2.60 7.15 5.59 4 . 36 3.07 8 .49 6.56 5. 00 3.62 10.02 7.87 6 . 13 4 . 38 
=0. 3 5.05 4.00 3. 04 2.21 6 .45 5.17 3. 94 2.83 7 . 76 6.06 4 . 79 3.41 9. 27 7.29 5.52 3.99 11. 09 8 . 77 6.73 4 . 93 
=0.7 7.26 5.81 4.51 3.08 9.97 8.14 6.16 4.34 12.79 10.61 8 . 07 5.76 16. 13 12 .78 9. 96 7.24 19. 68 15.77 13.16 9.30 

Skewness = 0.5 

=0.0 3.99 3.13 2.38 1. 76 4.99 3.86 2.95 2.16 5.98 4.63 3 . 46 2.62 6.99 5.31 4 . 02 3 . 00 8.19 6.48 4 . 87 3.57 
=0. 1 4 . 24 3.35 2.57 1.89 5.30 4.17 3.17 2.35 6.43 5.03 3 . 79 2.89 7.54 5 . 77 4 . 46 3.31 8.90 7.03 5.35 3.99 

"" =0. 2 4 .52 3.56 2. 78 2.03 5.75 4.52 3.45 2.58 6.94 5.50 4 . 19 3.16 8 . 17 6 . 34 4 . 92 3 . 78 9. 71 7.81 5.91 4.41 " =0. 3 4 .86 3.87 2. 99 2.19 6. 24 4.95 3.80 2.85 7 .67 6.03 4 . 62 3.51 8 . 95 7 . 02 5 . 38 4 . 10 10.79 8.62 6.56 4.99 
"0. 7 7.07 5.70 4.35 3. 06 9. 77 7.89 6.12 4.4 7 12.89 1 o. 31 7.81 5.98 15.66 12.40 9 . 90 7.35 19.45 16.05 12.47 9.29 

LONGEST NEGATIVE RUN Lb~GT!i STANDARD DEVIATIONS 

Skewness = 0.0 

=0.0 1. 58 1 . 28 l. 02 .80 l. 76 1. 34 l. 08 .82 l. 85 1.33 1.11 .82 1.83 1.41 1.07 .81 1.88 1. 36 1.18 . 88 
=0 .1 1. 72 1. 40 1.12 .87 1.94 1.50 1. 22 .92 2. 03 1. 44 1. 25 .92 1.97 1. 51 1.17 . 91 2 . 05 1.55 1.48 1.02 
"0.2 1.89 1. 52 1. 26 .98 2. 10 1.62 1.37 l. 02 2.19 1.66 1. 32 l. 02 2.14 1. 65 1. 36 .99 2 . 14 1.58 1. 61 1.12 
=0 . 3 2.12 1. 72 1.40 1.10 2.35 1.80 1. 53 1.15 2 . 41 1.96 1.48 1.16 2.31 1.88 1.57 1.18 2 .43 1. 76 1.66 1. 23 
=0.7 3.99 3.33 2.82 2.35 4.43 3 .93 3.18 2 .54 4.38 4.08 3. 28 2.70 4.58 4. 21 3.34 2.89 3.75 3.93 3.42 2.85 

Skewness= 0.2 

=0.0 l. 68 1. 31 1. 04 .80 1.88 1.41 1 . 14 .83 1. 75 1.54 1.16 .so 1. 90 1.56 1. 08 . 83 2.02 1.43 1. 12 .74 
=0.1 1.83 1 .44 1. 15 .89 2.02 1.56 1. 28 .95 1. 95 1. 67 1.28 .88 2. 08 1.68 1.14 . 88 2.21 1.54 1. 24 .85 
=0. 2 1.97 1.60 1. 26 .99 2.16 1.81 1.39 1. 07 2.24 1.82 1.41 .99 2.43 1. 77 1.32 1.05 2.24 1.66 1.52 1. 08 
=0 . 3 2.19 1.82 1.43 1.12 2 . 37 2.07 1. 61 1. 22 2.41 1.97 1.59 1. 20 2.68 2.05 1.52 1.13 2.61 1.77 1.64 l. 27 
=0.7 4.00 3.49 3.04 2.39 4.51 3.99 3 . 28 2.57 4. 61 4. 24 3. 52 2.76 4.74 3.99 3 . 44 2 . 79 3 . 98 3.98 3. 72 2 . 85 

Skewness = 0.5 

=0.0 1.58 1. 29 1.04 .81 1.65 1.35 1. 02 .82 1.77 1. 40 1.08 .84 1. 76 1. 32 1.12 . 83 1.60 1.50 1.19 . 95 
"0.1 1. 70 1. 43 1.13 .89 1. 82 1.49 1.11 . 93 1. 92 1. 51 1.20 .97 1.96 1.39 l. 27 . 93 1.80 1.60 1. 26 1.04 
" 0.2 1.86 1. 54 1. 31 1. 00 2.10 1.66 1. 25 1. OS 2.11 1.69 1.41 1.10 2.16 1. 76 1.45 1.05 2.09 1.83 1.37 1. 23 
=0.3 2.07 1. 76 1.47 1.15 2.46 1.93 1.47 1. 24 2.39 1. 90 1.58 1. 25 2.59 1. 92 1.48 1. 25 2. 37 2.02 1.64 1.42 
"0.7 3.92 3.48 2.96 2.40 4.47 4 . 06 3.30 2.62 4 . 81 4.00 3. 42 2.88 4 . 66 4.15 3.43 2.88 3 . 79 4.27 3 .1 2 2. 77 



TABLE III - 2 

N"25 N"50 N"lOO N"200 N"500 

q"0.5 0.5 0.4 0.3 0.2 0. 5 0.4 0. 3 0 . 2 0.5 0.4 0.3 0.2 0.5 0.4 0.3 0.2 0.5 0.4 0.3 0.2 

LARGEST NEGATIVE RUN-SW.I ~1EANS 

Skewness = 0.0 

p=O. O 3. 60 2.66 1. 92 1.33 4.55 3.32 2.40 1. 73 5.55 3.95 2. 94 2.80 6.41 4.64 3.42 2 .44 7.56 5.54 4.11 2.95 
=0 .1 3 . 90 2. 87 2.05 1.40 5.01 3.64 2.62 1.84 6.15 4.38 3.26 2.26 7.03 5.16 3.80 2.66 8.64 6.32 4.62 3.29 
=0.2 4.22 3.11 2.19 1.47 5.50 4.00 2.86 1.98 6.85 4.90 3.59 2.48 7.95 5.82 4.28 2. 95 9.73 7.12 5.22 3.73 
"0.3 4.60 3.38 2.35 1.56 6.08 4.43 3.14 2.15 7.70 5.55 3.99 2.74 8.99 6.63 4.80 3.31 11.00 8.12 5.99 4.26 
=0 . 7 6.74 4.90 3. 27 2.07 9.99 7.30 5.00 3.22 13.57 10.01 6.94 4.67 17.38 12.84 9.21 6.41 22 .34 17.53 12.53 8.81 

Skewness " 0.2 

=0 . 0 3 . 61 2.57 1. 84 1. 21 4.50 3.26 2. 30 1. 53 5.36 3. 87 2. 76 1.85 6.38 4. 61 3 . 28 2. 21 7.51 5.44 3.84 2.70 
=0.1 3.91 2.78 1. 97 1. 27 5.00 3.59 2.50 1.65 5.95 4.32 3 .06 2. 02 7.20 5 . 21 3 . 69 2 .44 8 . 51 6 . 08 4.36 3.02 
=0.2 4 . 24 3.02 2.1 2 1. 35 5.50 3.98 2.76 1. 78 6 . 70 4.82 3.42 2.21 8.14 5.83 4.15 2.74 9.50 6.97 5.00 3.41 
=0.3 4 . 62 3.30 2.29 1.43 6.06 4.44 3. OS 1. 94 7.47 5.37 3. 84 2.45 9.18 6 . 65 4.64 3.06 10. 98 7 . 99 5 . 73 3.87 
=0. 7 6 . 73 3.83 3.29 1. 91 9. 92 7.39 4. 89 2.95 13.42 9.96 6 .89 4 . 14 17.84 12.78 8.81 5 . 57 23 .50 16 . 60 12.15 7.60 

Skewness " 0.5 

=0 . 0 3.15 2. 22 1. 53 1. 00 3.95 2.78 1. 92 1.30 4.81 3.31 2.25 1. 57 5.64 3.88 2 .69 1. 78 6.52 4.71 3.23 2.11 
=0 .1 3.44 2. 42 1.65 1 . 06 4.34 2 . 09 2 .1 0 1.40 5.37 3.71 2.51 l. 74 6.29 4.38 3.05 2.00 7.37 5 . 37 3. 70 2.44 

""" =0. 2 3.72 2.62 1. 78 1. 13 4.83 3.41 2. 31 1. 53 5.99 4.19 2.83 1. 93 7 . 59 4.98 3.46 2. 26 8.35 6.15 4.26 2.80 
co 

=0 . 3 4 . OS 2.86 1. 92 1. 21 5.39 3.80 2.55 1. 68 6.77 4.73 3.18 2.14 8.09 5.68 3.92 2.57 9.58 7.02 4. 91 3.24 
=0 . 7 5 . 94 4.19 2.70 1. 61 8 . 79 6.28 4.12 2.59 12.50 8.73 5. 70 3.74 15.69 10.87 7.62 4.88 19.05 15.34 10.31 6.47 

LARGEST NEGATIVE RUN-SU~l STANDARD DEVIATIONS 
Skewness = 0.0 

=0.0 1. 52 1.13 .88 .68 1.66 1.20 .93 .69 1. 75 l. 21 .92 .70 1.57 1.15 .97 .67 1. 75 1. 30 1.06 .72 
=0.1 1. 76 1. 31 1. 02 .77 1. 97 1.42 1.10 .so 2.04 1. 39 1.12 .83 1.88 1.33 1.11 .77 2 .13 1. 54 1. 23 .85 
=0.2 2.05 1. 53 l. 20 .88 2.30 1.65 1. 30 .94 2.34 1.63 1.32 .98 2.18 1.58 1.35 . 91 2.33 1.77 1.40 1. 01 ' =0. 3 2.40 l. 81 1.41 1. 03 2.70 1.96 l.$4 1.11 2.79 2.04 1.56 1.17 2.56 1. 95 1.63 1.13 2.75 1.98 l. 70 1. 23 
=0. 7 5.21 4.03 3.13 2.28 6.18 5.05 3.75 2.70 6.49 5.17 4. 01 3.15 7.10 5.64 4.23 3.69 6.90 6.27 4.76 3.68 

Skewness " 0. 2 

=0 . 0 1. 51 1 . 09 .82 .60 1.62 1.16 .87 .60 I. 55 1.19 .87 .61 1.83 1. 21 .87 .62 l. 82 1. 41 .81 .66 
=0.1 l. 75 l. 29 .97 .56 1.89 1.35 1.06 .73 l. 79 1.42 1.05 .73 2.16 1.46 1. 01 . 74 2.14 1.59 .99 .77 
=0 . 2 2.03 1. 52 1.14 .81 2.20 1.64 1. 26 .88 2.14 1. 66 1. 24 .87 2.60 1.68 1. 20 .91 2. 34 1. 78 1. 27 .92 
=0.3 2.37 1. 81 1. 34 .95 2.55 1. 99 1.53 1.07 2.49 1. 97 1.49 1. 06 3.05 2.01 1.39 1.14 2. 96 2.07 1. 57 1. 07 
=0.7 5. 02 4.03 3.13 2.09 5.91 5.10 3.68 2.55 6.52 5.31 3.96 2.94 7.16 5.16 3.91 2.83 8.92 5.52 4.50 2.89 

Skewness = 0.5 

=0.0 1. 30 . 96 . 68 .49 1. 37 l. 00 . 67 . 49 1.47 1.03 .67 .49 1.42 1.04 .77 .49 1. 32 1. 07 .76 .47 
=0.1 1. so 1.16 .81 . 58 1. 59 1.19 . 81 .60 1. 69 1. 20 .82 .60 1.62 1.18 .93 .60 1.69 l. 34 .92 .62 
=0 . 2 l. 74 l. 31 .97 . 68 1. 93 1.40 . 96 .73 1 . 99 1. 43 1.00 . 73 2.12 1.4 7 1.13 .73 1. 95 1.53 1.10 .76 
=0 .3 2.04 l. 57 1.15 .81 2.32 l. 70 1.17 . 89 2.36 1.74 1. 22 .89 2.41 1. 74 1.34 .90 2.24 1.77 1.30 .94 
=0. 7 4.40 3. 54 2. 55 1. 75 5.27 4.30 3. 01 2.20 6 .49 4.40 3 . 36 2. 53 6.45 4.56 3 . 51 2.63 6 . 22 5 . 63 3.29 3.55 



TABLE III - 3 

N=25 N=SO N=lOO N=200 N=SOO 

LARGEST NEGATIVE RUN-SU~I - ' 'n 

Skewness = 0.0 

p=O.O 1 . 20 .90 . 56 .17 l. -IS 1. 14 . 81 .4 7 1.67 l. 33 1. 03 .68 1.83 1. 50 1.19 . 86 2.00 1. 69 1. 38 1. OS 
=0.1 1. 27 .96 . 61 . 20 l. 54 1. ~2 . 88 . 5~ l. 76 1.43 1.13 . 75 l. 92 l . 61 I. 29 . 94 2.1 3 l. 82 1.50 1.16 
=0.2 1. 33 I. 03 .65 . 23 1.62 1. 31 .96 . 58 1. 87 1. 54 1. 21 . 84 2 . 04 l. 73 1.41 l. 04 2.25 1.93 1.62 l. 28 
=0.3 1.41 l. 09 .70 . 26 1. 72 1.40 1. 04 .65 l. 98 1. 65 1 . 31 . 92 2 . 16 1.85 l. 51 1.14 2.37 2.07 1. 75 1.41 

Ske\\lness = 0 . 2 

=0.0 l. 20 .86 .52 .08 1.45 1. 1 ~ .77 . 35 1.64 1. 31 .97 .56 1. 81 l. so 1.15 . 75 1.99 1.66 l. 32 .96 
=0.1 1. 27 .93 . 57 . 15 l. S.t 1. 21 .84 .41 1. 74 1.41 1.06 .64 1. 93 1. 61 1. 27 . 85 2 . 11 1. 77 1.45 1. 07 
=0.2 1. 34 .99 . 63 . 15 1. 63 1. 30 . 9~ . 47 1.85 1. 52 1.17 .72 2 . 05 1. 72 1 .38 .96 2.22 l. 91 1.58 1.19 
=0. 3 1.41 1. 06 . 68 .18 1. 72 1. -10 !. 00 . 53 1. 96 1.62 1. 28 .81 2 . 16 1.85 1. 49 1. OS 2.36 2.05 l. 71 l. 32 

.... Skewness = 0.5 
<0 

=0.0 1. 07 .71 . 33 - .11 1. 3~ . 96 .59 . 20 1. 53 1.15 .77 .4 0 1. 70 l. 32 .95 . 54 1.85 1. 52 1.15 .72 
=0.1 1.15 .78 .39 -. 07 1. 41 1. 06 . 67 . 25 1.63 1. 26 .87 . so 1. 81 1.44 l. 07 . 65 1.97 1.65 1.28 .86 
=0.2 l. 22 .85 .-I S - . 03 1. so l. IS . 76 .32 1 . 74 1. 38 .98 .59 l. 99 l. 56 1.19 . 77 2 . 10 l. 79 1.42 .99 
=0.3 !. 29 . 92 .so 0 .00 l. 60 1. 2-l . 84 .40 1. 86 1.49 l. 09 .68 2 . 05 l. 69 1. 31 . 89 2.23 1 . 92 1.56 1.14 

LARGEST NEGATIVE RUN-SU~l - o 
n 

Ske\\lness = 0. 0 

=0 .0 .41 . 41 .44 .48 . 35 .35 . 37 . 39 . 31 .30 . 31 . 33 . 24 . 24 . 28 . 27 . 23 .23 .25 . 24 
=0.1 . 43 .44 .47 . 52 . 38 . 38 . 40 .42 .32 . 31 . 33 .36 . 26 . 25 . 29 . 29 . 24 . 24 .26 .25 
=0 .2 .46 . 4 7 .51 , 55 .4 0 .40 .43 .45 .33 .32 . 36 . 38 .27 . 27 . 31 . 30 . 24 .24 . 26 .27 
=0.3 . 49 .so .ss . 60 .4 2 .42 .46 .49 .35 .36 . 38 .41 . 28 . 29 .33 .33 . 25 .24 . 28 .28 

Ske\\lness = 0. 2 

=0. 0 .40 .41 .42 .4 7 .35 .35 . 37 . 38 . 28 .30 .31 . 32 .28 . 26 . 26 . 28 . 24 .26 .21 . 24 
=0.1 .43 .44 .46 .42 . 37 . 37 . 40 .42 . 29 . 31 .33 .35 .29 . 28 . 27 .30 . 25 .26 .22 .25 
=0. 2 .45 .47 .so .55 .39 .40 .44 .47 . 31 .34 .35 .38 .31 .28 . 28 .32 . 24 .25 .25 .27 
=0 . 3 .48 . 51 .54 .60 . 40 .43 . 47 . 51 .32 . 36 .37 .41 .32 .29 . 29 . 36 . 27 .26 .27 .27 

Ske\\lness = 0 . 5 

=0.0 .40 .41 . 43 .46 . 34 . 35 . 34 . 36 . 30 .30 . 29 . 31 . 25 . 26 . 28 .27 . 20 .22 .13 .22 
=0. 1 .42 . 45 .47 .51 . 36 .37 .37 .41 . 31 . 31 .31 . 33 . 25 . 27 . 30 . 29 .23 .25 .25 .25 
=0.2 .44 .47 . 51 .56 . 38 .39 . 40 .45 . 31 .33 .35 .37 .27 . 29 . 31 . 31 . 23 . 25 .26 .27 
=0. 3 .48 . 51 .55 . 61 .41 .43 . 44 . 50 .34 .36 .37 .40 .29 . 30 . 33 . 34 . 23 . 25 .26 .28 



TABLE III - 4 

N=25 N=SO N= lOO N=200 N=500 

q=O.S 0.5 0 .4 0.3 0.2 0 . 5 0.4 0.3 0.2 0.5 0.4 0.3 0.2 0 . 5 0 .4 0 . 3 0 .2 0 . 5 0.4 0 . 3 0.2 

lONGEST NEGATIVE RUN- LENGTH - 1J 
n 

Skewness = 0.0 

p=O.O l. 30 l. 08 .78 .47 l. 55 l. 29 1. 01 . 71 1. 76 l. 48 1. 20 .90 1. 92 1.65 1. 35 1.07 2 .09 1. 82 1 . 55 1. 25 
=0.1 1. 37 1.14 .85 .53 1.62 1. 37 1. 10 . 79 l. 82 l. 56 1. 28 . 99 1. 96 1.73 1.46 1.15 2 .18 l. 91 l. 65 l. 34 
=0. 2 1.43 l. 20 .91 .61 J. 69 1. 44 1. 17 . 87 J. 90 1 . 65 1. 36 1. 07 2.06 1. 81 1. 55 1. 27 2 . 26 2.00 l. 75 1.47 
=0. 3 l. 50 l. 27 . 98 .67 l. 76 1. 51 1. 26 . 94 l. 98 1. 74 1 .46 1.16 2.16 1 .91 1. 64 l. 37 2 . 36 2 .09 l. 85 1 . 57 

Skewness = 0 . 2 

=0.0 l. 35 1.10 .81 .48 l. 59 1. 34 l. 05 . 71 1. 77 1. 51 1. 24 .90 1. 95 l. 68 1.41 l. 07 2.12 1.88 1. 57 1.25 
=0.1 1.41 1.15 . 88 . 54 1.65 1.42 1. 13 . 79 1. 84 1.60 1.34 . 98 2. 02 l. 78 1 .50 1.15 2 . 20 l. 95 1.69 1. 34 
=0. 2 1.46 l. 22 .95 . 61 1.72 J. 49 1.20 . 88 1. 92 1.67 1.42 1.07 2 . 10 1.85 1.58 1. 25 2.28 2 . 04 1. 78 1.45 
=0.3 1. 53 1. 29 1. 01 .68 l.80 1 . 57 1 . 29 .95 2.00 1. 75 l. 51 1.17 2.19 l. 95 1. 67 1.35 2.38 2.15 1.88 1.56 

Skewness = 0.5 

=0 .0 1. 31 1.06 .78 .47 l. 56 l. 29 1. 03 .70 1. 75 1.49 1.19 .91 l. 91 1. 64 1.35 1.06 2. 08 1.84 1. 55 1. 24 
=0.1 l. 37 1.13 .86 .54 1. 61 l. 37 1.10 . 78 1. 82 1. 57 J. 28 1.01 1. 99 1. 72 1.46 1.16 2.17 1. 92 1.65 1.35 

"' =0.2 1.43 1.18 .92 .60 1.69 1. 45 1.18 . 87 1. 89 1.66 l. 38 1.09 2. 07 1.81 1.55 1. 29 2 .25 2 . 03 1. 75 1.45 0 
=0.3 1. so 1. 26 . 99 . 66 J. 76 J. 53 J. 27 .96 1. 99 I. 75 1.48 I. 20 2 . 15 l. 91 1.65 l. 37 2.35 2 . 13 1.85 1.57 

LONGEST NEGATIVE RUN- LENGTH - o 
n 

Skewness = 0.0 

=0.0 .38 .39 .41 . 43 . 34 . 34 . 36 . 37 . 30 . 29 . 31 . 31 .26 .26 .26 .26 .22 . 21 . 24 . 24 
=0.1 .39 .40 . 42 . 44 . 35 .35 . 37 . 37 . 31 .29 .32 .32 .26 .26 .26 .27 . 22 . 22 . 27 . 25 
=0. 2 .40 .40 . 44 .4 5 . 36 . 35 . 38 .38 . 31 .30 . 31 .32 .26 . 26 .27 . 27 . 21 .21 . 26 . 25 ,, 

' =0.3 .42 . 42 .45 .47 . 37 .36 .39 .40 .31 .32 .32 .33 .26 .26 .29 .28 . 22 . 21 .25 . 24 

Skewness = 0.2 

=0.0 .39 .39 .41 . 43 .35 . 34 .36 . 37 .28 .31 . 31 .30 .26 . 28 . 25 . 27 . 23 .21 . 22 . 21 
=0.1 . 40 . 40 .42 .45 . 35 .35 .37 .38 .29 .31 .3] .31 .26 . 27 . 24 . 27 . 24 . 21 . 22 . 21 
=0 . 2 .40 . 41 .43 .46 .35 . 37 . 38 .40 . 31 . 32 .32 . 31 .28 .27 . 26 . 28 .22 . 21 .24 . 24 
=0. 3 .41 .44 .45 .48 .36 .38 . 39 .41 . 30 .31 .32 . 34 .28 . 28 . 27 .28 .23 . 20 . 24 .25 

Skewness = 0 . 5 

=0.0 .38 . 39 .42 .44 .32 . 34 . 34 .37 . 29 . 30 .31 . 31 .25 . 25 . 27 .27 . 19 .23 .24 .26 
=0.1 .38 .41 .42 .45 .33 .35 . 34 . 38 . 29 .29 .31 .33 .26 . 24 . 28 .28 .20 .22 .23 .26 
=0 . 2 .40 .41 .45 .4 7 .36 .36 . 35 . 39 . 30 . 30 .33 . 34 .26 . 27 . 29 . 27 .21 . 23 . 23 .27 
=0 . 3 .41 . 43 . 46 .49 .38 .38 . 37 .4 2 .30 .31 .33 .35 .28 .27 . 27 .30 .22 .23 .25 . 28 
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Abstract: A &ethod is presented (or COlllputln& the probabilit)' or recurrence period 
of historical droughts by using the longest negati\'c nm-lcngth and the 
largest neeatj\'e run-s• as basic para~~eters of saaples of a gi,•en site, 
and by u~ine a ah·cn vrobabtltty of the truncation le\-el, a gh-en auto­
correlation coefficient, and a aiven ske..-ness coefficient. The applica­
tion of this ttethod to selected 3Jinual runoff and precipitation series 
de110nstrate its feasibi l ity. The statistical el.periw.enta l aethod in 
generating laree numbers of swoplcs is used to compute frequency 
distributions as the estlutes of probability dist ributions of the 
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processes which follows the first - order linear aut oregressi ve ..odel . 
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the distribution of the Jon~est ncg3tivc t·un-length when the observa­
tions are inJopcndent. A set of grnphs and a set o f tables are 
presented to m3le the nUIJicricol \'Bl ues .-cad i ly usable. Good approxil~a­
tions for prtlctic:tl coltpUU~ tions arc Je.anstrated by fttti ng lognor nal 
probabi lity distrlbutlons to the experimentally obta ined frequencies . 
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tions are independent. A set of graphs and a set of tables are 
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t ions for prnct i ca I COIIIIJ>Utilt ions are dcllOnstrateJ by fit ting lognorma l 
probability distributions to the cxperi~~entally obtained frequencies. 
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of historical droughts by using the longest ne6.1th·c run-length anJ the 
lar~est negat ive run- sua as basic parameters of sa.-p les or a gh·en siz.c, 
and by u.sing a gh-en probability of the trwu::ation lC\'el, a given &\..to­
correlation coefficient, and a gi\'en sle""ness coefficient. The appl ica­
tion of this a.-ethod to selected annu:tl runoff and precipitation series 
de.onstrate its feasibility. The Slatistical e>:perimenul method in 
generating large nuabers of samples i s used to c~utc frcquoncy 
distributions as the esti.ates of probability distributions of the 
longest negative run- length and of the largest negative run· SUil ln a 
saaplc of size fooi , as descriptors of the largest historica l droui!hts, 
for nor1oal and nonnormal independent and ..Jcpondcnt stationnry stochastic 
processes tthich follO\<~S the fi r st-orde r linear autorcerossive J&Odcl. 
l:.xperiJilcntally obtained values arc chc:c~ed wi th thcorctica J ru~ull::i for 
the distribution of the longest negative run-length when the observa­
tions are independent. A set of graphs and a set of tables arc 
presented to 1nake the munerica l value-s readily usable . Good apvroxlma­
tions for practical computations are demonstrated by flt.t.i •\8 logno1·mal 
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