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ABSTRACT

POWER SYSTEM DATA CLASSIFICATION AND PREDICTION

BY FUNCTIONAL DATA ANALYSIS

The last couple of decades have witnessed the development of our electric power grid. The

growing population size and increasing consumerism have increased the load demand and brought

more pressure on the grid. Meanwhile, new elements are being introduced to the power grid, such

as various forms of renewable energy resources, electric vehicles, and so on, which need to be

monitored constantly and managed adequately. In addition, the allocation of the various resources

in the power systems is now conducted in a much more dynamic manner than ever. All these new

dimensions have driven the development of the traditional grid into the smart grid and call for new

methodologies in system design, operation, and control. This dissertation focuses on modeling

power systems with data-driven approaches, with applications in power system cyber-attack de-

tection and recovery, and large-scale, long-term load characterization. Firstly, the modeling of the

spatial-temporal relationship among the quantities across the entire power systems is provided with

applications to cyber-attack detection and data recovery. Then, the non-conforming load classifi-

cation approaches based on Functional Principle Component Analysis (FPCA) will be introduced.

This work is the first effort towards such loads due to the recently growing penetration of Dis-

tributed Energy Resources (DER) users. Lastly, we will introduce the regional high-resolution

medium-term load forecasting approach. In order to satisfy the new purpose of load forecast-

ing, serving for real-time applications, our approach can provide higher resolution than existing

long-term load forecasting and longer leading time than the existing short-term load forecasting

time-series load curve. Based on the presented case studies and simulation results, we provided

the corresponding suggestions to the present industrial power system.
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Chapter 1

Introduction

Our current electric power grid was first built back in the 1890s and had been getting updates

and improvements over time as technologies advance [2]. In the recent two decades, our power

grid is being pushed to do more than it was initially designed to do, and more and more limitations

of the aged infrastructure show up in terms of its size, scale, security, and adaptability [3]. The

growing population and the increasing consumers bring more and more pressure and tremendous

demand into the power system. Meanwhile, new elements are introduced to the power grid, such

as the growing penetrations of renewable energy resources. These elements need to be monitored

constantly and managed adequately. In addition, the allocation of the various resources in the

power systems is now conducted more dynamically than in the past. All these new dimensions

have driven the development of the traditional grid into the so-termed “smart grid” [2], which

integrates the physical power grid with many cyber components, such as two-way communication,

intelligent control systems, and high-performance computer processing, etc. [4].

On the one hand, the evolution of the traditional grid to the smart grid brought various op-

portunities with these new demands and infrastructures on the horizon. For example, it enables

multiple new products, services, and markets and provides the power quality for various ranges of

needs. On the other hand, it invites new challenges such as large-scale system modeling, central-

ized management for optimal operation, stable and secure wide-area sensing and communication,

and criticality of data delivery, and so on [5].

In recent years, the data-driven approach has been popular in the power systems research fields.

It is mainly due to operating the energy management system (EMS) and the distribution manage-

ment system (DMS). Each utility control room has collected a large amount of data. The resolution

of these data ranges from minutes’ intervals in the state estimation (SE) to 10-second intervals of

the inter-control center communications protocol (ICCP) measurements. The rich data and in-

formation should be sufficient to support new technologies such as machine learning, big data
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approach, and functional data analysis. The new approach will enable utilities to accurately man-

age real-time operation and planning horizons to meet emerging challenges and needs driven by

the "green energy" wave.

Among these new challenges encountered in the development of the modern power grid, this

dissertation focuses on the classification and prediction of power systems based on functional data

analysis with applications cyber-attack detection and recovery, and large-scale, long-term load

characterization, shown as Figure 1.1. A model of power systems was first proposed based on

functional data analysis. Then, an anomaly detection scheme (classification) was designed based

on the proposed model. Based on the anomaly detection scheme, some types of cyber-attack were

detected and recovered (prediction). For load characterization, we studied the non-conforming

load identification (classification) problem and medium-term load forecasting (prediction) prob-

lem. Finally, based on the results, we provided some reasonable suggestions to the power systems

industry in this dissertation.

1.1 Cyber-Security Problems

In the modern power grid, electronic components have replaced or are gradually replacing the

original mechanical components. This introduces new modules that need real-time communica-

tions, such as Supervisory Control and Data Acquisition (SCADA) [6], Phasor Measurement Units

(PMUs) and Wide-Area Measurements Systems (WAMS) [7]. In addition, the control, measure-

ment, and communication processes are now conducted in an automated manner to ensure efficient

and reliable power grid operations [3]. All these data collection modules using communication

links are exposed to cyber security risks [8]. This is evident by the fact that the power system

has become a prime target for cyber-criminals in recent years. Department of Energy (DoE) has

reported 150 successful cyber attacks to our power grid between 2010 and 2014, and the num-

ber is surged by 380% between 2014 and 2015. The motivation for attacks includes geopolitics,

sabotage, and financial reasons [9].
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Figure 1.1: Research overview. This dissertation focuses on the classification and prediction of power

systems based on functional data analysis with applications cyber-attack detection and recovery, and large-

scale long-term load characterization.
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Cyber-attacks are ubiquitous and unpredictable because they are subtly designed to be decep-

tive. In addition, it can be conducted from considerable remote locations. Therefore, the situa-

tional awareness modules for power systems which are heavily relied on cyber components need

to be improved continuously even though they have been studied and continuously improved for

decades [10, 11]. The cyber attacks to power systems could be organized into three different cat-

egories based on the objectives of the attacker [12]: 1) availability attack [13]; 2) integrity at-

tack [14–16]; and 3) Confidentiality attack [17, 18]. The availability attacks are also called the

denial of service (DoS) attacks and they will cause the unavailability of the critical power system

measurement data since they try to prevent, interrupt or delay the communications in the power

systems. The integrity attacks try to illegally disrupt the data exchange, for example, the false data

injection (FDI) attacks. The FDI attacks refer to the case when an attacker compromises sensor

readings in such a tricky way that undetected errors are introduced into the data during the calcu-

lations of state, variables, and values. One of FDI attacks that is the most detrimental to power

systems is the stealthy attack, which will bypass the conventional bad data detection (BDD) to

alter the results of the state estimation process. The confidentiality attacks attempt to obtain unau-

thorized information from network resources. In general, it is crucial to detect cyber attacks in

modern power system and estimate the state of the system as accurate as possible to recover from

the attacks. Considering that the confidentiality is quite different from the other two types of at-

tacks in the sense that it would not affect the data collection process for power system monitoring,

this research mainly focuses on the first two categories of cyber-attack, namely the availability and

integrity attacks.

In recent years, there are various solutions proposed at different layers of the 7-layers OSI

model of computer networking for cyber attacks in power systems. For example, at the network

layer, [19] detects the occurrence of abnormal behaviors by modeling the temporal characteristics

of the footprints left on the server by operation events; [20] models the normal data exchange flows

and control operations to classify the normal and abnormal conditions. However, even though these

methods can detect cyber attacks, the attacked data cannot be recovered. At the application layer,
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solutions are proposed for some specific applications, such as [8, 21, 22]. They focus on the State

Estimation (SE) process and check the error between system estimates and system measurements

to determine whether the system is under normal operation. However, these application-oriented

approaches usually have high pertinence but low generality. Research at the data link layer is the

current mainstream. They directly target at the data collection modules such as PMUs [7, 13, 23–

26]. Besides high generality, these approaches directly model the measurement data, which makes

it more possible for the grid to recover the normal data and state from attacks. In this dissertation,

we also try to address the cyber security issues at the data link layer.

For this problem, we first propose a new data-driven system model to model the spatial-

temporal relationship among quantities such as voltages and currents across the entire power sys-

tems. This spatial-temporal model can not only handle the dynamic feature of power systems but

also handle the potential high non-linearity introduced by the renewable resources, power elec-

tronic devices, complex load components etc. which are now increasingly integrated into our grid.

Secondly, we create an online anomaly detection scheme based on the proposed system model. It

can detect in real time whether the measurement data on any bus of the power systems are normal

at each moment by checking whether they satisfy the potential relationship captured by the pro-

posed model both spatially and temporally. Then, we apply the anomaly detection scheme to the

DoS attack, and try to detect and recover from the DoS attack with good accuracy. In addition, we

consider a new FDI attack type which has never been considered in previous works but could be

easily implemented by attackers and threaten the power system. It is the historical data injection

(HDI), which uses the historical normal data as false data to be injected to the measurement data.

Most existing works would fail to detect this type of attack since they do not take into account the

temporal relationship among the data.

In order to show the generality of our model and the possibility to recover attacked data from

our model, we first conduct simulations to check the fitness performance of the proposed system

model for the ambient environment data. Results show that our model has a good performance for

fitting the ambient data with small RMSE. Then, two case studies are conducted to show different
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applications of our approach: 1) the detection of and the data recovery from a DoS attack; and

2) the detection of the historical normal data injection attack. For the DoS attack case study, the

proposed scheme has successfully detected and recovered from a DoS attack on a single bus, and it

has a high accuracy of recovery with a very small error. As the number of attacked buses increases,

the average recovery error increases as expected, but the normalized RMSE is still very small (at

the order of 10−5) even when 70 out of 121 buses were attacked. For the FDI attack case study,

the proposed algorithm has successfully detected the historical FDI attack. It also shows that when

an FDI attack occurs, the estimated value for other buses will also be impacted. As a result, the

current scheme cannot recover measurement data from the FDI attack so far. However, at least the

system would know the data are not authentic and would not take false operations based upon the

wrong data. In the future, we would look into the data recovery by modifying our model to take

buses with only one of them attacked at a time.

1.2 Non-Conforming Load Classification Problem

In the power system, the consumption patterns of individual customers (residential, commer-

cial, industrial and agricultural, etc.) are different, and even the same types of customers may have

different patterns [27]. Load classification is a significant part of load modeling in power systems,

so the accuracy of load classification will directly affect the rationality of load modeling [28]. In

addition, discovering different customers based on load classification can not only deepen peo-

ple’s understanding of the power system but also help utilities provide personalized power system

planning and control decisions [29].

The concept of the non-conforming load was first proposed in [30], which was defined as

the kind of individual load with the characteristics of irregular changes. At that time, the non-

conforming load was mainly composed of industrial loads, and now the non-conforming loads

are greatly expanded due to increased distributed energy resource (DER) users. The irregular

changing characteristics of non-conforming loads usually bring high risks and various challenges

concerning the stability of the power grid operation. For example, the industrial loads may change
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(increase or decrease) a considerable amount of load in the power system during a brief period.

The DER customers may show a state of occasional failure at the observation end of the grid

control center because of the intermittent switching to the power supply network or renewable

energy (even if they may be consistent), which makes this part of the load in the power system

discontinuous and causes frequent sudden changes. Therefore, the analysis and modeling research

for the non-conforming load is needed. A suitable automatic classification algorithm is the first

step of further research due to the massive amount of individual loads. However, so far, few

researchers are working on this non-conforming load field because of two main reasons: 1) In the

past, when the types and quantities of loads in the power system were relatively small, the demand

for automatic classification of individual loads was not so urgent. Relying on engineers’ direct

observations to roughly classify individual loads is enough to meet the needs. 2) In the era of

modern power grids, the growing number and diverse loads and the penetration of DER have made

the demand for classification research of non-compliant loads more complex and severe. In recent

years, various measurement and monitoring mechanisms in modern power grids, such as EMS and

DMS, have brought a large amount and high-resolution measurement data that makes it possible

to automatically and intelligently meet the load classification.

Given the importance of non-conforming loads in power systems and the lack of investigation,

this research is the first effort towards the automatic classification/identification of such loads. Be-

cause the power grid can cover an extensive range, the entire area can be divided into different

sub-regions based on geography or climate because climate always significantly affects people’s

lifestyles. Customers in the same area often have similar characteristics to some extent. This

research makes the classification of non-conforming load based on quantifying the difference be-

tween the features of the individual load in a sub-region and the features of the aggregated load in

the sub-region. One of the difficulties of this research is that the definition of the non-conforming

load is vague, which means data are not labeled. Therefore, this research also summarizes three

properties that need to be considered when analyzing non-conforming load problems in general

based on the experience of experts of power systems. Then based on the reasonable usage of three
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properties and functional principal component analysis (FPCA) [31], a series of steps of dimen-

sion reduction, feature extraction, clustering analysis, and classification for non-conforming load

or conforming load is gradually implemented.

Considering that the non-conforming extent of individual loads may change over time (e.g.,

DER users), this research proposes two classification processors: 1) the segmental dataset pro-

cessor and 2) the full dataset processor. The former can analyze and classify the non-conforming

characteristics of each individual load at some specific periods of the entire observation window.

The latter can analyze and classify the non-conforming characteristics of the overall performance

of each individual load during the whole observation window.

Finally, the proposed algorithm’s effectiveness is demonstrated by displaying the classification

results based on the load data of the service area of PG&E utility in the Western Electricity Co-

ordinating Council (WECC). For the segmental dataset processor, 24 hours observation window

dataset was used, and we classified all individual loads into four categories based on daytime and

nighttime non-conforming feature. Because no label exists, a few examples for each type were

presented, and we provided some suggestions and comments to the industrial community regard-

ing each category. For the Full dataset processor, a one-month observation window dataset was

used. We sorted all individual loads by their quantified non-conforming feature of the entire month

and classified the non-conforming loads by a threshold from the sort. By referring to a label list

subjectively generated by experts’ experience in the control room, we analyze the impact of the

hyper-parameter threshold on the classification performance and demonstrate the effectiveness of

our approach. It shows that if we know the approximate proportion of non-conforming load in

the entire data set, we will get a relatively good classification result. Fortunately, this is true, and

this paper summarizes it as one of the three properties when considering non-conforming loads

problems.
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1.3 Regional Medium-Term Load Forecasting Problem

With the rapid development of human life, the complexity of power systems and the diversity of

power consumers are increasing. In such an environment, the forecast of electricity demand/load

has received extensive attention in the past few years [32]. People gradually realize that the forecast

of power demand plays a significant role in the system planning and control of modern power

systems, ranging from load allocation, generation planning to transmission augmentation [33].

This problem is challenging because its research needs to overcome a series of uncertainties. These

uncertain factors can be divided into two categories from internal and external [34]. The internal

factors which are firsthand related to the power system include the capacity of the existing power

generation, the number of customers, the loading of transformers, and the flexibility of the behavior

of customers; the external factors include the time change, the number of populations, climate

change, and economic conditions, etc.

The load forecasting process can be divided into short-term load forecasting, medium-term

load forecasting, and long-term load forecasting [33]. For short-term load forecasting, its lead-

time usually from a few hours to a few days, and the primary objective usually focuses on high

accuracy and fast prediction; for medium-term load forecasting, its lead-time generally from a few

weeks to a few months, and the prior objective usually focuses on the perception of the peak load

and hourly load profile; for long-term load forecasting, its lead-time usually cover few years to

few decades, and the primary objective usually focuses on the perception of the peak load and

the development trends. Even though some internal and external factors will influence the elec-

tricity demand process, these three categories of load demand forecasting need to consider factors

differently. For example, the development of the power system, economic change, and popula-

tion constantly change significantly influence long-term load forecasting. Still, the control room

could ignore their impact on medium-term load forecasting because these factors hardly change

obviously in a few months or years. In addition, climate change usually influences significantly to

medium-term load forecasting, and time change is always essential for all kinds of load forecast-
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ing. Compared to the medium-term and long-term forecast, literature more focused on short-term

forecast [35].

Before 2015, despite the load forecasting was essential for the expansion, operation, and plan-

ning of power systems, analysis of medium/long-term load forecasting has revived little atten-

tion [36]. At that time, the traditional regional or national electricity demand and its hourly pro-

file were forecasted by scaling up the current electricity load [37–41]. However, after 2015, the

growth electrification and customers’ flexibility make the power-system planners have to take such

changes into account to provide cost-optimal, and reasonable solutions [32]. Hence, medium/long-

term load forecasting became the principal concern of both peak and hourly load profiles. With the

development of technology in recent years, the methodology of solving load forecasting problems

has three main trends: 1) the neural network-based approach, 2) the "big data" based approach,

and 3) hybrid models.

Besides these high-level motivations mentioned above, the objective of medium/long-term

load forecasting is diverse in practice and may be different in different regions or power grid

environments. In recent years, some researches were proposed for various objectives by study-

ing medium/long-term load forecasting with different methodologies. [35] worked on the den-

sity prediction and dimensionality reduction of the medium-term electricity demand based on a

semiparametric-based additive model, which is a kind of hybrid model. [42] mainly focuses on

studying the relationship between the temperature distribution and medium-term electricity de-

mand forecasting based on the linear and non-linear regression approach. [43] explored the re-

lationship between 24 hours for each day and 52 weeks for each year based on the short-term

correlation and growth. The objective of [44] is the identification of consumption profiles and seg-

mentation of customers based on long-term forecasting of hourly electricity load. [45] studied the

different levels of wavelet for monthly medium-term load forecasting. There are also few pieces

of research studied load forecasting for the various objective base on the Long-short term memory

(LSTM): [46] took temperature, solar and a holiday into account to output the daily peak load for
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a long-term; [34] computed the yearly long-term load demand forecasting for Bali province using

LSTM.

Except for the traditional motivation and existing objective mentioned above, a new motivation

of medium-term load forecasting is proposed: serving for the real-time simulation. In the modern

power system, State Estimator (SE), Real-Time Contingency Analysis (RTCA), and Automatic

Generation Control (AGC) are primary Energy Management System (EMS) real-time applications

widely used in control rooms. Compared to operation planning studies, SE, RTCA, and AGC are

more dependent on real-time measurements on loads and generations to compute current system

state variables, post-contingency power flows, and generation regulation control actions. Their

existence provides necessary information and guarantees for the power system’s planning, opera-

tion, and maintenance. However, the study of the upgrade for these applications faces challenges

because of the extremely high data requirements, especially for the load data. To improve the re-

silience of power systems, these real-time applications need to simulate and study more extreme

situations, which need enough load data to support them. Still, the data from the records usually

lack sufficiency and flexibility. Therefore, high-resolution medium/long-term load forecasting is

needed to provide efficient data support for the simulation of these real-time applications.

This research aims to generate or forecast the high-resolution (hourly) aggregated load curve

for a region in the medium-term (a few months to a year). Firstly, we classify places with similar

climatic characteristics into the same region because climatic (temperature, humidity, wind speed,

etc.) highly influences people’s daily lifestyle. Secondly, we decompose the region’s hourly ag-

gregated load curve into three parts: base-load term, seasonal-load term, and residual term. Then

three parts are modeled and trained by different methods. Considering that almost all climatic or

weather factors can ultimately be reduced to the temperature factor and time factor constantly in-

fluences load change, we take temperature and time factors into account. The base-load expresses

the load curve’s medium/long-term variation trend, and the input factor consists of daily average

temperature and weekly time coding (to identify different weeks in a year). It is trained by a multi-

layer perceptron (MLP). For seasonal-load, it expresses the seasonal or periodic load variation of
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both long- and short-term. The input factor includes the daily minimum to maximum regular tem-

perature and weekday time coding (highlighting the difference between workdays and weekends,

etc.). It is trained by Long-short term memory (LSTM). Finally, the residual term is treated as a

time-series and was modeled by ARMA. By implementing the method in this research, a practical

high-resolution aggregated medium-term load curve forecast can be obtained, which can not only

realize the accurate prediction of peak load but also realize the depiction of hourly load profile and

provide a reasonable and controllable load curve for the real-time simulation system as input.

To demonstrate the effectiveness of the proposed method, 2 case studies for California In-

dependent System Operator (CAISO) and Bonneville Power Administration (BPA) load demand

forecasting are presented. By the training of 2014 - 2018 load data, we predicted the 2019 load

curve for CAISO and BPA. The results of case studies demonstrated that our approach has high

prediction accuracy performance, and the time of the peak load’s time for both CAISO and BPA

are accurately predicted. Eventually, by analyzing the load forecasting results for the 2020 year of

CAISO and BPA, we discussed the impact of the COVID-19 on people’s daily lifestyles. The re-

sults show that COVID-19 changed people’s daily lifestyle a lot, and it brings much more influence

on CAISO than on BPA.
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Chapter 2

Cyber-Attack Detection and Recovery

In this section, the spatial-temporal system model for the power grid is firstly introduced. Then

the methodology to build the unknown kernel functions with the approximation of B-spline basis

and to unknown parameters from the available training data is demonstrated. Finally, an anomaly

detection scheme is provided based on the proposed system model, and some simulation results

are presented as well.

2.1 The Spatial-Temporal System Model

In this section, we will build a spatial-temporal system model for the power grid. The power

grid is a highly interconnected network of generators and loads connected by transmission lines.

The nodes in this interconnected networks are usually termed as buses. Various models have been

adopted to study the operations of power systems, e.g. the transmission line models, the models

for the rotating machines and so on. However, with the development of power systems, traditional

model-based approaches are now facing many challenges, e.g. the computational complexity in-

troduced by the large number of elements and the non-linearity from renewable resources and

complex load components. In this situation, data-driven approaches become a better alternative.

In the load flow study, which gives the basic representation of the operating state of the power

systems, we are usually interested in four major quantities, namely the magnitude and the phase

angle of the voltage, and the active and reactive power at each bus. These quantities can be mea-

sured by meters such as PMU installed on each bus as a function of time. The quantities across

the entire system must follow some physical laws such as KCL, KVL, the conservation of energy,

and the dynamic properties of the elements in the system. Therefore, there must exist an unknown

relationship among the data measurements. Traditional model-based approaches try to capture the

relationships among the various quantities by building up physical models for the elements and

their connections. However, the model order can be really high for the power systems and any
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inaccuracy in the model of any individual elements could cause large error in the overall system

model. To overcome these shortcomings, here we try to build a data-driven model to capture the

underlying relationship among the voltages and currents in the power system both spatially and

temporally.

We denote the variables (voltage and/or current) measured at bus i as xi and try to represent

xi in terms of the variables at other buses. Denote d as the total amount of the buses in the power

system, and the estimated value of each bus is denoted as x̃k(t) where k ∈ {1, . . . , d}. Then, as

illustrated in Figure 2.1, the model we try to build can be represented as follows:













x̃1(t)

x̃2(t)

...

x̃d(t)













=













f1
(
x2(t), x3(t), ..., xd(t)

)

f2
(
x1(t), x3(t), ..., xd(t)

)

...

fd
(
x1(t), x2(t), ..., xd−1(t)

)













(2.1)

where fi is the function to estimate xi(t) from xj(t)’s where j 6= i and the function is generally

nonlinear.

Figure 2.1: The system model. Assuming d is the total number of buses, the estimated value of each bus

x̃i(t) on the right side is a function of the measured value of all remaining buses on the left side.

Notice that the power system is a dynamic system evolving in time and therefore, the vari-

ables in the functions fi(·) are time series xi(t)s. In order to handle the non-linear and the dy-
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namic feature, this research adopts the Volterra series to build a data-driven model that captures

the spatial-temporal relationships among these data measured at buses in the power system.

2.1.1 Volterra Series

The Volterra series is a nonlinear dynamical system identification model, which is also referred

to as a Taylor series with memory [47]. Here, we explain the Volterra series with a simple example

of just two variables. The model represents the variable of interest as the summation of different

orders of convolutions of another variable, shown as follows:

xk(t) = H0 +
∞∑

p=1

∫ ∞

−∞

...

∫ ∞

−∞

Hp(τ1, ...τP )

p
∏

s=1

xi(t− τs)dτs , (2.2)

where in our context, xk(t) and xi(t) can be the data measured at two different buses k and i, and

Hp(·)’s are the unknown kernel functions for the p-th order relationship between xk(t) and xi(t).

For p > 1, the kernel functions and the product across different variables capture the non-linearity.

The convolution operations in the model capture the temporal dynamic relationships. This is also

illustrated in Figure 2.2. The input for the model is the time series of the voltage at bus A, and

the output is the time series of the voltage measured at bus B. The relationship is captured by the

model and the kernel functions for different orders, Hp(·)’s, which are usually unknown and need

to be found based on the historical data.

Figure 2.2: An example of the Volterra series in power system.
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2.1.2 Spatial-Temporal Model

Using the Volterra series with p = 2 to model the fi(·)’s and including multiple input variables,

a spatial-temporal model can be built [48] as follows:

x̃k(t) =h0 +
d∑

i=1,i 6=k

∫ M

0

ϕ
(1)
i (τ) · xi(t− τ) · dτ

+
d∑

i1=1,i1 6=k

d∑

i2=1,i2 6=k

∫ M

0

∫ M

0

ϕ
(2)
i1i2

(τ1, τ2) · xi1(t− τ1) · xi2(t− τ1) · dτ1dτ2

(2.3)

Notice that different from the original Volterra series represented by (2.2), the integral is taken

from 0 to M instead of from −∞ to +∞. It is because the power system is a causal system with

finite memory and the system memory length is denoted to be M here. The Volterra order was cho-

sen to be 2, in order to capture the non-linearity of power systems and the interactions in space and

time. An order larger than 2 also could be used, but higher order will increase the computational

complexity significantly and does not necessarily bring in much better fitting performance. Hence,

(2.3) has three terms: the zeroth order term h0 that captures the output state without any inputs, the

first-order term that measures the impact of corresponding input data measured at buses, and the

second-order term that measures the interaction effects between different time tags for the same

input bus and between different inputs data measured at buses. Still, the ϕ
(1)
i (·) and ϕ

(2)
i1i2

(·) are

some unknown kernel functions yet to be found.

2.2 Methodology

In this section, we introduce the methodology to build the unknown kernel functions with

the approximation of B-spline basis and to estimate the unknown parameters from the available

training data.
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2.2.1 Approximation for the Unknown Kernel Functions

In order to parameterize the problem, the unknown kernel functions ϕ
(1)
i (·) and ϕ

(2)
i1i2

(·) are

approximated by B-splines basis [49], similar to what [48] has done. The unknown kernel functions

will be expressed as the linear combination of known basis functions at different knots:

ϕ
(1)
i ≈

J∑

j=1

β
(i)
j Bj(τ) (2.4)

ϕ
(2)
i1i2

≈

J∑

j1=1

J∑

j2=1

β
(i1,i2)
j1,j2

Bj1,j2 (τ1, τ2) (2.5)

where J is the total amount of knots of B-splines basis. J is one of the hyper-parameters of our

proposed model to be selected. In general, a higher J results in a higher approximation accuracy,

but it will also bring the risk of over-fitting. One of the advantages of the B-splines approximation

is that the kernel function have the flexibility to assign different weights on the input memory by

customizing the distribution pattern of the B-splines knots. Here, without loss of generality, by

using the equally spaced interior knots on the inputs memory, the entire kernel function will have

the same weight.

2.2.2 Matrix Form of System Model

In order to facilitate the estimation of the system parameters, the system model is better written

in matrix form. All known components including the B-spline basis functions and the inputs

measurement value at buses, are assembled as ξ
(i)
j (t) and ξ

(i1,i2)
j1,j2

(t).

ξ
(i)
j (t) =

∫ M

0

Bj(τ)xi(t− τ)d(τ) (2.6)
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ξ
(i1,i2)
j1,j2

(t) =

∫ M

0

∫ M

0

Bj1,j2(τ1, τ2)xi1(t− τ1)xi2(t− τ2)dτ1dτ2 (2.7)

Then, the system matrix could be defined as:

X(t) =

[{

ξ
(1)
1 (t), ξ

(1)
2 , ..., ξ

(d)
J (t)

}

,
{

ξ
(1,1)
1,1 (t), ξ

(1,1)
1,2 (t), ..., ξ

(d,d)
J,J (t)

}]T

(2.8)

And all unknown components system parameters β
(i)
k and β

(i1,i2)
k1,k2

are organized into another

column vector:

β =

[{

β
(1)
1 , β

(1)
2 , ..., β

(d)
J

}

,
{

β
(1,1)
1,1 , β

(1,1)
1,2 , ..., β

(d,d)
J,J

}]T

(2.9)

Then, the system model can be written as:

x̃k(t) = h0 + βTX(t) (2.10)

It should be noted that (2.10) is a linear model with respect to β, but the model itself is nonlinear

of xi(t)’s since the elements in X(t) results from nonlinear operations on xi(t).

2.2.3 Estimation of Unknown Parameters

When some historical data are available, they can be used to train the model represented in

(2.10). Solving the coefficient β in (2.10) is a well-done subject in the statistical learning literature,

and many estimation algorithms can be applied such as Minimum Mean Square Error (MMSE)

estimation [50], Maximum Likelihood Estimation (MLE) [51] and Kalman Filter estimation [52].

Given that in power systems the accurate distribution and the prior information for the additive

noise of measurement are usually unknown, we choose to apply the least square estimation.
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However, singularity issue often occurs when solving the model. It mainly comes from two rea-

sons: 1) the local similarity of the original power system measurement data; 2) the local similarity

of high interaction by the 2nd-order term in the proposed system model. These two similarities

will cause high correlation between some rows and columns in the system matrix X(t) in (2.10),

which in turn leads to an approximately singular state of the matrix. It will make some elements

in the least square solution relatively large and then causes a large estimation error. Therefore, the

damped least square estimation is used [53]:

β̂DLS = argmin
β

(∥
∥xk(t)− h0 − β ·X(t)

∥
∥+ λ ·

∑

|βi|
2
)

(2.11)

β̂DLS = (XTX + λI)−1XT (xk(t)− h0) (2.12)

where I is the identity matrix. The added damping item λ·
∑

|βi|
2

in (2.11) will minimize not only

the distance between the estimation and measurement of (2.10) but also the L-2 norm of coefficient

vector |βi|
2
, which can prevent β from generating extreme values. The damping degree is affected

by the scalar λ. In general, the stronger the singularity of the system matrix, the larger λ is needed.

2.3 Anomaly Detection

Our proposed spatial-temporal system model has captured the relationship between the mea-

surement at each bus as the function of the measurement at all other buses under normal system

operating conditions. Therefore, we can conduct anomaly detection by checking the difference

between the true measurement and the measurement estimated from our model. Once the resid-

ual between the estimated and the true measured value is abnormally large, we can claim that

anomaly happens in the measurement. Either the measurement at the bus itself is abnormal, or

the measurement at one or more other buses which serve as inputs to our model is abnormal. To
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conduct anomaly detection based upon the residual, we first find the distribution of the residual

under normal conditions and then formalize the detection scheme.

2.3.1 The Distribution of the Residual under Normal Conditions

The residual vector e(t) is defined as the collection of errors between the true measured value

and the estimated value from our proposed spatial-temporal model at all buses:

e(t) =


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
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





(2.13)

where d is the total number of buses under study in the system. In general, the residual should

be composed of two parts: 1) the measurement noise and 2) the mismatch between our proposed

model and the true underlying relationship between quantities. The measurement noise is usually

additive zero-mean Gaussian noise. The model mismatch noise can also be assumed to be zero-

mean Gaussian distributed given that our estimation process is unbiased and usually involves large

number of training data. In addition, we can assume that different rows of the residual are indepen-

dent since the spatial-temporal models for the measurement at different buses are actually trained

independently. As a result, we can assume that i-th row of the residual each follow a Gaussian

distribution with zero mean and variance σ2
i , denoted as ei(t) ∼ N(0, σ2

i ). The variance σ2
i is

unknown and need to be estimated from our training process.

For the training dataset, at each bus i, one can generate the estimated value from the resultant

trained spatial-temporal model, and then compute the residual ei and estimate the variance σ2
i

based upon the training data. Here, the maximum likelihood estimation is adopted [51]. This is

the optimal estimate and is easy to obtain under the Gaussian distribution assumption.
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For the training dataset, at each bus i, one can generate the estimated value from the resultant

trained spatial-temporal model, and then compute the residual ei and estimate the variance σ2
i

based upon the training data. Here, the maximum likelihood estimation is adopted [51]. This is

the optimal estimate and is easy to obtain under the Gaussian distribution assumption.

The likelihood function of σ2
i could be written as follows:

L
(
ei(t)|σ

2
i

)
=

N∏

t=1

1
√

2πσ2
i

exp

(

−
ei(t)

2

2σ2
i

)

, (2.14)

where N is the total amount of training data. In order to facilitate the optimization problem, the

natural logarithm is taken on the both side of (2.14) to convert the production into summation. The

log-likelihood function could be written as:

lnL
(
ei(t)|σ

2
i

)
=

N∑

t=1

[

−
ei(t)

2

2σ2
i

− ln

(√

2πσ2
i

)]

. (2.15)

Then the estimate for the variance σ2
i could be obtained by maximizing the log-likelihood

function with respect to σ2
i :

σ̂2
i = argmax

σ2

i

lnL
(
ei(t)|σ

2
i

)
. (2.16)

2.3.2 Anomaly Detection

With the estimated σ2
i and the Gaussian assumption, the probability density function (PDF) of

residual for the i-th bus under normal conditions (or null hypothesis) can be written as:

f
(
ei(t)

)
=

1
√

2πσ̂2
i

exp

(

−
ei(t)

2

2σ̂2
i

)

, (2.17)
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The distribution of the residual under abnormal conditions would be unknown since there could

be various kinds of abnormal conditions. Therefore, here we propose to detect the anomaly solely

based upon the distribution under normal conditions. For the given distribution, the anomaly de-

tection can be simply set as a one-sided χ2 test [54]:

|ei(t)|
2

σ̂2
i

≥ χ2
2,Pf

, (2.18)

where χ2
2,Pf

denotes the critical value of the χ2 distribution with 2 degrees of freedom with confi-

dence level Pf and Pf is the false alarm (declaring anomaly while it is actually normal) probability

for the detection.

In the context of cyber-attack, for the Denial of Service (DoS) attack, the measured value at

attacked buses will be unavailable (equal to zero) when DoS occurs, but the estimated value can be

still obtained via our proposed model. Therefore, large residuals for the buses under attack occur,

and then the anomaly will be identified. For the False Data Injection (FDI) attack, the measured

value of the attacked buses will be replaced by false data, but the replaced false data will be in

disagreement with the modeled spatial-temporal relationship. Therefore, large residuals for the

attacked buses occur, and then the anomaly will also be identified.

2.4 Simulation Results

Our approach was tested with the data from the minniWECC simulations [55] which is based

upon a simplified version of the system monitored by the Western Electricity Coordinating Council

(WECC) of North America. The minniWECC system model includes 120 buses, 171 lines, 34

generators, 20 load transformers, 19 load buses and 2 DC lines. The simulation will generate PMU

data for each Bus and Line, and the sampling rate was set up as 5 samples per second. In all

simulations, the voltage data of the PMUs were used. The current data were not used here since

there is no obvious difference in performance between using voltage data and current data. In

practice, if one kind of data of some buses are missing, people can replace it with another kind

of data. In other words, our model would be applicable to any kind of combinations of data. We
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trained our model with 1 hour data under normal operating conditions, which means that the power

system has no major events and no attacks except for the 20% random load variation.

In this section we present three case studies. The first case study shows the performance of

our proposed data-driven spatial-temporal model to fit the power system data, and the impact of

the hyper-parameters in our model on the fitness performance. The second case study shows the

recovery performance when the DoS attack happens at a single bus and explains the impact of the

number of attacked buses on the average recovery performance. The third case study shows the

detection performance when FDI attack occurs by trying to inject some historical data to replace

the true measurement.

Figure 2.3: The minniWECC simulation system.
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2.4.1 Case A: The Goodness of Fit of Our Proposed Model

To show the goodness of fit on power systems, we have randomly select 9 buses in the minni-

WECC system, and simulated data to be used as the training set and validation set with one hour

gap between them. In this case, both the training dataset and the validation dataset are the power

system ambient data under normal operations, to demonstrate the goodness of fit of our proposed

data-driven spatial-temporal model.

Table 2.1: Evaluation

Training Set Validation Set

Bus Num. RMSE Error(‰) R2 RMSE Error(‰) R2

8 0.0051 0.0081 0.8784 0.0059 0.0092 0.8279

10 0.0044 0.0066 0.9742 0.0048 0.0072 0.9730

16 0.0079 0.0273 0.3861 0.0088 0.0301 0.3022

21 0.0061 0.0098 0.6922 0.0072 0.0114 0.5633

27 0.0031 0.0232 0.4672 0.0035 0.0259 0.2739

35 0.0069 0.0111 0.9383 0.0075 0.0120 0.9243

43 0.0057 0.0089 0.9423 0.0064 0.0098 0.9358

75 0.0001 0.0033 0.9667 0.0001 0.0037 0.9633

111 0.0003 0.0119 0.9009 0.0004 0.0147 0.8682

Table 2.1 shows the fitting performance of our model on the selected 9 buses (Buses 8, 10, 16,

21, 27, 35, 43, 75 and 111 in the minniWECC system) and works on the voltage measurement

on each of these buses with all other remaining buses’ voltage as the inputs. We use the Root

Mean Square Error (RMSE) as the main performance metric. The “Error (‰)” means the average

relative error, which is calculated by the average of
∣
∣x̃i(t)− xi(t)

∣
∣ /xi(t) for t = 1, 2, . . . , n with

the unit of per thousand. Also, we use the R2 test to evaluate the degree of similarity between the

two curves and the value is between 0 to 1 [56]. The higher the R2 value, the better the fitness of

the model on the data.

From the results, we can see that the RMSE and the relative error for each chosen bus are

very small, and the R2 test scores for them are close to 1 except for the No. 3 and No. 5 buses.
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These two buses have R2 test score lower than 0.5 but have a fair accuracy for the RMSE and the

relative error. The reason for this is that the measurement of these two buses has a relatively high

non-linear relationship that is captured by our model, but the R2 test mainly quantifies the degree

of any linear correlation between the observation and the estimation. This result shows that the

proposed model has good fitting performance on power system data.

The proposed model has three hyper-parameters which need to be chosen by users for the dif-

ferent applications. In order to demonstrate their impact on the fitness performance, we conducted

300 random tests on each of them separately and show the results in the form of box plots.

Figure 2.4: The test on the number of inputs.

Firstly, this research tested the influence of the number of inputs N with different values from

5 to 50. And for each N , we randomly selected nodes with the corresponding number of inputs

from the minniWECC simulation system 300 times. Figure 2.4 shows that with the increase in

the number of inputs our model will provide more and more accurate performance. On each box

in the figure, the central red mark indicates the median, and the bottom and top edges of the box

indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data

points not considered outliers, and the outliers and the outliers are plotted individually using the
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’+’ symbol. Same as the test above, the voltage of the corresponding buses are used as inputs.

Considering the computation cost ratio, the number of inputs as 20 was chosen in the rest of the

simulations.

Figure 2.5: The test on the system memory.

Secondly, the system memory was tested with different value from 25 to 250, and we also

executed 300 tests for each system memory with randomly picked 20 buses. This system memory

affects how many temporal information that our model will include. From Figure 2.5 we can know

that a small system memory will make our method in lack of sufficient temporal information to

obtain the best performance, in other words, resulting in the under-fitting situation. A big system

memory will make our method obtain too much redundant and unrelated temporal information,

which will reduce the efficiency and accuracy of the algorithm, or equivalently ending up in the

over-fitting situation. For the minniWECC system under study we obtained the best performance

at M = 75 and this research will fix it for the last test of hyper-parameter.

Then, this research tested the last hyper-parameter the number of knots J , with also 300 ran-

dom tests. In our simulation environment, we use the uniformly distributed knots, so the only

factor matters is the total amount of knots. It will affect the density of the basis functions dis-
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Figure 2.6: The test on the number of knots.

tributing in the time period of the system memory during the B-splines approximation process.

Figure 2.6 shows the fitting performance under different number of knots. Same as the other two

hyper-parameters, a different number of knots should be selected for different power systems. A

smaller number of knots may not be enough to satisfy the higher complexity of the unknown ker-

nel function, and a higher number of knots will result in a very dense basis function, and therefore

may be too aggressive to meet the characteristics of the unknown kernel function, resulting in over-

fitting. Actually, users can customize how these knots are distributed based on prior knowledge of

the general shape of the kernel function or based on the user’s subjective interests.

2.4.2 Case B: The Application of Our Proposed Model to DoS Attacks

Based on the high accuracy of our system model in fitting the power system data, we can

effectively combat against the Denial-of-Service attacks (DoS). A DoS attack will block the mea-

surement feedback function of a certain bus or some buses, resulting in the loss of the measurement

data of the bus, and thereby makes the real-time monitoring mechanism of the control center in

untrusted state. In this section, this research will discuss the performance of our model under both

single-bus attack and multiple-bus attack situation.
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Figure 2.7: The test of the Number of buses. In the top figure, blue curve is the PMU measurement data of

one bus, and the orange curve with dots is the predicted value provided by our method after the DoS attack

occurs at t = 2000. In the bottom figure, the black curve is the residual between the measurement and the

predicted voltage value at bus.

When the DoS attack occurs, the attacked bus cannot obtain any measurement. In this case,

we can use our proposed spatial-temporal model as a predictor to generate the estimated data from

other un-attacked buses and provide them to the control center as a substitute for the lost data

due to the attack. For example, in Figure 2.7, a DoS attack occurs at t = 2000 on the PMU

measurement data of one bus. The blue curve of the top plot of Figure 2.7 is the current magnitude

measurement value of the attacked bus. After the DoS attack occurs, our method started working

and provide the predicted value in real time (seen as the orange curve with dots). The top plot

is showing that the orange curve (estimated value provided by our model as substitute) and the

blue curve (original measurement if no DoS attack happens) are very close, and the bottom plot of

Figure 2.7 is the residual e(t) from equation (2.13). The residual before t = 2000 is equal to zero

because the DoS attack did not happened yet. We can see that the residual value in the bottom plot
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is four magnitudes of order smaller as compared with the measurement value in the top plot. We

also checked the autocorrelation of the residual e(t) which is approximately equal to 0.197, which

means that e(t) is close to white noise.

Figure 2.8: As the number of attacked buses increases, the average absolute error of the calculated values

of all attacked buses increases.

In practice, attackers might carry out DoS attacks on multiple buses at the same time instead of

just targeting at one bus. In order to test the performance of our method in this article when multiple

buses are attacked by DoS, we incorporate all 121 buses in the minniWECC simulation system as

the inputs of our proposed model and monitor the measurement at them in real time. Then we test

cases where the attacker randomly selects the attacked buses and gradually increase the number

of attacked buses. In each group of test, we use the remaining secure buses (unattacked buses) to

calculate the estimated value of each attacked buses, and each group performs 100 random tests
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and calculates the average absolute error (RMSE) of the estimated value of all attacked buses. The

average voltage value of the entire 121 buses is about 290.07 KV, hence the normalized RMSE still

remains at the level of 3.447 × 10−5 after 70 out of 121 busses were attacked. Finally, the largest

number of attacked buses in our test is 73, leaving only 48 unattended buses. Figure 2.8 shows

the average absolute error (RMSE) versus the number of attacked buses. From the results, we can

see that when the number of attacked buses is less than 51, the average absolute error (RMSE)

of the estimated value of all attacked nodes in the system is relatively small and the growth rate

is relatively slow, which means that the performance of our algorithm, in this case, is good and

relatively stable; when the number of attacked buses is greater than 51, the average absolute error

(RMSE) of the estimated value of all attacked buses in the system begins to increase rapidly, which

means that the performance of our algorithm begins to decline in this case. This is quite reasonable

since most measurement in the system become unavailable and very limited information can be

provided to our model. Nevertheless, even under this extremely bad situation, our algorithm still

has a small error when 2/3 of the buses of the system are subjected to DoS attacks.

2.4.3 Case C: The Application of Our Proposed Model to FDI Attacks

In addition to the threat of DoS attacks, the power grid in recent years is also being threat-

ened by False Data Injection (FDI) attacks, which are mainly conducted through intrusion into the

communication network of the measurement system to change or inject the measured values of the

sensors in the power system. One of the most threatening is the stealthy attack, which is proven

to bypass the Bad Data Detection (BDD) module for current power system monitoring and control

center, and then guide the control center to obtain wrong state estimate.

An example is shown in Figure 2.9. When a bus is attacked by FDI from t = 1550 to t = 2550,

the attack is detected immediately through the sudden increase of residual.

Many studies have proposed various detection or recovery solutions for stealthy attacks relying

on the difference between the bad data and the original data (see e.g. [23–25]). However, if the

attack data itself is the true data collected from the system but only at different times, these meth-
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Figure 2.9: A historical data FDI attack. Some historical data were injected to measurement curve from t =
1550 to t = 2550. The bottom figure is the residual between the measurement and the predicted/estimated

value.

ods are often not effective since most of them make the detection solely based upon the spatial

relationship among the data while neglecting their temporal relationship. Here, we bring attention

to this new type of attack, namely the historical normal data injection attack. We can see that our

proposed method can not only effectively detect this type of attack, but also effectively recover the

original data from our spatial-temporal model. The reason is that our proposed method captures

both temporal and spatial information and therefore even if some historical data is used to replace

the true measured data, they can still be identified as wrong data because they would not maintain

the temporal relationship of the true system operating data.
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Figure 2.10: The historical normal data attack on 5 randomly selected buses. The intervals marked by two

vertical black lines are the attacked periods, and the blue curves are the residuals between measurement and

predicted value. The red dots denotes the abnormal samples detected by our method.

We randomly select 5 buses in the minniWECC simulation system and use the historical data

from their training set to inject them in sequence. Each time only one bus was attacked. In Fig-

ure 2.10, the same duration interval marked by two vertical black lines on each bus means the

attacked time period. For example, the first bus was attacked from t = 800 to t = 2200, and the

second bus was attacked from t = 2200 to t = 3600, and so on. The red dots denotes the abnormal

samples detected by our anomaly detection method.

Figure 2.10 shows that before t = 800 the residual of 5 buses are very small and the system be-

haves normally, but when the historical data was injected, the residual of 5 buses begin to increase

and exceed the anomaly detection threshold and were immediately detected as abnormal samples.

This phenomenon illustrates that in real-time running one bus attacked by FDI will affect the resid-

uals of other buses at the same time. This is because that any bus that is attacked will become the

input of the predicted value of the other buses at the same time and we do not know which buses

can be trusted. Therefore, our method can just detect the FDI attack but cannot recover it fully at
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the present stage. More work need to be done for the recovery of power systems data attacked by

FDI attack with historical data.

2.5 Summary

In this chapter, the detection and recovery of availability attack and integrity attack in cyberse-

curity of the smart grid are investigated and a new attack type of FDI named historical normal data

injection was considered. To improve the accuracy of fitting the PMU data of power systems, this

research models the spatial-temporal relationship among data collected across the entire system.

This research demonstrates the applicability of the proposed method in this research through the

simulations of ambient data of the minniWECC system, and the fitting accuracy can explain the

recovery capability of the proposed method to the DoS attacked bus, using the data from remaining

secure buses. By simulating the DoS attack, this research demonstrated the detection and recovery

performance of the proposed method when a DoS attack occurs on a single bus and explains the

impact of the number of attacked buses on the overall performance of the proposed method. This

research uses historical normal data as false data to simulate the FDI attack and demonstrates the

detection performance when FDI occurs on buses of a power system.
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Chapter 3

Non-Conforming Load Classification

In this section, the details of the importance of the non-conforming load is firstly provided.

Then, the methodology of the two classification processors is introduced. Some experimental

results are presented at the end of this section.

3.1 Non-Conforming Load in Power Systems

As we mentioned in the Section 1.2, the non-conforming load was defined as the kind of load

with the characteristics of irregular changes, which is the opposite of the residential load (con-

forming load) such as the commercial, industrial and agricultural load. In the past, when the types

and quantities of loads in the power system were small, the demand for automatic classification of

individual loads was not so urgent. At that time, utilities used holistic and statistical approaches

to determine whether the individual load was non-conforming. Meanwhile, the changes in load

characteristics had been prolonged and gradual due to the absence of Distributed Energy Resource

(DER). Once a year or several years, a review was proven adequate to determine individual non-

conforming loads and model them in the energy management system (EMS) as simple base value

loads.

With the gradual formation of smart grids, the problem of non-conforming load classification

has become more severe [57]. The large amount of load data collected by the Wide-Area Mea-

surement System (WAMS) makes the control center’s perception of the load in the power system

fuzzy [58]. The complex structure and flexible form of these loads have brought new challenges to

the classification of non-conforming loads [59]. In addition, because of the growth of residential

loads with rooftop solar panels (behind the meter), prone-nonlinear power electronic loads, and

DER, the definition of the load has lost its original in-habitability. Also, because of the residential

renewable generation and power electronic load in emerging power grids, the load characteristics

change more quickly than ever. In the power system modeling, both generator and load exist on a
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bus, so power injection at the bus itself has duality and varies significantly over time. For example,

in some buses combined with renewable energy sources such as solar PV, the injection on the bus

during the day will be dominated by solar generation output-positive. At night, the injection on the

bus will be negative and supplied by bulk system generations, and it will behave as a pure load.

Such a new form of the load is labeled "efficient load" in western utilities, such as PG&E and

Idaho Power Company. These new features and changes make the existing non-conforming load

identification methods no longer adequate to handle new challenges.

Non-conforming load impacts the operation planning study results directly. Given a grid sys-

tem like CAISO (California Independent Operator System), which includes thousands of efficient

loads, it results in noticeable errors for engineers to perform future operation planning studies

by existing load model approaches to represent efficient loads. With the growth of renewable

resources, the accuracy of the planning study that uses these efficient loads will depend on the

different periods. For example, if it is a sunny day, the load profiles of the planning study may

be accurate, but if in the evening, the load profiles will be different. A good perception of the

non-conforming load will benefit the accuracy of the system planning study.

Non-conforming load also impacts the primary EMS real-time applications: State Estimator

(SE), Real-Time Contingency Analysis (RTCA), and Automatic Generation Control (AGC), which

are widely used in the control rooms. Compared to operation planning studies, SE, RTCA, and

AGC are more dependent on real-time measurements on loads and generations to compute current

system state variables, post-contingency power flows, and generation regulation control actions.

Typically, EMS only receives telemetry values for only 50% of individual loads while handling the

rest of non-measured loads as pre-modeled pseudo power injections. Estimation of non-telemetry

loads heavily dependent on normalization of pre-modeled pseudo power injections across the sys-

tem or area called load allocation factors. A conforming load is assumed to follow system load

variation via a constant load allocation factor. For a non-conforming load, the load allocation fac-

tor is not fixed. Identifying non-conforming load and modeling its allocation factor with variable

values is essential to obtain accurate solutions of SE, RTCA, and AGC.

35



From the past to the modern power system, the non-conforming load analysis plays an increas-

ingly important role. However, few researchers in academia have contributed to this field because

the research on this issue requires sufficient real data as support, and data resources in the past

were very scarce. Until later, both EMS and Distribution Management System (DMS) have been

operating for decades, and each utility control room has collected a large amount of load estimation

data. The resolution of these data ranges from 1-5 minutes intervals in SE to 10-second intervals

of ICCP measurements. The rich data and information should be good enough for using new tech-

nologies for automatic classification or identification of individual loads. The new approach will

enable utilities to accurately manage load estimation in real-time operation and planning horizons

to meet emerging challenges and needs driven by the “green energy” wave.

In the experimental environment of this study, to explain the algorithm applied in this research,

this research uses a data set as an example in the rest of the content. The data set consists of 1610

individual loads in the service area of PG&E in WECC. Each individual load records the load

data for one month at a sampling interval of 5 minutes. The following section demonstrates the

methodologies separately based on the different focus of periods to interpret the differences and

characteristics of the two proposed approaches.

3.2 Methodology

The power grid can cover a wide range, and it can be divided into different sub-regions ac-

cording to factors such as geography or climate. Customers in such the same sub-region usually

have similar characteristics to some extent. In this paper, we aim to classify the individual loads

in a sub-region of power system into two categories: conforming or non-conforming load, based

on the difference between the features of each individual load and the features of the aggregated

load of the sub-region. One of the difficulties of this research is that there is no clear definition

of non-conforming load. In other words, the data is not labeled, so our algorithm uses an un-

supervised classification idea. For unsupervised classification problems, clustering is the core of

the algorithm and the basis for further classification. Appropriate feature extraction is a prereq-
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uisite for clustering analysis. To perform better feature extraction, the original data set should

perform data pre-processing, dimension reduction, and feature dissociation. Then according to the

non-conforming extent of individual loads may change over time. This paper proposes two classi-

fication algorithms for segmental and full dataset processors based on different feature extraction

methods using various clustering methods. A flow chart of the proposed algorithm is shown in

Figure 3.1.

Figure 3.1: Algorithm flow chart.

To solve the classification problem for non-conforming loads, the three properties have to be

considered:
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1) Regularity: the conforming loads have a similar regular and seasonal pattern.

2) Majority: there is a large number of individual loads that are conforming.

3) Proportion: the experts in the WECC have a rough idea for the total amount of the non-

conforming loads in an area.

The three properties are the critical basis for feature extraction, clustering, and classification of

non-conforming loads. Next, this section will introduce the data preprocessing process and use the

above three properties to achieve the final classification purpose.

3.2.1 Data Preprocessing

The data preprocessing is divided into three steps: area segmentation, data elimination, and

centralization.

Area Segmentation:

When a power grid spans a large area, such as WECC, loads in different areas may have es-

sentially different performances due to natural factors or other external factors. For example, in

California, the peak load of an entire year will occur in summer because people use air condition-

ers to keep cooling. Still, in Seattle, the peak load of a whole year will occur in winter because

people use heaters to keep warm. In this case, it is unfair to compare the characteristics of an indi-

vidual load with the aggregated load of the entire grid. Therefore, it is necessary to divide the vast

area into several sub-regions according to factors such as humanities or geography. Here we take

WECC as an example, according to the climate zones provided by [60] to divide the entire West-

ern Interconnection (WI) footprint into 12 sub-regions to illustrate this methodology, as shown in

Figure 3.2:

The original dataset can be presented as:

W = A1 ∪ A2 ∪ · · · ∪ A12 (3.1)
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Figure 3.2: Climate zones.

where W is the set including all individual loads in WECC, and Ai, i = 1, 2, . . . , 12, are the 12

sub-regions divided by climate and temperature because they are the most two important factors

that influence the customers.

Data Elimination:

For any sub-region Ai, i ∈ 1, 2, . . . , 12, not all of the individual loads in it must be considered.

For the control center, those loads with larger watts are often more concerned, and The control

room can usually ignore those with smaller watts because they have almost no effect on the sys-

tem’s operation. However, in our subsequent calculation process, the mean value of the individual

load is not considered. In other words, a load with a more considerable watt value and a load with

a small watt value have the same effect in the algorithm, which we hope to avoid. Therefore, the

elimination of the dataset is necessary.

For the i-th sub-region Ai, we assume it includes k individual loads. The load characterization

is based on time series analysis. Therefore we assume that each individual load record has an
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observation window with length N , which makes each sub-region dataset to be organized into a

k ×N matrix:

Ai =













x1(t)

x2(t)

...

xk(t)













=













l11 l12 . . . l1N

l21 l22 . . . l2N
...

... . . .
...

lk1 lk2 . . . lkN













(3.2)

where each column of the matrix corresponds to the load state at the particular time-snap, and each

row of the matrix corresponds to the time series load value of the specific individual load.

According to the real situation of each sub-region, we can define a threshold τs ∈ [0, 1) to

select the eliminated dataset AFi of individual loads that need to be considered in each sub-region:

AFi = {xj ∈ Ai|x̄j ≥
τs
k

k∑

i=1

x̄i, j ∈ 1, 2, . . . k} (3.3)

Then, the individual loads of the eliminated dataset AFi can be renumbered from 1 to m:

AFi =













x1(t)

x2(t)

...

xm(t)













,m <= k (3.4)

Centralization:

In the matrix AFi each row xi(t), i ∈ 1, 2, . . . ,m corresponds to a time series of one individual

load, which includes two statistical information: mean and variance. The next step of our method-

ology, dimension reduction (due to functional principal component analysis (FPCA), seeing next

subsection) [61], highly depends on variance and does not require information about the mean.

Therefore we need to centralize each row of the eliminated dataset AFi to obtain each row having

zero mean. The centralized row x

′

i(t) is given by:
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x

′

i(t) = xi(t)− x̄i(t), i ∈ 1, 2, . . . ,m (3.5)

After the data preprocessing, an eliminated centralized dataset is obtained by a m×N matrix,

noted as Xm×N :

Xm×N =













x

′

1(t)

x

′

2(t)

...

x

′

m(t)













(3.6)

3.2.2 Preparing for Feature Extraction

The preparing for feature extraction is divided into two steps: dimension reduction and feature

dissociation.

Dimension Reduction:

Instead of using the eliminated centralized dataset Xm×N , we conduct the dimension reduction

of the data before the feature extraction. It can bring some benefits by doing this. Firstly, we can

study the correlation among different components of the dataset and reveal the dataset’s primary

structure. It dramatically facilitates feature extraction and clustering. Secondly, during dimension

reduction, it would usually reduce the noise and the redundant information in the dataset. Finally,

it would significantly reduce the computational complexity for the classification process with the

dimensionally reduced dataset.

Principal component analysis (PCA) [62] is one of the most widely used data dimensional-

ity reduction algorithms, and the functional principal component analysis (FPCA) is an extended

version of PCA [61]. The main idea of FPCA is to map the mean-centered individual load time

series dataset from a higher m-dimensional state to a lower r-dimensional linear combination with

orthonormal principal component harmonics by maximizing the variance within each principal

component. The value of the resultant dimension r is selected according to the variance ratio of
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each principal component harmonics (also named eigenfunctions). Let the variance ratio of the

dimension with the i-th most significant percentage be vi, then

r = argmax
r

r∑

i=1

vi ≥ τv, (3.7)

in which τv is the variance ratio threshold. The value of τv is a hyper-parameter of our algorithm

and is closely related to the dataset itself.

Feature Dissociation:

After dimension reduction by FPCA, we will obtain a weight matrix W and an eigenfunction

matrix E to express the original dataset Xm×N as:

Xm×N =













x

′

1(t)

x

′

2(t)

...

x

′

m(t)













=













w1
1 w1

2 . . . w1
r

w2
1 w2
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r
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... . . .
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


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





︸ ︷︷ ︸

Wm×r

·









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


e11 e12 . . . e1N

e21 e22 . . . e2N
...

... . . .
...

er1 er2 . . . erN













︸ ︷︷ ︸

Er×N

(3.8)

where each row in E is one eigenfunction of the dataset Xm×N and all rows are orthogonal with

each other. Also, each row in E is a time series load data with the observation window N . There-

fore, the time series of individual loads in each row of the original dataset Xm×N is expressed

as a linear combination of all rows of the E matrix. And each row in W is the weight vector

corresponding to the individual load.

Eigenfunction matrix E includes exclusive features of the dimensionally reduced dataset. How-

ever, these eigenfunctions are challenging to interpret in the observation window 1, 2, . . . , N , be-

cause they often exhibit shapes similar to polynomials from 1-order to r-order (due to keeping

orthogonality). Therefore, we need to reflect the features of all eigenfunctions more clearly in the

dimension of the observation window 1, 2, . . . , N, that is, feature dissociation.
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Varimax rotation (also called Kaiser-Varimax rotation) [63] is the most common way to do this

with two main benefits: 1) keeping all eigenfunctions orthogonal; 2) keeping total energy constant.

It maximizes the sum of the variances of the squared correlations between eigenfunctions and

observation window time-snaps. It usually results in high eigenfunction values for fewer time-

snaps and low eigenfunction values for the rest. In other words, the result is that a small number of

time-snaps with important eigenfunction values are highlighted, which makes it easier to interpret.

It gives a N ×N rotation matrix RV by:

RV = argmax
R






1

N

r∑

j=1

N∑

i=1

(ER)4ij −
r∑

j=1




1

N

N∑

i=1

(ER)2ij





2



 . (3.9)

where E is the eigenfunctions matrix that we got from Section 3.2, and r is the number of rows

of E, and N is the number of columns of E. Then, a new rotated eigenfunctions matrix ER is

obtained by:

ER = E ·RV =













e
′

1(t)

e
′

2(t)

...

e
′

r(t)













r×N

(3.10)

All rotated rows in the new eigenfunctions matrix ER are still orthogonal with each other, but

the rotated eigenfunctions’ variances on observation window time-snaps are highlighted.

After the above steps, feature extraction has received great benefits. At this time, the rotated

eigenfunctions of each row in the rotated ER are no longer arranged in descending order repre-

senting the variance of the data set. In the following algorithm, the data set variance represented

by the rotated eigenfunction has been ignored. Still, the projection size of the time series curves of

the individual loads on these rotated eigenfunctions is paid special attention.

The rotated eigenfunctions matrix ER usually has two types of rotated eigenfunctions because

the characteristics of individual loads may change over time, as mentioned in Section 1.2. One
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class will have massive loadings at some periods but tiny loadings at other periods. It is also called

the short-term period with colossal loading. Another type will have relative statable loadings

throughout the entire period. It is also called the long-term period with small loading.

Based on these two types of rotated eigenfunctions, this paper generated two classification pro-

cessors: 1) segmental dataset processor; 2) full dataset processor. For the first one, we mainly

classify the individual loads that have non-conforming properties on specific periods, such as

DER users. For the second one, we specifically categorize the individual loads that keep the

non-conforming properties all the time, such as the traditional industrial load. They have differ-

ent methods for feature extraction, clustering, and classification and will be introduced separately

below.

3.2.3 The Segmental Dataset Processor

This subsection mainly describes the classification approach for individual loads that only ex-

hibit non-conforming characteristics in a short period. And we will use three parts to describe the

method of feature extraction, clustering, and classification.

Feature Extraction:

For individual loads that only show non-conforming characteristics in a short-term period, the

feature extraction methods mainly aim at the former of the two different types of rotated eigen-

functions mentioned above. Compared to the mean function, it has an extensive loading at some

short-term period of the observation window and has minimal loading for the rest.

Before selecting the corresponding eigenfunction, we need to know which periods in the

dataset’s observation window we should focus on. From the Regularity and Majority of the three

properties mentioned at the beginning of this section, we know that in the current power system,

the conforming individual loads account for the majority and have similar performance. Therefore,

the occurrence of non-conforming loads will bring more variances to the dataset to reflect the pri-

mary information in the data set. However, one of the advantages of the rotated eigenfunctions is

that they reflect the prior information or variance in the dataset (no longer the variance in a single
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dimension, but the variances at different time-snaps in the observation window). Therefore, we

can get further perception by computing the variance function of all rotated eigenfunctions,

V (s, t) =
1

r

r∑

i=1

[
Ei(t)− Ē(t)

] [
Ei(t)− Ē(t)

]
, t = 1, 2, . . . , N. (3.11)

which actually treat all rotated eigenfunctions
[

e
′

1(t), e
′

2(t), . . . , e
′

rt
]T

from time-snap 1 to N as

one random process note as E(n) including r independent processes. By calculating this variance

function, we can easily draw the curve corresponding to the time variables t. Then the peaks and

valleys on the variance function can be intuitively seen. If there is a peak at t = n, n ∈ 1, 2, . . . , N ,

that means at n-th time-snaps of the observation window, and all rotated eigenfunctions have a huge

variance, which is highly possible resulted from non-conforming individual loads. Therefore, the

time-snaps like this are the periods in the observation window of the dataset that we should focus

on. Then we could select some time-snaps corresponding to the peaks from the diagonal based on

the actual situation, or select all peaks as your concerned time-snaps. Assuming y time-snaps from

observation window 1, 2, . . . , N are selected.

For one subset AFi, assuming we have a mean function of all individual loads time series x̄
′

(t)

is given by:

x̄

′

(t) =
1

m

m∑

i=1

x

′

i(t) (3.12)

Each row (rotated eigenfunction) of the new matrix ER is also a time series data noted by

e
′

i(t), i ∈ 1, 2, . . . , r. We can define a set of square error row vector by:

di(t) =
(

e
′

i(t)− x̄

′

(t)
)2

=

[

di1 di2 . . . diN

]

, i = 1, 2, . . . , r. (3.13)

where each square difference row vector is a time-series data corresponding to the observation

window time-snaps.

Feature extraction will be completed by selecting the corresponding rotated eigenfunctions for

y focused time-snaps, respectively. For each focused time-snaps, we can find at least one (the
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more, the better) rotated eigenfunctions e
′

s(t), s ∈ 1, . . . , r whose corresponding square difference

vector ds(t) has a significant value at the time-snaps but has a small value for the rest.

Clustering:

After extracting the features, we obtained y focused time-snaps of interest, and for each focused

time-snap, some rotated eigenfunctions e
′

s(t), s ∈ 1, . . . , r were selected. Therefore, we can

analyze the clustering and classification of individual loads for each focused time-snaps.

Assuming for the j-th (1 ≤ j ≤ y) focused time-snaps, c rotated eigenfunctions we selected

e
′

sjq
(t), q = 1, . . . , c. Because all rotated eigenfunctions were orthogonal with each other, a c-

dimension orthogonal space is built by them. Therefore, each individual load in the subset will be

uniquely mapped to a position in the space with a c-dimension coordinate using their projection on

each rotated eigenfunctions, which is given by:

P
j
i =













p
j1
i

p
j2
i

...

p
jc
i













1×c

=













< x

′

i(t), e
′

sj1
(t) >

< x

′

i(t), e
′

sj2
(t) >

...

< x

′

i(t), e
′

sjc
(t) >













1×c

, i = 1, 2, . . . ,m. j = 1, 2, . . . , y. (3.14)

where P
j
i is the position of the i-th individual loads in the orthogonal space of j-th focused time-

snap.

According to the properties: Majority and Regularity, all the conforming individual load’s

positions in the orthogonal space will cluster together, and the non-conforming individual loads’

position will be the outliers that are far from the center of clustering (CoC).

Classification:

To classify the conforming and non-conforming individual loads, we need to calculate CoC’s

position and determine the threshold as the distance from the CoC to classify the outliers out.
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This paper defined the position of CoC of j-th focused time-snap as the mean coordinate of all

mapped individual loads in the j-th orthogonal spaces, noted as P
j
CoC :

P
j
CoC =













p
j1
CoC

p
j2
CoC

...

p
jc
CoC













1×c

=
1

m

m∑

i=1

P
j
i (3.15)

Considering the proportion of properties, based on P CoC , power system experts can give the

size of the threshold τ jd according to actual conditions. So far, we can claim that i-th individual

load is non-conforming at j-th time-snap if:

‖P j
i − P

j
CoC‖ > τ jd , i ∈ 1, 2, . . . ,m. j ∈ 1, 2, . . . , y. (3.16)

3.2.4 The Full Dataset Processor

This subsection mainly describes the classification approach for individual loads that will main-

tain non-conforming characteristics for a long-term period (usually for the entire observation win-

dow). We will discuss the different feature extraction, clustering, and classification methods.

Feature Extraction:

In Section 3.2-B3 we mentioned that there are usually two rotated eigenfunctions in the new

ER matrix. Unlike the previous approach, this approach is mainly aimed at the latter, which has

relatively stable loadings throughout the entire observation window.

This kind of rotated eigenfunctions exists because of the Majority and Regularity of the individ-

ual loads that are conforming for the entire observation window. Using this rotated eigenfunction

can help us quantify the degree of conforming of individual loads within the overall observation

window and then benefit the clustering process.
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According to (3.13), we have a set of square error row vectors di(t), i ∈ 1, 2, . . . , r, where

each vector is the square error between e
′

i(t) and mean function x̄

′

(t) given by (3.12). It is also

time-series data corresponding to the observation window time-snaps.

The feature extraction will be completed by selecting rotated e
′

s(t), s ∈ 1, . . . , r., which has

the corresponding square error vector ds(t). It has relatively stable error throughout all observa-

tion window time-snaps. In other words, there is no massive error among the entire observation

window.

Clustering:

The selected rotated eigenfunction e
′

s(t) from the previous step can help quantify and define

the degree of conforming characteristic of the individual time-varying loads within the entire ob-

servation window.

Therefore, the first step of clustering is to normalize all individual load time-series data to the

unit energy and record the value of the scaling factor. For each row of the original dataset Xm×N ,

the normalization can be done by:

x

′

Ni(t) =
x

′

i(t)

‖x
′

i(t)‖
, i ∈ 1, 2, . . . ,m. (3.17)

where x
′

Ni(t) is the normalized time-series function for i-th individual load. It is actually to change

the l-2 norm of each row vector to one. After this, all normalized time-series functions will have

energy equal to one.

Next, we can quantify the degree of conforming properties of individual loads by computing the

summation of all projects between the normalized individual load vector and the selected rotated

eigenfunction e
′

s(t). Assuming that we have selected totally c rotated eigenfunctions in the feature

extraction step. Then, the quantified conforming characteristic Qi for the i-th individual loads is

given by:

Qi =
c∑

j=1

< x

′

Nj(t), e
′

sj(t) > . (3.18)
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Based on the quantified conforming characteristic for each individual load, we can sort them

as a new rank from small to large:

Q∗
1 ≤ Q∗

2 ≤ · · · ≤ Q∗
m (3.19)

Classification:

The lower the quantified conforming value, the more non-conforming the individual load is

based on the new sorted rank. A threshold needs to be determined to separate the sorted rank into

two parts. Considering the proportion of properties, the size of the threshold τd can be given by

power system experts according to actual conditions. So far, we can claim that the i-th individual

load in the new rank is non-conforming for the entire observation window, if:

Q∗
i ≤ τd, i ∈ 1, 2, . . . ,m. (3.20)

3.3 Experiments and Results

In this section, we use some real data records of PG&E in WECC to verify our proposed

algorithm with detailed information given in the following. Two types of datasets with different

observation window sizes are used for different classification approaches.

For the segmental dataset processor that analyzes non-conforming properties of different peri-

ods, no labels exist to verify. Therefore, this paper presented a few examples for each class, and

we provided some suggestions and comments to the industrial community regarding each class.

For the full dataset processor that analysis the entire performance of individual loads, we have

a label list for individual loads of PG&E, which was subjectively generated by the experience of

some experts. We used this label list to analyze the proposed approach’s accuracy performance

and demonstrate our approach’s effectiveness by analyzing the impact of the hyper-parameter:

threshold.

First of all, the basic information of loads of PG&E utility was introduced by Figure 3.3,

which is the histogram of the ratio of individual loads to the entire aggregated load. There is a
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total of 1610 individual loads belonging to this utility. Figure 3.3 shows that a large number of

individual loads have a very tiny mean value of load demand (individual load to aggregated load

ratio smaller than 0.1%), which are too small to impact the operation of the control center. These

tiny individual loads are usually treated as one package (summate together). Their aggregated load

usually performs highly conforming properties, so there is no need to classify non-conforming

load from them. However, a few large individual loads have a tremendous mean value of load

demand. Only 2.98% of individual loads have accounted for 13.17% of the aggregated load. The

data elimination of our approach is actually to keep these large individual loads. In this case study,

363 individual loads with a mean value of load demand larger than 0.1% are reserved.

Figure 3.3: The Histogram of the ratio of individual loads to the aggregated load.

50



3.3.1 The Segmental Dataset Processor

Based on the eliminated individual load curve dataset, the next step of this approach should be

the reduction of the dimension by implementing the FPCA method. This section uses a 5-mins

interval load curve dataset for roughly 24 hours, including 363 eliminated individual loads as an

example. To meet the conditions of using FPCA, the original dataset needs to be preprocessed,

that is, to be centralized by subtracting the mean value from each individual load.

Each eliminated individual load has 279 timestamps in this dataset, so the original dataset size

is 363 × 279. After implementing the FPCA method, the 279 eigenfunctions will be generated.

Figure 3.4 shows the sorted results for the eigenfunctions by their covered variance of the original

dataset. From the red line in the figure, we can see that the first 15 eigenfunctions have covered

more than 98% of the variance in the original dataset. By retaining the first 15 eigenfunctions, we

successfully reduced the original dataset in dimension.

Figure 3.4: The variance of the sorted eigenfunction.

To understand the general information of the overall dataset, we can calculate the covariance

surface by (3.11) using the remaining 15 eigenfunctions. s and t are different time stamps from

22:00 to the next day’s 22:00. Figure 3.5 shows the results of the covariance surface, and the

diagonal for s = t means the variance of the overall dataset as a function of time. From the

information expressed by the diagonal line in Figure 3.5, we can see that the differences among

individuals of the entire dataset are mainly reflected in two time periods in this day: 2:00 - 4:00

and 14:00 - 16:00. Therefore, we consider analyzing these two time periods separately for daytime

and nighttime.
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Figure 3.5: The covariance surface of the first 15 eigenfunction.

These 15 remaining eigenfunctions express the most significant variance in the original data set

with a few dimensions as possible. The time dimension of each eigenfunction is often meaningless.

The Varimax rotation algorithm needs to be implemented on the remaining eigenfunctions to focus

on the interesting periods [63]. Its purpose is to maximize the variance of all eigenfunctions at

each time point under the premise that the orthogonality of the original dataset is unchanged and

the total energy summation is unchanged. It will result in a smaller function value on the period

when the initial function value is relatively small and a more considerable function value on the

period when the initial function value is rather significant.

The differences among individuals in the original dataset mainly concentrated in two periods,

so it is easy to find a few new eigenfunctions that make substantial contributions to one of the two

periods and weak contributions from the rotated eigenfunctions. So far, we further reduced the

dimensionality of the original data set, and the new eigenfunctions have a different pertinence for

different periods than the original eigenfunctions, thus completing the feature extraction.

To show the chosen rotated eigenfunctions, the rotated eigenfunctions are +/− on the mean

function of the whole individual load dataset. Figure 3.6 is showing a few examples for the chosen

rotated eigenfunctions. The left three rotated eigenfunctions have a weak contribution in the night-

time around 2:00 - 4:00 and have a comparatively substantial contribution in the daytime around

14:00 - 16:00. The right three rotated eigenfunctions have a weak contribution on the daytime
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Figure 3.6: The examples for the rotated eigenfunctions for two different time periods.

around 14:00 - 16:00 and have a comparatively vital contribution on the nighttime around 2:00 -

4:00.

Figure 3.7: The clustering results for two different time periods.

Using the chosen rotated eigenfunctions that focus on different periods, the scores on each

of the chosen rotated eigenfunctions can obtain the clustering results. To facilitate the reader’s

experience, this paper only selects three eigenfunctions for two time periods. They form two 3-D
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orthogonal spaces, respectively, to intuitively see the clustering results in Figure 3.7. In practical

applications, using as many rotated eigenfunctions that meet the requirements simultaneously will

improve the performance of clustering.

Based on the clustering results from above, this paper defined the center of clustering (CoC)

as the mean coordinate of all mapped individual loads in the new orthogonal spaces. Then, we

can define d as the Euclidean distance from the CoC coordinate in the orthogonal space, and

all individual loads whose d is less than a threshold τd can be classified as a conforming load.

However, the length of τd can only be determined by the experience of the expert in the power

system.

Table 3.1: The classification results for two different time periods.

Nighttime

conforming

Daytime

confirming

Description

0 0 Either daytime and nighttime are non-

conforming. For example, the traditional

industrial loads.

0 1 Daytime conforming but nighttime non-

conforming. For example, the night working

residential loads that only has non-conforming

property at nighttime.

1 0 Daytime non-conforming but nighttime con-

forming. For example, DER users, they will use

energy from rooftop solar panel during daytime.

1 1 Either daytime and nighttime are conforming.

For example, the traditional residential loads.

Figure 3.1 shows the classification results when treating the 24 hours data as two different

periods: daytime and nighttime. Therefore, we classify all individual loads in PG&E into four

categories: 1) either daytime and nighttime are non-conforming. For example, the traditional

industrial loads. 2) daytime conforming but nighttime non-conforming. For example, the night

working residential loads that only have non-conforming property at nighttime. 3) daytime non-

conforming but nighttime conforming. For example, DER users will use energy from rooftop solar
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panels during the daytime. 4) either daytime and nighttime are conforming—for example, the

traditional residential loads.

Figure 3.8: Examples for category (0,0), both nighttime and daytime are non-conforming.

To intuitively discern the difference between these four categories, From Figure 3.8 to Fig-

ure 3.11 presents three examples for each category. We can see from the figures that the load

characteristics of the four categories are different.

3.3.2 The Full Dataset Processor

Based on the original individual loads’ curve dataset, the first step to implement this approach

should also be the reduction of the dimension by implementing the FPCA method. Therefore,

we centralized the original dataset by subtracting its mean value from each individual load. This

section uses a 5-mins interval load curve dataset for about one month, including 363 eliminated

individual loads larger than 0.1% of the entire aggregated load. Each individual load consists of
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Figure 3.9: Examples for category (0,1), nighttime is non-conforming but daytime are conforming.

8640 timestamps. Therefore if we computed all the individual loads, the one-month data would

require tremendous computation complexity beyond our current computation environment.

The original 8640 timestamps for each individual load were downsampled to 1750 timestamps

using an anti-aliasing filter to improve the computational efficiency. Therefore, the size of the

dataset should be 363× 1750. After implementing the FPCA method, the 363 eigenfunctions will

be generated. Figure 3.12 shows the sorted results for the eigenfunctions by their covered variance

of the original dataset. From the red line in the figure, we can see that the first 32 eigenfunctions

have covered more than 98% of the variance in the original dataset. By retaining the first 32

eigenfunctions, we successfully reduced the original dataset in dimension.

From the mean function shown by Figure 3.13 of all the individual loads, we can see the

apparent seasonality, which is because of the regularity of the three properties that we mentioned

at the beginning of this section. All conforming loads will maintain this characteristic, so this will

become a powerful feature for us to classify conforming loads.
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Figure 3.10: Examples for category (1,0), nighttime is conforming but daytime are non-conforming.

We also implemented the Varimax rotation algorithm on the remaining 32 eigenfunctions to

extract the feature [63]. Unlike the previous search for the rotated eigenfunctions with significant

contributions to different periods, we are looking for the rotated eigenfunctions whose contribu-

tions are stable during the entire period because this stable distributed eigenfunction represents the

conforming characteristics of all individual loads. It can make those functions that contribute ir-

regularly during the whole period more obvious. Figure 3.14 shows three examples for the chosen

rotated eigenfunctions with a stable contribution for the entire period by +/− each rotated eigen-

function on the mean function of all individual loads. In this way, we extracted the feature of the

conforming load.

We can implement the clustering algorithm based on the extracted feature of conforming load

by quantifying the conforming properties from the original individual load curve. Every individual

load curve has a score regarding those chosen rotated eigenfunctions, and we defined the amount

of conforming property as this score. All individual loads need to be normalized to the unit energy

before quantifying the conforming properties. After summing the rotated eigenfunctions weighted
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Figure 3.11: Examples for category (1,1), both nighttime and daytime are conforming.

by their scores from the unit energy individual load curve, we quantified the conforming compo-

nent. The degree of non-conforming increases as the quantified conforming extent decreases.

Then, all individual loads can be sorted in one array by their conforming extent. A threshold

value s in the range of this sequence could be defined to separate the sequence into two parts.

The more significant part includes all conforming loads, and the minor part consists of all non-

conforming loads. s is a hyper-parameter, which can be determined by the experience of the power

system expert.

Figure 3.12: The variance of the sorted eigenfunction.
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Figure 3.13: The mean function of all the individual loads.

Figure 3.14: The examples for the rotated eigenfunctions for entire time periods.

To demonstrate the effectiveness of our method, we referred to a label list of all PG&E individ-

ual loads. This label list was subjectively generated by the experience of some experts in the control

room, so it is not in complete confidence, also due to the vague definition of non-conforming load.

This label list provided two unbalanced classes for 363 eliminated individual loads: 82 individual

loads labeled as non-conforming and 281 ones labeled as conforming. Therefore, we introduced

Matthews Correlation Coefficient (MCC) [64] to value the accuracy for this binary classification

problem.

To analyze the impact of the hyper-parameter threshold, we use from the 1-st to the 363-th

individual loads from the sorted sequence as the threshold to divide the sorted sequence into two

categories and compute the MCC for each time. As Figure 3.15 shows, the highest performance

occurs when using the 88-th individual load from the sorted sequence as the threshold. It means that
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our algorithm identified 88 individual loads as non-conforming and 82 labeled by the experience

of experts. Furthermore, it shows that if we know the approximate proportion of non-conforming

load in the entire data set, we will get a relatively reasonable classification result. Fortunately, this

is true, and this paper summarizes it as one of the three properties-proportion when considering

non-conforming loads problems.

Figure 3.15: The classification performance with different threshold.

Figure 3.16 shows the classification results based on the overall performance of the individ-

ual loads from the entire period of one month. After implementing the full-time classification

approach, all individual loads will be sorted by the qualities of the remaining non-conforming

component in one sequence. The individual load with a smaller value in the order means fewer
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non-conforming characteristics and more conforming characteristics. In comparison, the meaning

of the individual load with a more significant value in the order is the opposite.

Figure 3.16: The examples for the classified conforming & non-conforming load for one month observation

window.

To more intuitively reflect the clustering analysis results, this paper selects five individual loads

with the minor non-conforming characteristics (the left column of Figure 3.16)) and five individual

loads with the most significant non-conforming features (the right column of Figure 3.16) from the

ranking. From the results, we can see that the individual loads in the left column maintain a rela-

tively regular change characteristic within a month, while the individual loads in the right column

reflect the rather irregular non-conformity characteristics, which demonstrates the effectiveness of

our approach.

3.4 Summary

In this chapter, to solve the problem of non-conforming load classification, it first reduces

the original data set using the FPCA method. Then considering the complex structure and vague
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nature of modern loads, this article proposes two classification processors: 1) the segmental dataset

processor. 2) the full dataset processor.

The former can perform clustering analysis for the different characteristics of all individual

loads in different periods. In displaying the results, we used the non-conforming characteristics

of the two time periods to divide individual loads into four categories. We showed the differences

between the different categories. Compared to the mean function, we could give some suggestions

for these four categories. (0, 0) means industrial loads that are keeping non-conforming property

all the time. (0, 1) implies some night-working residential loads that only have non-conforming

property at nighttime. (1, 0) means some DER users will use energy from the rooftop solar panels

during the daytime, and therefore they will have a lower load measurement by the control center

during the daytime. (1, 1) means the traditional residential loads.

The latter extracts and quantifies the degree of the non-conforming component of each load

based on all individual loads’ performance over the entire period. We divided the final classifica-

tion result into two parts from the sorted sequence through the experience of experts. The experts

in WECC could adjust the threshold according to the extent of non-conforming characteristics of

loads they would concern. Some identified non-conforming loads were confirmed by the experi-

ence of experts, and other identified non-conforming loads were verified by checking their time

series. By referring to a label list subjectively generated by experts’ experience in the control

room, we analyze the impact of the hyper-parameter threshold on the classification performance

and demonstrate the effectiveness of our approach. It shows that if we know the approximate

proportion of non-conforming load in the entire data set, we will get a relatively reasonable classi-

fication result.
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Chapter 4

Regional High-Resolution Medium-Term Load

Forecasting

To generate the aggregated regional hourly medium-term electricity demand, we first intro-

duced the region segmentation method. Then for each region, we decompose the aggregated re-

gional hourly load into three parts and model them differently: base-load, seasonal-load, and resid-

ual term. Two case studies of the 2019 load curve forecasting of CAISO and BPA are presented

at the end of this section to demonstrate the effectiveness of the proposed method. Eventually, we

discussed the impact of COVID-19 on people’s daily life by analyzing the 2020 load forecasting

for CAISO and BPA.

4.1 Methodology

Climate change has a crucial influence on people’s daily lives. The load demand always re-

flects the consumer’s daily lifestyle, so climate change is one of the most critical factors influenc-

ing medium-term load forecasting. Therefore, it is necessary to divide the vast area into several

sub-regions according to similar climate factors. Here we take Western Electricity Coordinating

Council (WECC) as an example, according to the climate zones provided by [60] to divide the

North American west power grid into 12 different regions to illustrate this methodology, as shown

in Figure 3.2.

For each region, the aggregated regional hourly medium-term load curve can be expressed as a

decomposition model:

y(t) = B(t) + S(t) +R(t) (4.1)
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where the B(t) is called base-load that expresses the medium/long-term load variation trend.

The S(t) is called seasonal-load that represents the seasonal or periodic load variation of both

long&short-term load curve information. The R(t) expresses the residual between the output ag-

gregated regional load curve y(t) and the corresponding measurement.

Figure 4.1 shows the idea of the modeling process for load forecasting. As (4.1) mentioned,

we decomposed the original load demand records into three parts: base-load, seasonal-load, and

residual-term. For each component, we input different information and are trained in different

ways. We used the daily average temperature of central cities and the weekly coding of an entire

year as base-load input and used multi-layer perceptron (MLP) to train. We used the daily min-

max temperature of central cities and weekday coding of each day as inputs for seasonal-load and

used long-short term memory (LSTM) to train. We treated the residual between the label and the

summation of base-load and seasonal-load as time-series and used autoregressive moving average

(ARMA) to model it. Finally, we assembled the output of each part to get the final forecasted

medium-term load curve.

Figure 4.1: The idea of load forecasting model.

In the rest of this section, the details of modeling process of different parts are introduced

bellow.

64



4.1.1 Base-Load Modeling

The modeling process of base-load consists of three steps: labeled data extraction, input matrix

organization, and the learning method introducing.

Labeled Data Extraction:

Based on the data set introduced above, we should extract the measurement base-load curve

from the original records to train the relationship between the input factors and the forecasting

base-load. Because the B(t) captures the medium/long-term load curve variation trend, it should

keep the low-frequency component from the original yearly load curve.

Using Digital Fourier smoothing [65], we can accurately control how much low-frequency

component needs to be kept. The cutoff point of the Fourier smoothing should be the number of

weeks in the entire length of records. The low-frequency component is maintained based on the
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weekly repetition because the periodic characteristics of the load curve occur in ranging from daily,

weekly to monthly [33]. We summarized the algorithm of Digital Fourier smoothing as below:

Algorithm 1: Digital Fourier smoothing algorithm

Data: The original aggregated load curve record.

Result: The extracted labeled base-load.

Initialization

Cutoff point: C = the number of weeks of the input load curve.

Length of input: L (set by user).

begin

Centralize the original load curve.

Add zeros if necessary to use the Fast Fourier Transform (FFT).

Implement FFT to the input curve.

if C ≤ i ≤ L− C then

Set i-th data in amplitude of result of FFT = 0.

end

Implement inverser FFT.

Inverse centralize the load curve.

end

After extracting the low-frequency components from the original yearly load data curve, the

labeled data for base-load is ready, noted as Bl(t).

Input Factors Organization:

For medium-term load forecasting, some factors, such as population growth and economic

change, have little influence and could be ignored, but the climate factor is significant. According

to [33], the climate or weather conditions include temperature, humidity, wind speed, and cloud

cover. Also, [33] claims that we can ultimately reduce all moisture, wind speed, and cloud cover

to the temperature factor. Hence, we firstly consider the temperature factor as one of the input

factors. Besides, the time factor always influences the load profiles because the time factor is
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directly related to people’s daily lifestyles. Therefore, we eventually choose two factors as the

inputs of the base-load B(t): temperature and time.

The average temperature records of each day of main cities or populated areas are needed

for temperature factors. Just average temperature is necessary because, as a trend-capturing part,

base-load does not require the details of daily temperature change. However, we cannot use these

average temperature data directly because the number of samples has not matched the length of

the labeled base-load Bl(t). The number of daily temperature samples will be smaller than the

length of labeled base-load Bl(t) because the sampling rate of Bl(t) will remain extensive than

one sample per day. Therefore, we must interpolate the original temperature sequence to the same

length as the labeled base-load Bl(t). To keep the smooth change and minimize the computation

time cost, we use the Catmull-Rom splines interpolation to realize the up-sampling [66]. Assuming
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M days, we collected average temperature, and the total length of the labeled base-load Bl(t) is

N . The algorithm can calculate the up-sampled temperature sequence:

Algorithm 2: The Catmull-Rom splines interpolation

Data: The temperature data for each day: t(m),m = 0, 1, . . . , K

Result: The interpolated temperature series: T (n)

Initialization

Length of input temperature: 0, 1, . . . , K.

Required length of output: 0, 1, . . . , N .

begin

δ = K
N

, s = 0, i = 2, m = 1;

for n from 1 to N do

s = s+ δ;

if s ≥ i then

s = s− i;

i = i+ 1;

m = m+ 1;

end

T (n) = Catmull-Rom(s,m);

end

end

Function Catmull-Rom(s,m) is

X(s) =

[
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return X(s)

end
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After implementing Algorithm 2, the temperature sequence will have the same length as the

labeled base-load Bl(t). If there are multiple main cities or populated areas in this region, we could

add numerous temperature records sequence.

For the time factor, to relate time change to the base-load curve change for each year, we

introduced time coding to label 52 weeks of the year. Time should be fair to each sample, and

the value of a time variable should not mean a certain extent. Thus, the input variable of the

time factor should not be a rational number variable but a categorical variable. Also, because we

consider keeping the low-frequency information in weekly repetition, all 52 weeks in a year were

labeled by time coding, showing as Figure 4.2:

Figure 4.2: The weekly time coding.

Thus, we transformed a time variable into six parallel binary variables. To have the same

length as the labeled base-load Bl(t), we need to make all samples that belong to the same week

from Bl(t) have the same weekly time coding variable. Then, all input factors are collected and

assembled with the same length as the labeled base-load Bl(t).

Multi-Layer Perceptron (MLP) Learning Method:

After testing various neural network models, the multi-layer perceptron (MLP) [67] is the most

suited learning method for base-load. The reason is that it keeps the nonlinear relationship between
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input factors and the labeled base-load Bl(t) and has the least computation cost. The multiple

layers and the nonlinear activation make MLP different from a linear perceptron, and it can identify

data that is not linearly separable [68].

Figure 4.3: From input factors to the labeled base-load Bl(t) by multi-layer perceptron.

In Figure 4.3, we assume that we considered the daily average temperature of three cities or

populated areas, noted as T1, T2, T3, and the weekly time coding generate six binary variables,

mentioned as WC1,WC2, . . . ,WC6. Also, all input factors have the same length as the labeled

base-load Bl(i), i = 1, 2, . . . , N . From input-layer to output-layer, multiple hidden layers form a

supervised learning technique called back-propagation for the training process [69].

4.1.2 Seasonal-Load Modeling

The modeling process of seasonal-load also has three steps: labeled data extraction, input

matrix organization, and the learning method introducing.

Labeled Data Extraction:

To maintain the diversity of the original yearly load curve data set, we extract the labeled

seasonal-load by subtracting the labeled base-load from the original records L(t):
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Sl(t) = L(t)− Bl(t) (4.2)

After subtracting, the labeled seasonal-load Sl(t) should centralize at 0, roughly symmetric

fluctuating with it and changing amplitude.

Input Factors Organization:

For the same reason from the base-load above, the input factors of training seasonal-load are

temperature and time, but there are some differences when building the input matrix for seasonal-

load.

Unlike base-load, we introduced the temperature factors by the minimum and the maximum

temperature records of each day of main cities or populated areas in the region. Because the

seasonal-load Sl(t) changes in peaks and troughs every day, the temperature changes in minimum

and maximum could highlight the feature of seasonal changes better to match the training of Sl(t).

Thus, the resolution of temperature records for seasonal-load is two samples per day. We also

need to implement Algorithm 2 (Catmall-Rom splines interpolation) to make the length of the

temperature sequence the same as the length of seasonal-load Sl(t).

Different form base-load, the time factors are introduced by weekday coding instead of weekly

coding.

Figure 4.4: The weekday time coding.

As Figure 4.4 shows, the weekday coding cycle from Monday to Sunday will easily help the

training process distinguish between working days and weekends. Also, as a rule of thumb, Thurs-

days tend to have the highest load peaks of one week, and this coding method could help the
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training process capture the periodic characteristic of seasonal-load for both long-term and short-

term.

To have the same length as the labeled seasonal-load Sl(t), we need to make all samples that

belong to the same weekday from Sl(t) have the same weekday time coding variable. Hence, for

a similar reason of base-load, the time variable is transformed into three parallel binary variables.

Then, all input factors are collected and assembled with the same length as the labeled seasonal-

load Sl(t).

Long Short-term memory (LSTM) learning method:

The labeled seasonal-load Sl(t) is the curve centralized at 0 and roughly symmetric, fluctuating

with it, and has a changing amplitude. The Long short-term memory (LSTM) is a kind of recurrent

neural network (RNN) [70], which can relate the current output not only to the current input but

also to the long- or short-term past inputs. LSTM can capture the periodic seasonal-load curve in

the daily, weekly, and monthly load.

Figure 4.5: The idea of long short-term memory. [1] If the load curve sampling rate is c samples per hour,

then the length of memory of Sl(t) should larger than c× 24× 22.

As Figure 4.5 shows, the current output (also called a hypothesis) is related to the current input

and the past inputs. When using the LSTM, the input matrix has three dimensions: the number of

input factors, training samples, and memory length. There are many ways for implementing the

LSTM learning method, and we use it with a fixed size of memory. The number of input factors
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should be the number of prominent cities that collected temperatures plus their weekday coding

binary variables. The number of training samples is equal to the length of the labeled seasonal-load

Sl(t). Each sample in the labeled seasonal-load sequence corresponds to a complete set of input

factors. Each set of input factors includes a piece of memory of the corresponding data. We noted

the length of memory as m. In our proposed method, the size of memory m should at least satisfy

c×24×22, where c is the sampling rate of the seasonal-load curve with unit samples per hour. The

reason for this is to make the two adjacent weekdays have three different binary time variables. As

Figure 4.6 shows, the input matrix should be this, assuming that the temperature for the three main

cities is collected. The index of input samples s should be m < s < n, and each sample includes

s−m historical samples as the memory.

Figure 4.6: The idea of long-short term memory.

4.1.3 Residual-Term Modeling

The modeling process of residual-term has two steps: residual computation and ARMA mod-

eling.

Residual computation:

After training the base-load and the seasonal-load by their model and labeled data, we obtained

the base-load output and the seasonal-load output of the training process. Then we can get a

preliminary assembled output by summing them together:

y′train(t) = Btrain(t) + Strain(t) (4.3)
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Then, we can compute the residual by the difference between the preliminary assembled output

and the original load records:

Rtrain(t) = ytrain(t)− y′train(t) (4.4)

ARMA modeling:

We treated the residual as a time-series. Before we model the residual by ARMA, we need to

do some simple analysis to see if the residual is stationary enough. Usually, the residual generated

by our method will centralize at zero and loss trend, and it usually has a little seasonality. Hence,

the residual is usually robust stationary, and the ARMA model is used. Otherwise, if the residual

is not stationary, we need to do a differencing operation for the raw residual to make it stationary,

the ARIMA model.

There are many methods to check if a time-series is stationary or non-stationary. We sum-

marized three standard methods [71]: 1) look at plots: one can review a time-series plot of the

data and visually check any apparent trends or seasonality. 2) summary statistics: one can split

the time-series into many partitions and compare the mean and variance of each group. If they

differ and the difference is statistically significant, then the time series is likely non-stationary. 3)

statistical tests: there are many tests, such as the augmented dickey-fuller test, that can provide a

quick check and affirmative evidence that your time-series is stationary or non-stationary.

Rtrain(t) = c+ ǫ(t) +

p
∑

i=1

αiRtrain(t− i) +

q
∑

i=1

θiǫ(t− i) (4.5)

(4.5) is the ARMA model where p is the order of the autoregressive polynomial, and q is the

order of the moving average polynomial. α are the parameters of the autoregressive model, and θ

are the parameters of the moving average model. ǫ are the error terms which is white noise. c is a

constant.

Using the residual Rtrain(t) that we computed from (4.4), we can solve c, α, θ for a specific

order p, q of the ARMA equation.
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4.2 Case Study

This section provided 2 case studies: the 2019 load curve forecasting and peak load prediction

for California Independent System Operator (CAISO) and Bonneville Power Administration (BPA)

utility. Eventually, by analyzing the load forecasting results for the 2020 year of CAISO and BPA,

we discussed the impact of the COVID-19 on people’s daily lifestyles. Figure 4.7 shows the

distribution map of the Western Interconnection RCs. CAISO is referred to as CISO on the map.

We can find the location of utilities on this map.

Figure 4.7: Western Interconnection RCs Footprints [Source: WECC].

4.2.1 Case study A: CAISO 2019

In this section, a case study of the hourly aggregated load curve for California Independent

System Operator (CAISO) in 2019 is forecasted. We chose CAISO as an example because its

entire region is the same climate zone and has the same independent power jurisdiction area. That
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means the data of the aggregated load for the whole region is easy to get. The data of electricity

demand for CAISO from 2009 to present could download at [72].

For CAISO, due to the increase in air-conditioning usage by the hot climate, summer is the

highest period of electricity consumption throughout an entire year. The peak electricity consump-

tion week of a whole year also appears in summer. Thus, the resilience of the electricity system for

CAISO is highly challenged in summer and usually has some active or passive blackouts occur in

recent years’ summer. This section used the aggregated load data records for CAISO from 2014 to

2018 to train our proposed model. Then the trained model was used for forecasting or generating

the hourly aggregated load curve for CAISO August 2019 and forecasting the date that the peak

load in 2019 occurs.

Also, we collected the input information of temperature from three main cities of California:

San Francisco (SF.), Los Angeles (LA.) and San Diego (SD.).

Base-load Forecasting

The input matrix is first created. As the Section 4.1 mentioned that the daily average tempera-

ture records for SF., LA., and SD. are needed, and one can download them [73]. Figure 4.8 shows

the 2019 daily average temperature curves for three main cities as an example, which is generated

by implementing the interpolation algorithm introduced by Algorithm 1. After normalizing them

and combining the weekly coding mentioned in Section 4.1.1, we created the input matrix.

Figure 4.8: The interpolated 2019 average temperature curves of 3 main cities for base-load.
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The training data set of base-load needs to be extracted for the next step. As Figure 4.9 shows,

the time domain yearly load curve was transferred to the frequency domain by the digital Fourier

transform (DFT), and we plotted the amplitude responses. In this amplitude response, there are

some prominent peaks, and they intuitively explain the periodic characteristics of the load curve.

These periodic characteristics of the load curves range from the daily load, the weekly, monthly,

seasonal to yearly load curves [33]. Because we computed the DFT-transferred load curve on each

year, the minimal high-amplitude cycle is one, which means one year and map to the highest peak

in the middle of Figure 4.9. Moreover, we could discover that there will be a high amplitude

for about every ±52(year−1). It is because each year has 52 weeks, and people’s daily lifestyle

highly repeats every week. Hence, we consider keeping the low-frequency information in weekly

repetition by keeping the truncated at least ±52(year−1) in the frequency domain. In practice,

people usually choose the absolute value of the truncated cycle a little larger than 52(year−1) to

have more tolerance, and in our research, 60(year−1) is used (marked between two red lines).

Figure 4.9: Digital Fourier transform of yearly load curve and extract the low frequency component.

By implementing Algorithm 1 with keeping frequency components lower than 60, we extracted

the base-load. Figure 4.10 shows an example using CAISO 2019 load records. The blue curve is

the original record in this figure, and the orange curve is the extracted labeled Base-load Bl(t).

People can observe that the base-load indicated the trend of the original records.
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Figure 4.10: The base-load example for 2019 CAISO load records.

Using the same method to extract the labeled base-load from 2014 to 2018 original load data

records, generates the labeled base-load data of the entire training set, shown as the orange curve

in Figure 4.11. Then, using the same method to extract the labeled base-load from 2019 summer

(from Jun. to Sep.) original load data records, generates the labeled base-load data of the entire

test set, shown as the orange curve in Figure 4.12.

Figure 4.11: The training results for base-load.

Figure 4.12: The testing results for base-load.
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After learning with the MLP for the input matrix and the labeled base-load Bl(t), we obtained

the base-load B(t) model. Using this B(t) model, we generated the forecasting curve for the

training set, shown as the blue curve of Figure 4.11, and we also developed the forecasting curve

for the test set, shown as the blue curve of Figure 4.12. We will finally assemble it with the

forecasting curve of seasonal-load S(t) and the random error to generate the forecasting curve of

the final output.

Seasonal-Load Forecasting

As the Section 4.1.2 mentioned the minimum and maximum temperature data for each day

for SF., LA., and SD. are needed to create the input matrix for seasonal-load training. After im-

plementing Algorithm 2, we will interpolate the minimum and maximum temperature data to a

min-max temperature curve with the same length as the corresponding nature time of the base-

load curve. Figure 4.13 shows the normalized min-max temperature curve for three main cities

of August 2019 as an example. After consisting together with the weekday coding mentioned in

Section 4.1.2, we created the input matrix of the seasonal-load training process.

Figure 4.13: The interpolated 2019 Min-Max temperature curves of 3 main cities for seasonal-load.

We need to extract the training data set of seasonal-load for the next step. As Section 4.1.2 men-

tioned, the seasonal-load is extracted by subtracting the base-load from the original load records.

Figure 4.14 shows the data from Jun. to Sep. of CAISO 2019 as an example, and it shows that the

orange curve of the top plot is the extracted base-load Bl(t), and the blue curve of the top plot is
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the original load records. After extracting the base-load from the initial load records, we generated

the bottom plot of Figure 4.14 as the extracted labeled seasonal-load Sl(t). As Figure 4.14 shows,

the labeled seasonal-load Sl(t) is centralized at 0 and roughly symmetric, fluctuating with it and

changing amplitude.

Figure 4.14: The seasonal-load example for 2019 summer CAISO load records.

The training and test results are presented below. Unlike the base-load, the seasonal-load fo-

cuses on the periodic changes based on each day, so the sampling rate of seasonal-load needs to

be larger than the base-load to obtain higher accuracy. Because the goal of this case study is to

forecast the summer load curve and the date of the peak load and the input information are tem-

perature and the weekday, we could separate the August Sl(t) from the Sl(t) curves of 2017, 2018,

and 2019. Then we spliced them together into a training sequence. This discontinuity caused by

the splicing will disturb the LSTM learning method and make the accuracy of the curve lower at

the date of splices. However, because the beginning and the ending of August do not influence the

final goal of this case study, we used this splicing to violently reduce the amount of calculation

based on the higher sampling rate. If it is necessary and possible, the continuous training sequence

is better to use.

Figure 4.15 shows the learning results for the training process, and Figure 4.16 shows the

learning results for the testing process.
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Figure 4.15: The training results for seasonal-load.

Figure 4.16: The testing results for seasonal-load.

Assembled Aggregated Load Forecasting

We can generate the final aggregated load forecasting by assembling them after obtaining the

forecasting load curve for both base-load and seasonal-load. The forecasting results for CAISO

August are plotted in Figure 4.17. In this figure, the orange curve is the recorded load curve, and

the blue curve is the predicted load curve. As the figure shows, we successfully predicted the peak

load week of 2020 for CAISO.

Figure 4.17: The aggregated load curve for Aug. 2019 CAISO.

Then, the predicted results for the peak load day are zoomed in, as Figure 4.18. From the

figure, we can notice that the error of time of the predicted peak load occurs smaller than 1 hour.
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Figure 4.18: The aggregated load curve for the peak load date of CAISO.

4.2.2 Case study B: BPA 2019

This section used hourly load data for BPA from 2014 to 2018 to train our model and generate

the 2019 load curve. The main reason for choosing BPA is that its entire region is the same climate

zone and belongs to the same independent power jurisdiction area. Another reason is that the data

for BPA is open source, which people can download at [74]. It means that the data of electricity

data of the aggregated load is easy to get.

BPA area is north of the U.S.A, and its load profile is in sharp contrast with CAISO because

the climate in the BPA area is freezing in winter, and people use lots of heaters to keep warm in

winter. Therefore, the peak load always occurs during winter around January.

We collected input information on temperature from three main cities: Seattle, Portland, and

Kennewick. In this section, we will present the results for base-load, seasonal-load, and aggregated

output. Other details, such as temperature curve and frequency domain amplitude plot, will be

omitted because these steps are similar to the previous CAISO case study.

Base-load Forecasting

The input matrix for training base-load is generated by combining the interpolated average

temperature curve of Seattle, Portland, and Kennewick and the 6 bits weekly coding variables. The

label data for base-load is also generated by Algorithm 1 to keep the low-frequency component.

Figure 4.19 and Figure 4.20 present the prediction results for the training set and testing set.

From the figures, we can see that our approach provided good prediction results for BPA base-load.

Also, we can see that the peak load of BPA always occurs in January.
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Figure 4.19: The normalized training results of base-load for BPA from 2014 to 2018.

Figure 4.20: The normalized testing results of base-load for BPA 2019.

Seasonal-Load Forecasting

The input matrix for training seasonal-load is generated by combining the interpolated min-max

temperature curve of Seattle, Portland, and Kennewick and the 3 bits weekday coding variables.

We also developed the label data for seasonal-load by subtracting the base-load from the original

records.

Figure 4.21: The normalized training results of seasonal-load for BPA from 2014 to 2018.
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Figure 4.22: The normalized testing results of seasonal-load for BPA 2019.

Figure 4.23: The normalized testing results of seasonal-load for BPA first quarter of 2019.

Figure 4.21 shows the training results of the normalized seasonal-load for BPA from 2014 to

2018. From the training results, we can see that our prediction of seasonal-load is in line with

the changing trend of the seasonal-load label curve. Figure 4.22 shows the testing results of the

normalized seasonal-load for BPA 2019, and Figure 4.23 is the zoom-in figure to show the details

of the first quarter of 2019. From the zoom-in figure, we can see that our model fits well for the

lower part of the seasonal-load but not so well for the higher part of the seasonal-load.

Assembled Aggregated Load Forecasting

After we obtained the forecasting load curve for both base-load and seasonal-load, the final

aggregated load forecasting for BPA 2019 can be generated by assembling them.

Figure 4.24 shows the forecasting results of BPA for the entire 2019, and Figure 4.25 is the

zoom-in figure to show the details of the first quarter of 2019. From these two figures, we can see

that our approach has a good prediction performance.
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Figure 4.24: The final assembled output load curve for BPA 2019.

Figure 4.25: The zoom-in assembled output load curve for BPA first quarter of 2019.

Figure 4.26 shows the zoom-in figure of the week that peak load occurs, and Figure 4.27 shows

the zoom-in figure of the few days that peak load occurs. These two figures demonstrate that our

approach can accurately predict the time the peak load occurs for BPA.

4.2.3 COVID-19 Impact Discussion for CAISO & BPA

Due to the pandemic of COVID-19 in 2020, people are locked down in their homes as much as

possible, which has changed people’s daily lifestyles to a great extent. It directly impacted the load

Figure 4.26: The zoom-in assembled output load curve for BPA peak load week of 2019.
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Figure 4.27: The zoom-in assembled output load curve for BPA peak load day of 2019.

profile of the power system. The entire dataset we used for CAISO and BPA includes the hourly

load data from 2014 to 2020. The above case studies just presented the forecasting 2019 because

our approach is to learn the load profile from previous records, which does not apply to pandemic

situations. However, we can still compute the forecasting results for 2020 to see how much impact

the COVID-19 brings to us.

Based on our dataset, we can predict the load curve from 2017 to 2020 using all data from 2014

to the previous year. For example, the prediction of 2017 uses a training set from 2014 to 2016, and

the prediction of 2020 uses a training set from 2014 to 2019. Figure 4.28 records the normalized

RMSE between the prediction curve and the label curve from 2017 to 2020. Generally speaking,

the prediction error should decrease with the amount of training set increase. The normalized

RMSE from 2017 to 2019 explains it. However, when we compute the prediction for 2020 with

six years of data training, the normalized RMSE increased for CAISO and BPA. It is because

COVID-19 changed people’s daily lifestyles.

From Figure 4.28 we can also notice that the increased prediction error for 2020 of CAISO is

much larger than the increased prediction error for 2020 of BPA. It demonstrates that COVID-19

brings much more impact on CAISO than on BPA. We believe that this is because of the different

high load demand periods between CAISO and BPA. The high load demand period for BPA is

winter around January, but the high load demand period for CAISO is summer around August. It

is well known that COVID-19 broke out in North America after March and reached a dire situation

in August. Therefore, COVID-19 brings much more influence to CAISO.
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Figure 4.28: The prediction error change as training data increase for 2017 - 2020 to present the impact of

COVID-19.

4.3 Summary

In this chapter, the high-resolution (hourly) aggregated load curve for a specific region in the

medium-term (a few days to a few months) is generated. Because climate highly influences peo-

ple’s daily lifestyle, this research started from regional segmentation based on similar climatic

characteristics. Then, we designed a decomposition model to decompose the hourly aggregated

load curve for the region into three parts: base-load term, seasonal-load term, and the random er-

ror term. We find the relationship between the load curve and input factors by training base-load

term and seasonal-load term with different learning methods (temperature and time). To highlight

the temporal relationship between samples, we designed time-coding for input factors. An ef-

fective high-resolution aggregated medium-term load curve can be obtained by implementing the

proposed method in this research. It can realize the accurate prediction of peak load but also the
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depiction of hourly load profile. It can also provide a reasonable and controllable load curve for the

real-time simulation system as input. Finally, two case studies for CAISO and Bonneville Power

Administration (BPA) load demand forecasting are presented. It predicted the accurate date of the

peak load and the precise outline of the hourly load profile. The error of time of the predicted peak

load occurs smaller than 1 hour. Eventually, by analyzing the load forecasting results for the 2020

year of CAISO and BPA, we discussed the impact of the COVID-19 on people’s daily lifestyles.

The results show that COVID-19 changed people’s daily lifestyle a lot, and it brings much more

influence on CAISO than on BPA.
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Chapter 5

Conclusions

This dissertation focuses on modeling power systems with data-driven approaches, with ap-

plications in power system cyber-attack detection and recovery, and large-scale, long-term load

characterization.

In the first part, the detection and recovery of availability attacks and integrity attacks in cy-

bersecurity of the smart grid are investigated. We considered a new type of FDI named historical

normal data injection. To improve the accuracy of fitting the PMU data of power systems, this

research model the spatial-temporal relationship among data collected across the entire system.

To ensure the capability of capturing the non-linearity caused by growing renewable energy re-

sources, this research adopts the B-spline approximation to estimate the model. To ensure the

algorithm’s efficiency, this research designs an online anomaly detection approach based on the

estimated model. This research demonstrates the applicability of the proposed method in this re-

search through the simulations of ambient data of the minniWECC system. The fitting accuracy

can explain the recovery capability of the proposed approach to the DoS attacked bus, using the

data from remaining secure buses. By simulating the DoS attack, this research demonstrated the

detection and recovery performance of the proposed method when a DoS attack occurs on a single

bus and explains the impact of the number of attacked buses on the overall performance of the

proposed method. This research uses historical normal data as false data to simulate the FDI attack

and demonstrates the detection performance when FDI occurs on buses of a power system. In the

future, we will consider the following issues: the recovery from FDI attack, the pattern analysis of

the residual of each bus to distinguish different events in the power system, and the improvement

of the model to implement the prediction on each bus in the power system.

In the second part, to solve the problem of non-conforming load classification, it first reduces

the original data set by using the FPCA method. Then considering the complex structure and

vague nature of modern loads, this article proposes two classification processors: 1) the segmental
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dataset processor. 2) the full dataset processor. The former can perform clustering analysis for

the different characteristics of all individual loads in different periods. In displaying the results,

the non-conforming characteristics of the two time periods are used to divide individual loads into

four categories, and the differences between the different categories are shown. Compared to the

mean function, we could give some suggestions for these four categories. (0, 0) means industrial

loads that are keeping non-conforming property all the time. (0, 1) means some night-working

residential loads that only have non-conforming property at nighttime. (1, 0) means some DER

users will use energy from the rooftop solar panels during the daytime, and therefore daytime, they

will have a lower load measurement by the control center. (1, 1) means the traditional residential

loads. The latter extracts and quantifies the degree of the non-conforming component of each load

based on all individual loads’ performance over the entire period. The final classification result can

be divided into two parts from the sorted sequence through the experience of experts. The experts

in WECC could adjust the threshold according to the extent of non-conforming characteristics of

loads they would concern. Some identified non-conforming loads were confirmed by the experi-

ence of experts, and other identified non-conforming loads were verified by checking their time

series.

In the third part, the high-resolution (hourly) aggregated load curve for a specific region in

the medium-term (a few days to a few months) is generated. Because climate highly influences

people’s daily lifestyle, this research started from regional segmentation based on similar climatic

characteristics. Then, we designed a decomposition model to decompose the hourly aggregated

load curve for the region into three parts: base-load term, seasonal-load term, and the random

error term. We find the relationship between the load curve and input factors by training base-

load term and seasonal-load term with different learning methods (temperature and time). To

highlight the temporal relationship between samples, we designed time-coding for input factors.

An effective high-resolution aggregated medium-term load curve can be obtained by implementing

the proposed method in this research. It can realize the accurate prediction of peak load and the

depiction of hourly load profile. It can also provide a reasonable and controllable load curve for the
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real-time simulation system as input. Finally, two case studies for CAISO and BPA load demand

forecasting are presented. It predicted the accurate date of the peak load and the precise outline of

the hourly load profile.
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