
 

 

DISSERTATION 

 

 

 

ELECTRON PARAMAGNETIC RESONANCE DOSIMETRY AND THE USE OF 

JAPANESE WILD BOAR TOOTH ENAMEL AS A DOSIMETER FOR RECONSTRUCTION 

OF LIFETIME EXTERNAL ABSORBED DOSES FROM THE FUKUSHIMA EXCLUSION 

ZONE 

 

 

Submitted by 

Amber Harshman 

Department of Environmental and Radiological Health Sciences 

 

 

In partial fulfillment of the requirements  

For the Degree of Doctor of Philosophy 

Colorado State University 

Fort Collins, Colorado 

Fall 2018 

Doctoral Committee: 

Advisor: Thomas E. Johnson 

Alexander Brandl 

Ralf Sudowe 

Gwen Fisher 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Copyright by Amber Melissa Harshman 2018 

All Rights Reserved 

 

 

 

 

 

 

 

 

 

 



ii 

 

ABSTRACT 

 

 

 

ELECTRON PARAMAGNETIC RESONANCE DOSIMETRY AND THE USE OF 

JAPANESE WILD BOAR TOOTH ENAMEL AS A DOSIMETER FOR RECONSTRUCTION 

OF LIFETIME EXTERNAL ABSORBED DOSES FROM THE FUKUSHIMA EXCLUSION 

ZONE1 

 

 

 

The goal of this study was to establish characteristics of Japanese wild boar tooth enamel 

in the region of 0.25 – 12.0 Gy and to reconstruct external doses to wild boar native to the 

Fukushima Exclusion Zone using Electron Paramagnetic Resonance Dosimetry. The significance 

of Japanese wild boar in their ecosystem and their position within the trophic hierarchy make the 

wild boar a species of particular importance and therefore the focus of this study. Dose response, 

linearity, and variability of enamel originating from various wild boar were investigated. 

Radiation dose response of Japanese wild boar tooth enamel in the range of 0.25 – 12.0 Gy was 

found to be linear, and the average variation in dose response between teeth originating from the 

same boar specimen was 30%. Analysis of dose response of permanent and deciduous tooth 

enamel revealed a statistically significant difference in both the degree of dose response and also 

variation. No statistically significant difference in dose response was found in permanent molar 

teeth of boar of differing ages or in boar of different sex. Doses were successfully reconstructed 

with large associated uncertainties. The critical level dose value for the calibration curve was 1.0 

Gy, and the detection limit dose was 1.8 Gy, suggesting that this method would be more 

                                                           
1 Based on: Harshman A, Johnson T. 2018. Dose Reconstruction Using Tooth Enamel from Wild Boar Living in the 

Fukushima Exclusion Zone with Electron Paramagnetic Resonance Dosimetry. Health Physics Journal. Submitted. 
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beneficial for boar with lifetime doses over 1 Gy. The method of reconstructing external doses 

using EPR dosimetry with tooth enamel from Japanese wild boar as dosimeters has proven to be 

a viable method which can be used to reconstruct doses to wildlife in accident-stricken areas in 

the absence of alternative dosimetry.   
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EXECUTIVE SUMMARY2 

 

 

 

 The accident that occurred at the Fukushima Daiichi Nuclear Power Plant on March 11, 

2011 resulted in widespread environmental contamination and exposed numerous animal species 

to radioactive materials (Koarai et al., 2016). Wildlife inhabiting the Fukushima Exclusion zone 

are being exposed to chronic low levels of radiation as a result of the radioactive contamination 

which remains in the area. This event presented another unfortunate situation in which EPR 

dosimetry could prove useful in determining external radiation doses to exposed wildlife. 

Because of the significance of the Japanese wild boar within this ecosystem, continuous low 

dose exposures to the boar and their associated biological effects are of particular interest.  

 Quantification of radiation doses to wildlife is a challenge faced in radioecology studies 

when dosimeters are not present in a location where an unplanned exposure has occurred. In 

order to reconstruct absorbed radiation doses received by wildlife when dosimetry is not 

available, other techniques must be utilized. Electron Paramagnetic Resonance (EPR) tooth 

enamel dosimetry has proven to be a reliable method for performing dose reconstructions in 

humans, as well as in a small number of animal species. The EPR dosimetry technique has been 

employed using permanent teeth in adults for a number of individuals involved in radiological 

accidents such as the atomic bomb survivors (Ikeya, et al., 1984), individuals affected by the 

Chernobyl accident (Bugai et al., 1996), as well as others.  

 Animal teeth have not been studied as comprehensively as human teeth, however several 

studies have shown their effectiveness as dosimeters in retrospective dose reconstruction (Khan 

et al., 2003; Serezhenkov et al., 1996). In order to establish suitability of tooth enamel from 

                                                           
2 Based on: Harshman A, Johnson T. 2018. Dose Reconstruction Using Tooth Enamel from Wild Boar Living in the 

Fukushima Exclusion Zone with Electron Paramagnetic Resonance Dosimetry. Health Physics Journal. Submitted. 
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different species for use as a dosimeter with EPR dosimetry, further studies are necessary. The 

goal of the present study was to establish reliability of Japanese wild boar (Sus scrofa 

leucomystax) tooth enamel for use in performing retrospective dose reconstructions with EPR 

dosimetry, and to ultimately reconstruct absorbed doses to wild boar inhabiting the Fukushima 

Exclusion Zone.  

A review of prior research that has been done which investigated a variety of 

different animal teeth for use as EPR dosimeters is provided in Chapter 2 along with their 

findings and conclusions. The information contained in Chapter 2 provides a foundation for the 

research carried out in the present study. Chapter 3 gives specific information on samples which 

were obtained for this project. Samples used in this study were collected from boar living in 

various areas of Fukushima Prefecture, in Fukushima, Japan. Details such as estimated age of the 

boar, GPS coordinates and dose rates for sample collection sites, as well as sex are provided. 

Chapters 4 and 5 outline the investigation of the suitability of wild boar tooth 

enamel as an EPR dosimeter in the range of 0.25 – 12.0 Gy. Characteristics of wild boar tooth 

enamel are determined including linearity and variability in dose response. Additionally, 

radiation sensitivity is compared between permanent and deciduous teeth, molar teeth of 

different ages, teeth from boar of different sex, as well as teeth from the same boar. Possible 

causes for differences in radiation sensitivity between different types of tooth enamel are 

presented. 

Chapters 6 and 7 detail the steps taken to perform dose reconstructions using EPR 

dosimetry for wild boar inhabiting the Fukushima Exclusion Zone, which were introduced in 

Chapter 3. Chapter 6 gives information on the construction of the calibration curve used to 

reconstruct lifetime doses that are presented in Chapter 7. Lifetime dose estimates using decay 
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corrected air dose rates are compared with EPR reconstructed doses, and possible explanations 

for their differences are provided. Tooth enamel used for dose reconstructions were analyzed for 

the presence of radionuclides, specifically 137Cs and 90Sr. Different methods are used to identify 

the existence of these radionuclides within the samples, and results of testing are provided in 

Chapters 8 and 9.  

A number of different techniques were used throughout this research to obtain 

necessary data and to meet research goals. An analysis of the methods used throughout this 

project and ways in which they can be improved is given in Chapter 10. Implementation of 

different approaches or experimental designs are expected to produce improved results in future 

work. Finally, Chapter 11 provides a summary of conclusions drawn during the course of this 

research and outlines findings that were presented in each of the previous chapters. Additional 

data including: tables, graphs, and figures are provided in the appendices at the end of this 

document.  In total, the chapters in this dissertation provide the full picture of the research 

carried out investigating tooth enamel of Japanese wild boar for use as an EPR dosimeter.  
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Chapter 1 

SCOPE AND PURPOSE OF THE PROJECT 

 

 

 

1.1 Background 

 On March 11, 2011, a series of catastrophic events occurred, beginning with a 9.0 

earthquake in the Pacific Ocean, with an epi-center located nearly 163 km from the Fukushima 

Daiichi Nuclear Power Plant (FDNPP) (Thielen, 2012). A resulting tsunami engulfed areas of the 

coast, including the site of the Fukushima Daiichi Nuclear Power Plant. Tsunami barriers at the 

FDNPP were overcome by waves, causing flooding of vital plant equipment, loss of heat 

removal systems, and loss of on-site power for an extended period of time.  As a result of the 

prolonged loss of cooling capabilities, breaches occurred in the reactor pressure vessels as well 

as in primary containment vessels of Units 1-3, ultimately resulting in the release of radioactive 

materials into the environment (IAEA, 2015). In total, nearly 520 PBq of radioactive materials 

were released (Steinhauser et al., 2014), including 12 PBq of 137Cs (Chino et al., 2011) and 0.02 

PBq of 90Sr (Steinhauser et al., 2014). Large areas of land were contaminated, the most highly 

contaminated of which was a 60 km area of land stretching northwest of the FDNPP (Hirose, 

2012). The release of radionuclides resulted in the evacuation of tens of thousands of residents 

(Hasegawa et al., 2016) in the most severely impacted areas.  Over time, residents were able to 

return to less affected areas, however some areas still remain uninhabitable, and they make up 

what is known as the Fukushima Exclusion Zone.  

 137Cs and 90Sr are of particular concern in the Fukushima Exclusion Zone due to their 

long half-lives, 30.17 years and 28.79 years respectively, and their effect on living organisms and 

the environment. Although the concentrations of 137Cs and 90Sr in the contaminated areas of 
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Fukushima Prefecture have decreased, these nuclides are still present today, resulting in low 

levels of ionizing radiation exposure to biota. Affected biota in this area which are of special 

interest include wild boar (Sus scrofa leucomystax) due to their significance in the ecosystem.  

 

Figure 1.1 Japanese wild boar (Sus scrofa leucomystax). Photo courtesy of Donovan Anderson. 

1.2 Motivation 

 It is currently recognized that there is a need to understand and determine the interrelation 

between exposure to animals, the resulting dose, and ultimately the effects and risks associated 

with the doses received when animals are exposed to radiation in the environment.  

Understanding this interrelation will assist in the effort to preserve and protect species, and to 

ensure sufficient biological diversity within ecosystems (ICRP, 2007), as well as providing more 

confidence when using animals as surrogates to better understand radiation effects on humans. It 

is therefore necessary to have a sufficient amount of information which can be used to give 
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sound advice and determine appropriate actions when protection of animals and the environment 

is the goal. 

 One of the most significant issues for radioecology studies is the ability to quantify 

radiation dose to wildlife, and to have accurate data on which to base predictions of radiation 

effects (ICRP, 2008; UNSCEAR, 1996). There is a large body of scientific data documenting the 

deleterious effects of acute high doses in humans (Grant et al., 2017) as well as plants and 

animals (UNSCEAR, 1996), however much less is known regarding the effects of chronic low 

doses to wildlife (Moller and Mousseau 2006). Current results for in-vivo animal models have 

concluded that the deleterious effects of radiation are suppressed as the dose rate is decreased 

(Olipitz et al., 2012).  Although the radiation risks are expected to be lower for lower dose rates, 

more extensive data are crucial for determining true risk factors and dose-effect relationships for 

low dose exposures (Brenner et al., 2003). Developing a method for more rigorously assessing 

radiation dose will serve to reduce the uncertainties that currently exist in the establishment of 

risk factors as well as in determining the lowest dose for which biological effects can be seen 

(Brenner et al., 2003). 

 Research has shown that after an event, dose rates and contamination levels are not 

sufficient to determine the amount of absorbed radiation dose that has been received in exposed 

populations (IAEA, 2002). If the goal of preserving and protecting animal species is to be met, it 

is necessary that a process be established in which the dose to an animal can ultimately be linked 

to corresponding risks and effects of the radiation dose. It is especially important to determine an 

accurate lifetime dose when investigating radiation effects in animals so that when detectable 

effects manifest, they can be correlated to a particular radiation dose. 
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 The ability to perform retrospective dose reconstruction after a nuclear accident, or an 

incident involving the release of radioactive materials, is dependent upon having a suitable 

dosimeter present at the time of the exposure. Electron Paramagnetic Resonance (EPR) 

dosimetry (also known as Electron Spin Resonance or ESR) is one method which can be used to 

quantify absorbed doses.  

Electron Spin Resonance (ESR) dosimetry, utilizing teeth as dosimeters, has been shown 

to be an effective method for determining absorbed dose in humans, using primarily adult 

permanent teeth, for a number of historical radiological accidents, as summarized by 

IAEA (2002) and Fattibene and Callens (2010). The potential for use of animal teeth as 

dosimeters using ESR has also been investigated in studies such as those by Khan et al. 

(2003), Serezhenkov et al. (1996), Klevezal et al. (1999), and Toyoda et al. (2003). More 

research is needed to confirm the appropriateness of teeth from different animal species 

and their ability to provide reliable measurements of absorbed doses in wildlife. 

(Harshman et al., 2018) 

1.3 Project Goals 

1.3.1 Research Objectives  

 The first goal of this project was to determine the suitability of teeth of Japanese wild 

boar for use as a dosimeter in performing retrospective dose reconstructions with EPR dosimetry. 

The suitability of a tooth for EPR dosimetry can be determined in part through investigation of 

the response of tooth enamel to gamma radiation. The following characteristics of wild boar 

tooth enamel were evaluated:  

• the degree of linearity in dose response of teeth irradiated to different known doses 

ranging between 0.25 Gy – 12.0 Gy,  



8 

 

• the extent of variability in dose response between deciduous and permanent teeth, teeth 

taken from opposite sides of the mouth of the same boar, as well as molar teeth extracted 

from wild boar of different ages and of different sex, and  

• the characteristic g-values of the radiation induced signal and native signal 

Through investigation of these aspects, suitability of tooth enamel of Japanese wild boar for use 

in measuring radiation dose using EPR was determined.  

 Ultimately, the goal of this research was to use EPR dosimetry to determine the 

cumulative lifetime doses received by Japanese wild boar residing in the area of interest. Results 

from the investigation of the suitability of wild boar tooth enamel for use as an EPR dosimeter 

helped to determine the most suitable dose reconstruction method. Finally, characteristic 

information about the boar tooth enamel was used to establish uncertainty values for 

reconstructed dose estimates.  

1.3.2 Supporting Objectives 

1. A minimally destructive technique for extracting teeth from Japanese wild boar with the 

assistance of a veterinary dentist was devised.  

2. A preparation procedure for animal tooth samples based on guidance from the IAEA, 

review of previous studies conducted using EPR dosimetry and animal teeth, as well as 

through collaboration with EPR experts was developed.  

3. A procedure for analysis of the EPR spectrum using ESR Dosimetry software to 

reconstruct doses received by boar was created. 

 Methods developed and utilized for sample collection, preparation, and EPR analysis of 

teeth from Japanese wild boar inhabiting the contaminated areas of the Fukushima Exclusion 

Zone assisted in achieving the desired goals. Procedures were developed for future use and will 
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allow for more reliable and reproducible results. This research will serve to increase the 

knowledge that currently exists with respect to low level chronic exposures to wild boar.  

1.4 Significance of the Study 

 Currently, there are limited data from a small number of studies that have been performed 

regarding the dose response of teeth of different animal species for retrospective dose 

reconstruction. This study will increase knowledge in regard to what is currently known about 

the suitability of animal teeth for use as a dosimeter. Moreover, the methods developed in the 

course of this research project for preparation and analysis of boar tooth enamel could potentially 

be used to estimate the cumulative dose to biota (Khan et al., 2003) living in the Fukushima 

Exclusion Zone and elsewhere.  A tested and validated method to establish lifetime doses in 

Japanese wild boar can be used to provide additional knowledge with respect to low level 

chronic exposures to wildlife and their associated biological effects. As a result, more reliable 

and accurate extrapolations regarding dose-effect relationships can be made.  

 The International Commission on Radiological Protection (ICRP) has developed a model 

using the concept of Reference Animals, which represents typical organisms in a given 

environment along with associated data. The ICRP model was developed with the goal of 

creating a structure and framework for gaining a deeper insight into how exposure, and 

ultimately the risks and consequences of the exposure are related (ICRP, 2008).  The methods 

and techniques developed during the course of this research can assist in collecting the necessary 

data needed to add to this relevant data set.  A tested and validated technique used to determine 

doses received by wildlife using EPR dosimetry could help to reduce uncertainty and fill current 

knowledge gaps and to strengthen and bolster current models utilizing reference animals. 
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Chapter 2  

HISTORY AND BACKGROUND OF ELECTRON PARAMAGNETIC RESONANCE 

DOSIMETRY3 

 

 

 

2.1 Electron Paramagnetic Resonance Dosimetry 

2.1.1 Theory 

 Electron Paramagnetic Resonance tooth enamel dosimetry is based on quantifying the 

relative abundance of radiation-induced radicals trapped in hydroxyapatite crystals 

(Ca10(PO4)6(OH)2) within calcium components of teeth. Hydroxyapatite crystals in tooth enamel 

contain carbonate impurities, which are transformed into trapped stable CO2
- radicals as a result 

of radiation exposure (IAEA, 2002). The CO2
-
 radicals in enamel increase as a function of the 

absorbed dose (Dansoreanu and Fildan 2009). The CO2
- radicals can be reliably detected, 

quantified, and related to an absorbed dose using the EPR dosimetry technique. Ideal materials 

for use in EPR dosimetry are materials that are highly mineralized with a significant calcium 

content (IAEA, 2002).  

 In EPR spectroscopy, a varying magnetic field is applied to a tooth sample with a fixed 

frequency. This is different from traditional spectroscopy where the frequency used varies. An 

unpaired electron only has two possible energy states, + 12  or - 
12 , and when applied, the energy 

states are proportionally split in the magnetic field (Fattibene and Callens 2010). The spins are 

either parallel or anti-parallel with the direction of the magnetic field, with the lower energy state 

being parallel to the direction of the magnetic field, and the higher energy state being anti-

                                                           
3This chapter is based on a non-final version of an article published in final form: Harshman Amber, Johnson, 

Thomas. A Brief Review- EPR Dosimetry and the Use of Animal Teeth as Dosimeters. Health Physics Journal 

115(5): 600-607; 2018. https://journals.lww.com/health-physics/pages/default.aspx 
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parallel (Eaton et al., 2010). The EPR spectrum is created when resonance absorption occurs, 

which is at the point when the applied microwave energy equals the energy difference between 

the two electron energy states. 

 

Fig. 2.1 The divergence of the energy levels for the spin -½ and spin +½ states for an unpaired electron and its dependence on 

magnetic field strength.  

 

 The energy difference between the + 12  and - 
12  spin states, ΔE, is determined by the g-

value, g, the Bohr magneton, µ𝐵, and the applied magnetic field, 𝐵0. As shown in equation 2.1 

describing the condition for resonance, there is a linear relationship between the resonance 

frequency, v, and the applied magnetic field, 𝐵0 (Eaton et al., 2010).   

hν = gµ𝐵𝐵0 = ΔE (2.1) 

2.1.2 EPR Measurements 

There are several steps that must be taken in order to turn a whole tooth into a 

pure powder enamel sample suitable for EPR analysis, and those steps are discussed in detail in 

Chapters 4 and 5.  Once the powder sample has been prepared, it is put into an EPR tube and 
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placed into the EPR spectrometer resonant cavity. The appropriate parameters for the sample 

being measured are selected, measurements are performed, and a spectrum is obtained.  

Measurements are typically repeated 3-5 times and averaged, and the sample is removed and 

either shaken or rotated between measurements (IAEA, 2002).   

2.1.3 Measurement Parameters  

 Based on current research, the parameters used to perform EPR analysis on animal teeth 

vary somewhat from study to study. Furthermore, some of the parameters necessary for analysis 

are spectrometer specific while others are sample specific. Spectrometer dependent parameters 

include: microwave frequency, microwave power, and modulation frequency. Table 2.1 provides 

a summary of studies conducted utilizing animal teeth and parameters used.  

                        The parameters that need to be selected in order to produce the desired EPR 

spectrum include: microwave, magnetic field, and signal channel parameters. Parameters should 

be optimized to get the most precise results (IAEA, 2002). Other factors which influence results 

and thus need to be considered are: sweep width, modulation amplitude, time constant, and 

number of scans. 

2.1.3.1 Microwave Parameters 

The frequency of the resonant cavity in an EPR spectrometer is termed the 

microwave frequency, and the characteristics of the cavity will determine this parameter. The 

most common microwave frequency used in EPR analysis of teeth is X band (~9.8 GHz). All of 

the studies included in this chapter were performed using X-band EPR dosimetry. 

Microwave Power is an important parameter in that the selected value will impact the 

dosimetric signal to native signal ratio, as well as the ratio of dosimetric signal to noise (IAEA, 

2002). This is because the dosimetric signal as well as the native signal increase with increasing
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Table 2.1. Summary of parameters used in EPR Dosimetry studies using animal teeth. *Data not available. a (IAEA, 2002), b (Zdravkova et al., 2005), c (Brik et al., 2000), d (Khan et al., 

2003), e (Toyoda et al., 2003), f (Hassan et al., 2010), g (Toyoda et al., 2006), h (Toyoda et al., 2007), i (Jiao et al., 2014), j (Hayes et al., 1998), k (Khan et al., 2005), l (Dansoreanu and Fildan 2009),        
m (Junwang et al., 2014) 

  Magnetic Field Parameters Microwave Parameters Signal Channel Parameters 

Animal Studied Sweep Width Time of Sweep Microwave Frequency  Power 
Modulation 

Frequency 

Modulation 

Amplitude 
Time Constant 

Number 

of Scans 

Humans a 5 or 10 mT 20-80 s 9.8 GHz (X-band) 1-25 mW 50 or 100 kHz 0.1-0.4 mT 40 -700 ms 10-160 

Rat b 5 mT * 9.7 GHz (X-band) 5 mW 100 kHz 0.34 mT 10.24 ms 20 

Rat c * * X-band 80 mW 100 kHz 0.1 mT * * 

Mouse d 5 mT 30s 9.4 GHz (X-band) 18 mW 100 kHz 0.5 mT 30 ms 40 

Cow/Mouse e 10 mT 60 s * 5 mW 100 kHz 0.2 mT * 30 

Cow f 10 mT 82s 9.7 GHz (X-band) 25 mW 100 kHz 0.4 mT 20 ms 10 

Cow g * 60 s * 5 mW 100 kHz 0.3 mT 30 ms 40 

Cow h 10 mT 60 s * 10 mW 100 kHz 0.2 mT 30 ms 40 

Cow/Goat i 10 mT 166.9 s X-band 2 mW 100 kHz 0.3 mT 163 ms 10 

Pacific Walrus j 10 mT * * 25 mW 100 kHz 0.5 mT 41 ms 60 

Canine k 5 mT * 9.4 GHz (X-band) 18 mW 100 kHz 0.5 mT 30 ms 40 

Pig l  130 mT * 9.1 GHz (X-band) 8.5 mW 100 kHz 0.3 mT 100 ms 30 

Rhesus Monkey m 10 mT 20-300 s 9.5 GHz (X-band) 20 mW * 0.2 mT 30-100 ms * 
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microwave power, however the native signal will reach its saturation point first (Fattibene and 

Callens 2010). Additionally, the signals which are considered noise also increase as the 

microwave power is increased, thus interfering with the spectrum of the dosimetric signal 

(Fattibene and Callens 2010). This parameter is dependent on the resonant cavity and not on the 

sample being analyzed.  

2.1.3.2 Magnetic Field Parameters 

The choice of magnetic field sweep width will depend on the procedure used for 

spectrum manipulation (IAEA, 2002).  Values of 5 mT or 10 mT are commonly used. Magnetic 

field sweep time is determined by the spectrum resolution, or the total channels used to obtain 

the spectrum, and the channel conversion time (IAEA, 2002).  It is also dependent on the sample 

being analyzed (Eaton et al., 2010).  

2.1.3.3 Signal Channel Parameters 

                         In order to attain the optimal signal-to-noise ratio, the magnetic field modulation 

frequency should be set to the upper limit (IAEA, 2002). In general, modulation frequencies of 

50 kHz or 100 kHz are used in commercial EPR spectrometers (IAEA, 2002). As seen in Table 

2.1, a modulation frequency of 100 kHz was used in all animal studies listed.   

Modulation Amplitude is selected such that the signal resolution is optimized and 

broadening or distortion of the dosimetric signal is minimized. If a modulation amplitude is 

selected that is too high, it will result in signal distortion and loss of resolution, and if the value is 

too low, it will result in a decline in detection limits (Fattibene and Callens 2010; IAEA 2002). 

Values in the range of 0.1-0.4 mT are recommended. (IAEA, 2002) 

 The number of scans selected is important in that it will impact the signal-to-noise ratio. 

If a number of scans n is selected, it will produce an improvement of the signal-to-noise ratio of 
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√𝑛 (Eaton et al., 2010). The number of scans used in EPR animal studies listed in Table 2.1 

range from 10-60.   

2.1.4 EPR Spectra 

 In EPR spectroscopy, unlike most other types of spectroscopy, due to the nature of the 

system used, the first derivative of the absorption curve (dy/dB) is what is actually detected and 

not the actual absorption curve itself (Fattibene and Callens 2010). The first derivative of the 

absorption curve is what makes up the EPR signal or spectrum.  

 There are several useful and important characteristics of the EPR spectrum, which 

include peak-to-peak amplitude and g-value, amongst others (IAEA, 2002). In EPR dosimetry, 

radiation sensitivity is related to the peak-to-peak amplitude of the radiation induced signal, 

which is proportional to the number of radicals trapped in pure enamel, per unit mass and dose 

(Khan et al., 2005). Both the number of radicals created in human tooth enamel and the intensity 

of the EPR spectrum increase with absorbed dose (IAEA, 2002). The relation between peak-to-

peak signal amplitude and concentration of spins is the basis of EPR dosimetry. The g-value is 

characteristic for the material, and for electrons having spin ½, the value is approximately equal 

to 2 (IAEA, 2002). The characteristic parameters will be determined by the type of free radicals 

being measured (IAEA, 2002).    

 The main components of the EPR signal are the native signal (NS) and the radiation 

induced signal (RIS). The native signal conceals the RIS somewhat due to the similarities in their 

intensities as well as their g-values, making it more difficult to measure the peak-to-peak signal 

amplitude of the RIS (Fattibene and Callens 2010). The native signal, sometimes called the 

“radiation-insensitive component,” is believed to be a consequence of radicals stemming from 
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organic material, such as dentin that remains in the tooth, although its origin hasn’t been fully 

determined (Fattibene and Callens 2010).  

 Several different types of radicals contribute to the dosimetric signal, which are mostly 

carbonate radicals, however stable 𝐶𝑂2− radicals are the main contributor (IAEA, 2002). The 

contribution to the dosimetric signal from ionizing radiation can be either from external sources 

or internal sources such as radionuclides embedded in the teeth, gums, or mandible of the animal. 

The EPR signal from exposure to different types of radiation is virtually indistinguishable such 

as gamma-rays, beta particles, as well as alpha particles (IAEA, 2002). Fig. 2.2a shows a basic 

EPR signal. Fig. 2.2b shows an idealized spectrum including a radiation induced signal (RIS).      

     

           

Fig. 2.2. a) EPR spectra are displayed as the first derivative of the resonant absorption curve. b) Idealized EPR spectrum showing 

a radiation induced signal (RIS). The peak-to-peak amplitude of the RIS is used to perform EPR dose reconstructions. 

 

2.1.5 Methods Used for Dose Reconstruction 

Two primary methods used in reconstructing doses with EPR dosimetry after the 

EPR spectrum is obtained are the calibration curve method and the additive dose method. Both 

require a least-square fitting linear regression analysis, and both methods rely on a linear dose 
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response of the tooth enamel sample (IAEA, 2002). With the calibration curve method, powder 

enamel samples consisting of a mixture from a minimum of 5 different molars are used and 

irradiated to a series of four or more additional known doses (IAEA, 2002). A plot of signal 

intensity and irradiation dose is created and a least-square fitting linear regression is performed 

to determine the calibration curve parameters. The dose axis intercept corresponding with the 

RIS intensity of the sample is the intrinsic reconstructed dose once the background dose has been 

subtracted (IAEA, 2002).  The calibration curve method is often used for samples with a small to 

moderate variation in dose response.  

The additive dose method, or individual sample calibration, is often used for 

samples that have a significant variation in dose response. With the additive dose method, a 

sample from a specific tooth is measured and then irradiated incrementally to typically at least 14 

different additional doses (IAEA, 2002). Linear regression analysis is performed using the plot 

of signal intensity versus irradiation dose. The dose is reconstructed using the linear regression 

line and its negative intercept with the dose axis (IAEA, 2002). Definitive evidence supporting 

the use of one method over another has not been found (Fattibene and Callens 2010). Studies 

have shown, however, the importance of the acquisition and spectrum processing methods on 

both the reproducibility and accuracy of results (Fattibene and Callens 2010).  

2.1.6 EPR Spectrometers 

 Two different EPR spectrometers were used to perform measurements for this research. 

The first was a JEOL JES-PX2300 ESR Spectrometer, located in Okayama, Japan, at the 

Okayama University of Science as shown in Fig. 2.3. The second spectrometer used to perform 

measurements in this study was a Bruker ELEXSYS II E 500 ESR Spectrometer, located at 

Colorado State University, shown in Fig. 2.4.  
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Fig. 2.3. JEOL JES-PX2300 ESR Spectrometer. 

 

Fig. 2.4. Bruker ELEXSYS II E 500 ESR Spectrometer. 
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Although there may be small differences between EPR spectrometers used, each is made up of 

similar components necessary to obtain an EPR spectrum.  An EPR spectrometer consists of the 

following main components: an electromagnet, a microwave generator, a resonant cavity, 

detectors, and the signal channel. A basic diagram of the system is shown below in Fig. 2.5.  

 

Fig. 2.5. Typical EPR spectrometer setup. 

Further information on the function and purpose of each component of an EPR spectrometer can 

be found in Eaton et al. (2010).  

2.2. The Origins and Uses of EPR 

 EPR dosimetry using human teeth was first developed nearly five decades ago (Brady et 

al., 1968). In addition to EPR studies using tooth enamel, EPR has been investigated as a 

dosimetric technique using a wide range of materials including: human blood (Swartz et al., 

1965), bone (Swartz, 1965; Ikeya et al., 1996), antlers of deer (Huang et al., 1985), shell buttons 

(Ikeya et al., 1984), and egg shells (Kai et al., 1988). Materials such as fingernails, toenails 

(Gordy et al., 1955; Symons et al., 1995), as well as hair (Gordy et al., 1955) have also been 
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studied. Biological materials originating from animals which have been investigated include: 

incisors and tissues of rats (Brady et al., 1968), fish scales, feathers, and hides of cattle (Gordy et 

al., 1955), canine heart, lung, and liver (Swartz and Molenda 1965), and femurs of rats (Swartz, 

1965).   

 EPR dosimetry is the preferred method for retrospective human dose reconstruction 

(Wieser et al., 2000), and the technique has been used in a variety of scenarios, accident 

situations, and for dosimetry in research experiments for doses administered in laboratory 

settings. Dose reconstructions utilizing EPR spectroscopy have been performed for groups such 

as: the atomic bomb survivors of Hiroshima and Nagasaki (Ikeya et al., 1984), residents of the 

affected areas of Chernobyl (Bugai et al., 1996), survivors of accidents that occurred in the 

Southern Ural region of the Soviet Union (Wieser et al., 1996), and also for radiation workers 

(Romanyukha et al., 1994). Although human teeth have been the focus of a significant 

proportion of studies conducted using EPR dosimetry, research has also been devoted to 

understanding the characteristics of the teeth of wildlife and their suitability as a dosimeter or to 

reconstruct doses in accident situations, such as in the case of Chernobyl (Bugai et al., 1996).   

             There are important advantages to using EPR dosimetry which make it the preferred 

technique in retrospective dose reconstructions. First, materials in the vicinity of an event can be 

analyzed for potential use as a dosimeter. Furthermore, specimens such as teeth can be used to 

provide an individual dose to an exposed person (Toyoda et al., 2003; Khan et al., 2003). 

Because of the stability of the EPR signal in enamel, dose reconstructions can be performed long 

after the exposure occurs (IAEA, 2002).   

  There are also conditions which must be met in order to establish the validity of EPR 

dosimetry. Although there are many different types of materials that can be used to perform 
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retrospective dose reconstructions, the dose response of each of these materials must be known 

in order to estimate an absorbed dose. Additionally, the exposure timeline for the material must 

also be known in order to accurately assess the dose. Additional uncertainties in the final EPR 

results can occur as a result of processing techniques used to prepare samples for analysis. Small 

absorbed doses are difficult to measure with EPR, and the type and energy of radiation add 

additional uncertainty to the results using EPR dosimetry (IAEA, 2002).  

2.3 Teeth as Radiation Dosimeters 

 As previously discussed, enamel and its large proportion of inorganic material is the 

preferred substance on which to perform EPR spectroscopy. Molars and premolars are the most 

useful for EPR dosimetry due to their mineralization and the limited UV radiation impact from 

sunlight exposure due to their position (IAEA, 2002). Only healthy teeth are used in EPR 

dosimetry since studies have shown that cavities, fillings, and chemical treatments can affect the 

results (IAEA, 2002). 

 There are advantages to using teeth as dosimeters compared to other materials that have 

been studied. First, teeth have been found to have a dose response that is linear for exposures that 

range up to 300 Gy. Secondly, there is little fading of the radiation induced signals, and the 

radicals are estimated to be stable in humans up to 107 years (IAEA, 2002). A considerable 

number of studies have been performed on EPR dosimetry and human teeth, although a much 

smaller number of studies have focused on animal teeth and their use as dosimeters for the 

purpose of retrospective dose reconstruction.   
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2.4 Tooth Characteristics & EPR 

  Teeth are made up of four major constituents: enamel, dentin, cementum, and pulp.  For 

the purposes of EPR dosimetry, the enamel and dentin, and their relative fractions, are the two 

most important components. A diagram of the human tooth can be seen in Fig. 2.6 below.  

 

Fig.  2.6. Constituents that make up the anatomy of the tooth. 

There are two different types of teeth in mammals, brachydont and hypsodont. Human teeth, as 

well as the teeth of many animals that are carnivores and omnivores, such as Japanese wild boar, 

are classified as brachydont.  Hypsodont teeth are found primarily in herbivores, and unlike 

brachydont teeth, these teeth are constantly growing and regenerating during the lifetime of the 

animal due to the composition of the tooth and the constant wear on it (Fattibene and Callens 

2010).  For this reason, brachydont teeth are more suitable for EPR dosimetry. The amount of 

enamel and dentin in a tooth varies from species to species and differs from what is contained in 

a human tooth. Although it is possible to gather information regarding dose using the dentin in 

the tooth, the enamel is more desirable for a few reasons. First, enamel is the tissue with the 

largest amount of mineralization, consisting of almost entirely inorganic material, in this case 

hydroxyapatite crystals (IAEA, 2002).  

 Tooth enamel is very stable in humans, although it can vary in animal teeth. In human 

teeth, once the tooth is formed, the amount of enamel does not change, and as a result, the 

number of radicals that have formed is retained. (IAEA, 2002). As described above, this is not 
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always the case in animals, and the structure of the teeth of some animals is constantly changing 

throughout their lifespan (Khan et al., 2003). An understanding of how the tooth of the particular 

animal that is being studied is formed throughout its life and the time period when the radiation 

interaction occurs is useful in determining an accurate dose.  

     2.5    Summary of Studies 

 The following section provides a summary of the studies which have investigated animal 

teeth for use as dosimeters with EPR dosimetry and their findings.    

2.5.1 Canines 

  Canines (dogs) are popular domestic pets in many parts of the world. Further, canines 

inhabit many of the same areas as humans, and in the event of a radiation accident, would be 

exposed to many of the same hazards. The motivation for wanting to formulate an EPR 

procedure for analyzing the teeth of canines and to understand their radiation sensitivity 

compared to human teeth is to have the ability to use them for the purposes of retrospective dose 

reconstruction (Khan et al., 2005). Furthermore, reconstructed doses could give an indication of 

the dose to the environment in addition to the accidental dose to the canine (Khan et al., 2005). A 

procedure was developed by Khan et al for canine tooth analysis which included: methods for 

chemical processing, evaluation of the dosimetric signal, and EPR dose reconstruction 

techniques. Additionally, signal intensity variability versus age of the tooth specimen was 

explored.  

 Canine teeth were found to have an average radiation sensitivity of 1399 ± 93 (Gy-100 

mg)-1 which is similar to the average value of 1664.42 ± 49.30 (Gy-100 mg)-1 for human teeth. 

Additionally, comparisons of the g-value and EPR spectrum from canine and human teeth 

showed that the radicals trapped in canine teeth after irradiation are the same as those trapped in 
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human teeth.   It was noted that a 10-25% deviation was seen from the average value of the 

dosimetric signal in the canine specimens (Khan et al., 2005). A linear dose response in canine 

tooth enamel is present from 200 mGy up to 50 Gy.  The study also concluded that canine tooth 

enamel was sufficiently similar to that of humans for use in retrospective dose reconstructions 

using EPR dosimetry. (Khan et al., 2005) 

2.5.2 Bovines 

 Cattle are the most widely studied mammalian species with regard to EPR dosimetry. 

Much of the research performed using bovine teeth was done in order to determine the dose 

response and native enamel signal relative to that of human teeth. Cattle are of particular interest 

because they live in close proximity to humans and are therefore likely to receive similar doses 

(Hassan et al., 2010; Toyoda et al., 2003; Toyoda et al., 2007). Additionally, the anatomy and 

chemical structure of bovine teeth are similar to that of humans (Toyoda et al., 2006).  A primary 

goal for establishing radiation sensitivity of bovine teeth relative to human teeth is to use them as 

an alternative measure of radiation exposure when human teeth are not available or cannot be 

easily obtained. 

 Some disparities were found during investigation of bovine teeth that make comparison 

to human teeth more challenging. Samples taken from cows exposed to 90Sr in the South Ural 

region of Russia had a variation greater than a factor of 10 in radiation sensitivity and dosimetric 

signal (Toyoda et al., 2007). This variation is not seen in human teeth, nor was it seen in the 

control teeth analyzed from cows inhabiting Japan. There is currently no explanation for this 

anomaly, but it has been suggested that the nature of the hydroxyapatite crystals and their 

organic components could be the source of the discrepancy (Toyoda et al., 2007). Furthermore, 

the native signal in bovine tooth samples was found to be lower than that of human tooth 
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samples. This is believed to be due to the differences in organic material and thus the organic 

radical content in the bovine tooth samples (Toyoda et al., 2006), and could also be due to the 

choice of chemical or mechanical methods used when preparing the tooth sample for analysis 

(Jiao et al., 2014).  

   Numerous studies demonstrate that bovine teeth are a suitable alternative to human teeth 

when used for EPR dose reconstruction based on radiation sensitivity and dose response, with 

bovine teeth being 10% more sensitive than human teeth (Hassan et al., 2010; Jiao et al., 2014; 

Toyoda et al., 2003). Additionally, cow teeth were estimated to have a signal stability of 

approximately 7×106 years, comparable to that of human teeth, at nearly 1.1×107 years (Hassan 

et al., 2010). The dose response of bovine tooth enamel was found to be linear at doses from 0.2 

to 2 Gy (Hassan et al., 2010; Toyoda et al., 2003). Reconstructed doses as low as 29 mGy were 

achieved with human teeth, and due to their similarities, it is believed that a similar threshold 

would apply to bovine teeth as well (Toyoda et al., 2003).   

2.5.3 Goats 

 Only one study has been performed which analyzed teeth taken from goats, and the goal 

of the study was to compare the dose response and native signal of goat and cattle teeth with that 

of humans (Jiao et al., 2014). Goats typically live in close proximity to humans, and much like 

cows, they are seen as a reasonable alternative to human teeth when dose reconstruction using 

EPR dosimetry is necessary. The native signal in the samples taken from goat teeth was lower 

than that of human teeth (Jiao et al., 2014). Additionally, the radiation sensitivity of goat teeth 

was found to be much the same as in human teeth. These findings led the study to conclude that 

goat teeth could be used as a surrogate for human teeth to determine exposures using EPR 

analysis, although more research is needed to confirm their results (Jiao et al., 2014).  
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2.5.4 Mice 

 There are several reasons why studying mice for the purpose of reconstructing doses 

using EPR dosimetry is of particular interest.  Rats, dogs, cows, and mice live in close proximity 

to humans and are typically present in areas where there have been radiation events or accidental 

exposures (Khan et al., 2003). There are also situations in which there are no human victims, but 

doses to the environment are needed (Khan et al., 2003; Toyoda et al., 2003). The objectives of 

the studies that were undertaken using mice were to: determine the appropriate EPR techniques 

utilizing the tooth enamel of mice, to compare the radiation sensitivity of mouse teeth to that of 

humans with the goal of determining if they are a suitable substitute for the purpose of 

retrospective dose reconstruction in an accident situation, to have the ability to determine a dose 

to animals used in radiobiology studies, as well as to determine doses to the environment (Khan 

et al., 2003; Toyoda et al., 2003). 

 Mouse teeth present a different set of issues related to EPR dosimetry. A sufficient 

amount of tooth enamel is required in order to perform EPR analysis (20-100 mg), and a single 

mouse tooth does not provide the necessary sample mass. It is therefore necessary to use multiple 

molar teeth from several mice in a single aliquot (Toyoda et al., 2003).  When multiple 

specimens are combined, EPR analysis will produce a dose that is representative of the mean 

dose to the teeth used to make up the sample. Furthermore, mice, as well as other rodents, have a 

short lifespan, which limits the available time in which a specimen must be collected and 

analyzed (Khan et al., 2003). Additional time constraints on the usefulness of mouse teeth may 

exist when the turnover time of the tooth is considered (Khan et al., 2003). All of these factors 

could restrict their use.  
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 Mouse tooth specimens responded linearly to doses ranging from 0.8 to 5.5 Gy, and the 

EPR analysis revealed doses that matched closely with administered doses (Khan et al., 2003). In 

one study, a slight variation in the reconstructed dose versus the administered dose was seen. 

This was possibly due to the time that lapsed between irradiation and EPR analysis of the 

sample, which was 2.5 weeks, or the chemical treatments used (Toyoda et al., 

2003).  Furthermore, the EPR dose response characteristics of mouse tooth samples were similar 

to that of humans, although it was lower by approximately 25-50% (Khan et al., 2003). Possible 

origins for the discrepancy include the age or sex of the specimen (Toyoda et al., 2003). The 

similarity in dose response implies the ability to use data determined using mouse tooth 

specimens for estimating dose to humans found in the same area (Khan et al., 2003).  

2.5.5 Pacific Walrus 

 The study which investigated walrus teeth was performed as a result of the discovery that 

radioactive waste had been dumped into the Arctic Ocean by the former Soviet Union. The goal 

of the study was to determine the feasibility of using walrus teeth as an EPR dosimeter to assess 

the extent of unintentional exposures to marine wildlife and the ecosystem inhabiting the Arctic 

Ocean, as well as to humans (Hayes et al., 1998).   Due to the morphological features of the 

walrus tooth, such as the ability to determine its age due to growth rings consisting of cementum, 

as well as the ability to separate those layers and measure them individually, their use was 

considered advantageous for this purpose (Hayes et al., 1998).   

 Numerous properties of the EPR response of walrus teeth were investigated for the 

purpose of dose reconstruction. The EPR dose response of the tooth samples was found to be 

linear up to 6.6 kGy ± 0.6 kGy. The response for microwave power saturation using the walrus 

tooth specimens was found to be the same as that in the human specimens. Additionally, the g-
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value of the native signal for the walrus cementum sample was found to be the same as that of 

dentin and enamel of human teeth (Hayes et al., 1998). The native signal was successfully 

removed using a Soxhlet extraction technique; however, this method resulted in a factor of 10 

reduction in the dosimetric signal. The lowest dose measurement achievable was concluded to be 

350 mGy, and that was on the condition that the native signal of the sample and the LET of the 

incident radiation was known prior to analysis.  Based on the findings of this investigation, it was 

concluded that dose reconstructions using EPR dosimetry for low level exposures utilizing the 

teeth from walrus was not achievable at that time (Hayes et al., 1998). 

2.5.6 Pigs 

 An EPR technique related to measuring radiation doses utilizing porcine molars was 

investigated by a dentistry radiology group. The aim of the study was to develop a methodology 

for performing dose evaluations and profiling the X-ray radiation dose to teeth during 

experimental diagnostic or therapeutic procedures. Because humans cannot be used in these 

situations, porcine teeth were selected due to the similarities in physiology between pigs and 

humans in development of the jaw and face region as well as in the occurrence of injury and 

disease (Dansoreanu and Fildan 2009).   The radiation dose absorbed by the lingual enamel was 

found to be only 45% of the dose to the vestibular or buccal side of the tooth from dental x-rays 

(Dansoreanu and Fildan 2009), and relative doses based on the position of the X-ray beam in 

relation to the tooth were able to be determined (Dansoreanu and Fildan 2009). It was concluded 

that due to the similarities in both anatomy as well as native and dosimetric signal characteristics 

between humans and pigs, this methodology was sufficient to perform reconstructions of 

radiation doses resulting from diagnostic X-rays in humans. 
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2.5.7 Rats 

 One of the earliest studies to have been performed using the teeth of animals investigated 

rat incisors and their characteristics related to EPR dosimetry (Brady et al., 1968). This study 

showed that rat incisors have a linear dose response in the range of 9 – 270 Gy, and doses as low 

as 1 Gy could reliably be measured (Brady et al., 1968). It was concluded that rat incisors could 

be used to perform dose reconstructions in situations involving accidental exposures.  

 Several subsequent studies have been performed utilizing the teeth of rats, each with 

goals rather different from the studies already discussed. One study investigated the 

consequences of tooth disease and metabolic processes on EPR dosimetry and the ability to 

accurately reconstruct dose (Brik et al., 2000). It was shown that CO2
- radicals and the number of 

CO2
- molecules in enamel is significantly impacted by metabolic processes (Brik et al., 2000). 

Additionally, teeth affected by caries will experience a greater rate of change in the quality of the 

tooth enamel (Brik et al., 2000). This study concluded that as a result of metabolic processes, 

when the same radiation doses are delivered, a different number of CO2
- radicals are created 

depending on whether the animal is alive or dead when exposed (Brik et al., 2000).  

 A subsequent study was conducted in 2005 by Zdravkova et.al, which attempted to verify 

the results of Brik et al., which was able to confirm that teeth which were removed and irradiated 

had a greater signal intensity than teeth analyzed from live irradiated rats, although there were 

large standard deviations noted for much of the data collected (Zdravkova et al., 2005).  

2.5.8 Reindeer 

 Although the origin of the doses reconstructed using EPR dosimetry are chiefly external 

gamma radiation, internal alpha and beta emitting radionuclides integrated into bone tissue or 

fixed in the enamel of the teeth can also contribute to the dose accumulated (Klevezal et al., 
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1999). Depending on the phase of tooth formation and the quantities ingested, a significant 

radionuclide content in the enamel of the tooth can result (Klevezal et al., 1999). Klevezal et al. 

attempted to determine to what extent the radionuclides present in teeth and bone contributed to 

the overall dose established using EPR dosimetry. Analysis was performed using enamel taken 

from the molars of 77 reindeer of differing ages, living in areas with varying levels of 

contamination, specifically Novaya Zemlya, Taimyr and Wrangel Island. The specific activities 

were estimated for both alpha and beta emitters present. Mandibles from a subset of reindeer 

were also analyzed to determine their radionuclide content.  

 It was determined through the course of the research that as the age of the animal from 

which the enamel was taken increased, the beta-emitting radionuclide content in enamel also 

increased, however no increase in the levels of alpha-emitting radionuclides was found (Klevezal 

et al., 1999).   Beta-emitting radionuclide content for the tooth enamel samples and the 

mandibles were found to be equal in nearly half of the samples. In 16 of the samples, the enamel 

had a concentration of beta-emitters 1.5 times higher than the mandible, and only two samples 

showed a lower value for the tooth enamel. It was concluded that radionuclides present in the 

enamel of the teeth do not contribute in a significant way to the EPR reconstructed dose 

(Klevezal et al., 1999). There is, however, a considerable contribution to the accumulated tooth 

enamel dose from the radionuclides present in the adjacent bone tissue (Klevezal et al., 1999). 

A second study, similar to that of Klevezal, et al. (1999), was conducted which examined 

reindeer teeth from the same three areas (Klevezal et al., 2001). The analysis included 

measurements of the specific activity of certain radionuclides in the tooth enamel as well as in 

the mandible of the specimens, and also the accumulated dose the specimens received. The study 

did not produce unique information about the characteristics of the reindeer teeth related to EPR 
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dosimetry, but instead confirmed environmental levels of contamination in the areas that were 

being investigated and also considered the effect of radiation on several biological parameters.  

2.5.9 Rhesus Monkey Studied by In Vivo EPR Dosimetry 

 Having the ability to determine a potential victim’s dose in situ after a nuclear or 

radiological accident is critical to emergency response efforts (Junwang et al., 2014).  Until 

recently, the capability to perform in vivo EPR analysis of tooth samples was not a viable option 

(Junwang et al., 2014), and typical EPR analysis was performed on powder enamel samples. A 

cylindrical TM010 X-band EPR spectrometer cavity was developed and tested, which is to be 

used to perform in vivo analysis on intact teeth (Junwang et al., 2014). The novel cavity was 

tested using various samples including the irradiated teeth from a Rhesus Monkey. Although no 

specific information was gathered regarding the characteristics of the rhesus monkey tooth 

specimens themselves, a spectrum was obtained that showed a dosimetric signal with a high 

intensity, which demonstrated the potential practicality of this instrument. (Junwang et al., 

2014).    

2.5.10 Other Mammals 

 Serezhenkov et al examined the teeth from several species including: European bison, 

polar fox, moose, polar bear, as well as from humans.  The goal of this study was to gather 

further information on the use of animal teeth for EPR dosimetry. Several properties of the EPR 

signals were compared among the different types of animal teeth used, as well as with the human 

specimens including: the effect of microwave power on the intensity of the EPR signal, 

techniques to isolate the dosimetric signal from the total EPR signal, dose response of the enamel 

from the different types of wildlife as well as humans, and EPR signal relaxation parameters 

(Serezhenkov et al., 1996).   
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 The characteristics of EPR signals of analyzed enamel originating from different animal 

species, as well as humans, were found to have many similarities (Serezhenkov et al., 1996). 

Furthermore, no substantial differences in the radiosensitivity were found amongst the samples 

analyzed based on a comparison of regression coefficients (Serezhenkov et al., 1996). 

2.6 Synthesis of Results, Their Meaning and Future Needs 

 The study of tooth enamel from various species of animals has resulted in much new 

information about their attributes and use with EPR dosimetry. A summary of some specific 

characteristics can be seen in Table 2.2. One important conclusion is that the teeth of many 

animals have been found to be suitable alternatives to human teeth for use in retrospective dose 

reconstructions. Furthermore, it was shown that the radiation induced radicals trapped in many 

different types of animal teeth are the same type, i.e., CO2
-, that are trapped in the teeth of 

humans. Additionally, the dose response of tooth enamel from several species was found to vary 

significantly. 

 Although much has been learned regarding EPR dosimetry and animal teeth, there are 

still important unanswered questions. In addition, specific characteristics of tooth enamel from a 

greater number of animals must be established to allow for more rapid and reliable reconstructed 

doses in humans, wildlife, and the environment.   The technique of EPR Dosimetry using animal 

teeth as dosimeters would greatly benefit from continued studies and by use of a wider array of 

species. 

2.7 Conclusion 

 

 EPR Dosimetry with teeth as dosimeters is a technique that has proven useful for several 

decades. Although a variety of materials have been studied to gauge their usefulness for a 

multitude of scenarios, tooth enamel has been found to be particularly advantageous due to a   
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                       Table 2.2. Summary of X-Band EPR animal studies written and pertinent findings. * Data not available. 

Animal 

Studied 
Study Referenced 

Lowest 

Measured Dose  

g-value       

(Native Signal) 

g-value                 

(Radiation Induced 

Signal) 
Dose Response 

compared to humans 

Linearity Range 

gǁ g⊥ 
 

Canine Khan et al. (2005) 0.44 Gy 2.0045 1.9973 2.0018 ~1 0.44-4.42 Gy 

Cow 

Hassan et al. (2010) 200 mGy * 1.9976 2.0019 1.1 Higher 0.2-2 Gy 

Toyoda et al. (2006) 5 Gy * * * * * 

Toyoda et al. (2007) 4.9 Gy * * * * * 

Jiao et al. (2014) 2 Gy 2.0046 1.9975 2.0018 ~1 * 

Toyoda et al. (2003) * 2.0046 1.9972 2.0031 ~1 0-18 Gy 

European 

Bison 
Serezhenkov et al. (1996) 0.48 Gy * * * ~1 0.48-10.08 Gy 

Goat Jiao et al. (2014) 2 Gy 2.0046 1.9975 2.0015 ~1 * 

Moose Serezhenkov et al. (1996) 0.48 Gy * * * ~1 0.48-10.08 Gy 

Mouse 
Toyoda et al. (2003) 2.8 Gy 2.0046 1.9972 2.0031 25-30% lower 0-18 Gy 

Khan et al. (2003) 1.4 ± 0.2 Gy 2.0045 * * 50% lower 0.8-5.5 Gy 

Pacific 

Walrus 
Hayes et al. (1998) 790 mGy 2.005 * 2.0018 * up to 6 kGy 

Pig Dansoreanu et al. (2009) 0.05 Gy 2.0044 1.9971 2.0032 * * 

Polar Bear Serezhenkov et al. (1996) 0.48 Gy * * * ~1 0.48-10.08 Gy 

Polar Fox Serezhenkov et al. (1996) 0.48 Gy * * * ~1 0.48-10.08 Gy 

Rat 

Brady et al. (1968) 0.8 Gy *  * 2.0 *  9 - 270 Gy 

Zdravkova et al. (2004) * * * * * * 

Brik et al. (2000) * * * * *  * 

Reindeer 

Klevezal et al. (1999) 0.03 Gy * * * * * 

Serezhenkov et al. (1996) 0.48 Gy * * * ~1 0.48-10.08 Gy 

Klevezal et al. (2001) * * * * * * 

Rhesus 

Monkey 
Junwang et al. (2014) 2 Gy * * * * * 
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number of inherent characteristics. EPR tooth dosimetry has been widely used in situations 

involving unintended exposures when no other suitable alternatives were available and has 

enabled the reconstruction of retrospective doses to affected humans and a select number of 

wildlife.  The need exists for more materials to be studied to determine their suitability as 

dosimeters for future situations where their use may be necessary.  
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Chapter 3 

SAMPLE PROCEDURES4 
 

 

 

3.1 Sample Collection  

 This study was reviewed by the Colorado State University Institutional Animal Care and 

Use Committee and was deemed to be exempt from oversight (Appendix A). 

 Boar were collected for use in this research project during a period of approximately two-

months in June and July, 2017. Mandibles were procured from Japanese wild boar living in 

various areas within the Fukushima Exclusion Zone. Wild boar in the Exclusion Zone are being 

culled by hunters at the behest of the Japanese Government to prevent destruction and invasion 

by the creatures. A field team, which included a veterinarian, accompanied hunters to boar trap 

locations to collect specimens. Mandibles were collected and taken to the laboratory at the 

Institute of Environmental Radioactivity, at Fukushima University, for processing. Pertinent data 

were recorded for each boar from which mandibles and tooth samples were extracted including: 

collection location, approximate age and sex of the boar from which the sample was taken, date 

of collection, and unique sample identification number. Figure 3.1 shows a map of the boar 

collection site locations (red stars) in relation to the FDNPP (black x). Boar trap locations were 

selected due to their location within the Fukushima Exclusion Zone. Additionally, two boar 

specimens, designated as control boar, were collected outside the Fukushima Exclusion Zone due 

to lower levels of background radiation. Table 3.1 lists specific data for boar collected for use in 

this investigation.  

                                                           
4 This chapter is based on:  Harshman A, Toyoda, S, Johnson T. Suitability of Japanese Wild Boar Tooth Enamel for 

Use as an Electron Spin Resonance Dosimeter. Radiation Measurements 116(2018) 46-50; 2018. 
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Figure 3.1. Map showing the locations of the boar collection sites indicated by red stars. The Fukushima Daiichi Nuclear Power 

Plant is indicated with a black x. The areas outlined in magenta and orange show the approximate areas of the Fukushima 

Exclusion Zone (HamsterMap.com, 2018) 
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Table 3.1 Summary of data for boar collected. 
a Estimated ages, b Control boar c Measurements taken at boar capture site using a Hitachi TCS-172 NaI Scintillation Survey 

meter, d Estimated using collection site dose rate and estimated age of boar, neglecting possible contribution from internally 

deposited radionuclides.  *Data not available. 

Sample Number Estimated Age a Sex 
Collection 

Site 
GPS Coordinates 

Dose Rate 

(µGy/hr)c 

Estimated Lifetime 

dose (Gy)d 

170609 B-1 * * * * * * 

Ba20170605 26 weeks Male Namie N37.48048, E140.98898 3.05 0.014 

Ba20170608 30 weeks Female Namie N37.48922, E140.99678 0.34 0.002 

Ba20170609 4 years Female Namie N37.46531, E 140.92621 8.1 0.492 

Bb20170609 47-52 weeks Male Namie N37.47610, E 141.00615 0.68 0.006 

Ba20170615b >220 weeks Female Fukushima N37.76129, E140.49994 0.46 0.031 

Ba20170616 47-52 weeks Male Namie N37.47610, E141.00615 0.68 0.006 

Bb20170616 62 weeks Male Namie N37.49222, E141.00841 0.14 0.002 

Ba20170617b 26 weeks Male Soma N37.75646, E 140.98490 0.09 0.0004 

Ba20170620 62 weeks Female Namie N37.46532, E140.92326 10.1 0.123 

Ba20170623 127 weeks Female Namie * 0.98 0.029 

Bb20170623 88-106 weeks Male Namie N37.59710, E140.78300 2.98 0.062 

Ba20170627 62 weeks Male Namie N37.46444, E140.92354 10.5 0.128 

Ba20170704 56-62 weeks Male Namie N37.28049, E140.55695 10.5 0.121 

Ba20170717 57-61 weeks Female Namie N37.50570, E140.95948 1.7 0.020 

Bb20170717 127 weeks Male Namie N37.48788, E140.96959 0.75 0.022 

Bc20170717 127 weeks Male Namie N37.47685, E141.00258 0.35 0.010 

Ba20170720 * * Namie N37.29833 E141.01931 0.12 * 

Ba20170724  * Female Namie N37.48092 E140.98351 2.8 * 

       

 

 

3.2 Tooth Extraction 

 Mandibles were stored in a freezer under environmentally stable conditions until the start 

of the sample processing procedure. Frozen mandibles were thawed overnight prior to 

processing. Steps listed in the “Wild Boar Tooth Extraction Procedure” (Appendix B) were used 

to remove all tooth samples. A low-speed water-cooled 10.16 cm (4-inch) saw (Ameritool, Inc., 

Redding, CA) with a diamond blade was used to carry out the crown amputation of molars and 

pre-molars. After tooth specimens were harvested, they were submerged in a 1-5% Sodium 

Hypochlorite solution for 24 hours for the purpose of sterilization. Specimens not being 

immediately processed were then shipped back to Colorado State University (Appendix R). 
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Chapter 4 

SUITABILITY DETERMINATION PART I: DOSE RESPONSE EVALUATION (1.2 – 12 

GY)5 

 

 

 

4.1 Introduction  

 When determining suitability of wild boar tooth enamel for use as an EPR dosimeter, 

linearity of dose response must be established as well as the degree to which the dose response 

varies from sample to sample. Dose response variation can be ascertained for distinct tooth 

samples taken from the same boar and also those originating from different boar specimens. 

Confirmation of these characteristics is necessary because the methods used in EPR dose 

reconstruction rely on a linear dose response (IAEA, 2002). Furthermore, the appropriate dose 

reconstruction method will be determined by the extent of variation in dose response. The 

calibration curve method is more appropriate for samples with a less substantial variation, where 

the additive dose method, or individual calibration method, would be more applicable to samples 

with a significant diversity in dose response (IAEA, 2002).  

 Human teeth, as well as all animal teeth that have been studied thus far, have exhibited a 

dose response which is linear.  Differences have been seen, however, in the variation in dose 

response or radiation sensitivity between species, as discussed in Chapter 2. Therefore, the 

characteristic variation in radiation sensitivity must be established in order to select the technique 

best suited for EPR analysis and dose reconstruction using tooth enamel of wild boar. The 

characteristics of wild boar tooth enamel in the range of 1.2 – 12.0 Gy are outlined below. 

  

                                                           
5 This chapter is based on:  Harshman A, Toyoda, S, Johnson T. Suitability of Japanese Wild Boar Tooth Enamel for 

Use as an Electron Spin Resonance Dosimeter. Radiation Measurements 116(2018) 46-50; 2018. 
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4.2 Materials & Methods 

4.2.1 Sample Selection 

 A subset of eight tooth samples was selected to determine linearity and variation in EPR 

dose response. Samples were selected from boar of different ages and from different positions 

within the mouth. Table 4.1 shows the sample number, tooth position, as well as the age of the 

boar for each of the samples selected. Fig. 4.1 shows molar teeth from boar Ba20170609. Boar 

ages were estimated by an experienced wildlife biologist using eruption and wear patterns in the 

teeth. An estimate of accumulated lifetime dose based on the boar’s age and the dose rate at the 

collection site at the time of collection is also included. Although attempts were made to properly 

classify tooth specimens used, uncertainty in the age of the boar and tooth developmental stages 

created the potential for misclassification of tooth position. This does not impact the validity of 

the results shown, as both molars and pre-molars have been found to be useful with EPR 

dosimetry (IAEA, 2002). 

 

Fig. 4.1 Molar teeth used to determine linearity and variability in the 1.2 – 12.0 Gy range. 

4.2.2 Sample Preparation 

 The selected tooth samples were rinsed in acetone and placed in deionized water for a 

period of 24 hours. Once the samples were removed from the deionized water, they were cut into 

smaller pieces using the water-cooled saw to aid in removal of dentin from the tooth enamel.  

Ba20170609 M3L Ba20170609 M3R
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Table 4.1 Summary of tooth samples selected for irradiation. Linear regression data including R2, R, and dose response (slope) values from irradiated tooth sample measurements 

and differences in slope values for the right versus left tooth from the same boar are listed. Retrospective (intercept) doses for samples in this study with their associated 

uncertainty are also shown. Critical level doses (DCL) and detection limit doses (DDL) for each sample were calculated using methodology in Fattibene et. al. (2011).  
a Control boar tooth sample, b Based on measurements made using a Hitachi TCS-172 NaI Scintillation Survey meter at the site of capture, c Average spectral data values for 

Ba20170608 P3L, Sample 6 were calculated using Microsoft Excel. d Based on dose rate and age of boar, assuming negligible contribution from internally deposited nuclides. 

*Projected doses approach zero 

Sample # 

Est. 

Age in 

Weeks 

Collection 

Site 

GPS 

Coord 

Site Dose 

Rate 

(µGy/hr)b 

Tooth 

Used 

Linear 

Eqn of 

Trendline 

Slope ± 

σ 

 

% 

Variation 

relative to 

the 

average  

Average 

Slope by 

boar ± σ 

R2 

Value 

R 

Value 

Est. 

Lifetime 

Dose 

(Gy)d 

Retrospective 

Dose ± 

uncertainty 

(Gy) 

DCL 

(Gy) 

DDL 

(Gy) 

Ba20170608 30 Namie 

N37.4

8922, 

E140.

99678 

0.34 

P3R 

y = 

138.27x - 

31.43 

138.27 

± 4.12 

11.48 
130.76 ± 

5.34 

0.99 0.99 

0.0017 

* 0.9 1.6 

P3L 

y = 

123.25 x - 

52.04c 

123.25 

± 6.33 
0.98c 0.99 * 1.5 2.7 

Ba20170609  > 220 Namie 

N37.4

6531, 

E140.

92621 

8.1 

M3R 

y = 

110.41x + 

84.26 

110.41 

± 3.15 

27.14 
97.22 ± 

3.43 

0.99 0.99 

0.2994 

0.8 ± 0.2 0.8 1.5 

M3L 

y = 

84.02x + 

116.15 

84.02 ± 

3.69 
0.99 0.99 1.4 ± 0.3 1.3 2.3 

 Ba20170615a  > 220 Fukushima 

N37.7

6129, 

E140.

49994 

0.46 

M2R 

y = 

36.74x + 

18.26 

36.74 ± 

1.52 

79.98 
61.23 ± 

3.11 

0.99 0.99 

0.017 

0.5 ± 0.3 1.2 2.2 

M2L 

y = 

85.72x + 

14.81 

85.72 ± 

4.13 
0.99 0.99 0.2 ± 0.3 1.4 2.6 

 Ba20170617a 26 Soma 

N37.7

5646, 

E140.

98490 

0.09 

P3R 

y = 

130.99x - 

29.603 

130.99 

± 5.23 

3.44 
133.29 ± 

3.83 

0.99 0.99 

0.0004 

* 1.2 2.1 

P3L 

y = 

135.58x + 

12.99 

135.58 

± 1.40 
0.99 0.99 * 0.2 0.5 
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 Dentin removal was performed using a combination of chemical and mechanical 

separation. First, a dental drill with water-cooling was used to remove as much visible dentin as 

possible from each tooth segment. Tooth segments were then placed in beakers containing a 

solution of 20% Potassium Hydroxide (KOH) for 24 hours. Tooth specimens were removed from 

the solution and rinsed with deionized water. A water-cooled dental drill was again used to 

remove visible dentin. This process was repeated twice. Remaining enamel was rinsed in a 

solution of 70% Ethanol and dried at 40ºC in an oven for a period of 4 hours.  

 An agate mortar and pestle were used to grind the dried enamel segments into a powder. 

Because the ideal grain size for EPR analysis is between 0.10-1.00 mm (IAEA, 2002), a system 

of calibrated sieves was used, which consisted of a 1.00 mm sieve, a 0.50 mm sieve, and a 0.177 

mm sieve. The powder enamel was poured through the series of sieves, and the material 

remaining between the sieves measured between 0.177 -1.00 mm. Enamel larger than 1.00 mm 

was further crushed until the desired particle size was achieved. Powder enamel samples were 

then placed into plastic vials and stored at room temperature awaiting further processing. This 

step additionally served the purpose of allowing time for spurious signals, which may have been 

created as a result of sample processing, to fade (IAEA, 2002). Samples were dried again at 40ºC 

in an oven overnight just prior to EPR analysis to remove residual moisture. 

4.2.3 Sample Irradiation 

 Processed powder enamel from each tooth was separated into six individual aliquots, 

with Ba20170617 P3L having only 5 aliquots. A total of forty-seven 90-mg aliquots were used 

and verified to be uniform in weight to within 0.1 mg. Data regarding individual sample 

measurements are listed in Appendix C. Aliquots were separated into batches based on 

irradiation dose. One aliquot from each tooth was segregated and left unirradiated. The 
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remaining aliquots were then placed into containers made of acrylic plates whose dimensions 

were 40 x 70 x 10 mm with a top and bottom thickness of 4 mm. The samples were sent to 

Takasaki Advanced Radiation Research facility in Japan for irradiation. A Co-60 source was 

used, and aliquot batches were irradiated using a dose rate of 0.13 C/kg-h to the following doses: 

1.2 Gy, 2.2 Gy, 4.4 Gy, 7.6 Gy, and 12.0 Gy. Table 4.2 shows exposure rate, irradiation time, 

and actual absorbed doses for each sample. Irradiated samples were then sent to Okayama 

University of Science for analysis. 

Table 4.2. Sample irradiation information.  

Aliquot # 
Rate (C/kg-

h) 
Time (h) Exposure (C/kg) 

Absorbed 

Dose (Gy) 

1 0.1295 0.25 0.0324 1.2 

2 0.1295 0.50 0.0648 2.2 

3 0.1295 1.00 0.1295 4.4 

4 0.1295 1.75 0.2266 7.6 

5 0.1295 2.75 0.3561 12.0 

6 0 0 0 0 

 

4.3 EPR Measurement 

 Irradiated powder tooth enamel samples were analyzed at Okayama University of 

Science using a JEOL JES-PX2300 ESR Spectrometer. Individual aliquots were repeatedly 

measured 3-5 times in the ESR spectrometer depending on irradiation dose. Samples were 

analyzed at room temperature. The following analysis parameters were used: sweep width: 10 

mT, microwave frequency: 9.42 GHz, microwave power: 2 mW, modulation frequency: 100 

kHz, modulation amplitude: 0.2 mT, time constant: 0.03 s, and number of scans: 40, scan time 30 

s. 

 Spectra obtained from the set of aliquots from Ba20170608 P3L and Ba20170609 M3R are 

displayed in Fig. 4.2.  Spectra from all 4 boar are shown in Appendix K. The radiation induced 
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signal (RIS) originating from the CO2
- radical is shown to increase as irradiation dose increases. 

G-values were determined to be: g = 2.005, g⊥ = 2.003, and g∥ = 1.997.  

4.4 Processing of the Spectra and Statistical Analysis 

 Data from repeated sample measurements were averaged using New ER (Ivannikov, et al. 

2001), a software program used to produce Radiation Induced Signal (RIS) intensities and 

Background Signal (BGS) intensity values for each sample. Data were normalized using the 

intensity of the MgO:Mn standard marker. The normalized RIS values for aliquots from each 

tooth were plotted versus irradiation dose to determine linearity and variability in dose response.  

Values for normalized and non-normalized RIS signal intensities are shown in Appendix D along 

with intensity values for the MgO:Mn standard marker. Linear regression analysis was 

performed using Excel in addition to RStudio (Version 1.0.153) to validate assumptions of the 

linear regression model (normality, independence, equality of variance and linear response). A 

correlation test was also performed for RIS and dose. Results of this analysis are shown in 

Appendix J. Fig. 4.3 shows results of signal intensity plotted versus irradiation dose with linear 

regression analysis for Ba20170608 P3L and Ba20170608 P3R. Appendix L shows results for each 

of the four boar. 
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a)  

 

b)  

 
Fig. 4.2 EPR spectra of samples Ba20170608 P3L a) and Ba20170609 M3R b) showing the RIS for aliquots that were irradiated in 

the laboratory as well as an unirradiated aliquot. 
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Fig. 4.3 Graph showing linearity in the lower left Pre-molar 3 and right Pre-molar 3 from boar Ba20170608 

   

 Retrospective doses and uncertainty values for tooth samples were determined using 

linear regression data and results are shown in Table 4.1 and Appendix M.  Additionally, critical 

level doses (DCL) and detection limit doses (DDL) for each set of enamel samples were calculated 

and are shown in Table 4.1. Critical level dose is the dose at which a decision can be made with 

95% probability regarding whether an exposure has occurred taking into account a 5% false 

positive rate (Wieser et al., 2008). At the critical level, the measured dose can be determined to 

be present and distinguishable from background at a chosen error probability (Fattibene et al., 

2011). The detection limit dose indicates the minimum dose which can be measured with a 

chosen false negative rate and is an indication of a method’s detection ability (Fattibene et al., 

2011). Methodology described in Fattibene et al. (2011) together with linear regression data and 

irradiation dose versus RIS intensity plots were used to determine DCL and DDL values for the 

samples used in this study (Appendix E).  

 

y = 123.25x - 52.04

R² = 0.98

y = 138.27x - 31.43

R² = 0.99

0

500

1000

1500

2000

0 5 10 15

In
te

n
si

ty
 (

a
rb

. 
u

n
it

s)

Irradiation Dose (Gy)

Ba2017608: P3L, P3R

P-3L

P-3R



46 

 

4.5 Results 

4.5.1 Variation in Dose Response 

 The dose response of boar tooth enamel was found to be linear. R2 and slope values for 

each tooth sample can be seen in Table 4.1. All R2 values were between 0.98 and 0.99, and all R 

values were 0.99. Data were analyzed to determine variation in dose response comparing teeth 

from the left and right sides of the mouth of the same boar. A line was fitted to the data points, 

and corresponding slopes for each line were used to determine dose response. Results are shown 

in Table 4.1. Variation in dose response of teeth taken from the same animal based on the fitted 

line slopes ranged from 3.4 – 79.9%. 

 The boar were divided into two groups classified as “Old” (> 220 weeks) and “Young” 

(26 and 30 weeks). Fig. 4.4 shows a comparison of the sensitivity to dose of the boar based on 

age and therefore permanent versus deciduous teeth. A correlation can be seen based on age of 

the tooth (p = 0.03), with the deciduous teeth taken from young boar having a steeper slope and 

thus a higher dose response than the permanent teeth. R code used to obtain these results can be 

found in Appendix F. There was a 50% difference in dose response between the average slope of 

the permanent teeth versus the average slope of the deciduous teeth (79.2 and 132.0 

respectively). It was noted during the study that the teeth taken from the younger boar were of 

higher quality and contained less visible wear, discoloration, and decay than the samples 

collected from older boar, and appear to have less variability.  

4.5.2 Possible Causes of Dose Response Variation 

 EPR studies using teeth of animals have noted similar variations in dose response. Canine 

teeth were found to have a dose response variation ranging from 10-25% (Khan et al., 2005) and 
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in one study, the teeth of cows showed greater than a 10-fold variation in dose response (Toyoda 

et al., 2007).  

 

Figure 4.4 Comparison of the sensitivity to dose (slope) by age of the tooth 

 Based on the comparison of sensitivity to dose by age of the boar, results suggest that 

radiation sensitivity may be lower in permanent teeth compared to deciduous teeth. In humans, 

permanent teeth have been found to be more mineralized and have a lower content of water 

compared to deciduous teeth (Wilson and Beynon 1989; Müller and Schmitz-Feuerhake 1996), 

however radiation sensitivity has not been found to differ significantly between the two 

(Murahashi, et al. 2017; Müller and Schmitz-Feuerhake 1996). Further investigation is needed to 

verify this result in the teeth of wild boar.  

 Alternately, dentin may become more difficult to remove as the age of the boar increases, 

and the samples used may have contained dentin and not pure enamel. If a particular sample 

contains some fraction of dentin, the dose response will be less than a sample containing pure 

enamel due to the differences in dose response between enamel and dentin (IAEA, 2002). 

Finally, the age of the tooth and its condition could contribute to the discrepancy seen in the dose 

response of the enamel samples, as tooth disease has been shown to impact EPR measurements 
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due to the impact on the soundness of the enamel (Brik et al., 2000). The quality of the tooth 

enamel has been identified as the most likely cause of the variation in dose response seen in the 

measurement results.  

4.6 Discussion and Synthesis of Results 

 Tooth specimens were collected from a total of four boar for this study. The ages of the 

boar are shown in Table 4.1. Samples analyzed from boar Ba20170609 and Ba20170615 that 

were not irradiated in the laboratory were found to have higher initial absorbed doses to the 

enamel as shown in Table 4.1. Initial doses are a result of exposure to radiation sources during 

the boar’s lifetime in the Fukushima Exclusion Zone. Grinding of the teeth by boar, as made 

evident by visible wear and smooth enamel surfaces in older tooth samples, may have resulted in 

the creation of additional radicals in the enamel which could contribute to the EPR signal.  Initial 

absorbed doses for the remaining boar tooth samples were found to be negligible prior to being 

irradiated in the laboratory, which is consistent with the age of the boar and the dose rates in the 

areas of habitation as shown in Table 4.1.   

 The goal of the present study is to show the potential for boar tooth enamel to be used 

with EPR to reconstruct doses, which are shown in Table 4.1. A comparison of doses estimated 

using age of the boar and collection site dose rates with ESR reconstructed doses in Table 4.1 

show that the relative order is consistent. The reconstructed doses in Table 4.1 suggest that the 

boar in this study have been exposed to higher dose rates than those measured at their respective 

collection sites either by roaming to different areas or they were exposed to higher dose rates in 

the past or internally deposited radionuclides may have made a significant contribution to the 

dose. Note also that the dose rates at collection time were not corrected for radioactive decay or 

weathering, which could result in significantly higher air dose rates in the past.  Results 
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calculated for critical level doses and detection limit doses suggest that at the current time this 

method would be useful for boar expected to have received absorbed doses greater than 1 Gy. 

The results discussed in the present study are preliminary, and more work is necessary in order to 

establish the results presented.  

4.7 Conclusion  

 The dose response of tooth enamel from Japanese wild boar was found to be generally 

linear in the range of 1.2 Gy to 12.0 Gy. A significant variation in dose response exists between 

teeth from the same boar taken from right and left sides of the mouth and was found to be in the 

range of 3.4 – 79.9%. Potential causes of the large variation in dose response were identified.  

Furthermore, the radiation dose response of the deciduous tooth enamel of young boar was found 

to have less variation than enamel from permanent teeth of old boar. Based on the results of this 

study, the tooth enamel of the Japanese wild boar would be an appropriate dosimeter for use with 

EPR dosimetry in the range of 1.2-12.0 Gy. Due to the uniform sensitivity of deciduous tooth 

enamel, the calibration curve method of dose reconstruction could be utilized, whereas individual 

calibration may be needed when using tooth enamel from older boar. A low dose study, however, 

is necessary to verify both linearity and variability in dose response to establish usefulness of the 

wild boar teeth as dosimeters with EPR dosimetry for reconstructing doses below 1.2 Gy. 

Understanding variation in dose response of teeth taken from boar of different ages, including 

both deciduous and permanent teeth, and from within different positions within the mouth, will 

result in more reliable dose estimates to wild boar.  
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Chapter 5 

SUITABILITY DETERMINATION PART II: DOSE RESPONSE EVALUATION (0.25- 2.0 

GY)6 

 

 

 

5.1 Introduction  

 Chapter 4 investigated linearity and variation in dose response of wild boar tooth enamel 

in the range of 1.2 – 12.0 Gy. Because lifetime dose estimates for boar inhabiting the Fukushima 

Exclusion Zone are expected to be below the range previously investigated, it is prudent to 

explore characteristics of boar tooth enamel in the region below 1.2 Gy. Therefore, it is the goal 

of Chapter 5 to further establish these characteristics in the 0.25 -2.0 Gy region and expand the 

range for which wild boar tooth enamel is known to be useful as an EPR dosimeter.   

5.2 Materials and Methods  

5.2.1 Sample Selection 

 Two individual tooth samples were chosen from a total of four boar for use in 

establishing linearity and degree of variation in EPR dose response in the region of 0.25 Gy to 

2.0 Gy. Pertinent data are shown in Table 5.1 for the tooth samples selected. Also included in 

Table 5.1 is an estimated absorbed dose to enamel calculated using the estimated age of the boar 

and dose rate at the sample collection site accounting for radioactive decay. Eruption and wear 

patterns were used by a qualified wildlife biologist to estimate the ages of the boar in this study.  

                                                           
6 Based on: Harshman A, Johnson T. 2018. Dose Reconstruction Using Tooth Enamel from Wild Boar Living in the 

Fukushima Exclusion Zone with Electron Paramagnetic Resonance Dosimetry. Health Physics Journal. Submitted. 
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Table 5.1. Summary of information for tooth samples selected for low dose irradiation. Linearity and dose response (slope) data for irradiated tooth enamel samples, and 

retrospective dose estimates and left versus right tooth dose response are also included. Methodology outlined in Fattibene et. al. (2011) was used to calculate critical level doses 

(DCL) and detection limit doses (DDL).a Estimated using collection site dose rate and estimated age of boar, neglecting possible contribution from internally deposited radionuclides.   

 

Sample 

Number 

Tooth 

Position  

Linear Equation of 

Trendline 
Slope ± σ 

 

% 

Variation 

relative to 

the 

average  

Average Slope by 

boar ± σ 
R2 Value  R-Value 

Estimated 

Lifetime 

Dose 

(Gy)a 

Retrospective 

Dose ± 

uncertainty 

(Gy) 

DCL 

(Gy) 

DDL 

(Gy) 

Ba20170620 
M2R y = 1.2E-06x + 4.3E-07 1.2E-06 ± 2.5E-07 

39.4 9.8E-07 ± 6.0E-08 
0.84 0.92 

0.12 
0.4 ± 0.2 1.3 3.2 

M2L y = 7.8E-07x + 4.1E-08 7.8E-07 ± 1.1E-07 0.92 0.96 0.1 ± 0.1 0.7 1.2 

Bb20170623 
M1R y = 3.2E-07x + 3.1E-07 3.2E-07 ± 5.4E-08 

27.9 2.8E-07 ± 4.0E-08 
0.92 0.96 

0.06 
1.0 ± 0.2 0.4 0.8 

M1L y = 2.4E-07x + 2.1E-07 2.4E-07 ± 5.8E-08 0.85 0.92 0.9 ± 0.3  1.0 4.5 

 Ba20170627 
M2R y = 7.6E-07x + 3.2E-07 7.6E-07 ± 3.9E-08 

3.8 7.4E-07 ± 2.2E-08 
0.99 0.99 

0.13 
0.4 ± 0.1 0.3 0.5 

M2L y = 7.3E-07x + 5.4E-07 7.3E-07 ± 1.9E-08 0.99 0.99 0.7 ± 0.03 0.4 0.7 

 

Bb20170717 

M3R y = 9.2E-07x + 2.9E-07 9.2E-07 ± 1.3E-07 
44.2 7.6E-07 ± 1.1E-07 

0.93 0.96 
0.02 

0.3 ± 0.1 0.7 1.2 

M3L y = 5.9E-07x + 5.5E-07 5.9E-07 ± 1.7E-07 0.75 0.87 0.9 ± 0.4 1.4 3.2 
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Due to uncertainty in the developmental stages of the tooth and the estimated age of the boar, the 

potential exists for misclassification of the position of the tooth used. Because molars as well as 

pre-molars have been shown to be appropriate for use with EPR dosimetry, there is no impact to 

the findings of this study (IAEA, 2002). 

5.2.2 Sample Preparation 

 Samples were rinsed in acetone before being submerged in deionized water for 24 hours. 

A water-cooled low-speed saw with a 10.16 cm (4-inch) diamond blade (Ameritool, Inc., 

Redding, CA) was then used to cut to specimens into pieces to facilitate the dentin removal 

process. 

 Chemical and mechanical methods were used to remove dentin from boar tooth enamel. 

Tooth pieces were submerged in a 20% KOH solution and placed in a heated ultrasonic bath at 

60°C for 24 hours. Tooth pieces were rinsed with deionized water after removal from the KOH 

solution. Visible dentin was removed manually using either a water-cooled dental drill or dental 

pic. Enamel tooth pieces were again rinsed with deionized water and then ethanol prior to being 

dried at 40ºC in an oven overnight.  

 Remaining enamel was ground into a powder using a mortar and pestle. Calibrated sieves 

ranging from 0.250-1.00 mm were used to obtain ideal grain sizes needed for EPR analysis 

(IAEA, 2002). A sample preparation procedure has been provided in Appendix G.  

5.2.3 Sample Irradiation 

 Six separate aliquots were prepared from processed powder enamel for each individual 

tooth and used to determine radiation dose response. Samples Bb20170623 M1R and 

Bb20170623 M1L had sufficient enamel for only 5 aliquots each. In total, forty-four 90-mg ± 0.1 

mg aliquots were used. Individual sample weights are listed in Appendix C. Due to insufficient 
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available enamel, two aliquots were used which weighed 80.6 mg and 87.2 mg from samples 

Bb20170623 M1R and Bb20170623 M1L respectively, and mass normalization was used during 

analysis of measurement results for these samples. Aliquots were segregated based on irradiation 

dose, and one aliquot from each tooth was unirradiated. Aliquots were placed between 4 mm 

thick acrylic plates whose dimensions were approximately 5 mm × 10 mm to ensure electronic 

equilibrium during irradiation. Samples were irradiated at Colorado State University using a JL 

Shepherd 81-14A irradiator equipped with a 137Cs source. Aliquots were irradiated to the 

specified doses: 0.25 Gy, 0.50 Gy, 0.75 Gy, 1.0 Gy, and 2.0 Gy. 

Table 5.2. Sample irradiation information. 

Aliquot # Rate (Gy/s) 
Time 

(sec) 

Absorbed 

Dose (Gy) 

1 6.17E-4 405 0.25 

2 6.17E-4 810 0.50 

3 6.17E-4 1215 0.75 

4 6.17E-4 1620 1.0 

5 6.17E-4 3241 2.0 

6 0 0 0 

 

5.3 EPR Measurement 

 Irradiated samples were analyzed using a Bruker ELEXSYS II E 500 ESR Spectrometer 

at Colorado State University. Each sample was analyzed at room temperature, and individual 

measurements were repeated three times. The following parameters were used in the analysis: 

sweep width: 50 G, time of sweep: 163 s, microwave frequency: 9.72 GHz, microwave power: 2 

mW, modulation frequency: 100 kHz, modulation amplitude: 2.0 G, Conversion Time: 159.18 

ms, and number of scans: 6 (Ivannikov et al., 2002). 

Figs. 5.1a and 5.1b show individual spectra overlaid for each set of irradiated aliquots as 

well as the unirradiated sample for Ba20170620 M2Land M2R. Results for the remaining samples
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are available in Appendix K. The increase in radiation induced signal (RIS) with increasing 

irradiation dose can be seen. G-values for the RIS are: g⊥ = 2.003, and g∥ = 1.997, and g = 2.005 

for the native signal.  

a) 

 

b) 

  

Fig. 5.1. a) EPR spectra of samples Ba20170620 M2L and b) Ba20170620 M2R for the unirradiated aliquot in addition to the 

laboratory irradiated aliquots. 
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5.4 Spectral Processing and Statistical Analysis 

 Spectra from sample measurements were analyzed using software program EPR 

Dosimetry version 3.3 (Koshta et al., 2000) to determine Radiation Induced Signal (RIS) 

intensities with empty EPR tube spectrum subtraction. EPR Dosimetry software uses spectrum 

deconvolution in order to determine RIS intensity. Individual components of the spectrum are 

isolated through spectral fitting using spectrum and Gaussian simulated lines, each of which are 

represented by a set of functions (IAEA, 2002). Once the RIS is isolated, the intensity can be 

converted into an absorbed dose using an established calibration curve (Albrecht Wieser, 

Computer program “EPR Dosimetry 3.3” User-guide, personal communication, September 13, 

2017).  RIS intensities were averaged for repeated measurements from individual samples and 

used to establish linearity in dose response as well as the degree of variation in dose response of 

the tooth enamel samples taken from the same boar. Appendix H shows individual sample RIS 

values for each irradiation dose.  

 Excel was used to perform linear regression analysis, and an example of RIS versus 

irradiation dose is shown in Fig. 5.2. Additional results for remaining samples are shown in 

Appendix L.  Data obtained were used to calculate retrospective doses for the eight enamel 

samples, and results are listed in Table 5.1. Associated uncertainty values for retrospective doses 

were also calculated using data in Appendix M. Retrospective doses to the boar tooth enamel 

resulted from radiation exposures accumulated in the Fukushima Exclusion Zone prior to 

laboratory irradiation. Also listed in Table 5.1 are critical level doses (DCL) and detection limit 

doses (DDL) for the eight enamel samples. Values were determined for a one-sided 95% 

confidence interval (Fattibene et al., 2011). Critical level and detection limit doses were 

calculated using methods outlined in Wieser et al. (2008) and Fattibene et al. (2011). Values used 



56 

 

to determine DCL and DDL are listed in Appendix E. RStudio (Version 1.0.153) was used to 

validate assumptions of the linear model (normality, independence, equality of variance and 

linear response). A correlation test was performed for RIS and dose, and results are shown in 

Appendix J.  

 

Fig. 5.2 Graph displaying linearity for left molar 2 and right molar 2 from boar Ba20170620.   

5.5 Results            

5.5.1 Variation in Dose Response 

 R2 values for linear regression lines ranged between 0.75 – 0.99, supporting linearity in 

dose response of boar tooth enamel in the range of 0.25 – 2.0 Gy. R values were between 0.87-

0.99.  Variation in dose response was evaluated using teeth taken from opposite sides of the 

mouth from the same boar specimen. Variation in dose response was determined through 

comparison of slopes of the linear regression lines for each tooth, which ranged from 3.8 – 

44.2%. Dose response (slope), R2 and R values are shown in Table 5.1. Calculated values for 

variation in dose response are consistent with previous studies which investigated tooth enamel 

of wildlife (Khan et al., 2005; Toyoda et al., 2007; Harshman et al., 2018).  
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 The sensitivity to dose was analyzed by age in order to determine if a correlation exists. 

The boar were categorized as “Old” (Bb20170623 and Bb20170717) and “Young” (Ba20170620 

and Ba20170627). The dose response of the boar by age classification is shown in Fig. 5.3. No 

statistically significant correlation (p-value = 0.12) was found in dose response of the tooth 

enamel based on age of the boar. Additionally, slope values were normalized for all eight boar 

teeth used in the 0.25 – 2.0 Gy and 1.2 – 12.0 Gy (Chapter 4) range studies, and normalized 

slopes were evaluated by sex. No statistically significant correlation (p-value = 0.49) was found.  

R code used to obtain these results can be found in Appendix I.  These results show that age of 

the tooth enamel does not appear to substantially impact dose response when permanent molar 

tooth enamel is used.  

 

Fig. 5.3 Dose response (slope) by age of the boar 

 

5.6 Discussion and Synthesis of Results  

 The goal of this section was to confirm the usefulness of wild boar tooth enamel as an 

EPR dosimeter in the range of 0.25 – 2.0 Gy. Results of linear regression analysis show that the 

dose response in this region is linear based on R2 and R values, and that the variation in dose 
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response is moderate. Retrospective doses listed in Table 5.1 were compared to estimated 

lifetime doses and are proportional. Critical level doses and detection limit doses are similar to 

those calculated in Chapter 4, and further support the conclusion that although tooth enamel of 

Japanese wild boar are suitable dosimeters, methods used in this study would be better utilized 

when reconstructing doses larger than 1 Gy.  

5.7 Conclusion 

 The radiation response of Japanese wild boar tooth enamel was linear in the 0.25 to 2.0 

Gy dose range. The variation in dose response ranged from 3.8 – 44.2%, with an average of 

variation of approximately 30%, which is consistent with previous studies completed by 

Harshman et al. (2018) and outlined in Chapter 4. There is greater uncertainty in initial dose 

estimates for tooth enamel samples determined using the additive dose method at low doses 

(0.25 – 2.0 Gy) compared to the high dose region (1.2 – 12.0 Gy), and also a greater variation in 

the R2 values associated with the linear regression trend line (Harshman et al., 2018). No 

significant variation in dose response was found to exist between samples taken from permanent 

molar tooth enamel from boar of different ages. Wild boar tooth enamel was found to be a 

suitable dosimeter for performing dose reconstructions using EPR dosimetry. 
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Chapter 6 

CONSTRUCTION OF CALIBRATION CURVES7 

 

 

 

6.1 Introduction 

 The calibration curve method was selected to perform dose reconstructions for the 19 

boar in this study. The additive dose method of reconstruction would have also been appropriate; 

however, the calibration curve method was selected due to the number of samples being 

analyzed as well as the calculated average variation in dose response of 30% for boar tooth 

enamel.  Section 2.1.5 outlines the basic concepts for this dose reconstruction methodology. 

6.2 Materials & Methods 

6.2.1 Sample Selection 

Calibration curve samples were created using a homogenous mixture of powdered 

enamel from five molar teeth taken from different boar as shown in Table 6.1. Due to insufficient 

enamel available from control boar samples, molars were selected from alternate boar based on 

age of the boar, collection site dose rates and unirradiated sample spectrum in order to obtain 

samples with initial doses as low as possible. Six 90-mg aliquots were prepared from the 

homogenous powder enamel mixture and confirmed to be consistent to within 0.1 mg. Data 

regarding individual sample measurements are listed in Appendix C. 

 

 

 

                                                           
7 Based on: Harshman A, Johnson T. 2018. Dose Reconstruction Using Tooth Enamel from Wild Boar Living in the 

Fukushima Exclusion Zone with Electron Paramagnetic Resonance Dosimetry. Health Physics Journal. Submitted. 
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Table 6.1 Summary of data for boar whose teeth were used to construct calibration curve samples. 
a Estimated ages, b Measurements taken at boar capture site using a Hitachi TCS-172 NaI Scintillation Survey meter, c Estimated 

using collection site dose rate and estimated age of boar, neglecting possible contribution from internally deposited radionuclides.  

*Data not available. 

 

Sample Number Estimated Age a 
Collection 

Site 
GPS Coordinates 

Dose Rate 

(µGy/hr)b 

Estimated 

Lifetime dose 

(Gy)c 

Weight of 

Sample (g) 

Bb20170616 62 weeks Namie N37.49222, E141.00841 0.14 0.002 0.1103 

Ba20170623 127 weeks Namie * 0.98 0.029 0.1101 

Bc20170717 127 weeks Namie N37.47685, E141.00258 0.35 0.010 0.1101 

Ba20170720 * Namie N37.29833 E141.01931 0.12 * 0.1102 

Ba20170724  * Namie N37.48092 E140.98351 2.8 * 0.1100 

 

6.2.2 Sample Preparation 

Calibration curve samples were prepared using techniques described in section 5.2.2 and 

in the sample preparation procedure outlined in Appendix G. 

6.2.3 Sample Irradiation  

Calibration curve samples were irradiated as described in Section 5.2.3. In addition to an 

unirradiated aliquot, the remaining individual five aliquots were irradiated to: 0.25 Gy, 0.50 Gy, 

0.75 Gy, 1.0 Gy, and 2.0 Gy.  The chosen range of irradiation doses was selected based on 

lifetime dose estimates to the boar as shown in Table 3.1. 

6.3 EPR Sample Measurement 

The Bruker ELEXSYS II E 500 ESR Spectrometer at Colorado State University was used 

to analyze the calibration curve samples. Sample analysis procedures and spectrometer 

measurement parameters used were the same as those outlined in Section 5.3. Fig. 6.1 shows 

overlaid spectra for the set of calibration curve aliquots.  
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Fig. 6.1 Overlaid spectra for the calibration curve aliquots. 

 

6.4 Spectral Processing and Statistical Analysis 

 EPR Dosimetry software (Koshta et al., 2000) was used to analyze spectra obtained from 

the calibration curve aliquots to obtain RIS intensity values for each irradiation dose. The 

spectrum for the empty EPR tube was measured and subtracted from each sample spectrum. 

Multiple measurements of the same sample were averaged and plotted with the corresponding 

irradiation dose, and a linear regression analysis was performed using Excel in addition to 

RStudio (Version 1.0.153) along with verification of linear model assumptions. Fig. 6.2 shows 

RIS versus irradiation dose for the calibration curve samples, and data for individual sample RIS 

values are available in Appendix H. The retrospective dose for the calibration curve enamel 

mixture consisting of 5 molar teeth was calculated using data from the linear regression analysis 

along with associated error as shown in Appendix M. The DCL and DDL were also determined for 

the calibration curve as explained in Section 4.4.  Appendix E outlines the calculation of these 

values.  
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Fig. 6.2 Graph of RIS versus irradiation dose (unadjusted) for the calibration curve samples. 

6.5 Results 

 Assumptions for linear regression analysis including: normality, independence, equality 

of variance and linear response, were validated, and results can be found in Appendix J along 

with correlation test results for dose versus RIS. The R2 value for the calibration curve was 0.87, 

and the R value was 0.93. The radiation sensitivity (slope) for the calibration curve was 

determined to be 9E-07 (arbitrary units). The calibration curve enamel mixture retrospective 

dose was calculated to be 0.3 Gy ± 0.2 Gy (1σ). DCL and DDL were 1.0 Gy and 1.8 Gy, 

respectively.   

6.6 Discussion and Synthesis of Results 

The set of calibration curve samples was created for use in reconstructing doses to the 19 

boar detailed in Chapter 3. Linear regression analysis was performed using the data obtained 

from the RIS of the calibration curve samples in both Excel and RStudio. The R2 value of 0.87 

supports linearity of the calibration curve. The R value of 0.93 is a positive indication of the 

linear relationship between irradiation dose and intensity of the RIS signal.  Linear regression 
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analysis results are used to determine confidence intervals for EPR reconstructed doses. Due to 

DCL and DDL values, deviations from linearity, and standard deviations for calibration curve 

sample intensities, large confidence intervals and uncertainty values in reconstructed doses are 

expected.  

 Boar used in this study are of various ages, and due to the nature of the contamination in 

the Fukushima Exclusion Zone, dose rates that each boar is exposed to may vary widely. 

Because of this, a standard background dose subtraction may not be appropriate. For that reason, 

the calculated retrospective dose for the 5-molar enamel mixture was used instead of a zero-dose 

value for the unirradiated sample. This will allow for reconstructed doses using this calibration 

curve to be the total dose received by the boar and not the dose above background. Fig. 6.3 

shows the dose adjusted calibration curve.  

 

Fig. 6.3 Graph of RIS versus irradiation dose (adjusted) for the calibration curve samples.  

6.7 Conclusion 

The calibration curve for use in reconstructing doses to wild boar inhabiting the 

Fukushima Exclusion Zone was created.  R2 and R values indicate a linear response for the 
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calibration curve samples. DCL and DDL calculated values are larger than the anticipated lifetime 

doses to the wild boar in this study, which suggests that the calibration curve established would 

be more useful for reconstructing doses for boar who have received more substantial doses. In 

order to obtain total dose received, a dose-adjusted calibration curve was constructed.  Although 

EPR dose reconstruction can be performed with this calibration curve, doses calculated will have 

large associated uncertainty values.  
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Chapter 7 

EPR DOSE RECONSTRUCTION8 

 

 

 

7.1 Introduction 

 The ultimate goal of this research endeavor was to use tooth enamel of wild boar as an 

EPR dosimeter to reconstruct lifetime absorbed doses to Japanese wild boar living in the 

contaminated areas of the Fukushima Exclusion Zone. In Chapters 4 and 5, suitability of wild 

boar tooth enamel was established through verification of a linear dose response. Through 

determination of the variation in radiation sensitivity of wild boar tooth enamel from teeth of the 

same boar, from boar of different ages, and also through investigation of permanent and 

deciduous teeth, a suitable EPR dose reconstruction method was chosen. This chapter outlines 

the completion of the goal of establishing whole body doses to boar exposed to chronic low-level 

radiation as a result of the nuclear accident at the FDNPP using EPR dosimetry.  

7.2 Materials & Methods 

7.2.1 Sample Selection 

 Samples used in this section include 19 boar specimens collected in various areas of 

Fukushima prefecture, as described in Chapter 3. Sample collection is outlined in detail in 

Section 3.1, and tooth extractions were performed as described in Section 3.2 and Appendix B.  

7.2.2 Sample Preparation 

Boar tooth enamel samples used to perform dose reconstructions were prepared using 

methods described in Section 5.2.2 and in Appendix G. 

 

                                                           
8 Based on: Harshman A, Johnson T. 2018. Dose Reconstruction Using Tooth Enamel from Wild Boar Living in the 

Fukushima Exclusion Zone with Electron Paramagnetic Resonance Dosimetry. Health Physics Journal. Submitted. 
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7.3 EPR Sample Measurement 

Samples were measured at Colorado State University using a Bruker ELEXSYS II E 500. 

Section 5.3 lists parameters used to perform the measurements along with procedures used for 

sample analysis.  

7.4 Spectral Processing 

 EPR Dosimetry Software version 3.3 was used to reconstruct doses to tooth enamel using 

calibration curve sample measurement data.  Dose adjusted calibration curve sample intensity 

and doses, as well as sample masses, were entered into EPR Dosimetry software to create a 

calibration curve file for use in converting RIS into absorbed dose. Spectra from each boar tooth 

enamel sample were loaded into the EPR Dosimetry software, and the empty tube spectrum was 

subtracted. Masses for each sample being analyzed were also entered. Absorbed doses were 

determined for each of the three individual repeated sample measurements. Appendix N shows 

absorbed dose values for each sample along with the average of the three measurements.   

7.5 Results 

7.5.1 Determination of Retrospective Doses 

 Average values for tooth enamel dose for each boar were used to determine whole body 

doses. Whole body doses to the boar were calculated using a tooth enamel to effective dose ratio 

of 0.90 for 662 keV photons (Takahashi et al., 2001). Table 7.1 shows reconstructed doses to 

enamel as well as whole body doses received by the boar in this study.  
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Table 7.1. Summary of data for boar whose doses were reconstructed.  
a Estimated ages, b Control boar c Measurements taken at boar capture site using a Hitachi TCS-172 NaI Scintillation Survey 

meter, d Estimated using collection site dose rate and estimated age of boar, neglecting possible contribution from internally 

deposited radionuclides.  e Values calculated using an enamel to effective dose ratio of 0.90 (Takahashi et al., 2001) at the 90% 

Confidence Interval (Nagy, 2000) *Data not available. **EPR signal contained iron and a dose could not be reconstructed. 

 

Sample 

Number 
Estimated Age a 

Collection 

Site 
GPS Coordinates 

Dose Rate 

(µGy/hr)c 

Estimated 

Lifetime 

dose 

(Gy)d 

EPR 

Estimated 

Lifetime 

Dose to 

Enamel (Gy) 

Estimated 

Whole 

Body 

Dose to 

Boar 

(Gy)e 

170609 B-1 * * * * * 0.5 0.4 ± 0.6 

Ba20170605 26 weeks Namie N37.48048, E140.98898 3.05 0.014 0.3 0.3 ± 0.6 

Ba20170608 30 weeks Namie N37.48922, E140.99678 0.34 0.002 0.2 0.2 ± 0.6 

Ba20170609 4 years Namie N37.46531, E 140.92621 8.1 0.492 2.7 2.4 ± 0.7 

Bb20170609 47-52 weeks Namie N37.47610, E 141.00615 0.68 0.006 0.2 0.1 ± 0.6 

Ba20170615b >220 weeks Fukushima N37.76129, E140.49994 0.46 0.031 0.4 0.4 ± 0.6 

Ba20170616 47-52 weeks Namie N37.47610, E141.00615 0.68 0.006 0.6 0.5 ± 0.5 

Bb20170616 62 weeks Namie N37.49222, E141.00841 0.14 0.002 0.8 0.8 ± 0.5 

Ba20170617b 26 weeks Soma N37.75646, E 140.98490 0.09 0.0004 0.2 0.2 ± 0.6 

Ba20170620 62 weeks Namie N37.46532, E140.92326 10.1 0.123 0.3 0.2 ± 0.6 

Ba20170623 127 weeks Namie * 0.98 0.029 0.4 0.4 ± 0.6 

Bb20170623 88-106 weeks Namie N37.59710, E140.78300 2.98 0.062 0.2 0.2 ± 0.6 

Ba20170627 62 weeks Namie N37.46444, E140.92354 10.5 0.128 0.6 0.6 ± 0.5 

Ba20170704 56-62 weeks Namie N37.28049, E140.55695 10.5 0.121 0.4 0.4 ± 0.6 

Ba20170717 57-61 weeks Namie N37.50570, E140.95948 1.7 0.020 ** ** 

Bb20170717 127 weeks Namie N37.48788, E140.96959 0.75 0.022 0.5 0.4 ± 0.6 

Bc20170717 127 weeks Namie N37.47685, E141.00258 0.35 0.010 0.5 0.4 ± 0.6 

Ba20170720 * Namie N37.29833 E141.01931 0.12 * 0.2 0.1 ± 0.6 

Ba20170724  * Namie N37.48092 E140.98351 2.8 * 0.2 0.2 ± 0.6 

        

 

7.5.2 Measurement Uncertainty 

 Confidence intervals for reconstructed doses using the calibration curve method were 

calculated using the approach described in Nagy (2000). The approach used takes into account 

the fit and slope of the linear regression line as well as the number of calibration points and 

number of repeated measurements performed on each sample (Nagy, 2000). A detailed 

explanation of reconstructed dose confidence interval calculations can be found in Appendix O.  
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7.6 Discussion and Synthesis of Results 

 EPR reconstructed whole body doses were compared with doses estimated based on 

collection site dose rates and the age of the boar, which are shown in Table 3.1. Whole body 

doses have large associated uncertainty values. Estimates for lifetime dose to the boar using age 

and collection site dose rates are generally within the calculated confidence interval for whole 

body doses. Note that collection site dose rates used were adjusted for radioactive decay based 

on effective half-life of air dose rates, which was calculated using available Fukushima 

Prefectural Government data (Fukushima prefecture radioactivity measurement map, 2018) as 

shown in Appendix P.   

 There are several possible factors that could contribute to the difference in estimated and 

reconstructed doses. As discussed in Chapter 4, collection site dose rates may not be 

representative of typical exposure dose rates to boar due to roaming ranges of the boar and due to 

inhomogeneity of dose rates in the Fukushima Exclusion Zone.  Additionally, radionuclides 

incorporated into the body in bone, tooth enamel, or muscle, could also contribute to EPR 

reconstructed doses which are not accounted for when using estimates based on air dose rates. 

Furthermore, consumption of contaminated food or preferential chewing on one side of the 

mouth could have contributed to reconstructed doses to tooth enamel.  

 Calculated values for DCL and DDL, 1.0 Gy and 1.8 Gy, were generally considerably 

higher than whole body reconstructed doses. This result suggests that although it is possible to 

reconstruct doses using tooth enamel from wild boar, presently this method would be most 

advantageous for exposures exceeding 1.0 Gy.  

 Because of the considerable number of samples used in this study, the calibration curve 

method was selected to perform the dose reconstructions. The level of variation in radiation 
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sensitivity in the teeth of wild boar results in larger uncertainty values for dose estimates when 

using this method. Alternately, utilizing the additive dose method would serve to reduce the 

associated uncertainty for the EPR reconstructed doses. Comparison of doses reconstructed using 

the additive dose method in Table 5.1 compared to the calibration curve method shown in Table 

7.1 demonstrate that they are equivalent.  

7.7 Conclusion 

 Lifetime whole-body doses were reconstructed for 18 of the 19 boar collected for use in 

this study. Although it is possible to use wild boar tooth enamel as an EPR dosimeter, techniques 

presently used result in reconstructed doses with large corresponding uncertainty values. Doses 

reconstructed using the calibration curve method were nearly equal to doses estimated using the 

additive dose method as discussed in Chapters 4 and 5. Lifetime doses estimated using collection 

site dose rates, accounting for radioactive decay using effective half-life of air dose rates, were 

generally within two orders of magnitude of EPR reconstructed doses. This comparison shows 

that an internal component to tooth enamel irradiation may have contributed to reconstructed 

doses determined using EPR dosimetry.  
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Chapter 8 

CESIUM-137 ANALYSIS 
 

 

 

8.1 Introduction 

 The release of radioactive materials that occurred as a result of the nuclear accident at the 

FDNPP resulted in widespread contamination of the environment, details of which were 

discussed in Chapter 1. Although a number of different radionuclides were released, 137Cs is of 

particular concern due to its long half-life, and because it can bioaccumulate in organisms. 

Additionally, 137Cs has been shown to accumulate in mushrooms and other fungi (Yamada, 

2013).  Because boar consume mushrooms and root around in forest soil (Piattoni et al., 2016), it 

is possible that they also consume contaminated dirt, which can result in the presence of 137Cs on 

tooth enamel. 137Cs contamination of tooth enamel, if present, would add another source of 

exposure in addition to external exposures from environmental contamination. To help ensure 

that reconstructed doses to boar tooth enamel originated from external sources, teeth used in this 

project were analyzed for the presence of 137Cs.  

8.2 Materials & Methods 

8.2.1 Tooth Selection 

 To ensure identification of 137Cs in the teeth of wild boar used in this study, enamel 

samples from each of the 19 boar were selected and placed in small plastic bags. Samples within 

individual bags were combined for analysis to ensure greater probability of detection in the event 

that 137Cs was present in the tooth enamel in quantities too low to be detected in individual 

samples. Analysis was performed on the aggregate samples. 
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8.2.2 Detector System and Software 

 The 137Cs analysis was performed at Colorado State University using a 3 in × 3 in 

Sodium Iodide (NaI) detector. The NaI detector was surrounded by lead shielding to minimize 

effects of background radiation. ProSpect software was used to obtain spectral information and 

sample count data.  

8.3 Sample Measurement  

 ProSpect software was used to perform the measurements with a NaI detector. Necessary 

parameters were adjusted including count time (24 hours) and detector high voltage setting (1300 

volts). A 24-hour background count was performed to establish baseline counts. Tooth enamel 

samples were combined and placed inside the lead shielding compartment adjacent to the NaI 

detector and a lead lid was placed on top of the samples. Sample measurements were then 

performed for 24 hours.  

8.4 Results 

 Appendix Q shows results for channel versus counts for the 24-hour background 

measurement and the 24-hour combined sample measurement, and results are displayed in Figs. 

8.1 and 8.2. Background counts were subtracted from sample counts to obtain net counts in order 

to determine whether radionuclides were present in tooth enamel samples. Results for net counts 

are shown in Fig. 8.3. 



72 

 

 

Fig. 8.1. Spectrum for the 24-hour background count of the empty NaI detector.  

 

 

Fig. 8.2. Spectrum for the 24-hour count of the combined tooth enamel samples. 
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Fig. 8.3 Remaining counts after the 24-hour combined tooth enamel sample counts were subtracted from the 24-hour 

background count.  

 

8.5 Discussion 

  No visible peaks were present in the combined sample count spectrum that were not 

present in the background spectrum. Background counts for all channels totaled 2,083,481 and 

combined sample counts totaled 1,157,475.  Subtraction of background counts from combined 

sample measurement counts results in several channels with negative values. Background counts 

were likely higher than sample counts due to normal fluctuations in background and because 

only background levels of radioactivity were present in the samples. 

8.6 Conclusion 

 Results of spectra and counts for the background measurement and combined sample 

measurements indicate the absence of 137Cs in tooth enamel samples used for this research. This 

step is necessary in order to verify that major contributions to EPR reconstructed doses to tooth 

enamel are from external sources and not radionuclides within or on the tooth enamel surface. 

Further measurements should be conducted to determine the presence of other radionuclides of 

concern such as 90Sr. 
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Chapter 9 

STRONTIUM-90 ANALYSIS 
 

 

 

9.1 Introduction 

An added consideration that can have a substantial impact on the measured 

accumulated EPR dose is the presence of radionuclides embedded in the teeth, such as 90Sr, 

which can result in additional radiation exposures that contribute to the overall dose that is 

established. When radionuclides such as 90Sr are ingested, they can become embedded in the 

teeth of an animal. Additionally, ingested 90Sr is metabolized in the body as if it were calcium 

and is also integrated into bones. Furthermore, if radionuclides are ingested during calcification, 

they can become assimilated into the tooth (Klevezal et al., 1999), generating an additional 

source of radiation not representative of external sources.  

9.2 Materials & Methods 

9.2.1 Tooth Selection  

 A previous study performed by Toyoda et al. (2010) which analyzed the teeth of cows 

exposed to 90Sr found that 90Sr was predominantly located in secondary dentin and to a lesser 

extent in the hydroxyapatite crystal of the tooth enamel (Toyoda, et al., 2010). However, another 

study conducted by Romanyukha et al. (2002) showed that areas of concentration varied based 

on the stage of tooth formation (Romanyukha, et al. 2002). Therefore, unprocessed, sterilized, 

whole teeth were used to determine the presence of 90Sr. A portion of a whole tooth taken from 

each boar listed in Table 3.1 was used for analysis.  
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9.2.2 The Autoradiography Method 

 The technique of autoradiography was used to detect the presence of 90Sr in the tooth 

samples used in this study. With this method, samples are placed on a screen containing 

phosphor crystals. Energy emitted by radioactive particles contained in a sample is absorbed by 

the phosphor crystals. The phosphor screen is then scanned using a red laser, which causes the 

absorbed energy to be re-emitted. The emission will appear on the phosphor screen in the same 

position as the radionuclide present in the sample (PerkinElmer, 2006). The re-emtted light 

intensity is proportional to the radionuclide activity within a sample and this allows for its 

quantification when compared with a standard (PerkinElmer, 2006).  

9.3 Sample Measurement  

Tooth enamel segments were placed on a PerkinElmer Super Resolution (SR) medium 

size storage phosphor screen (PerkinElmer, Downers Grove, IL) made of BaFBR:Eu2+ 

(PerkinElmer, 2006). The storage phosphor screen was positioned inside a Fisher Biotech 

Autoradiography cassette (Fisher Scientific, Pittsburgh, PA). A layout of the configuration is 

shown in Fig. 9.1. The autoradiography cassette was then closed to prevent light from entering 

and interfering with the measurement. Samples remained inside the cassette for a period of 3 

days to allow any radioactivity present to create a latent image. At the conclusion of the 

monitoring period, the tooth segments were removed. The SR storage phosphor screen was 

subsequently placed on a carousel drum and put inside a Cyclone® Scanner (PerkinElmer, 

Downers Grove, IL) to be analyzed. The SR storage phosphor screen was then scanned by the 

reader using a red laser (PerkinElmer, 2006). 
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Fig. 9.1. Diagram of tooth segment placement for 90Sr analysis using a PerkinElmer Super Resolution storage screen 

 

9.4 Results   

Analysis for the presence of any radionuclides was carried out using PerkinElmer 

OptiQuant™ Image Analysis Software (PerkinElmer, Downers Grove, IL).  Appendix S shows 

the results for a 3-day background exposure measurement as well as from the 3-day sample 

exposure measurement. Results of the analyses are shown in Figs. S.1 and S.2, and the numerical 

data is presented in Table S.1. 
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9.5 Discussion 

 No discernable patterns or areas of increased intensity appeared in the 3-day background 

measurement image shown in Fig. S.1. There were, however, a small number of areas of 

increased intensity in the sample measurement image shown in Fig. S.2. Visual and numerical 

comparisons were performed between the background measurement image and the sample 

measurement image. The visual comparison showed that the background measurement is nearly 

indistinguishable from sample measurement results in almost all areas, suggesting only 

background levels of radioactivity were present in the samples, with the exception of a small 

number of teeth which showed activity levels slightly above background. This result is further 

corroborated by the net counts in the imaging screen regions as shown in Table S.1. In order to 

quantify activity levels present in the teeth, a standard sample can be measured and used to 

compare the activity in the standard sample in digital light units per mm2 (DLU/mm2) to the 

areas of increased intensity for each tooth sample.  

9.6 Conclusion 

The results of analysis of the SR storage screen using the Cyclone® Scanner and 

OptiQuant™ Image Analysis Software revealed a few distinct areas of higher intensity indicating 

the presence of radioactivity above background levels for a small number of the 19 teeth 

measured. These results, combined with the results of Chapter 8: “Cesium-137 Analysis”, imply 

that the reconstructed EPR doses do not contain significant contributions from radionuclides 

embedded in tooth samples or on the surface. Although other sources of internally deposited 

radionuclides are expected to contribute to the EPR reconstructed doses to tooth enamel to some 

extent, external sources are still believed to be the biggest contributor.  
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Chapter 10 

IMPROVEMENT OF METHODS 
 

 

 

10.1 Introduction 

 EPR dosimetry using human tooth enamel as a dosimeter is a well-established technique. 

Characteristics of human teeth are well-known, and doses as low as 100 mGy have been 

reconstructed (IAEA, 2002). Multiple comparison studies have been conducted in order to 

harmonize techniques used to improve results of dose reconstructions using human teeth as 

dosimeters (Chumak et al., 1996; Wieser et al., 2000; Fattibene et al., 2011; Wieser et al., 2005). 

As mentioned previously, tooth enamel of wildlife has been studied much less. The methods 

used in the present work to analyze tooth enamel of wild boar are still in need of much 

refinement, as can be seen by large uncertainty values in reconstructed doses as well as large 

relative values in critical level doses and detection limit doses. An evaluation of techniques used 

in this study and possible areas for improvement are detailed in this chapter.  

10.2 Improvement of Methods 

10.2.1 Samples 

 There are several areas for improvement which have been identified related to samples 

used in this research which would allow for more reliable doses to be reconstructed. The first 

item which has been identified is the number of teeth used in this study to determine wild boar 

tooth enamel radiation sensitivity. In each segment of the dose response investigation, as 

outlined in Chapters 4 and 5, two teeth from four boar were used, for a total of 16 teeth. It would 

have been judicious to investigate pre-molars and molars from the same boar, as well as molars 

and pre-molars in different positions within the mouth to compare radiation sensitivity. 
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Additionally, further investigation of radiation sensitivity of deciduous versus permanent teeth 

could have resulted in more statistically significant results as the p-value in the comparison of 

the two types of teeth was 0.03. Likewise, investigation of the dose response of teeth with 

additional wear and discoloration versus sound teeth in wild boar could have further supported 

the theory that the factor most influencing the difference in radiation sensitivity of deciduous and 

permanent teeth is the condition of the tooth enamel in older boar.  Having a larger number of 

teeth from additional boar for analysis would have provided additional data points with which to 

strengthen results obtained.  

 The number of control boar collected from non-contaminated areas around Fukushima 

Prefecture or other areas of Japan was insufficient to provide the necessary tooth enamel to 

prepare ideal samples for use in constructing a calibration curve. As a result, tooth enamel from 

boar with minimal initial doses from the contaminated areas of Fukushima Prefecture were used. 

Background doses accumulated by the teeth used to prepare calibration curve samples may not 

have been representative of background doses to boar living in non-contaminated areas. Because 

calibration curve samples had initial accumulated doses from a variety of different background 

dose rates, an adjusted calibration curve was used. Collection of a greater number of control boar 

for use in constructing calibration curves would have been a benefit to this research.  

10.2.2 Experimental Design 

 There are several aspects of the experimental design which could be adjusted to produce 

dose estimates with smaller confidence intervals. First, increasing the number of times a 

measurement is repeated for a particular sample will reduce the uncertainty in the reconstructed 

dose (Nagy, 2000). Secondly, careful selection of irradiation doses for the calibration curve 

samples can produce a smaller confidence interval. Specifically, it was shown by Nagy (2000), 
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that use of a wide range of irradiation doses and by selecting irradiation doses close to the end 

points will result in smaller confidence intervals for the reconstructed doses. Using a greater 

number of irradiation doses for the calibration curve will produce improved results, however the 

improvement will not be as large as with other methods discussed (Nagy, 2000).  

10.2.3 Least Squares Regression Analysis 

 An unweighted least squares linear regression analysis was performed on the calibration 

curve sample EPR intensity results. The least squares regression analysis assumes that 

assumptions of the model are met by the data being analyzed. This includes: normality, 

independence, equality of variance and a linear response, as discussed in Chapter 4. Appendix J 

shows results of the analysis for linear regression assumptions for the calibration curve samples. 

Each assumption is met, although variance among the samples is approximately equal. Using a 

weighted least squares regression may produce more favorable results with regards to uncertainty 

values in reconstructed doses as well as in critical level doses and detection limit doses for the 

calibration curve used (Nagy, 2000; Fattibene et al., 2011).  

10.2.4. Dose Reconstruction Method Used 

 The calibration curve method of dose reconstruction was used to determine lifetime doses 

to wild boar in this project. As discussed in Chapter 2, the calibration curve method is 

appropriate for tooth enamel with a moderate variation in radiation sensitivity. The additive dose 

method would also have been appropriate for wild boar tooth enamel; however, this method is 

significantly more time consuming. Although it has been shown that the accuracy of EPR 

reconstructed doses are not significantly impacted based on the specific dose reconstruction 

method used (Wieser et al., 2000), the additive dose method may produce more favorable results 

considering the range of degree of variation between tooth samples studied in Chapters 4 and 5.  
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10.3 Conclusion 

 Dose reconstruction results and associated uncertainty values calculated using the 

methods outlined throughout this work have the opportunity to be improved through adoption of 

several factors. A greater number of teeth should be used during investigation of tooth enamel 

characteristics. Collection of a larger number of control boar would allow for more tooth enamel 

exposed to lower background doses to be available for use in developing calibration curves. 

Experimental design has the ability to affect the reliability of the results of dose reconstructions, 

and as such, calibration irradiation doses and number of measurements should be chosen 

carefully. Furthermore, data must be analyzed to determine if a weighted or unweighted linear 

regression analysis is more appropriate to produce the best results. Finally, if used, the additive 

dose method may produce results with greater certainty in reconstructed doses. 
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Chapter 11 

SUMMARY AND CONCLUSIONS 
 

 

 

11.1 Introduction 

 Much work has been performed in the past which has investigated the characteristics of a 

number of different materials for use as EPR dosimeters, including human teeth as well as the 

tooth enamel of several different types of wildlife. Much has been learned from past work, 

however, further studies are needed to determine the characteristics of tooth enamel of individual 

animal species. Having the ability to use tooth enamel from a variety of species receiving an 

unintended exposure to ionizing radiation will allow for more reliable and expedient dose 

reconstructions. The goal of the work outlined in previous chapters was to validate the 

appropriateness of use of wild boar tooth enamel for this purpose, and to reconstruct doses to 

wild boar exposed to radiation while living in the Fukushima Exclusion Zone. Ultimately, data 

collected and conclusions drawn throughout this project will reinforce past work on this topic. 

11.2 Characteristics of Wild Boar Tooth Enamel  

 Several characteristics of wild boar tooth enamel were investigated in the 0.25 -12.0 Gy 

range. Tooth enamel of wild boar was confirmed to have a dose response which is linear. R2 

values ranged from 0.75 – 0.99, and R values ranged from 0.87 - 0.99. Comparison of radiation 

sensitivity of tooth enamel taken from a single boar showed a range in variation of 3.4 – 79.9%, 

with a 30% average value. Analysis of radiation sensitivity of permanent teeth compared to 

deciduous teeth showed a statistically significant difference, with deciduous teeth exhibiting 

greater sensitivity and a smaller degree of variation in enamel originating from the same boar. 

There was no statistically significant difference in tooth enamel radiation sensitivity of wild boar 



83 

 

based on sex or age. As a result of these findings, tooth enamel of wild boar was determined to 

be a suitable material for use as an EPR dosimeter.   

11.3 Dose Reconstruction of Lifetime Doses to Wild Boar using EPR Dosimetry 

 Tooth enamel of wild boar demonstrated a moderate average variation in dose response, 

as discussed in the previous section. As a result, the calibration curve method was selected to 

reconstruct lifetime doses to tooth enamel, which were then converted into whole body doses. 

Linear regression analysis and resulting coefficients were used to establish confidence intervals 

for reconstructed doses, as well as the critical level dose (DCL) and detection limit dose (DDL) for 

the calibration curve used.  Doses were successfully reconstructed for 18 of the 19-boar collected 

using calibration curve data and EPR Dosimetry software. Confidence intervals for reconstructed 

doses were relatively large. DCL and DDL values for the calibration curve are a clear indication 

that present methods will produce more reliable results for lifetime absorbed doses that are 

predicted to be on the order of 1.0 Gy or more. Several modifications for individual research 

design elements were identified which, if adopted, could improve results of future work.  

11.4 Future Work 

 Recommendations for future work include investigation of a greater number of teeth, 

which would serve to further establish the accuracy and reliability of the results described in this 

study. Additionally, analysis of tooth enamel of an expanded set of wildlife species will allow 

the method of dose reconstruction using EPR dosimetry to be utilized in potential future 

situations where unintended exposures to the environment and biota occur. Adoption of 

suggested improvements to current methods described in Chapter 10 will allow for more reliable 

results to be obtained including: use of a larger number of control teeth with lower background 

doses, construction of newly designed calibration curves, or implementation of the additive dose 
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method of dose reconstruction. Furthermore, exploration of the dose response of wild boar tooth 

enamel compared to human tooth enamel may allow wild boar to be used as a surrogate if it 

becomes necessary in a nuclear or radiological accident situation. Finally, determination of 

individual components which contribute to EPR reconstructed doses such as: 137Cs present in 

muscle tissue, 90Sr in adjacent bone tissue of mandibles, and exposure of tooth enamel during 

consumption of contaminated food, may produce results more representative of actual whole-

body doses to an animal. It is the hope that the findings of the present study, as well as any future 

work conducted, will contribute to the goal of establishing a method of reconstructing doses in 

wildlife, ultimately helping to bridge knowledge gaps regarding chronic low-dose exposures and 

resulting biological effects.  
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Appendix A 

IACUC Exemption 

 

 

 

 
Fig. A.1.  IACUC exemption document.  
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Appendix B 

Wild Boar Tooth Extraction Procedure 

 

 

 

This sample processing procedure was adapted from the procedures described in IAEA-

TECDOC-1331, International Standard ISO 13304-1, EPR Dosimetry with Tooth Enamel: A 

Review (Fattibene and Callens 2010), as well as multiple studies performed using animal teeth.  

B.1 Removal of the Mandible from the Wild Boar 

 

It is important to collect samples as consistently as possible. Data about the samples should be 

recorded to assist in the dose reconstruction including: sex and estimated age of the specimen, 

geographic location for the sample collection site, and general area dose rates at the collection 

site. All samples should be assigned a unique identification number. 

1. Once the boar has been sacrificed, remove the mandible. This should be done with an 

appropriate tool such as a dissection or deboning knife.  

2. Once removed, place the mandible in a container or a large Ziploc bag, and label it with a 

unique identification number. 

3. The mandible should be transported to the laboratory with environmental conditions as 

stable and uniform as possible. Humidity and exposure to light should be kept to a 

minimum.  

4. If not immediately removing the teeth from the mandible, place the mandible in a freezer.  

B.2 Removing the Teeth from the Mandible 

 

For this section, a low-speed, water-cooled trim saw should be used such as the one in Fig. B1.  
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Fig. B.1. Saw used to perform crown amputations.  

 

1. If the mandible is frozen, thaw it prior to proceeding to Step 2.  

2. Remove the mandible from the Ziploc bag. Keep the bag for disposal of the mandible 

waste.  

3. Photograph both sides of the mandible for the purpose of tooth identification if desired.  

4. Fill the trim saw reservoir approximately half-full with cool water.  

Note: Ensure a low speed is used when cutting the teeth from the mandible. It has been suggested 

not to exceed 10,000 rpm (IAEA, 2002). 

5. Using the saw, perform a crown amputation of the desired teeth. It is best to cut the 

crown as close to the jaw as possible, being careful not to remove jaw bone with the 

tooth. 

Note: Mature wild boar generally have 4 pre-molars and 3 molars on each side of the lower 

mandible (Fig. B2). Molars are ideal for EPR analysis; however, pre-molars can also be used.   
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Fig. B.2. Photograph of a boar mandible showing the presence of molars and pre-molars. 

6. Place each tooth onto a napkin or paper towel, or if desired, a tooth identification data 

sheet can be created. Photograph each tooth for the purpose of tooth identification in 

subsequent steps.  

7. Once the crown amputation has been performed and the tooth has been photographed, the 

samples must be disinfected prior to being prepared for analysis 

B.3 Disinfect tooth samples 

This section is performed in order to avoid bacterial growth and to kill harmful viruses that may 

be present in the sample.  

1. Place extracted teeth in a container labeled with appropriate sample identification 

information, in addition to being labeled ‘Biohazard’ until disinfected. 

2. Place a solution containing 1-5% Sodium Hypochlorite diluted with deionized water into 

the containers until the teeth are submerged in the solution.  

3. Allow teeth to remain in the solution for at least 24 hours. 

4. Once sterilization is complete, remove the teeth from the containers and pour the used 

Sodium Hypochlorite solution into a 1L bottle for later disposal.  

5. Place teeth on a paper towel to absorb any remaining Sodium Hypochlorite solution. 
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6. Rinse the teeth with deionized water, and then place on paper towels to absorb any 

remaining water (Fig. B3). 

 
Fig. B.3. Disinfected tooth samples. 

7. After the tooth has been disinfected, it should be stored in a plastic container in a dark 

room with low relative humidity if not immediately performing the “Tooth Sample 

Preparation Procedure.”  

Note: After this step, the tooth is no longer considered to be biohazardous material. 
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Appendix C 

Sample Weights 

 

 

 
Table C.1. Individual weights for samples used to establish dose response in the 0.25 – 2.0 Gy region. * Insufficient enamel for 

sample 

  

Sample 1 

(0.25 Gy) 

Sample 2 

(0.50 Gy) 

Sample 3 

(0.75 Gy) 

Sample 4 

(1.0 Gy) 

Sample 5 

(2.0 Gy) 

Sample 6 

(Unirradiated) 

Ba20170620 M2L 90.1 mg 90.0 mg 89.9 mg 90.0 mg 90.1 mg 90.1 mg 

Ba20170620 M2R 90.0 mg 90.1 mg 90.0 mg 90.0 mg 90.1 mg 90.0 mg 

Bb200170623 M1L 90.1 mg 89.9 mg 90.1 mg 87.2 mg * 90.0 mg 

Bb200170623 M1R 90.1 mg 90.1 mg 90.0 mg 80.6 mg * 89.9 mg 

Ba20170627 M2L 90.1 mg 90.1 mg 90.1 mg 90.0 mg 90.1 mg 90.1 mg 

Ba20170627 M2R 90.0 mg 90.1 mg 89.9 mg 90.0 mg 90.1 mg 89.9 mg 

Bb20170717 M3L 89.9 mg 89.9 mg 89.9 mg 90.0 mg 89.9 mg 90.1 mg 

Bb20170717 M3R 89.9 mg 90.0 mg 90.0 mg 90.0 mg 89.9 mg 89.9 mg 

 

 

Table C.2. Individual weights for samples used to establish dose response in the 1.2 – 12.0 Gy region. * Insufficient enamel for 

sample 

  

Sample 1 

(1.2 Gy) 

Sample 2 (2.2 

Gy) 

Sample 3 (4.4 

Gy) 

Sample 4 

(7.6 Gy) 

Sample 5 

(12.0 Gy) 

Sample 6 

(Unirradiated) 

Ba20170608 P3L  90.0 mg 90.0 mg 90.1 mg 90.1 mg 90.0 mg 90.0 mg 

Ba20170608 P3R 90.0 mg 90.1 mg 90.0 mg 90.1 mg 90.0 mg 89.9 mg 

Ba20170609 M3L  90.0 mg 90.1 mg 90.1 mg 90.1 mg 89.9 mg 90.0 mg 

Ba20170609 M3R 90.1 mg 89.9 mg 89.9 mg 90.0 mg 89.9 mg 90.0 mg 

Ba20170615 M2L  90.0 mg 90.1 mg 90.0 mg 90.0 mg 90.0 mg 89.9 mg 

Ba20170615 M2R 89.9 mg 90.1 mg 89.9 mg 89.9 mg 90.1 mg 89.9 mg 

Ba20170617 P3L  89.9 mg 89.9 mg 89.9 mg 90.1 mg * 90.0 mg 

Ba20170617 P3R 90.0 mg 90.1 mg 90.0 mg 90.0 mg 90.0 mg 90.0 mg 

 
 

Table C.3. Individual weights for calibration curve samples 

  

Sample 1 

(0.25 Gy) 

Sample 2 

(0.50 Gy) 

Sample 3 

(0.75 Gy) 

Sample 4 

(1.0 Gy) 

Sample 5 

(2.0 Gy) 

Sample 6 

(Unirradiated) 

Calibration Curve Enamel 

Mixture  
90.0 mg 90.1 mg 89.9 mg 90.0 mg 90.1 mg 90.1 mg 
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Appendix D 

EPR Signal Intensities (1.2 – 12.0 Gy) 

 
 

 

D.1 Radiation Induced Signal Intensities for Individual Sample Measurements 

 
Table D.1. Averaged Radiation Induced Signal (RIS) Intensities with associated error values (arbitrary units) 

 

  Ba20170608 P3L Ba20170608 P3R Ba20170609 M3L Ba20170609 M3R Ba20170615 M2L Ba20170615 M2R Ba20170617 P3L Ba20170617 P3R 

Dose 

(Gy) 
RIS Err RIS Err RIS Err RIS Err RIS Err RIS Err RIS Err RIS Err 

1.2 102.1 3.93 166.83 3.31 247.09 4.68 243.2 4.45 109.61 3.86 37.67 3.07 262.74 6.43 132.83 2.99 

2.2 316.66 4.16 371.94 3.9 454.11 5.68 401.77 5.85 257.84 3.65 66.83 2.96 502.93 4.94 307.26 4.1 

4.4 752.11 6.04 591.73 5.61 543.12 6.37 889.69 8.51 382.39 3.33 140.34 3.24 1005.44 7.62 527.99 6.11 

7.6 1035.62 6.75 2321.7 17.23 930.99 7.13 1071.19 8.07 793.95 5.32 287.76 3 1592.77 9.9 1080.58 8.42 

12 33.08 0.22 1937.59 12.36 1306.11 9.5 2279.79 12.51 974.98 5.07 399.5 3.32 * * 1813.35 13.66 

0 0.11 0.13 14.81 3.73 127.9 4.8 132.25 4.87 16.78 11.74 29.13 3.45 23.76 4.73 5.43 4.36 
 

                  

Table D.2. Normalized Averaged Radiation Induced Signal (N-RIS) Intensities with associated error values (arbitrary units) 

 

  Ba20170608 P3L Ba20170608 P3R Ba20170609 M3L Ba20170609 M3R Ba20170615 M2L Ba20170615 M2R Ba20170617 P3L Ba20170617 P3R 

Dose 

(Gy) 
N-RIS Err N-RIS Err N-RIS Err N-RIS Err N-RIS Err N-RIS Err N-RIS Err N-RIS Err 

1.2 90.36 3.48 142.14 2.82 205.77 3.90 192.23 3.52 104.63 3.69 46.11 3.76 169.41 4.15 137.25 3.09 

2.2 218.19 2.87 261.75 2.75 322.17 4.16 317.54 4.62 204.64 2.90 85.79 3.80 320.17 3.14 278.52 3.72 

4.4 471.14 3.78 518.28 4.92 461.05 5.41 608.26 5.82 365.34 3.18 183.35 4.24 600.93 4.55 485.21 5.62 

7.6 790.98 5.16 1004.08 7.45 812.25 6.22 886.50 6.72 736.62 4.94 306.19 3.19 1046.79 6.51 911.29 7.11 

12 1493.98 0.22 1660.32 10.60 1094.31 7.96 1422.81 7.81 1009.68 5.25 456.51 3.79 * * 1594.76 12.01 

0 0.09 0.11 13.48 3.40 103.54 3.89 103.55 3.81 16.57 11.62 38.40 4.55 15.60 3.11 4.39 3.53 
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D.2 MgO:Mn Standard Marker Intensity Values 

Table D.3. Averaged MgO:Mn standard marker Intensity Values (arbitrary units) 

  Ba20170608 P3L Ba20170608 P3R Ba20170609 M3L Ba20170609 M3R Ba20170615 M2L Ba20170615 M2R Ba20170617 P3L Ba20170617 P3R 

Dose (Gy) Intensity Intensity Intensity Intensity Intensity Intensity Intensity Intensity 

1.2 1129.96 1173.68 1200.82 1265.16 1047.63 816.97 1550.95 967.77 

2.2 1451.31 1420.97 1367.09 1265.26 1259.98 778.97 1570.84 1103.21 

4.4 1596.35 1141.73 1178.00 1462.69 1046.66 765.41 1673.13 1088.16 

7.6 1309.29 2312.26 1146.18 1208.33 1077.84 939.80 1521.57 1185.77 

12 1013.93 1167.00 1193.55 1602.32 965.63 875.12 * 1137.07 

0 1170.83 1098.97 1235.26 1277.12 1012.51 758.60 1523.48 1236.38 

 

Table D.4. Normalized Averaged MgO:Mn standard marker Intensity Values (arbitrary units) 

  Ba20170608 P3L Ba20170608 P3R Ba20170609 M3L Ba20170609 M3R Ba20170615 M2L Ba20170615 M2R Ba20170617 P3L Ba20170617 P3R 

Dose (Gy) N-Intensity N-Intensity N-Intensity N-Intensity N-Intensity N-Intensity N-Intensity N-Intensity 

1.2 1.13 1.17 1.20 1.27 1.05 0.82 1.55 0.97 

2.2 1.45 1.42 1.37 1.27 1.26 0.78 1.57 1.10 

4.4 1.60 1.14 1.18 1.46 1.05 0.77 1.67 1.09 

7.6 1.31 2.31 1.15 1.21 1.08 0.94 1.52 1.19 

12 1.01 1.17 1.19 1.60 0.97 0.88 * 1.14 

0 1.17 1.10 1.24 1.28 1.01 0.76 1.52 1.24 
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Appendix E9 

Critical Level Dose (DCL) and Decision Level Dose (DDL) Equations and Values 

 

 

 

The following equations were used to calculate DCL (E.1) and DDL (E.3): 

DCL = 
𝐼𝐶𝐿−𝑏0𝑏1  (E.1) 

Where ICL = 𝑏0 + 𝑡(0.95,𝑛−2)𝑠 √1 +  1𝑛 +  𝐷𝑀 2𝑆𝑆𝐷   (E.2) 

and 

DDL = DCL + 
𝑡(0.95,𝑛−2)𝑠 𝑏1  √1 +  1𝑛 +  (𝐷𝐷𝐿− 𝐷𝑀) 2𝑆𝑆𝐷   (E.3) 

Where SSD = ∑(𝐷𝑖 − 𝐷𝑀)2  (E.4) 

s = √∑(𝐼𝑖−𝐼)2𝑛−2   (E.5) 

and  

I = 𝑏0 +  𝑏1𝐷 (E.6) 

 

Definition of Variables: 

I – Intensity of the EPR signal 

D – Irradiation dose 

b0 – Intercept of the linear regression line 

b1 – Slope of the linear regression line 

ICL – EPR signal intensity critical level 

t – Student’s t-distribution critical value for the single-sided 95% confidence interval 

n – Number of irradiation and intensity data points 

Di – Applied irradiation dose 

DM – Mean value of irradiation doses (Di) 

SSD – Equation (4), square sum of the variation in dose 

s – Equation (5), standard deviation residual value 

Ii – Intensity of the EPR signal at irradiation dose Di 

I- Equation (6), Intensity of the EPR signal determined using the linear regression line and 

irradiation dose Di 

 

 

 

                                                           
9 (Fattibene et al., 2011) 
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Table E.1. Values used to calculate Critical Level Dose (DCL) and Decision Level Dose (DDL) for all tooth samples and results 

 Ba20170608   Ba20170609 

 P3L -RIS P3R - RIS   M3L -RIS M3R - RIS 

D Ii Ii 
 D Ii Ii 

1.2 90.357 142.143 
 1.2 205.769 192.229 

2.2 218.190 261.751 
 2.2 322.172 317.541 

4.4 471.144 518.275 
 4.4 461.053 608.256 

7.6 790.977 1004.081 
 7.6 812.251 886.504 

12.0 1493.975 1660.324 
 12.0 1094.305 1422.808 

0.0 0.094 13.476 
 0.0 103.541 103.553 

b0 -52.043 -31.432  b0 116.150 84.262 

b1 123.248 138.272  b1 84.022 110.410 

n 6 6  n 6 6 

t 2.132 2.132  t 2.132 2.132 

s 63.996 41.631  s 37.297 31.899 

DM 4.570 4.570  DM 4.570 4.570 

DM
2 20.885 20.885  DM

2 20.885 20.885 

SSD 102.300 102.300  SSD 102.300 102.300 

1 + 1/n 1.666 1.666  1 + 1/n 1.666 1.666 

D I I  D I I 

1.2 95.855 134.494  1.2 216.976 216.754 

2.2 219.103 272.765  2.2 300.998 327.164 

4.4 490.248 576.963  4.4 485.847 570.066 

7.6 884.641 1019.433  7.6 754.717 923.378 

12.0 1426.932 1627.828  12.0 1124.414 1409.182 

0.0 -52.043 -31.432  0.0 116.150 84.262 

D (Ii - I)
2 (Ii - I)

2  D (Ii - I)
2 (Ii - I)

2 

1.2 30.223 58.516  1.2 125.617 601.485 

2.2 0.834 121.319  2.2 448.313 92.608 

4.4 364.977 3444.270  4.4 614.752 1458.472 

7.6 8772.990 235.672  7.6 3310.161 1359.692 

12.0 4494.737 1055.984  12.0 906.552 185.668 

0.0 2718.220 2016.779  0.0 158.992 372.158 

Sum 16381.980 6932.539  Sum 5564.387 4070.084 

 s 63.996 41.631   s 37.297 31.899 

ICL 134.543 89.946  ICL 224.894 177.265 

DCL 1.514 0.878  DCL 1.294 0.842 

DDL 3.028 1.756  DDL 2.588 1.685 

       

  DDL - Iterations    DDL - Iterations 

I-1 2.721 1.594  I-1 2.333 1.530 

I-2 2.727 1.596  I-2 2.338 1.533 

I-3 2.727 1.596  I-3 2.338 1.533 

I-4 2.727 1.596  I-4 2.338 1.533 

I-5 2.727 1.596  I-5 2.338 1.533 
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 Ba20170615   Ba20170617 

 M2L -RIS M2R - RIS   P3L -RIS P3R - RIS 

D Ii Ii 
 D Ii Ii 

1.2 104.626 46.110 
 1.2 169.405 137.254 

2.2 204.638 85.793 
 2.2 320.167 278.516 

4.4 365.344 183.353 
 4.4 600.934 485.213 

7.6 736.615 306.194 
 7.6 1046.794 911.289 

12.0 1009.680 456.508 
 12.0 * 1594.760 

0.0 16.573 38.400 
 0.0 15.596 4.392 

b0 14.805 18.260  b0 12.998 -29.603 

b1 85.717 36.744  b1 135.580 130.990 

n 6 6  n 5 6 

t 2.132 2.132  t 2.353 2.132 

s 41.748 15.335  s 11.155 52.851 

DM 4.570 4.570  DM 3.080 4.570 

DM
2 20.885 20.885  DM

2 9.486 20.885 

SSD 102.300 102.300  SSD 35.968 102.300 

1 + 1/n 1.666 1.666  1 + 1/n 1.200 1.666 

D I I  D I I 

1.2 117.665 62.353  1.2 175.694 127.585 

2.2 203.382 99.097  2.2 311.274 258.575 

4.4 391.960 179.934  4.4 609.550 546.753 

7.6 666.254 297.514  7.6 1043.406 965.921 

12.0 1043.409 459.188  12.0 * 1542.277 

0.0 14.805 18.260  0.0 12.998 -29.603 

D (Ii - I)
2 (Ii - I)

2  D (Ii - I)
2 (Ii - I)

2 

1.2 170.021 263.843  1.2 39.546 93.490 

2.2 1.576 176.989  2.2 79.087 397.626 

4.4 708.427 11.691  4.4 74.229 3787.165 

7.6 4950.642 75.332  7.6 11.479 2984.666 

12.0 1137.645 7.185  12.0 * 2754.465 

0.0 3.125 405.610  0.0 168.948 1155.649 

Sum 6971.436 940.650  Sum 373.289 11173.062 

 s 41.748 15.335   s 11.155 52.851 

ICL 136.524 62.971  ICL 44.753 124.490 

DCL 1.420 1.217  DCL 0.234 1.176 

DDL 2.840 2.434  DDL 0.468 2.353 

       

  DDL - Iterations    DDL - Iterations 

I-1 2.556 2.196  I-1 0.462 2.124 

I-2 2.560 2.200  I-2 0.463 2.128 

I-3 2.560 2.200  I-3 0.463 2.128 

I-4 2.560 2.200  I-4 0.463 2.128 

I-5 2.560 2.200  I-5 0.463 2.128 
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 Ba20170620   Bb20170623 

 M2L -RIS M2R -RIS   M1L -RIS M1R - RIS 

D Ii Ii 
 D Ii Ii 

0.25 2.80E-07 4.64E-07 
 0.25 2.60E-07 4.06E-07 

0.5 4.23E-07 6.16E-07 
 0.5 3.46E-07 5.06E-07 

0.75 3.72E-07 1.48E-06 
 0.75 4.52E-07 5.69E-07 

1 7.36E-07 1.34E-06 
 1 4.05E-07 5.86E-07 

2 1.75E-06 2.95E-06 
 2     

0 2.18E-07 9.59E-07 
 0 1.99E-07 2.69E-07 

b0 4.00E-08 4.00E-07  b0 2.00E-07 3.00E-07 

b1 8.00E-07 1.00E-06  b1 2.00E-07 3.00E-07 

n 6 6  n 5 5 

t 2.132 2.132  t 2.353 2.353 

s 1.79E-07 4.59E-07  s 6.47E-08 4.21E-08 

DM 0.750 0.750  DM 0.500 0.500 

DM
2 0.563 0.563  DM

2 0.250 0.250 

SSD 2.5 2.5  SSD 0.625 0.625 

1 + 1/n 1.666 1.666  1 + 1/n 1.2 1.2 

D I I  D I I 

0.25 2.40E-07 6.50E-07  0.25 2.50E-07 3.75E-07 

0.5 4.40E-07 9.00E-07  0.5 3.00E-07 4.50E-07 

0.75 6.40E-07 1.15E-06  0.75 3.50E-07 5.25E-07 

1 8.40E-07 1.40E-06  1 4.00E-07 6.00E-07 

2 1.64E-06 2.40E-06  2     

0 4.00E-08 4.00E-07  0 2.00E-07 3.00E-07 

D (Ii - I)
2 (Ii - I)

2  D (Ii - I)
2 (Ii - I)

2 

0.25 1.57E-15 3.44E-14  0.25 1.07E-16 9.32E-16 

0.5 3.00E-16 8.08E-14  0.5 2.13E-15 3.11E-15 

0.75 7.17E-14 1.08E-13  0.75 1.03E-14 1.93E-15 

1 1.08E-14 3.64E-15  1 2.02E-17 1.90E-16 

2 1.20E-14 3.04E-13  2     

0 3.17E-14 3.12E-13  0 2.05E-18 9.34E-16 

Sum 1.28E-13 8.42E-13  Sum 1.26E-14 7.10E-15 

 s 1.79E-07 4.59E-07   s 6.47E-08 4.21E-08 

ICL 5.65E-07 1.75E-06  ICL 3.93E-07 4.25E-07 

DCL 0.656 1.345  DCL 0.963 0.418 

DDL 1.312 2.690  DDL 1.926 0.836 

       

  DDL - Iterations    DDL - Iterations 

I-1 1.198 2.944  I-1 2.569 0.806 

I-2 1.188 3.066  I-2 3.123 0.802 

I-3 1.188 3.125  I-3 3.623 0.801 

I-4 1.188 3.155  I-4 4.083 0.801 

I-5 1.188 3.170  I-5 4.513 0.801 
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 Ba20170627   Bb20170717 

 M2L -RIS M2R - RIS   M3L -RIS M3R -RIS 

D Ii Ii 
 D Ii Ii 

0.25 6.98E-07 4.63E-07 
 0.25 9.57E-07 5.64E-07 

0.5 9.05E-07 6.94E-07 
 0.5 1.08E-06 6.67E-07 

0.75 1.12E-06 8.31E-07 
 0.75 7.37E-07 1.06E-06 

1 1.23E-06 1.08E-06 
 1 8.76E-07 8.80E-07 

2 2.01E-06 1.87E-06 
 2 1.87E-06 2.28E-06 

0 5.66E-07 4.13E-07 
 0 4.38E-07 4.18E-07 

b0 5.00E-07 3.00E-07  b0 6.00E-07 3.00E-07 

b1 7.00E-07 8.00E-07  b1 6.00E-07 9.00E-07 

n 6 6  n 6 6 

t 2.132 2.132  t 2.132 2.132 

s 8.75E-08 7.12E-08  s 2.78E-07 2.03E-07 

DM 0.750 0.750  DM 0.750 0.750 

DM
2 0.563 0.563  DM

2 0.563 0.563 

SSD 2.5 2.5  SSD 2.5 2.5 

1 + 1/n 1.666 1.666  1 + 1/n 1.666 1.666 

D I I  D I I 

0.25 6.75E-07 5.00E-07  0.25 7.50E-07 5.25E-07 

0.5 8.50E-07 7.00E-07  0.5 9.00E-07 7.50E-07 

0.75 1.03E-06 9.00E-07  0.75 1.05E-06 9.75E-07 

1 1.20E-06 1.10E-06  1 1.20E-06 1.20E-06 

2 1.90E-06 1.90E-06  2 1.80E-06 2.10E-06 

0 5.00E-07 3.00E-07  0 6.00E-07 3.00E-07 

D (Ii - I)
2 (Ii - I)

2  D (Ii - I)
2 (Ii - I)

2 

0.25 5.27E-16 1.36E-15  0.25 4.30E-14 1.49E-15 

0.5 3.01E-15 3.21E-17  0.5 3.29E-14 6.90E-15 

0.75 8.71E-15 4.77E-15  0.75 9.80E-14 7.56E-15 

1 1.20E-15 5.44E-16  1 1.05E-13 1.02E-13 

2 1.28E-14 7.11E-16  2 4.27E-15 3.20E-14 

0 4.32E-15 1.29E-14  0 2.64E-14 1.40E-14 

Sum 3.06E-14 2.03E-14  Sum 3.10E-13 1.64E-13 

 s 8.75E-08 7.12E-08   s 2.78E-07 2.03E-07 

ICL 7.56E-07 5.09E-07  ICL 1.42E-06 8.94E-07 

DCL 0.366 0.261  DCL 1.360 0.660 

DDL 0.733 0.522  DDL 2.719 1.320 

       

  DDL - Iterations    DDL - Iterations 

I-1 0.654 0.468  I-1 2.989 1.207 

I-2 0.655 0.469  I-2 3.121 1.197 

I-3 0.655 0.469  I-3 3.187 1.196 

I-4 0.655 0.469  I-4 3.220 1.196 

I-5 0.655 0.469  I-5 3.237 1.196 

 

 

 

 

 

 

 



103 

 

Table E.2. Values used to calculate Critical Level Dose (DCL) and Decision Level Dose (DDL) for the calibration curve 

Calibration Curve 

D Ii 

0.583 5.93E-07 

0.833 6.29E-07 

1.083 1.41E-06 

1.333 8.69E-07 

2.333 2.21E-06 

0.333 2.52E-07 

b0 -2.00E-08 

b1 9.00E-07 

n 6 

t 2.132 

s 2.91E-07 

DM 1.083 

DM
2 1.173 

SSD 2.5 

1 + 1/n 1.666 

D I 

0.583 5.05E-07 

0.833 7.30E-07 

1.083 9.55E-07 

1.333 1.18E-06 

2.333 2.08E-06 

0.333 2.80E-07 

D (Ii - I)
2 

0.25 7.87E-15 

0.5 1.01E-14 

0.75 2.07E-13 

1 9.67E-14 

2 1.58E-14 

0 7.56E-16 

Sum 3.38E-13 

 s 2.91E-07 

ICL 8.86E-07 

DCL 1.006 

DDL 2.010 

  

DDL - Iterations 

I-1 1.854 

I-2 1.823 

I-3 1.817 

I-4 1.816 

I-5 1.816 
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Appendix F 

Deciduous versus Permanent Tooth Slope Comparison 

 

 

 

F.1 R Data Used for Deciduous versus Permanent Tooth Slope Comparison 

F.1.1 Data Used in CSV File: 
Table F.1. Data used in CSV File ‘slope’ 

Tooth Slope Type 

608P3L 123.2479 D 

608P3R 138.2717 D 

609M3L 84.022 P 

609M3R 110.41 P 

615M2L 85.717 P 

615M2R 36.744 P 

617P3L 135.58 D 

617P3R 130.99 D 

 

F. 1.2. R Code used and Generated Results 

slope <- read.csv(file.choose()) 
t.test(Slope ~ Type, data=slope, paired = T) 
 
 Paired t-test 
 
data:  Slope by Type 
t = -3.6344, df = 3, p-value = 0.03588 
alternative hypothesis: true difference in means is not equal to 0 
95 percent confidence interval: 
 -99.032073  -6.566227 
sample estimates: 
mean of the differences  
              -52.79915  

 

t.test(Slope ~ Type, data=slope) 
 
 Welch Two Sample t-test 
 
data:  Slope by Type 
t = -3.355, df = 3.2734, p-value = 0.03853 
alternative hypothesis: true difference in means is not equal to 0 
95 percent confidence interval: 
 -100.598182   -5.000118 
sample estimates: 
mean in group M mean in group P  
       79.22325       132.02240  
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Appendix G 

Tooth Sample Preparation Procedure 

 

 

 

This sample processing procedure was adapted from the procedures described in IAEA-

TECDOC-1331, International Standard ISO 13304-1, EPR Dosimetry with Tooth Enamel: A 

Review (Fattibene and Callens 2010), as well as multiple studies performed using animal teeth.  

G.1 Sample Preparation: 

1. Rinse specimens in acetone and store in deionized water for a minimum of 24 hours.  

a. Using tweezers, hold tooth samples over a glass beaker and rinse with acetone 

using a squeeze bottle. 

b. Place all teeth into individual beakers and cover teeth with approximately 100 mL 

deionized water for a minimum of 24 hours (Fig. G1).  

 

Fig. G.1. Boar teeth in individual beakers containing deionized water.  

c. Pour the used acetone solution into a 1L bottle for later disposal.  
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2. Cut the separated crown into smaller pieces to facilitate removal of dentin from the 

enamel. Excess bone or tissue attached to the tooth can also be removed at this time. A 

water-cooled saw should be used for this step. 

a. Place the tooth into the saw vice so that the saw blade is in line with the center of 

the tooth (Fig. G2).  

 

Fig. G.2. Boar tooth in position to be cut into smaller pieces.  

b. Tighten the screw on the vice to ensure steady placement of the tooth so that it 

does not move during cutting.  

c. Engage the saw and cut the tooth in half.  

d. Place each tooth into individual containers labeled with sample identification 

information. 

3. Dentin must be removed from the enamel. The most effective method to remove dentin 

involves a combination of mechanical removal using a water-cooled drill and also 

chemical separation through alkaline denaturation with Potassium Hydroxide solution.   

a. Place tooth segments in individual beakers containing approximately 150 ml of 

20% Potassium Hydroxide solution.  
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b. Place beakers in an ultrasonic bath for period of 24 hours at a temperature of 60℃ 

(Fig. G3).  

      

Fig. G.3. Ultrasonic bath containing tooth samples inside beakers of KOH.  

c. Remove the tooth segments from each beaker and rinse with deionized water.                                    

Note: This process will result in a visible color difference between the enamel and dentin (Fig. 

G4), where the enamel will be white and the dentin will appear as a yellowish color. 

 

Fig. G.4. Tooth sample fragments inside beakers of KOH. Visible differences in color between dentin and enamel is shown.  

d. Remove visible dentin from enamel using a dental pic or dental drill with burs 

made of a hard metal alloy. 
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Note: Tooth segments should be held with tweezers or pliers to avoid contact with the dental bur. 

Perform this step under a sink faucet or while using a water irrigation system (Fig. G5). 

 

Fig. G.5. Removal of dentin from enamel with a dental drill 

e. Rinse the tooth segments with deionized water. 

f. Repeat steps 2-5 as necessary until all visible dentin is removed.  

g. Place tooth segments on a paper towel to absorb any excess water remaining. 

h. Rinse tooth segments with ethanol by submerging the tooth in a beaker containing 

a 70% ethanol solution or by rinsing with ethanol from a squeeze bottle. 

i. Allow the tooth segments to air dry for approximately 30 minutes.   

j. Place remaining enamel into individual containers and heat in a drying oven 

overnight at 40℃ (Fig. G6). 
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                              Fig. G.6. Tooth enamel pieces dried overnight in an oven. 

k. Remove samples from the oven.   

4. Grind the enamel into a powder.  

a. Using a mortar and pestle, grind the enamel into a powder. 

b. A grain size of 0.250-1.00 mm is desired. Assemble a stack consisting of a 1.00 

mm sieve, a 0.500 mm sieve and a 0.250 mm sieve to be used to for obtaining the 

desired powder enamel particle size. Other sized sieves within this range may also 

be used. A small container should be placed under the sieves to catch powder that 

passes through the bottom sieve as shown below in Fig. G7. 

              

Fig. G.7. Mortar and pestle used to grind enamel into a powder for measurement in an EPR spectrometer alongside sieves used to 

ensure desired particle sizes are obtained. 

 

c. Pour the powder into 1.00 mm sieve.   
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Note: The powder enamel smaller than 1.00 mm will go through the sieve and into the 0.500 mm 

sieve. Pieces smaller than 0.500 mm will pass through the second sieve and into the 0.250 mm 

sieve. Particles smaller than 0.250 mm can be disposed of. 

Note: A sample of between 70-100 mg is necessary to sufficiently perform the analysis.  

5. Place the powder into small plastic containers.  

6. Finally, store samples prior to analysis at room temperature in a low humidity (<60%) 

environment for approximately 7 days prior to EPR measurement. 
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Appendix H 

Individual RIS values and Irradiation Doses: 0.25 Gy – 2.0 Gy Range 

 

 

 
Table H.1. Individual RIS values for each sample measurement and irradiation doses for sample Ba20170620 M2L and M2R. 

Ba20170620 

M2L 

Meas 0.25 Gy 0.5 Gy 0.75 Gy 1.0 Gy 2.0 Gy Unirradiated 

1 2.12E-07 4.16E-07 2.93E-07 1.05E-06 1.89E-06 2.58E-07 

2 2.70E-07 5.31E-07 3.30E-07 6.46E-07 1.54E-06 2.15E-07 

3 3.57E-07 3.22E-07 4.94E-07 5.16E-07 1.81E-06 1.81E-07 

Avg 2.80E-07 4.23E-07 3.72E-07 7.36E-07 1.75E-06 2.18E-07 

SD 7.32E-08 1.05E-07 1.07E-07 2.76E-07 1.85E-07 3.89E-08 

M2R 

Meas 0.25 Gy 0.5 Gy 0.75 Gy 1.0 Gy 2.0 Gy Unirradiated 

1 4.50E-07 6.68E-07 1.76E-06 6.67E-07 2.78E-06 1.01E-06 

2 4.26E-07 5.78E-07 1.76E-06 1.85E-06 3.04E-06 9.38E-07 

3 5.17E-07 6.02E-07 9.17E-07 1.51E-06 3.04E-06 9.27E-07 

Avg 4.64E-07 6.16E-07 1.48E-06 1.34E-06 2.95E-06 9.59E-07 

SD 4.75E-08 4.68E-08 4.86E-07 6.07E-07 1.52E-07 4.57E-08 

 

Table H.2 Individual RIS values for each sample measurement and irradiation doses for sample Bb20170623 M1L and M1R. 

Bb20170623 

M1L 

 Meas 0.25 Gy 0.5 Gy 0.75 Gy 1.0 Gy Unirradiated 

1 2.83E-07 3.08E-07 4.86E-07 3.97E-07 1.98E-07 

2 2.26E-07 3.96E-07 4.14E-07 4.00E-07 2.33E-07 

3 2.72E-07 3.34E-07 4.55E-07 4.17E-07 1.65E-07 

Avg 2.60E-07 3.46E-07 4.52E-07 4.05E-07 1.99E-07 

SD 3.05E-08 4.50E-08 3.61E-08 1.06E-08 3.38E-08 

M1R 

 Meas 0.25 Gy 0.5 Gy 0.75 Gy 1.0 Gy Unirradiated 

1 3.57E-07 4.94E-07 5.23E-07 5.98E-07 2.40E-07 

2 3.13E-07 5.25E-07 6.54E-07 6.04E-07 2.32E-07 

3 5.46E-07 4.98E-07 5.30E-07 5.57E-07 3.36E-07 

Avg 4.06E-07 5.06E-07 5.69E-07 5.86E-07 2.69E-07 

SD 1.24E-07 1.67E-08 7.40E-08 2.56E-08 5.80E-08 

 

 

 

 

 

 

 

 



112 

 

Table H.3 Individual RIS values for each sample measurement and irradiation doses for sample Ba20170627 M2L and M2R. 

Ba20170627  

M2L 

 Meas 0.25 Gy 0.5 Gy 0.75 Gy 1.0 Gy 2.0 Gy Unirradiated 

1 7.19E-07 8.34E-07 1.16E-06 1.22E-06 1.97E-06 4.24E-07 

2 6.49E-07 9.85E-07 1.04E-06 1.33E-06 2.09E-06 6.32E-07 

3 7.26E-07 8.96E-07 1.16E-06 1.16E-06 1.98E-06 6.41E-07 

Avg 6.98E-07 9.05E-07 1.12E-06 1.23E-06 2.01E-06 5.66E-07 

SD 4.26E-08 7.58E-08 6.87E-08 8.53E-08 6.65E-08 1.23E-07 

M2R 

 Meas 0.25 Gy 0.5 Gy 0.75 Gy 1.0 Gy 2.0 Gy Unirradiated 

1 4.69E-07 7.34E-07 8.38E-07 1.07E-06 1.84E-06 4.87E-07 

2 4.40E-07 7.01E-07 8.16E-07 1.12E-06 1.91E-06 2.57E-07 

3 4.81E-07 6.48E-07 8.39E-07 1.04E-06 1.87E-06 4.96E-07 

Avg 4.63E-07 6.94E-07 8.31E-07 1.08E-06 1.87E-06 4.13E-07 

SD 2.07E-08 4.34E-08 1.26E-08 4.14E-08 3.51E-08 1.36E-07 

 

Table H.4 Individual RIS values for each sample measurement and irradiation doses for sample Bb20170717 M3L and M3R. 

Bb20170717 

M3L 

Meas  0.25 Gy 0.5 Gy 0.75 Gy 1.0 Gy 2.0 Gy Unirradiated 

1 9.31E-07 1.10E-06 8.06E-07 8.90E-07 1.52E-06 3.96E-07 

2 9.04E-07 1.06E-06 7.50E-07 8.95E-07 1.50E-06 4.29E-07 

3 1.04E-06 1.08E-06 6.55E-07 8.42E-07 2.58E-06 4.88E-07 

Avg 9.57E-07 1.08E-06 7.37E-07 8.76E-07 1.87E-06 4.38E-07 

SD 7.02E-08 2.35E-08 7.61E-08 2.93E-08 6.16E-07 4.68E-08 

M3L 

Meas  0.25 Gy 0.5 Gy 0.75 Gy 1.0 Gy 2.0 Gy Unirradiated 

1 5.39E-07 7.44E-07 1.19E-06 8.78E-07 2.68E-06 4.58E-07 

2 5.70E-07 6.06E-07 9.47E-07 8.71E-07 2.62E-06 2.77E-07 

3 5.83E-07 6.50E-07 1.05E-06 8.92E-07 1.53E-06 5.20E-07 

Avg 5.64E-07 6.67E-07 1.06E-06 8.80E-07 2.28E-06 4.18E-07 

SD 2.27E-08 7.05E-08 1.20E-07 1.08E-08 6.49E-07 1.26E-07 

 

Table H.5 Individual RIS values for each sample measurement and irradiation doses for calibration curve samples. 

Calibration Curve Samples 

 Meas 0.583* Gy 0.833* Gy 1.083* Gy 1.333* Gy 2.333* Gy 0.333* Gy 

1 7.72E-07 9.86E-07 1.52E-06 8.58E-07 1.58E-06 3.16E-07 

2 5.42E-07 3.30E-07 1.35E-06 8.65E-07 2.80E-06 2.09E-07 

3 4.66E-07 5.71E-07 1.36E-06 8.83E-07 2.23E-06 2.31E-07 

Avg 5.93E-07 6.29E-07 1.41E-06 8.69E-07 2.21E-06 2.52E-07 

SD 1.59E-07 3.32E-07 9.74E-08 1.30E-08 6.10E-07 5.67E-08 

*Adjusted values 
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Appendix I 

R Code for Tooth Slope Comparison 

 

 

 

I.1 R Data Used for “Old” versus “Young” Tooth Slope Comparison 

I.1.1 Data Used in CSV File 

Table I.1. Data used in CSV File ‘slope’ 

Tooth Slope Age 

620L 7.85E-07 Y 

620R 1.17E-06 Y 

b623L 2.41E-07 O 

b623R 3.19E-07 O 

627L 7.30E-07 Y 

627R 7.58E-07 Y 

b717L 5.89E-07 O 

b717R 9.23E-07 O 

 

I.1.2. R Code used and Generated Results 

> slope <- read.csv(file.choose()) 
> t.test(Slope ~ Age, data=slope, paired = T) 
 
 Paired t-test 
 
data:  Slope by Age 
t = -1.5362, df = 3, p-value = 0.2221 
alternative hypothesis: true difference in means is not equal to 0 
95 percent confidence interval: 
 -1.052783e-06  3.672831e-07 
sample estimates: 
mean of the differences  
            -3.4275e-07  
 
> t.test(Slope ~ Age, data=slope) 
 
 Welch Two Sample t-test 
 
data:  Slope by Age 
t = -1.8444, df = 5.2522, p-value = 0.1216 
alternative hypothesis: true difference in means is not equal to 0 
95 percent confidence interval: 
 -8.136394e-07  1.281394e-07 
sample estimates: 
mean in group O mean in group Y  
     5.1800e-07      8.6075e-07  



114 

 

I.2 R Data Used for Tooth Slope and Sex Comparison 

I.2.1. Data Used in CSV File  

Table I.2. Normalized slope data used in CSV File ‘slopedata2’: 

Tooth Slope Sex 

608P3L 8.52E-01 Female 

608P3R 1.00E+00 Female 

609M3L 4.66E-01 Female 

609M3R 7.26E-01 Female 

615M2L 4.83E-01 Female 

615M2R 0.00E+00 Female 

617P3L 9.74E-01 Male 

617P3R 9.29E-01 Male 

620M2L 6.30E-01 Female 

620M2R 1.04E+00 Female 

b623M1L 4.41E-02 Male 

b623M1R 1.28E-01 Male 

627M2L 5.71E-01 Male 

627M2R 6.01E-01 Male 

b717M3L 4.19E-01 Male 

b717M3R 7.78E-01 Male 

 

I.2.1 R Code Used and Generated Results 

 
> Slopedata2<- read.csv(file.choose()) 
> t.test(Slope ~ Sex, data=Slopedata2) 
 
 Welch Two Sample t-test 
 
data:  Slope by Sex 
t = 0.55075, df = 13.997, p-value = 0.5905 
alternative hypothesis: true difference in means is not equal to 0 
95 percent confidence interval: 
 -0.2723963  0.4606213 
sample estimates: 
mean in group Female   mean in group Male  
           0.6496250            0.5555125  
 
> t.test(Slope ~ Sex, data=Slopedata2, paired=T) 
 
 Paired t-test 
 
data:  Slope by Sex 
t = 0.71627, df = 7, p-value = 0.497 
alternative hypothesis: true difference in means is not equal to 0 
95 percent confidence interval: 
 -0.2165811  0.4048061 
sample estimates: 
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mean of the differences  
              0.0941125  
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Appendix J 

Results for the Linear Regression and Correlation Analysis: Chapters 4 – 6 

 

 

 

J.1 Summary of Results 

Table J.1. Summary of results for linear regression analysis assumptions for tooth enamel studied in Chapters 4 and 5, and also 

for the calibration curve tooth enamel samples. ✔ = Assumption met, X = Assumption not met, ~ = Assumption 

Questionable 

  Independence Linearity Equal Variance Normality 

Ba20170608 P3L ✔ ✔ X ✔ 

Ba20170608 P3R ✔ ✔ X ✔ 

Ba20170609 M3L ✔ ✔ X ✔ 

Ba20170609 M3R ✔ ✔ ✔ ✔ 

Ba20170615 M2L ✔ ✔ X ✔ 

Ba20170615 M2R ✔ ✔ ✔ ✔ 

Ba20170617 P3L ✔ ✔ ✔ ✔ 

Ba20170617 P3R ✔ ✔ ✔ ✔ 

Ba20170620 M2L ✔ ✔ ~ ✔ 

Ba20170620 M2R ✔ ✔ ✔ ✔ 

Ba20170623 M1L ✔ ✔ X ✔ 

Ba20170623 M1R ✔ ✔ ✔ ~ 

Ba20170627 M2L ✔ ✔ ✔ ✔ 

Ba20170627 M2R ✔ ✔ ~ ✔ 

Bb20170717 M3L ✔ ✔ ✔ ~ 

Bb20170717 M3R ✔ ✔ X ✔ 

Calibration Curve ✔ ✔ ✔ ✔ 
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J.2 Linear Regression Analysis R Code and Results for Chapter 4 

J.2.1 Sample Ba20170608 P3L 

Table J.2. Data used in CSV File for sample Ba20170608 P3L 

Dose Intensity 

1.2 90.36 

2.2 218.19 

4.4 471.14 

7.6 790.98 

12 1493.98 

0 0.09 

 

J.2.1.1 R Code for Linear Regression Assumptions for sample Ba20170608 P3L 

> PL <- read.csv(file.choose()) 
> str(PL) 
'data.frame': 7 obs. of  2 variables: 
 $ Dose     : num  1.2 2.2 4.4 7.6 12 0 NA 
 $ Intensity: num  90.4 218.2 471.1 791 1494 ... 
> plot(Intensity ~ Dose, data = PL, pch = 15) 
> abline(lm(Intensity ~ Dose, data = PL)) 
> Fit <- lm(Intensity ~ Dose, data = PL) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = PL) 
 
Coefficients: 
(Intercept)         Dose   
     -52.04       123.25   
 
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = PL) 
 
Residuals: 
      1       2       3       4       5       6  
 -5.494  -0.912 -19.109 -93.664  67.043  52.135  
 
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept)  -52.045     38.957  -1.336    0.253     
Dose         123.248      6.328  19.477  4.1e-05 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 64 on 4 degrees of freedom 
  (1 observation deleted due to missingness) 
Multiple R-squared:  0.9896, Adjusted R-squared:  0.987  
F-statistic: 379.3 on 1 and 4 DF,  p-value: 4.097e-05 
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> par(mfrow = c(2, 2)) 
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.2.1.2 Plot Output for Linear Regression Analysis for Sample Ba20170608 P3L 

 
Fig. J.1. Intensity versus irradiation dose for sample Ba20170608 P3L 

 

 
Fig. J.2. R generated plots which were used to verify linear regression assumptions for sample Ba20170608 P3L 

J.2.1.3 R Code for Correlation for sample Ba20170608 P3L 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose Intensity 
1  1.2     90.36 
2  2.2    218.19 
3  4.4    471.14 
4  7.6    790.98 
5 12.0   1493.98 
6  0.0      0.09 
> pairs(InData) 
> cor(InData) 
          Dose Intensity 
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Dose         1        NA 
Intensity   NA         1 
> cor(InData, method = "spearman") 
          Dose Intensity 
Dose         1        NA 
Intensity   NA         1 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 19.477, df = 4, p-value = 4.097e-05 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.9508191 0.9994546 
sample estimates: 
      cor  
0.9947689  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 0, p-value = 0.002778 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
  1  
 

J.2.1.4 Plot Output for Correlation Analysis for sample Ba20170608 P3L 

 
Fig. J.3. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170608 P3L 
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J.2.2 Sample Ba20170608 P3R 

Table J.3. Data used in CSV File for sample Ba20170608 P3R 

Dose Intensity 

1.2 142.14 

2.2 261.75 

4.4 518.28 

7.6 1004.08 

12 1660.32 

0 13.48 

 

J.2.2.1 R Code for Linear Regression Assumptions for sample Ba20170608 P3R 

> PR <- read.csv(file.choose()) 
> str(PR) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  1.2 2.2 4.4 7.6 12 0 
 $ Intensity: num  142 262 518 1004 1660 ... 
> plot(Intensity ~ Dose, data = PR, pch = 15) 
> abline(lm(Intensity ~ Dose, data = PR)) 
> Fit <- lm(Intensity ~ Dose, data = PR) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = PR) 
 
Coefficients: 
(Intercept)         Dose   
     -31.43       138.27   
 
>  
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = PR) 
 
Residuals: 
      1       2       3       4       5       6  
  7.645 -11.016 -58.683 -15.351  32.495  44.911  
 
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept)  -31.431     25.342   -1.24    0.283     
Dose         138.271      4.116   33.59 4.69e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 41.63 on 4 degrees of freedom 
Multiple R-squared:  0.9965, Adjusted R-squared:  0.9956  
F-statistic:  1128 on 1 and 4 DF,  p-value: 4.685e-06 
 
> par(mfrow = c(2, 2)) 
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> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.2.2.2 Plot Output for Linear Regression Analysis for Sample Ba20170608 P3R 

 
Fig. J.4. Intensity versus irradiation dose for sample Ba20170608 P3R 

 
Fig. J.5. R generated plots which were used to verify linear regression assumptions for sample Ba20170608 P3R 

 

J.2.2.3 R Code for Correlation for sample Ba20170608 P3R 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose Intensity 
1  1.2    142.14 
2  2.2    261.75 
3  4.4    518.28 
4  7.6   1004.08 
5 12.0   1660.32 
6  0.0     13.48 
> pairs(InData) 
> cor(InData) 
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               Dose Intensity 
Dose      1.0000000 0.9982321 
Intensity 0.9982321 1.0000000 
>  
> cor(InData, method = "spearman") 
          Dose Intensity 
Dose         1         1 
Intensity    1         1 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 33.59, df = 4, p-value = 4.685e-06 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.9831329 0.9998160 
sample estimates: 
      cor  
0.9982321  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 0, p-value = 0.002778 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
  1  

 

J.2.2.4 Plot Output for Correlation Analysis for sample Ba20170608 P3R 

 
Fig. J.6. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170608 P3R 
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J.2.3 Sample Ba20170609 M3L 

Table J.4. Data used in CSV File for Sample Ba20170609 M3L 

Dose Intensity 

1.2 205.77 

2.2 322.17 

4.4 461.05 

7.6 812.25 

12 1094.31 

0 103.54 

 

J.2.3.1 R Code for Linear Regression Assumptions for sample Ba20170609 M3L 

> ML <- read.csv(file.choose()) 
> str(ML) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  1.2 2.2 4.4 7.6 12 0 
 $ Intensity: num  206 322 461 812 1094 ... 
> plot(Intensity ~ Dose, data = ML, pch = 15) 
> abline(lm(Intensity ~ Dose, data = ML)) 
>  
> Fit <- lm(Intensity ~ Dose, data = ML) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Coefficients: 
(Intercept)         Dose   
     116.14        84.02   
 
>  
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Residuals: 
     1      2      3      4      5      6  
-11.20  21.18 -24.79  57.53 -30.11 -12.60  
 
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept)  116.144     22.704   5.116  0.00691 **  
Dose          84.023      3.688  22.783  2.2e-05 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 37.3 on 4 degrees of freedom 
Multiple R-squared:  0.9924, Adjusted R-squared:  0.9904  
F-statistic: 519.1 on 1 and 4 DF,  p-value: 2.199e-05 
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> par(mfrow = c(2, 2))  
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.2.3.2 Plot Output for Linear Regression Analysis for Sample Ba20170609 M3L 

 
Fig. J.7. Intensity versus irradiation dose for sample Ba20170609 M3L 

 

 
Fig. J.8. R generated plots which were used to verify linear regression assumptions for sample Ba20170609 M3L 

 

J.2.3.3 R Code for Correlation for sample Ba20170609 M3L 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose Intensity 
1  1.2    205.77 
2  2.2    322.17 
3  4.4    461.05 
4  7.6    812.25 
5 12.0   1094.31 
6  0.0    103.54 
> pairs(InData) 
> cor(InData) 
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               Dose Intensity 
Dose      1.0000000 0.9961691 
Intensity 0.9961691 1.0000000 
> cor(InData, method = "spearman") 
          Dose Intensity 
Dose         1         1 
Intensity    1         1 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 22.783, df = 4, p-value = 2.199e-05 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.9637695 0.9996008 
sample estimates: 
      cor  
0.9961691  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 0, p-value = 0.002778 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
  1  

 

J.2.3.4 Plot Output for Correlation Analysis for sample Ba20170609 M3L 

 
Fig. J.9. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170609 M3L 
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J.2.4 Sample Ba20170609 M3R 

Table J.5. Data used in CSV File for sample Ba20170609 M3R 

Dose Intensity 

1.2 192.23 

2.2 317.54 

4.4 608.26 

7.6 886.5 

12 1422.81 

0 103.55 

 

J.2.4.1 R Code for Linear Regression Assumptions for sample Ba20170609 M3R 

> MR <- read.csv(file.choose()) 
> str(MR) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  1.2 2.2 4.4 7.6 12 0 
 $ Intensity: num  192 318 608 886 1423 ... 
> plot(Intensity ~ Dose, data = MR, pch = 15) 
> abline(lm(Intensity ~ Dose, data = MR)) 
>  
> Fit <- lm(Intensity ~ Dose, data = MR) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Coefficients: 
(Intercept)         Dose   
      84.26       110.41   
 
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Residuals: 
     1      2      3      4      5      6  
-24.53  -9.63  38.18 -36.90  13.59  19.29  
 
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept)   84.261     19.419   4.339   0.0123 *   
Dose         110.413      3.154  35.003 3.98e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 31.9 on 4 degrees of freedom 
Multiple R-squared:  0.9967, Adjusted R-squared:  0.9959  
F-statistic:  1225 on 1 and 4 DF,  p-value: 3.975e-06 
 
> par(mfrow = c(2, 2)) 
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> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.2.4.2 Plot Output for Linear Regression Analysis for Sample Ba20170609 M3R 

 
Fig. J.10. Intensity versus irradiation dose for sample Ba20170609 M3R 

 

 
Fig. J.11. R generated plots which were used to verify linear regression assumptions for sample Ba20170609 M3R 

J.2.4.3 R Code for Correlation for sample Ba20170609 M3R 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose Intensity 
1  1.2    192.23 
2  2.2    317.54 
3  4.4    608.26 
4  7.6    886.50 
5 12.0   1422.81 
6  0.0    103.55 
> pairs(InData) 
> cor(InData) 
               Dose Intensity 
Dose      1.0000000 0.9983716 
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Intensity 0.9983716 1.0000000 
> cor(InData, method = "spearman") 
          Dose Intensity 
Dose         1         1 
Intensity    1         1 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 35.003, df = 4, p-value = 3.975e-06 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.9844545 0.9998305 
sample estimates: 
      cor  
0.9983716  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 0, p-value = 0.002778 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
  1  

 

J.2.4.4 Plot Output for Correlation Analysis for sample Ba20170609 M3R 

 
Fig. J.12. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170609 M3R 

 

 



129 

 

J.2.5 Sample Ba20170615 M2L 

Table J.6. Data used in CSV File for sample Ba20170615 M2L 

Dose Intensity 

1.2 104.63 

2.2 204.64 

4.4 365.34 

7.6 736.62 

12 1009.68 

0 16.57 

 

J.2.5.1 R Code for Linear Regression Assumptions for sample Ba20170615 M2L 

> ML <- read.csv(file.choose()) 
> str(ML) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  1.2 2.2 4.4 7.6 12 0 
 $ Intensity: num  105 205 365 737 1010 ... 
> plot(Intensity ~ Dose, data = ML, pch = 15) 
> abline(lm(Intensity ~ Dose, data = ML)) 
>  
> Fit <- lm(Intensity ~ Dose, data = ML) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Coefficients: 
(Intercept)         Dose   
      14.81        85.72   
 
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Residuals: 
      1       2       3       4       5       6  
-13.036   1.257 -26.620  70.365 -33.730   1.765  
 
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept)   14.805     25.415   0.583    0.591     
Dose          85.717      4.128  20.763 3.18e-05 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 41.75 on 4 degrees of freedom 
Multiple R-squared:  0.9908, Adjusted R-squared:  0.9885  
F-statistic: 431.1 on 1 and 4 DF,  p-value: 3.179e-05 
 
> par(mfrow = c(2, 2)) 
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> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.2.5.2 Plot Output for Linear Regression Analysis for Sample Ba20170615 M2L 

 
Fig. J.13. Intensity versus irradiation dose for sample Ba20170615 M2L 

 

 
Fig. J.14. R generated plots which were used to verify linear regression assumptions for sample Ba20170615 M2L 

 

J.2.5.3 R Code for Correlation for sample Ba20170615 M2L 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose Intensity 
1  1.2    104.63 
2  2.2    204.64 
3  4.4    365.34 
4  7.6    736.62 
5 12.0   1009.68 
6  0.0     16.57 
> pairs(InData) 
> cor(InData) 
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               Dose Intensity 
Dose      1.0000000 0.9953928 
Intensity 0.9953928 1.0000000 
> cor(InData, method = "spearman") 
          Dose Intensity 
Dose         1         1 
Intensity    1         1 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 20.763, df = 4, p-value = 3.179e-05 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.9565705 0.9995198 
sample estimates: 
      cor  
0.9953928  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 0, p-value = 0.002778 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
  1  

 

J.2.5.4 Plot Output for Correlation Analysis for sample Ba20170615 M2L 

 
Fig. J.15. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170615 M2L 
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J.2.6 Sample Ba20170615 M2R 

Table J.7. Data used in CSV File for sample Ba20170615 M2R  

Dose Intensity 

1.2 46.11 

2.2 85.79 

4.4 183.35 

7.6 306.19 

12 456.51 

0 38.4 

 

J.2.6.1 R Code for Linear Regression Assumptions for sample Ba20170615 M2R 

> MR <- read.csv(file.choose()) 
> str(MR) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  1.2 2.2 4.4 7.6 12 0 
 $ Intensity: num  46.1 85.8 183.3 306.2 456.5 ... 
> plot(Intensity ~ Dose, data = MR, pch = 15) 
> abline(lm(Intensity ~ Dose, data = MR)) 
> Fit <- lm(Intensity ~ Dose, data = MR) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Coefficients: 
(Intercept)         Dose   
      18.26        36.74   
 
>  
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Residuals: 
      1       2       3       4       5       6  
-16.242 -13.307   3.416   8.674  -2.682  20.141  
 
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept)   18.259      9.335   1.956    0.122     
Dose          36.744      1.516  24.232 1.72e-05 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 15.33 on 4 degrees of freedom 
Multiple R-squared:  0.9932, Adjusted R-squared:  0.9915  
F-statistic: 587.2 on 1 and 4 DF,  p-value: 1.721e-05 
 
> par(mfrow = c(2, 2)) 
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> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.2.6.2 Plot Output for Linear Regression Analysis for Sample Ba20170615 M2R 

 
Fig. J.16. Intensity versus irradiation dose for sample Ba20170615 M2R 

 

 
Fig. J.17. R generated plots which were used to verify linear regression assumptions for sample Ba20170615 M2R 

J.2.6.3 R Code for Correlation for sample Ba20170615 M2R 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose Intensity 
1  1.2     46.11 
2  2.2     85.79 
3  4.4    183.35 
4  7.6    306.19 
5 12.0    456.51 
6  0.0     38.40 
> pairs(InData) 
> cor(InData) 
               Dose Intensity 
Dose      1.0000000 0.9966113 
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Intensity 0.9966113 1.0000000 
> cor(InData, method = "spearman") 
          Dose Intensity 
Dose         1         1 
Intensity    1         1 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 24.232, df = 4, p-value = 1.721e-05 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.9678914 0.9996470 
sample estimates: 
      cor  
0.9966113  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 0, p-value = 0.002778 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
  1  

 

J.2.6.4 Plot Output for Correlation Analysis for sample Ba20170615 M2R 

 
Fig. J.18. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170615 M2R 
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J.2.7 Sample Ba20170617 P3L 

Table J.8. Data used in CSV File for sample Ba20170617 P3L 

Dose Intensity 

1.2 169.41 

2.2 320.17 

4.4 600.93 

7.6 1046.79 

0 15.6 

 

J.2.7.1 R Code for Linear Regression Assumptions for sample Ba20170617 P3L 

> PL <- read.csv(file.choose()) 
> str(PL) 
'data.frame': 5 obs. of  2 variables: 
 $ Dose     : num  1.2 2.2 4.4 7.6 0 
 $ Intensity: num  169.4 320.2 600.9 1046.8 15.6 
> plot(Intensity ~ Dose, data = PL, pch = 15) 
> abline(lm(Intensity ~ Dose, data = PL)) 
> Fit <- lm(Intensity ~ Dose, data = PL) 
> Fit 
Call: 
lm(formula = Intensity ~ Dose, data = PL) 
 
Coefficients: 
(Intercept)         Dose   
       13.0        135.6   
 
>  
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = PL) 
 
Residuals: 
     1      2      3      4      5  
-6.285  8.898 -8.612  3.402  2.597  
 
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept)   13.003      5.713   2.276    0.107     
Dose         135.577      1.399  96.918 2.42e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 8.39 on 3 degrees of freedom 
Multiple R-squared:  0.9997, Adjusted R-squared:  0.9996  
F-statistic:  9393 on 1 and 3 DF,  p-value: 2.422e-06 
 
> par(mfrow = c(2, 2)) 
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
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> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.2.7.2 Plot Output for Linear Regression Analysis for Sample Ba20170617 P3L 

 
Fig. J.19. Intensity versus irradiation dose for sample Ba20170617 P3L 

 
Fig. J.20. R generated plots which were used to verify linear regression assumptions for sample Ba20170617 P3L 

 

J.2.7.3 R Code for Correlation for sample Ba20170617 P3L 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose Intensity 
1  1.2    169.41 
2  2.2    320.17 
3  4.4    600.93 
4  7.6   1046.79 
5  0.0     15.60 
> pairs(InData) 
> cor(InData) 
               Dose Intensity 
Dose      1.0000000 0.9998403 
Intensity 0.9998403 1.0000000 
> cor(InData, method = "spearman") 
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          Dose Intensity 
Dose         1         1 
Intensity    1         1 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 96.918, df = 3, p-value = 2.422e-06 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.9974506 0.9999900 
sample estimates: 
      cor  
0.9998403  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 4.4409e-15, p-value = 0.01667 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
  1  

 

J.2.7.4 Plot Output for Correlation Analysis for sample Ba20170617 P3L 

 
Fig. J.21. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170617 P3L 

 

 



138 

 

J.2.8 Sample Ba20170617 P3R 

Table J.9. Data used in CSV File for sample Ba20170617 P3R 

Dose Intensity 

1.2 137.25 

2.2 278.52 

4.4 485.21 

7.6 911.29 

12 1594.76 

0 4.39 

 

J.2.8.1 R Code for Linear Regression Assumptions for sample Ba20170617 P3R 

> PR <- read.csv(file.choose()) 
> str(PR) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  1.2 2.2 4.4 7.6 12 0 
 $ Intensity: num  137 279 485 911 1595 ... 
> plot(Intensity ~ Dose, data = PR, pch = 15) 
> abline(lm(Intensity ~ Dose, data = PR)) 
>  
> Fit <- lm(Intensity ~ Dose, data = PR) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = PR) 
 
Coefficients: 
(Intercept)         Dose   
      -29.6        131.0   
 
>  
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = PR) 
 
Residuals: 
      1       2       3       4       5       6  
  9.669  19.952 -61.529 -54.607  52.520  33.994  
 
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept)  -29.604     32.174   -0.92     0.41     
Dose         130.987      5.226   25.06  1.5e-05 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 52.85 on 4 degrees of freedom 
Multiple R-squared:  0.9937, Adjusted R-squared:  0.9921  
F-statistic: 628.2 on 1 and 4 DF,  p-value: 1.504e-05 
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> par(mfrow = c(2, 2))  
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.2.8.2 Plot Output for Linear Regression Analysis for Sample Ba20170617 P3R 

 
Fig. J.22. Intensity versus irradiation dose for sample Ba20170617 P3R 

 

 
Fig. J.23. R generated plots which were used to verify linear regression assumptions for sample Ba20170617 P3R 

J.2.8.3 R Code for Correlation for sample Ba20170617 P3R 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose Intensity 
1  1.2    137.25 
2  2.2    278.52 
3  4.4    485.21 
4  7.6    911.29 
5 12.0   1594.76 
6  0.0      4.39 
> pairs(InData) 
> cor(InData) 
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               Dose Intensity 
Dose      1.0000000 0.9968314 
Intensity 0.9968314 1.0000000 
> cor(InData, method = "spearman") 
          Dose Intensity 
Dose         1         1 
Intensity    1         1 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 25.064, df = 4, p-value = 1.504e-05 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.9699489 0.9996699 
sample estimates: 
      cor  
0.9968314  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 0, p-value = 0.002778 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
  1  

 

J.2.8.4 Plot Output for Correlation Analysis for sample Ba20170617 P3R 

 
Fig. J.24. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170617 P3R 

 

 



141 

 

J.3 Linear Regression Analysis R Code and Results for Chapter 5 

J.3.1 Sample Ba20170620 M2L 

Table J.10. Data used in CSV File for sample Ba20170620 M2L 

Dose Intensity 

0.25 2.80E-07 

0.5 4.23E-07 

0.75 3.72E-07 

1 7.36E-07 

2 1.75E-06 

0 2.18E-07 

 

J.3.1.1 R Code for Linear Regression Assumptions for sample Ba20170620 M2L 

> ML <- read.csv(file.choose()) 
> str(ML) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  0.25 0.5 0.75 1 2 0 
 $ Intensity: num  2.80e-07 4.23e-07 3.72e-07 7.36e-07 1.75e-06 2.18e-07 
> plot(Intensity ~ Dose, data = ML, pch = 15) 
> abline(lm(Intensity ~ Dose, data = ML)) 
>  
> Fit <- lm(Intensity ~ Dose, data = ML) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Coefficients: 
(Intercept)         Dose   
  4.116e-08    7.849e-07   
 
>  
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Residuals: 
         1          2          3          4          5  
 4.262e-08 -1.061e-08 -2.578e-07 -9.006e-08  1.390e-07  
         6  
 1.768e-07  
 
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)    
(Intercept) 4.116e-08  1.116e-07   0.369  0.73089    
Dose        7.849e-07  1.128e-07   6.961  0.00224 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
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Residual standard error: 1.783e-07 on 4 degrees of freedom 
Multiple R-squared:  0.9238, Adjusted R-squared:  0.9047  
F-statistic: 48.46 on 1 and 4 DF,  p-value: 0.002238 
 
> par(mfrow = c(2, 2))  
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.3.1.2 Plot Output for Linear Regression Analysis for Sample Ba20170620 M2L 

 
Fig. J.25. Intensity versus irradiation dose for sample Ba20170620 M2L 

 

 
Fig. J.26 R generated plots which were used to verify linear regression assumptions for sample Ba20170620 M2L 

 

J.3.1.3 R Code for Correlation for sample Ba20170620 M2L 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose Intensity 
1 0.25  2.80e-07 
2 0.50  4.23e-07 
3 0.75  3.72e-07 
4 1.00  7.36e-07 
5 2.00  1.75e-06 
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6 0.00  2.18e-07 
> pairs(InData) 
> cor(InData) 
               Dose Intensity 
Dose      1.0000000 0.9611217 
Intensity 0.9611217 1.0000000 
> cor(InData, method = "spearman") 
               Dose Intensity 
Dose      1.0000000 0.9428571 
Intensity 0.9428571 1.0000000 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 6.9615, df = 4, p-value = 0.002238 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.6798485 0.9958842 
sample estimates: 
      cor  
0.9611217  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 2, p-value = 0.01667 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
      rho  
0.9428571  

J.3.1.4 Plot Output for Correlation Analysis for sample Ba20170620 M2L 

 
Fig. J.27. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170620 M2L 
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J.3.2 Sample Ba20170620 M2R 

Table J.11. Data used in CSV File for sample Ba20170620 M2R 

Dose Intensity 

0.25 4.64E-07 

0.5 6.16E-07 

0.75 1.48E-06 

1 1.34E-06 

2 2.95E-06 

0 9.59E-07 

 

J.3.2.1 R Code for Linear Regression Assumptions for sample Ba20170620 M2R 

> MR <- read.csv(file.choose()) 
> str(MR) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  0.25 0.5 0.75 1 2 0 
 $ Intensity: num  4.64e-07 6.16e-07 1.48e-06 1.34e-06 2.95e-06 ... 
> plot(Intensity ~ Dose, data = MR, pch = 15) 
> abline(lm(Intensity ~ Dose, data = MR)) 
> Fit <- lm(Intensity ~ Dose, data = MR) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Coefficients: 
(Intercept)         Dose   
  4.261e-07    1.167e-06   
 
>  
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Residuals: 
         1          2          3          4          5  
-2.540e-07 -3.938e-07  1.783e-07 -2.535e-07  1.901e-07  
         6  
 5.329e-07  
 
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)    
(Intercept) 4.261e-07  2.495e-07   1.708  0.16285    
Dose        1.167e-06  2.521e-07   4.630  0.00981 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 3.987e-07 on 4 degrees of freedom 
Multiple R-squared:  0.8427, Adjusted R-squared:  0.8034  
F-statistic: 21.44 on 1 and 4 DF,  p-value: 0.009808 
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> par(mfrow = c(2, 2)) 
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.3.2.2 Plot Output for Linear Regression Analysis for Sample Ba20170620 M2R 

 
Fig. J.28 Intensity versus irradiation dose for sample Ba20170620 M2R 

 

 
Fig. J.29 R generated plots which were used to verify linear regression assumptions for sample Ba20170620 M2R 

J.3.2.3 R Code for Correlation for sample Ba20170620 M2R 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose Intensity 
1 0.25 4.640e-07 
2 0.50 6.160e-07 
3 0.75 1.480e-06 
4 1.00 1.340e-06 
5 2.00 2.951e-06 
6 0.00 9.590e-07 
> pairs(InData) 
> cor(InData) 
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               Dose Intensity 
Dose      1.0000000 0.9180105 
Intensity 0.9180105 1.0000000 
> cor(InData, method = "spearman") 
               Dose Intensity 
Dose      1.0000000 0.7714286 
Intensity 0.7714286 1.0000000 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 4.6299, df = 4, p-value = 0.009808 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.4174834 0.9911462 
sample estimates: 
      cor  
0.9180105  
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 8, p-value = 0.1028 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
      rho  
0.7714286  

 

J.3.2.4 Plot Output for Correlation Analysis for sample Ba20170620 M2R 

 
Fig. J.30. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170620 M2R 
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J.3.3 Sample Bb20170623 M1L 

Table J.12. Data used in CSV File for Sample Bb20170623 M1L 

Dose Intensity 

0.25 2.60E-07 

0.5 3.46E-07 

0.75 4.52E-07 

1 4.05E-07 

0 1.99E-07 

 

J.3.3.1 R Code for Linear Regression Assumptions for sample Bb20170623 M1L 

> ML <- read.csv(file.choose()) 
> str(ML) 
'data.frame': 5 obs. of  2 variables: 
 $ Dose     : num  0.25 0.5 0.75 1 0 
 $ Intensity: num  2.60e-07 3.46e-07 4.51e-07 4.04e-07 1.99e-07 
> plot(Intensity ~ Dose, data = ML, pch = 15) 
> abline(lm(Intensity ~ Dose, data = ML)) 
>  
> Fit <- lm(Intensity ~ Dose, data = ML) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Coefficients: 
(Intercept)         Dose   
  2.116e-07    2.412e-07   
 
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Residuals: 
         1          2          3          4          5  
-1.155e-08  1.392e-08  5.899e-08 -4.831e-08 -1.305e-08  
 
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)    
(Intercept) 2.116e-07  3.553e-08   5.956  0.00946 ** 
Dose        2.412e-07  5.802e-08   4.157  0.02530 *  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 4.587e-08 on 3 degrees of freedom 
Multiple R-squared:  0.8521, Adjusted R-squared:  0.8028  
F-statistic: 17.28 on 1 and 3 DF,  p-value: 0.0253 
 
> par(mfrow = c(2, 2)) 



148 

 

> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

J.3.3.2 Plot Output for Linear Regression Analysis for Sample Bb20170623 M1L 

 
Fig. J.31. Intensity versus irradiation dose for sample Bb20170623 M1L 

 

 
Fig. J.32. R generated plots which were used to verify linear regression assumptions for sample Bb20170623 M1L 

 

J.3.3.3 R Code for Correlation for sample Bb20170623 M1L 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose   Intensity 
1 0.25 2.60367e-07 
2 0.50 3.46133e-07 
3 0.75 4.51500e-07 
4 1.00 4.04500e-07 
5 0.00 1.98567e-07 
> pairs(InData) 
> cor(InData) 
               Dose Intensity 
Dose      1.0000000 0.9230958 
Intensity 0.9230958 1.0000000 
> cor(InData, method = "spearman") 
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          Dose Intensity 
Dose       1.0       0.9 
Intensity  0.9       1.0 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 4.1575, df = 3, p-value = 0.0253 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.2200056 0.9950099 
sample estimates: 
      cor  
0.9230958  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 2, p-value = 0.08333 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
0.9  

 

J.3.3.4 Plot Output for Correlation Analysis for sample Bb20170623 M1L 

 
Fig. J.33. R generated plot showing the correlation between irradiation dose and intensity for sample Bb20170623 M1L 
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J.3.4 Sample Bb20170623 M1R 

Table J.13. Data used in CSV File for Sample Bb20170623 M1R 

Dose Intensity 

0.25 4.06E-07 

0.5 5.06E-07 

0.75 5.69E-07 

1 5.86E-07 

0 2.69E-07 

 

J.3.4.1 R Code for Linear Regression Assumptions for sample Bb20170623 M1R 

> MR <- read.csv(file.choose()) 
> str(MR) 
'data.frame': 5 obs. of  2 variables: 
 $ Dose     : num  0.25 0.5 0.75 1 0 
 $ Intensity: num  4.06e-07 5.06e-07 5.69e-07 5.86e-07 2.69e-07 
> plot(Intensity ~ Dose, data = MR, pch = 15) 
> abline(lm(Intensity ~ Dose, data = MR)) 
> Fit <- lm(Intensity ~ Dose, data = MR) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Coefficients: 
(Intercept)         Dose   
  3.078e-07    3.188e-07   
 
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Residuals: 
         1          2          3          4          5  
 1.805e-08  3.859e-08  2.207e-08 -4.036e-08 -3.835e-08  
 
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)    
(Intercept) 3.078e-07  3.287e-08   9.364  0.00258 ** 
Dose        3.188e-07  5.368e-08   5.939  0.00954 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 4.244e-08 on 3 degrees of freedom 
Multiple R-squared:  0.9216, Adjusted R-squared:  0.8955  
F-statistic: 35.27 on 1 and 3 DF,  p-value: 0.009544 
 
> par(mfrow = c(2, 2)) 
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 
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J.3.4.2 Plot Output for Linear Regression Analysis for Sample Bb20170623 M1R 

 
Fig. J.34. Intensity versus irradiation dose for sample Bb20170623 M1R 

 

 
Fig. J.35. R generated plots which were used to verify linear regression assumptions for sample Bb20170623 M1R 

 

J.3.4.3 R Code for Correlation for sample Bb20170623 M1R 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose   Intensity 
1 0.25 4.05533e-07 
2 0.50 5.05767e-07 
3 0.75 5.68933e-07 
4 1.00 5.86200e-07 
5 0.00 2.69433e-07 
> pairs(InData) 
> cor(InData) 
               Dose Intensity 
Dose      1.0000000 0.9600039 
Intensity 0.9600039 1.0000000 
> cor(InData, method = "spearman") 
          Dose Intensity 
Dose         1         1 
Intensity    1         1 
> cor.test(InData$Dose, InData$Intensity) 
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 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 5.9388, df = 3, p-value = 0.009544 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.5080187 0.9974505 
sample estimates: 
      cor  
0.9600039  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 4.4409e-15, p-value = 0.01667 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
  1  

 

J.3.4.4 Plot Output for Correlation Analysis for sample Bb20170623 M1R 

 
Fig. J.36. R generated plot showing the correlation between irradiation dose and intensity for sample Bb20170623 M1R 
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J.3.5 Sample Ba20170627 M2L 

Table J.14. Data used in CSV File for Sample Ba20170627 M2L 

Dose Intensity 

0.25 6.98E-07 

0.5 9.05E-07 

0.75 1.12E-06 

1 1.23E-06 

2 2.01E-06 

0 5.66E-07 

 

J.3.5.1 R Code for Linear Regression Assumptions for sample Ba20170627 M2L 

> ML <- read.csv(file.choose()) 
> str(ML) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  0.25 0.5 0.75 1 2 0 
 $ Intensity: num  6.98e-07 9.05e-07 1.12e-06 1.23e-06 2.01e-06 ... 
> plot(Intensity ~ Dose, data = ML, pch = 15) 
> abline(lm(Intensity ~ Dose, data = ML)) 
>  
> Fit <- lm(Intensity ~ Dose, data = ML) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Coefficients: 
(Intercept)         Dose   
  5.414e-07    7.303e-07   
 
>  
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Residuals: 
         1          2          3          4          5  
-2.600e-08 -1.719e-09  2.919e-08 -3.705e-08  1.126e-08  
         6  
 2.432e-08  
 
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)     
(Intercept) 5.414e-07  1.883e-08   28.75 8.72e-06 *** 
Dose        7.304e-07  1.903e-08   38.37 2.75e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 3.009e-08 on 4 degrees of freedom 
Multiple R-squared:  0.9973, Adjusted R-squared:  0.9966  
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F-statistic:  1473 on 1 and 4 DF,  p-value: 2.755e-06 
 
> par(mfrow = c(2, 2)) 
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 
 

J.3.5.2 Plot Output for Linear Regression Analysis for Sample Ba20170627 M2L 

 
Fig. J.37. Intensity versus irradiation dose for sample Ba20170627 M2L 

 

 
Fig. J.38. R generated plots which were used to verify linear regression assumptions for sample Ba20170627 M2L 

J.3.5.3 R Code for Correlation for sample Ba20170627 M2L 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose   Intensity 
1 0.25 6.97967e-07 
2 0.50 9.04833e-07 
3 0.75 1.11833e-06 
4 1.00 1.23467e-06 
5 2.00 2.01333e-06 
6 0.00 5.65700e-07 
> pairs(InData) 
> cor(InData) 
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               Dose Intensity 
Dose      1.0000000 0.9986446 
Intensity 0.9986446 1.0000000 
> cor(InData, method = "spearman") 
          Dose Intensity 
Dose         1         1 
Intensity    1         1 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 38.374, df = 4, p-value = 2.755e-06 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.9870450 0.9998589 
sample estimates: 
      cor  
0.9986446  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 0, p-value = 0.002778 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
  1  

 

J.3.5.4 Plot Output for Correlation Analysis for sample Ba20170627 M2L 

 
Fig. J.39. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170627 M2L 
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J.3.6 Sample Ba20170627 M2R 

Table J.15. Data used in CSV File for Sample Ba20170627 M2R 

Dose Intensity 

0.25 4.63E-07 

0.5 6.94E-07 

0.75 8.31E-07 

1 1.08E-06 

2 1.87E-06 

0 4.13E-07 

 

J.3.6.1 R Code for Linear Regression Assumptions for sample Ba20170627 M2R 

> MR <- read.csv(file.choose()) 
> str(MR) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  0.25 0.5 0.75 1 2 0 
 $ Intensity: num  4.63e-07 6.94e-07 8.31e-07 1.08e-06 1.87e-06 ... 
> plot(Intensity ~ Dose, data = MR, pch = 15) 
> abline(lm(Intensity ~ Dose, data = MR)) 
>  
> Fit <- lm(Intensity ~ Dose, data = MR) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Coefficients: 
(Intercept)         Dose   
  3.233e-07    7.582e-07   
 
>  
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Residuals: 
         1          2          3          4          5  
-4.968e-08 -8.072e-09 -6.107e-08 -4.858e-09  3.356e-08  
         6  
 9.012e-08  
 
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)     
(Intercept) 3.233e-07  3.900e-08   8.289  0.00116 **  
Dose        7.583e-07  3.941e-08  19.239  4.3e-05 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 6.232e-08 on 4 degrees of freedom 
Multiple R-squared:  0.9893, Adjusted R-squared:  0.9866  
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F-statistic: 370.1 on 1 and 4 DF,  p-value: 4.302e-05 
 
> par(mfrow = c(2, 2)) 
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.3.6.2 Plot Output for Linear Regression Analysis for Sample Ba20170627 M2R 

 
Fig. J.40. Intensity versus irradiation dose for sample Ba20170627 M2R 

 

 
Fig. J.41. R generated plots which were used to verify linear regression assumptions for sample Ba20170627 M2R 

J.3.6.3 R Code for Correlation for sample Ba20170627 M2R 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose   Intensity 
1 0.25 4.63167e-07 
2 0.50 6.94333e-07 
3 0.75 8.30900e-07 
4 1.00 1.07667e-06 
5 2.00 1.87333e-06 
6 0.00 4.13400e-07 
> pairs(InData) 
> cor(InData) 
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               Dose Intensity 
Dose      1.0000000 0.9946401 
Intensity 0.9946401 1.0000000 
> cor(InData, method = "spearman") 
          Dose Intensity 
Dose         1         1 
Intensity    1         1 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 19.239, df = 4, p-value = 4.302e-05 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.9496347 0.9994411 
sample estimates: 
      cor  
0.9946401  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 0, p-value = 0.002778 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
rho  
  1  

 

J.3.6.4 Plot Output for Correlation Analysis for sample Ba20170627 M2R 

 
Fig. J.42. R generated plot showing the correlation between irradiation dose and intensity for sample Ba20170627 M2R 
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J.3.7 Sample Bb20170717 M3L 

Table J.16. Data used in CSV File for Sample Bb20170717 M3L 

Dose Intensity 

0.25 9.57E-07 

0.5 1.08E-06 

0.75 7.37E-07 

1 8.76E-07 

2 1.87E-06 

0 4.38E-07 

 

J.3.7.1 R Code for Linear Regression Assumptions for sample Bb20170717 M3L 

> ML <- read.csv(file.choose()) 
> str(ML) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  0.25 0.5 0.75 1 2 0 
 $ Intensity: num  9.57e-07 1.08e-06 7.37e-07 8.76e-07 1.87e-06 ... 
> plot(Intensity ~ Dose, data = ML, pch = 15) 
> abline(lm(Intensity ~ Dose, data = ML)) 
> Fit <- lm(Intensity ~ Dose, data = ML) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Coefficients: 
(Intercept)         Dose   
  5.504e-07    5.893e-07   
 
>  
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = ML) 
 
Residuals: 
         1          2          3          4          5  
 2.597e-07  2.362e-07 -2.554e-07 -2.640e-07  1.363e-07  
         6  
-1.128e-07  
 
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)   
(Intercept) 5.504e-07  1.684e-07   3.269   0.0308 * 
Dose        5.893e-07  1.701e-07   3.464   0.0257 * 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 2.69e-07 on 4 degrees of freedom 
Multiple R-squared:   0.75, Adjusted R-squared:  0.6874  
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F-statistic:    12 on 1 and 4 DF,  p-value: 0.02573 
 
> par(mfrow = c(2, 2)) 
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 
 

J.3.7.2 Plot Output for Linear Regression Analysis for Sample Bb20170717 M3L 

 
Fig. J.43. Intensity versus irradiation dose for sample Bb20170717 M3L 

 

 
Fig. J.44 R generated plots which were used to verify linear regression assumptions for sample Bb20170717 M3L 

J.3.7.3 R Code for Correlation for sample Bb20170717 M3L 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose   Intensity 
1 0.25 9.57433e-07 
2 0.50 1.08133e-06 
3 0.75 7.36997e-07 
4 1.00 8.75700e-07 
5 2.00 1.86533e-06 
6 0.00 4.37667e-07 
> pairs(InData) 
> cor(InData) 
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               Dose Intensity 
Dose      1.0000000 0.8659975 
Intensity 0.8659975 1.0000000 
> cor(InData, method = "spearman") 
               Dose Intensity 
Dose      1.0000000 0.5428571 
Intensity 0.5428571 1.0000000 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 3.4637, df = 4, p-value = 0.02573 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.1831698 0.9851708 
sample estimates: 
      cor  
0.8659975  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 16, p-value = 0.2972 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
      rho  
0.5428571  

 

J.3.7.4 Plot Output for Correlation Analysis for sample Bb20170717 M3L 

 
Fig. J.45. R generated plot showing the correlation between irradiation dose and intensity for sample Bb20170717 M3L 
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J.3.8 Sample Bb20170717 M3R 

Table J.17. Data used in CSV File for Sample Bb20170717 M3R 

Dose Intensity 

0.25 5.64E-07 

0.5 6.67E-07 

0.75 1.06E-06 

1 8.80E-07 

2 2.28E-06 

0 4.18E-07 

 

J.3.8.1 R Code for Linear Regression Assumptions for sample Bb20170717 M3R 

> MR <- read.csv(file.choose()) 
> str(MR) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  0.25 0.5 0.75 1 2 0 
 $ Intensity: num  5.64e-07 6.67e-07 1.06e-06 8.80e-07 2.28e-06 ... 
> plot(Intensity ~ Dose, data = MR, pch = 15) 
> abline(lm(Intensity ~ Dose, data = MR)) 
>  
> Fit <- lm(Intensity ~ Dose, data = MR) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Coefficients: 
(Intercept)         Dose   
  2.865e-07    9.226e-07   
 
>  
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = MR) 
 
Residuals: 
         1          2          3          4          5  
 4.654e-08 -8.078e-08  8.356e-08 -3.287e-07  1.474e-07  
         6  
 1.320e-07  
 
Coefficients: 
             Estimate Std. Error t value Pr(>|t|)    
(Intercept) 2.865e-07  1.263e-07   2.268  0.08591 .  
Dose        9.226e-07  1.276e-07   7.228  0.00194 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 2.018e-07 on 4 degrees of freedom 
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Multiple R-squared:  0.9289, Adjusted R-squared:  0.9111  
F-statistic: 52.25 on 1 and 4 DF,  p-value: 0.001943 
 
> par(mfrow = c(2, 2)) 
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 

 

J.3.8.2 Plot Output for Linear Regression Analysis for Sample Bb20170717 M3R 

 
Fig. J.46. Intensity versus irradiation dose for sample Bb20170717 M3R 

 

 
Fig. J.47. R generated plots which were used to verify linear regression assumptions for sample Bb20170717 M3R 

 

J.3.8.3 R Code for Correlation for sample Bb20170717 M3R 

> InData <- read.csv(file.choose()) 
> head(InData) 
  Dose   Intensity 
1 0.25 5.63633e-07 
2 0.50 6.66950e-07 
3 0.75 1.06193e-06 
4 1.00 8.80267e-07 
5 2.00 2.27900e-06 
6 0.00 4.18467e-07 
> pairs(InData) 
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> cor(InData) 
               Dose Intensity 
Dose      1.0000000 0.9637857 
Intensity 0.9637857 1.0000000 
> cor(InData, method = "spearman") 
               Dose Intensity 
Dose      1.0000000 0.9428571 
Intensity 0.9428571 1.0000000 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 7.2281, df = 4, p-value = 0.001943 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.6988255 0.9961709 
sample estimates: 
      cor  
0.9637857  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 2, p-value = 0.01667 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
      rho  
0.9428571  

 

J.3.8.4 Plot Output for Correlation Analysis for sample Bb20170717 M3R 

 
Fig. J.48. R generated plot showing the correlation between irradiation dose and intensity for sample Bb20170717 M3R 
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J.4 Linear Regression Analysis R Code and Results for Chapter 6 

J.4.1 Adjusted Calibration Curve: 

Table J.18. Data used in CSV File for the adjusted calibration curve samples 

Dose Intensity 

0.583 5.93E-07 

0.833 6.29E-07 

1.083 1.41E-06 

1.333 8.69E-07 

2.333 2.21E-06 

0.333 2.52E-07 

 

J.4.1.1 R Code for Linear Regression Assumptions for the Adjusted Calibration Curve Samples  

> CCLRA <- read.csv(file.choose()) 
> str(CCLRA) 
'data.frame': 6 obs. of  2 variables: 
 $ Dose     : num  0.583 0.833 1.083 1.333 2.333 ... 
 $ Intensity: num  5.93e-07 6.29e-07 1.41e-06 8.69e-07 2.21e-06 ... 
> plot(Intensity ~ Dose, data = CCLRA, pch = 15) 
> abline(lm(Intensity ~ Dose, data = CCLRA)) 
> Fit <- lm(Intensity ~ Dose, data = CCLRA) 
> Fit 
 
Call: 
lm(formula = Intensity ~ Dose, data = CCLRA) 
 
Coefficients: 
(Intercept)         Dose   
 -1.659e-08    9.323e-07   
 
> summary(Fit) 
 
Call: 
lm(formula = Intensity ~ Dose, data = CCLRA) 
 
Residuals: 
         1          2          3          4          5  
 6.650e-08 -1.309e-07  4.166e-07 -3.574e-07  4.688e-08  
         6  
-4.166e-08  
 
Coefficients: 
              Estimate Std. Error t value Pr(>|t|)    
(Intercept) -1.659e-08  2.279e-07  -0.073  0.94547    
Dose         9.323e-07  1.808e-07   5.158  0.00671 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 2.858e-07 on 4 degrees of freedom 
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Multiple R-squared:  0.8693, Adjusted R-squared:  0.8366  
F-statistic:  26.6 on 1 and 4 DF,  p-value: 0.006709 
 
> par(mfrow = c(2, 2)) 
> plot(residuals(Fit) ~ fitted(Fit), xlab = "Fitted Values", ylab = 
"Residuals", main = "Residuals vs Fitted"); abline(h = 0) 
> qqnorm(residuals(Fit)); qqline(residuals(Fit)) 
 

J.4.1.2 Plot Output for Linear Regression Analysis for the Adjusted Calibration Curve Samples 

 
Fig. J.49. Intensity versus irradiation dose for the adjusted calibration curve samples 

 
Fig. J.50. R generated plots which were used to verify linear regression assumptions for the adjusted calibration curve samples 

J.4.1.3 R Code for Correlation for the Adjusted Calibration Curve Samples 

> InData <- read.csv(file.choose()) 
> head(InData) 
   Dose   Intensity 
1 0.583 5.93433e-07 
2 0.833 6.29067e-07 
3 1.083 1.40967e-06 
4 1.333 8.68800e-07 
5 2.333 2.20533e-06 
6 0.333 2.52200e-07 
> pairs(InData) 
> cor(InData) 
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               Dose Intensity 
Dose      1.0000000 0.9323534 
Intensity 0.9323534 1.0000000 
> cor(InData, method = "spearman") 
               Dose Intensity 
Dose      1.0000000 0.9428571 
Intensity 0.9428571 1.0000000 
> cor.test(InData$Dose, InData$Intensity) 
 
 Pearson's product-moment correlation 
 
data:  InData$Dose and InData$Intensity 
t = 5.1576, df = 4, p-value = 0.006709 
alternative hypothesis: true correlation is not equal to 0 
95 percent confidence interval: 
 0.4963962 0.9927435 
sample estimates: 
      cor  
0.9323534  
 
> cor.test(InData$Dose, InData$Intensity, method = "spearman") 
 
 Spearman's rank correlation rho 
 
data:  InData$Dose and InData$Intensity 
S = 2, p-value = 0.01667 
alternative hypothesis: true rho is not equal to 0 
sample estimates: 
      rho  
0.9428571  
 

J.4.1.4 Plot Output for Correlation Analysis for the Adjusted Calibration Curve Samples 

  
Fig. J.51. R generated plot showing the correlation between irradiation dose and intensity for the adjusted calibration curve 

samples 
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Appendix K 

EPR Spectra of samples: Chapters 4 – 6 

 

 

 
a) 

 
b) 

 
Fig. K.1. EPR spectra of samples Ba20170608 P3L a) and Ba20170608 P3R b) showing the RIS for aliquots that were irradiated in 

the laboratory as well as the unirradiated aliquot. 
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a) 

 
b)  

 
Fig. K.2. EPR spectra of samples Ba20170609 M3L a) and Ba20170609 M3R b) showing the RIS for aliquots that were irradiated 

in the laboratory as well as the unirradiated aliquot. 
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a) 

 
b)  

 
Fig. K.3. EPR spectra of samples Ba20170615 M2L a) and Ba20170615 M2R b) showing the RIS for aliquots that were irradiated 

in the laboratory as well as the unirradiated aliquot. 
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a) 

 
 

b)  

 
Fig. K.4. EPR spectra of samples Ba20170617 P3L a) and Ba20170617 P3R b) showing the RIS for aliquots that were irradiated in 

the laboratory as well as the unirradiated aliquot. 
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a) 

 

b) 

  

Fig.  K.5. EPR spectra of samples Ba20170620 M2L a) and Ba20170620 M2R b) for the unirradiated aliquot in addition to the 

laboratory irradiated aliquots. 
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a) 

 

b)  

 

Fig. K.6. EPR spectra of samples Bb20170623 M1L a) and Bb20170623 M1R b) for the unirradiated aliquot in addition to the 

laboratory irradiated aliquots. 
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a) 

 

b) 

 

Fig. K.7. EPR spectra of samples Ba20170627 M2L a) and Ba20170627 M2R b) for the unirradiated aliquot in addition to the 

laboratory irradiated aliquots. 
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a)  

 

b) 

 

Fig. K.8. EPR spectra of samples Bb20170717 M3L a) and Bb20170717 M3R b) for the unirradiated aliquot in addition to the 

laboratory irradiated aliquots. 
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Appendix L 

Signal Intensity Versus Irradiation Dose with Linear Regression Analysis 

 

 

 

           

Fig. L.1. Graph showing linearity in the lower left Pre-molar 3 and right Pre-molar 3 from boar Ba20170608 

   

   

Fig. L.2. Graph showing linearity in the lower left molar 3 and right molar 3 from boar Ba20170609 
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Fig. L.3. Graph showing linearity in the lower left molar 2 and right molar 2 from boar Ba20170615 

 

 

Fig. L.4. Graph showing linearity in the lower left Pre-molar 3 and right Pre-molar 3 from boar Ba20170617 
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Fig. L.5. Graph displaying linearity for left molar 2 and right molar 2 from boar Ba20170620 

 

 

Fig. L.6. Graph displaying linearity for left molar 1 and right molar 1 from boar Bb20170623 
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Fig. L.7. Graph displaying linearity for left molar 2 and right molar 2 from boar Ba20170627 

 

        

Fig. L.8. Graph displaying linearity for left molar 3 and right molar 3 from boar Bb20170717 
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Appendix M 

Excel LINEST Results: Uncertainty in Retrospective Dose Calculations 

 

 

 

Retrospective doses using the additive dose method were determined by dividing the intercept and slope of the line of best fit for each 

set of enamel samples. Uncertainty in retrospective dose values were determined using the LINEST function in Excel along with the 

following equation, which follows from the rules of error propagation: 

Uncertainty in Retrospective Dose = √(𝑆𝐷 𝑆𝑙𝑜𝑝𝑒𝑆𝑙𝑜𝑝𝑒 )2 +  (𝑆𝐷 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑡𝑝𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 )2  (M.1) 

Table M.1. Data from Excel LINEST function used to calculate retrospective doses. Retrospective dose estimates and associated uncertainty values are also shown. 

  Slope SD Slope R2 Intercept SD Intercept SD Y 
Retrospective 

Dose (Gy) 

Uncertainty 

(Gy) 

Ba20170608 P3L 1.23E+02 6.33E+00 9.90E-01 -5.20E+01 3.90E+01 6.40E+01 * * 

Ba20170608 P3R 1.38E+02 4.12E+00 9.96E-01 -3.14E+01 2.53E+01 4.16E+01 * * 

Ba20170609 M3L 8.40E+01 3.69E+00 9.92E-01 1.16E+02 2.27E+01 3.73E+01 1.4 0.3 

Ba20170609 M3R 1.10E+02 3.15E+00 9.97E-01 8.43E+01 1.94E+01 3.19E+01 0.8 0.2 

Ba20170615 M2L 8.57E+01 4.13E+00 9.91E-01 1.48E+01 2.54E+01 4.17E+01 0.2 0.03 

Ba20170615 M2R 3.67E+01 1.52E+00 9.93E-01 1.83E+01 9.34E+00 1.53E+01 0.5 0.3 

Ba20170617 P3L 1.36E+02 1.40E+00 1.00E+00 1.30E+01 5.71E+00 8.39E+00 * * 

Ba20170617 P3R 1.31E+02 5.23E+00 9.94E-01 -2.96E+01 3.22E+01 5.29E+01 * * 

Ba20170620 M2L 7.85E-07 1.13E-07 9.24E-01 4.11E-08 1.11E-07 1.78E-07 0.1 0.1 

Ba20170620 M2R 1.17E-06 2.52E-07 8.43E-01 4.26E-07 2.49E-07 3.98E-07 0.4 0.2 

Bb20170623 M1L 2.41E-07 5.80E-08 8.52E-01 2.12E-07 3.55E-08 4.59E-08 0.9 0.3 

Bb20170623 M1R 3.19E-07 5.37E-08 9.22E-01 3.08E-07 3.29E-08 4.24E-08 1.0 0.2 

Ba20170627 M2L 7.30E-07 1.90E-08 9.97E-01 5.41E-07 1.88E-08 3.01E-08 0.7 0.03 
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  Slope SD Slope R2 Intercept SD Intercept SD Y 
Retrospective 

Dose (Gy) 

Uncertainty 

(Gy) 

Ba20170627 M2R 7.58E-07 3.94E-08 9.89E-01 3.23E-07 3.90E-08 6.23E-08 0.4 0.1 

Bb20170717 M3L 5.89E-07 1.70E-07 7.50E-01 5.50E-07 1.68E-07 2.69E-07 0.9 0.4 

Bb20170717 M3R 9.23E-07 1.28E-07 9.29E-01 2.86E-07 1.26E-07 2.02E-07 0.3 0.1 

Calibration Curve 9.32E-07 1.81E-07 8.69E-01 2.94E-07 1.79E-07 2.86E-07 0.3 0.2 
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Appendix N 

Dose Reconstruction Measurement Results 

 

 

 
Table N.1. Individual dose measurement results measured to determine EPR reconstructed doses 

  Dose 1 (mGy) Dose 2 (mGy) Dose 3 (mGy) Avg (mGy) 

170609B1 413.3 679.4 348.0 480.2 

Ba20170605 294.4 307.8 275.9 292.7 

Ba20170608 265.7 141.7 244.1 217.2 

Ba20170609 2529.6 2560.2 2920.0 2669.9 

Bb20170609 144.7 184.9 155.9 161.8 

Ba20170615 359.7 390.5 507.8 419.3 

Ba20170616 505.2 741.3 562.9 603.1 

Bb20170616 1084.4 949.4 513.5 849.1 

Ba20170617 140.1 136.1 292.3 189.5 

Ba20170620 295.4 249.4 212.3 252.3 

Ba20170623 310.4 278.4 618.6 402.5 

Bb20170623 231.3 270.9 195.8 232.7 

Ba20170627 472.3 695.2 705.0 624.2 

Ba20170704 385.2 488.7 306.4 393.5 

Ba20170717 *Signal contained iron and dose reconstruction could not be performed 

Bb20170717 442.3 478.1 541.2 487.2 

Bc20170717 510.0 486.6 484.8 493.8 

Ba20170720 176.4 168.4 146.4 163.7 

Ba20170724 315.3 273.8 139.5 242.9 
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Appendix O 

Reconstructed Dose Confidence Interval Calculations 

 

 

 

Nagy (2000) describes how to construct confidence intervals for EPR reconstructed doses using 

the calibration curve method with the following equation: 

 𝑋 =  𝑋0 ±  𝑡 𝑛−2,𝑃  ×  𝑠𝑓𝑖𝑡𝑏  ×  √ 1𝑚 +  1𝑛 + (𝑋0− 𝑋𝑚𝑒𝑎𝑛)2∑ (𝑋𝑖− 𝑋𝑚𝑒𝑎𝑛)2𝑛𝑖=1  (O.1) 

  

Definition of Variables: 𝑋0 – Reconstructed dose 𝑋𝑚𝑒𝑎𝑛– Mean value of irradiation doses 𝑋𝑖 – Applied irradiation dose 

b – Slope of the linear regression line 

t – Student’s t-distribution critical value for a desired probability 

n – Number of calibration curve samples or data points 

m – Number of repeated measurements for each sample 𝑠𝑓𝑖𝑡– line fit standard error 

 
Table O.1. Confidence interval parameter values used to calculate confidence intervals for EPR reconstructed doses 

Confidence Interval Parameters 

t4,0.9  2.132 X1 0.583 

sfit 0.000000286 X2 0.833 

b 9.00E-07 X3 1.083 

m 3 X4 1.333 

n 6 X5 2.333 

Xmean 1.083 X6 0.333 

X0 See Table     
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Table O.2. EPR reconstructed doses to enamel with corresponding whole-body doses with confidence intervals 

  
Reconstructed Dose 

to Enamel (Gy)  
Whole Body Dose (Gy)     

(X0) 
± 

170609B1 0.5 0.4 0.6 

Ba20170605 0.3 0.3 0.6 

Ba20170608 0.2 0.2 0.6 

Ba20170609 2.7 2.4 0.7 

Bb20170609 0.2 0.1 0.6 

Ba20170615 0.4 0.4 0.6 

Ba20170616 0.6 0.5 0.5 

Bb20170616 0.8 0.8 0.5 

Ba20170617 0.2 0.2 0.6 

Ba20170620 0.3 0.2 0.6 

Ba20170623 0.4 0.4 0.6 

Bb20170623 0.2 0.2 0.6 

Ba20170627 0.6 0.6 0.5 

Ba20170704 0.4 0.4 0.6 

Bb20170717 0.5 0.4 0.6 

Bc20170717 0.5 0.4 0.6 

Ba20170720 0.2 0.1 0.6 

Ba20170724 0.2 0.2 0.6 
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Appendix P 

Calculation of Effective Half-Life of Air Dose Rates and Estimated Lifetime Doses 

 

 

 

P.1 Calculation of Air Dose Rate Effective Half-Life 

 The effective half-life for air dose rates in the Fukushima Exclusion Zone was calculated 

using the following equation: 𝐷̇(𝑡) =  𝐷̇0 𝑒−𝜆𝑡   (P.1) 

Where 𝐷̇(𝑡) is the air dose rate at time t, 𝐷̇0 is the initial dose rate, and λ is the decay constant, 

which in this case equals: 
ln (2)𝑡𝑒𝑓𝑓  . 

 

Table P.1. Data used to calculate average effective half-life of air dose rates in areas surrounding the Fukushima Exclusion Zone 

Monitoring Point 

# 

Air Dose Rate (µSv/hr) 
t eff 

6/25/2012 8:00 6/25/2013 8:00 6/25/2014 8:00 6/25/2015 8:00 

705 5.34 4.43 2.84 2.1 2.23 y 

691 4.06 3.11 2.3 2 2.94 y 

1465 1.4 0.99 0.82 0.68 2.88 y 

706 3.56 2.33 1.82 1.49 2.39 y 

702 2.64 2.19 1.51 1.18 2.58 y 

1468 2.15 1.46 1.16 0.93 2.48 y 

702 2.64 2.19 1.51 1.18 2.58 y 

704 4.96 4.16 2.85 2.32 2.74 y 

717 9.52 8.61 6.55 5.09 3.32 y 

117 5.19 4.17 3.27* 2.61 3.03 y 

* Recorded on 6/25/2014 at 05:00 
Average t eff 2.72 y 

 

The calculated teff is 2.72 years or 141.44 weeks.  

P.2 Calculation of Estimated Lifetime Doses to Boar 

 The following equations were used to Calculate estimated lifetime doses to boar in this 

study, using a teff of 141.44 weeks: 
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Initial Dose Rate: 
𝐷𝑜𝑠𝑒 𝑅𝑎𝑡𝑒 𝑎𝑡 𝑡ℎ𝑒 𝐶𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑆𝑖𝑡𝑒

𝑒−(ln(2)𝑡𝑒𝑓𝑓 )(𝐴𝑔𝑒 𝑖𝑛 𝑤𝑒𝑒𝑘𝑠)  (P.2) 

 

Lifetime Dose: 
𝐷𝑜𝑠𝑒 ( 𝜇𝐺𝑦𝑤𝑒𝑒𝑘)𝜆  ּ   1 – 𝑒−𝜆(𝐴𝑔𝑒 𝑖𝑛 𝑤𝑒𝑒𝑘𝑠) (P.3) 

 
Table P.2. Data used to estimate lifetime doses to wild boar  

Boar Sample 

Number 

Est. Age 

(weeks) 

Dose Rate at 

Collection Site 

(µGy/hr) 

Initial Dose 

Rate (µGy/hr) 
µGy/week Lifetime Dose (µGy)  

Estimated 

Lifetime Dose 

(Gy)  

170604 B-1 * * * * * * 

Ba20170605 26 3.05 3.46 582.01 14208.18 0.014 

Ba20170608 30 0.34 0.39 66.16 1845.94 0.002 

Ba20170609 208 8.1 22.44 3770.44 491802.01 0.492 

Bb20170609 50 0.68 0.87 145.95 6472.48 0.006 

Ba20170615 220 0.46 1.35 227.09 30576.02 0.031 

Ba20170616 50 0.68 0.87 145.95 6472.48 0.006 

Bb20170616 62 0.14 0.19 31.87 1703.97 0.002 

Ba20170617 26 0.09 0.10 17.17 419.26 0.0004 

Ba20170620 62 10.1 13.69 2299.10 122929.16 0.123 

Ba20170623 127 0.98 1.83 306.74 29003.00 0.029 

Bb20170623 97 2.98 4.79 805.25 62169.69 0.062 

Ba20170627 62 10.5 14.23 2390.16 127797.64 0.128 

Ba20170704 59 10.5 14.02 2355.28 120679.61 0.121 

Ba20170717 59 1.7 2.27 381.33 19538.60 0.020 

Bb20170717 127 0.75 1.40 234.75 22196.17 0.022 

Bc20170717 127 0.35 0.65 109.55 10358.21 0.010 

Ba20170720 * 0.12 * * * * 

Ba20170724  * 2.8 * * * * 
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Appendix Q 

137Cs Measurements for Combined Tooth Enamel Samples and Background Measurements 

 

 

 
Table Q.1. Data for background and combined sample measurement recording times 

Background Measurement 

Start Time  Thu Mar 8 12:51:45 GMT-0700 2018 

Energy calibration   Offset: -6.293735980987549 

Live Time (s) 86397.71 

Real Time (s) 86400 

Combined Sample Measurement 

Start Time  Wed Mar 7 12:42:41 GMT-0700 2018 

Energy calibration   Offset: -6.293735980987549 

Live Time (s) 86398.38 

Real Time (s) 86400 

 

Table Q.2. Counts per channel data for background and combined sample counts for 137Cs measurements in tooth enamel 

Channel  Energy (keV) Background Counts  Sample Counts Net 

1 -4.615996957 0 0 0 

2 -2.938257933 0 0 0 

3 -1.260518909 0 0 0 

4 0.417220116 0 0 0 

5 2.09495914 0 0 0 

6 3.772698164 309014 173780 -135234 

7 5.450437188 377542 153979 -223563 

8 7.128176212 348341 119639 -228702 

9 8.805915236 295961 92065 -203896 

10 10.48365426 173858 47253 -126605 

11 12.16139328 36900 9952 -26948 

12 13.83913231 3574 2526 -1048 

13 15.51687133 1698 2155 457 

14 17.19461036 1570 1958 388 

15 18.87234938 1486 1712 226 

16 20.55008841 1451 1744 293 

17 22.22782743 1564 1713 149 

18 23.90556645 1639 1758 119 

19 25.58330548 1664 1753 89 

20 27.2610445 1637 1659 22 
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Channel  Energy (keV) Background Counts  Sample Counts Net 

21 28.93878353 1532 1683 151 

22 30.61652255 1502 1662 160 

23 32.29426157 1636 1763 127 

24 33.9720006 1720 1814 94 

25 35.64973962 1811 1810 -1 

26 37.32747865 1863 1920 57 

27 39.00521767 1943 2083 140 

28 40.6829567 2281 2522 241 

29 42.36069572 2815 3021 206 

30 44.03843474 3253 3500 247 

31 45.71617377 3269 3405 136 

32 47.39391279 2915 3158 243 

33 49.07165182 2506 2719 213 

34 50.74939084 2326 2503 177 

35 52.42712986 2136 2354 218 

36 54.10486889 1952 2009 57 

37 55.78260791 1610 1743 133 

38 57.46034694 1501 1620 119 

39 59.13808596 1380 1488 108 

40 60.81582499 1349 1430 81 

41 62.49356401 1301 1370 69 

42 64.17130303 1292 1343 51 

43 65.84904206 1309 1435 126 

44 67.52678108 1308 1373 65 

45 69.20452011 1283 1370 87 

46 70.88225913 1297 1380 83 

47 72.55999815 1341 1410 69 

48 74.23773718 1313 1424 111 

49 75.9154762 1332 1413 81 

50 77.59321523 1313 1473 160 

51 79.27095425 1410 1516 106 

52 80.94869328 1419 1525 106 

53 82.6264323 1515 1489 -26 

54 84.30417132 1400 1444 44 

55 85.98191035 1412 1540 128 

56 87.65964937 1430 1597 167 

57 89.3373884 1363 1492 129 

58 91.01512742 1347 1456 109 

59 92.69286644 1459 1512 53 

60 94.37060547 1408 1481 73 

61 96.04834449 1355 1433 78 

62 97.72608352 1404 1541 137 
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Channel  Energy (keV) Background Counts  Sample Counts Net 

63 99.40382254 1340 1473 133 

64 101.0815616 1389 1492 103 

65 102.7593006 1366 1456 90 

66 104.4370396 1401 1582 181 

67 106.1147786 1396 1523 127 

68 107.7925177 1391 1605 214 

69 109.4702567 1490 1591 101 

70 111.1479957 1443 1592 149 

71 112.8257347 1439 1620 181 

72 114.5034738 1486 1633 147 

73 116.1812128 1509 1667 158 

74 117.8589518 1507 1630 123 

75 119.5366908 1498 1651 153 

76 121.2144299 1554 1667 113 

77 122.8921689 1542 1638 96 

78 124.5699079 1540 1706 166 

79 126.2476469 1543 1670 127 

80 127.925386 1516 1653 137 

81 129.603125 1579 1641 62 

82 131.280864 1526 1689 163 

83 132.958603 1636 1742 106 

84 134.636342 1565 1787 222 

85 136.3140811 1650 1755 105 

86 137.9918201 1625 1732 107 

87 139.6695591 1626 1771 145 

88 141.3472981 1724 1803 79 

89 143.0250372 1661 1862 201 

90 144.7027762 1615 1749 134 

91 146.3805152 1602 1822 220 

92 148.0582542 1625 1762 137 

93 149.7359933 1627 1710 83 

94 151.4137323 1579 1710 131 

95 153.0914713 1519 1734 215 

96 154.7692103 1517 1618 101 

97 156.4469494 1547 1653 106 

98 158.1246884 1500 1620 120 

99 159.8024274 1513 1572 59 

100 161.4801664 1536 1632 96 

101 163.1579055 1519 1644 125 

102 164.8356445 1459 1566 107 

103 166.5133835 1443 1610 167 

104 168.1911225 1457 1543 86 
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Channel  Energy (keV) Background Counts  Sample Counts Net 

105 169.8688616 1547 1595 48 

106 171.5466006 1517 1593 76 

107 173.2243396 1469 1576 107 

108 174.9020786 1485 1525 40 

109 176.5798177 1498 1591 93 

110 178.2575567 1450 1573 123 

111 179.9352957 1469 1556 87 

112 181.6130347 1430 1588 158 

113 183.2907737 1485 1530 45 

114 184.9685128 1390 1413 23 

115 186.6462518 1422 1510 88 

116 188.3239908 1408 1552 144 

117 190.0017298 1435 1489 54 

118 191.6794689 1435 1523 88 

119 193.3572079 1394 1487 93 

120 195.0349469 1403 1479 76 

121 196.7126859 1342 1457 115 

122 198.390425 1416 1470 54 

123 200.068164 1441 1459 18 

124 201.745903 1457 1483 26 

125 203.423642 1394 1486 92 

126 205.1013811 1482 1541 59 

127 206.7791201 1441 1500 59 

128 208.4568591 1454 1538 84 

129 210.1345981 1426 1495 69 

130 211.8123372 1326 1462 136 

131 213.4900762 1395 1462 67 

132 215.1678152 1394 1377 -17 

133 216.8455542 1320 1440 120 

134 218.5232933 1340 1498 158 

135 220.2010323 1353 1365 12 

136 221.8787713 1332 1372 40 

137 223.5565103 1306 1370 64 

138 225.2342494 1292 1386 94 

139 226.9119884 1233 1402 169 

140 228.5897274 1324 1335 11 

141 230.2674664 1226 1353 127 

142 231.9452055 1336 1366 30 

143 233.6229445 1272 1254 -18 

144 235.3006835 1342 1309 -33 

145 236.9784225 1234 1293 59 

146 238.6561615 1218 1371 153 
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Channel  Energy (keV) Background Counts  Sample Counts Net 

147 240.3339006 1278 1294 16 

148 242.0116396 1293 1330 37 

149 243.6893786 1327 1320 -7 

150 245.3671176 1278 1334 56 

151 247.0448567 1257 1295 38 

152 248.7225957 1231 1360 129 

153 250.4003347 1260 1313 53 

154 252.0780737 1254 1299 45 

155 253.7558128 1288 1271 -17 

156 255.4335518 1270 1271 1 

157 257.1112908 1258 1335 77 

158 258.7890298 1253 1335 82 

159 260.4667689 1324 1254 -70 

160 262.1445079 1188 1263 75 

161 263.8222469 1278 1316 38 

162 265.4999859 1242 1434 192 

163 267.177725 1274 1249 -25 

164 268.855464 1245 1270 25 

165 270.533203 1234 1293 59 

166 272.210942 1262 1218 -44 

167 273.8886811 1223 1251 28 

168 275.5664201 1256 1280 24 

169 277.2441591 1326 1342 16 

170 278.9218981 1301 1304 3 

171 280.5996372 1291 1356 65 

172 282.2773762 1299 1355 56 

173 283.9551152 1338 1319 -19 

174 285.6328542 1305 1424 119 

175 287.3105932 1349 1316 -33 

176 288.9883323 1351 1406 55 

177 290.6660713 1424 1448 24 

178 292.3438103 1412 1447 35 

179 294.0215493 1499 1458 -41 

180 295.6992884 1447 1526 79 

181 297.3770274 1407 1506 99 

182 299.0547664 1477 1504 27 

183 300.7325054 1513 1464 -49 

184 302.4102445 1518 1460 -58 

185 304.0879835 1415 1460 45 

186 305.7657225 1401 1460 59 

187 307.4434615 1379 1424 45 

188 309.1212006 1322 1383 61 
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189 310.7989396 1300 1375 75 

190 312.4766786 1289 1320 31 

191 314.1544176 1261 1292 31 

192 315.8321567 1225 1209 -16 

193 317.5098957 1278 1141 -137 

194 319.1876347 1178 1230 52 

195 320.8653737 1193 1203 10 

196 322.5431128 1160 1227 67 

197 324.2208518 1223 1168 -55 

198 325.8985908 1208 1171 -37 

199 327.5763298 1069 1225 156 

200 329.2540689 1149 1171 22 

201 330.9318079 1099 1111 12 

202 332.6095469 1100 1154 54 

203 334.2872859 1171 1167 -4 

204 335.9650249 1123 1212 89 

205 337.642764 1133 1136 3 

206 339.320503 1136 1160 24 

207 340.998242 1177 1210 33 

208 342.675981 1100 1167 67 

209 344.3537201 1131 1127 -4 

210 346.0314591 1101 1157 56 

211 347.7091981 1114 1176 62 

212 349.3869371 1162 1185 23 

213 351.0646762 1160 1147 -13 

214 352.7424152 1185 1161 -24 

215 354.4201542 1115 1184 69 

216 356.0978932 1110 1171 61 

217 357.7756323 1133 1170 37 

218 359.4533713 1164 1212 48 

219 361.1311103 1105 1127 22 

220 362.8088493 1135 1154 19 

221 364.4865884 1114 1175 61 

222 366.1643274 1109 1194 85 

223 367.8420664 1124 1190 66 

224 369.5198054 1065 1200 135 

225 371.1975445 1092 1203 111 

226 372.8752835 1069 1209 140 

227 374.5530225 1158 1227 69 

228 376.2307615 1036 1210 174 

229 377.9085006 1082 1238 156 

230 379.5862396 1014 1242 228 
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231 381.2639786 1103 1248 145 

232 382.9417176 1121 1164 43 

233 384.6194566 1045 1241 196 

234 386.2971957 1024 1223 199 

235 387.9749347 1042 1231 189 

236 389.6526737 1060 1174 114 

237 391.3304127 1104 1144 40 

238 393.0081518 1036 1166 130 

239 394.6858908 991 1179 188 

240 396.3636298 1084 1200 116 

241 398.0413688 1012 1097 85 

242 399.7191079 952 1045 93 

243 401.3968469 1041 1067 26 

244 403.0745859 1037 1027 -10 

245 404.7523249 1018 1098 80 

246 406.430064 1024 1048 24 

247 408.107803 998 993 -5 

248 409.785542 1025 1016 -9 

249 411.463281 1022 1012 -10 

250 413.1410201 1001 998 -3 

251 414.8187591 936 966 30 

252 416.4964981 1032 950 -82 

253 418.1742371 959 1003 44 

254 419.8519762 1020 997 -23 

255 421.5297152 1048 944 -104 

256 423.2074542 954 949 -5 

257 424.8851932 953 981 28 

258 426.5629323 959 911 -48 

259 428.2406713 995 988 -7 

260 429.9184103 985 989 4 

261 431.5961493 994 971 -23 

262 433.2738883 934 1048 114 

263 434.9516274 994 960 -34 

264 436.6293664 954 1052 98 

265 438.3071054 940 941 1 

266 439.9848444 969 937 -32 

267 441.6625835 962 974 12 

268 443.3403225 974 923 -51 

269 445.0180615 985 980 -5 

270 446.6958005 961 948 -13 

271 448.3735396 962 949 -13 

272 450.0512786 983 968 -15 
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273 451.7290176 1002 915 -87 

274 453.4067566 923 894 -29 

275 455.0844957 906 968 62 

276 456.7622347 906 955 49 

277 458.4399737 949 934 -15 

278 460.1177127 919 960 41 

279 461.7954518 903 946 43 

280 463.4731908 938 948 10 

281 465.1509298 948 964 16 

282 466.8286688 872 920 48 

283 468.5064079 905 960 55 

284 470.1841469 886 968 82 

285 471.8618859 963 910 -53 

286 473.5396249 836 909 73 

287 475.217364 855 953 98 

288 476.895103 937 933 -4 

289 478.572842 878 935 57 

290 480.250581 945 940 -5 

291 481.9283201 905 821 -84 

292 483.6060591 875 902 27 

293 485.2837981 878 891 13 

294 486.9615371 864 883 19 

295 488.6392761 881 903 22 

296 490.3170152 889 882 -7 

297 491.9947542 856 863 7 

298 493.6724932 901 967 66 

299 495.3502322 898 884 -14 

300 497.0279713 912 901 -11 

301 498.7057103 868 870 2 

302 500.3834493 853 880 27 

303 502.0611883 885 889 4 

304 503.7389274 851 874 23 

305 505.4166664 880 869 -11 

306 507.0944054 874 873 -1 

307 508.7721444 859 878 19 

308 510.4498835 889 847 -42 

309 512.1276225 895 794 -101 

310 513.8053615 767 833 66 

311 515.4831005 894 854 -40 

312 517.1608396 823 888 65 

313 518.8385786 819 827 8 

314 520.5163176 857 872 15 
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315 522.1940566 880 847 -33 

316 523.8717957 849 862 13 

317 525.5495347 840 892 52 

318 527.2272737 836 870 34 

319 528.9050127 860 830 -30 

320 530.5827518 829 875 46 

321 532.2604908 879 816 -63 

322 533.9382298 836 779 -57 

323 535.6159688 814 797 -17 

324 537.2937078 867 830 -37 

325 538.9714469 826 848 22 

326 540.6491859 814 771 -43 

327 542.3269249 847 826 -21 

328 544.0046639 774 826 52 

329 545.682403 877 826 -51 

330 547.360142 792 810 18 

331 549.037881 820 825 5 

332 550.71562 768 810 42 

333 552.3933591 815 810 -5 

334 554.0710981 820 815 -5 

335 555.7488371 798 826 28 

336 557.4265761 830 780 -50 

337 559.1043152 749 834 85 

338 560.7820542 767 817 50 

339 562.4597932 813 819 6 

340 564.1375322 795 760 -35 

341 565.8152713 786 751 -35 

342 567.4930103 756 778 22 

343 569.1707493 770 744 -26 

344 570.8484883 771 758 -13 

345 572.5262274 717 782 65 

346 574.2039664 762 749 -13 

347 575.8817054 728 735 7 

348 577.5594444 738 716 -22 

349 579.2371835 718 767 49 

350 580.9149225 771 720 -51 

351 582.5926615 676 719 43 

352 584.2704005 716 692 -24 

353 585.9481395 730 691 -39 

354 587.6258786 710 683 -27 

355 589.3036176 679 728 49 

356 590.9813566 713 724 11 
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357 592.6590956 719 652 -67 

358 594.3368347 658 669 11 

359 596.0145737 702 651 -51 

360 597.6923127 711 641 -70 

361 599.3700517 654 646 -8 

362 601.0477908 655 633 -22 

363 602.7255298 651 618 -33 

364 604.4032688 670 648 -22 

365 606.0810078 641 629 -12 

366 607.7587469 598 619 21 

367 609.4364859 603 602 -1 

368 611.1142249 647 653 6 

369 612.7919639 601 617 16 

370 614.469703 565 612 47 

371 616.147442 627 618 -9 

372 617.825181 585 590 5 

373 619.50292 597 614 17 

374 621.1806591 573 650 77 

375 622.8583981 605 632 27 

376 624.5361371 603 618 15 

377 626.2138761 624 589 -35 

378 627.8916152 591 614 23 

379 629.5693542 609 628 19 

380 631.2470932 618 601 -17 

381 632.9248322 605 595 -10 

382 634.6025712 629 563 -66 

383 636.2803103 561 594 33 

384 637.9580493 612 587 -25 

385 639.6357883 606 658 52 

386 641.3135273 601 611 10 

387 642.9912664 601 640 39 

388 644.6690054 591 606 15 

389 646.3467444 589 571 -18 

390 648.0244834 567 606 39 

391 649.7022225 577 574 -3 

392 651.3799615 539 573 34 

393 653.0577005 552 617 65 

394 654.7354395 628 572 -56 

395 656.4131786 553 517 -36 

396 658.0909176 567 579 12 

397 659.7686566 551 562 11 

398 661.4463956 562 581 19 
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399 663.1241347 547 577 30 

400 664.8018737 545 537 -8 

401 666.4796127 564 530 -34 

402 668.1573517 509 555 46 

403 669.8350908 541 526 -15 

404 671.5128298 558 549 -9 

405 673.1905688 514 533 19 

406 674.8683078 525 538 13 

407 676.5460469 552 580 28 

408 678.2237859 521 552 31 

409 679.9015249 523 530 7 

410 681.5792639 533 536 3 

411 683.2570029 553 506 -47 

412 684.934742 510 490 -20 

413 686.612481 504 510 6 

414 688.29022 557 523 -34 

415 689.967959 484 532 48 

416 691.6456981 533 486 -47 

417 693.3234371 522 545 23 

418 695.0011761 523 528 5 

419 696.6789151 507 524 17 

420 698.3566542 539 550 11 

421 700.0343932 560 514 -46 

422 701.7121322 540 566 26 

423 703.3898712 581 608 27 

424 705.0676103 620 571 -49 

425 706.7453493 586 600 14 

426 708.4230883 589 639 50 

427 710.1008273 633 611 -22 

428 711.7785664 648 619 -29 

429 713.4563054 652 638 -14 

430 715.1340444 687 660 -27 

431 716.8117834 687 730 43 

432 718.4895225 680 689 9 

433 720.1672615 709 739 30 

434 721.8450005 758 806 48 

435 723.5227395 781 723 -58 

436 725.2004786 772 772 0 

437 726.8782176 728 736 8 

438 728.5559566 726 746 20 

439 730.2336956 704 704 0 

440 731.9114347 695 738 43 
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441 733.5891737 739 679 -60 

442 735.2669127 680 680 0 

443 736.9446517 686 633 -53 

444 738.6223907 652 632 -20 

445 740.3001298 604 637 33 

446 741.9778688 588 547 -41 

447 743.6556078 562 577 15 

448 745.3333468 576 602 26 

449 747.0110859 525 544 19 

450 748.6888249 499 480 -19 

451 750.3665639 450 481 31 

452 752.0443029 471 446 -25 

453 753.722042 395 392 -3 

454 755.399781 406 391 -15 

455 757.07752 374 358 -16 

456 758.755259 362 357 -5 

457 760.4329981 341 368 27 

458 762.1107371 348 348 0 

459 763.7884761 327 279 -48 

460 765.4662151 315 313 -2 

461 767.1439542 306 303 -3 

462 768.8216932 268 289 21 

463 770.4994322 271 307 36 

464 772.1771712 290 272 -18 

465 773.8549103 302 272 -30 

466 775.5326493 242 270 28 

467 777.2103883 271 280 9 

468 778.8881273 288 277 -11 

469 780.5658664 257 281 24 

470 782.2436054 282 275 -7 

471 783.9213444 246 243 -3 

472 785.5990834 263 267 4 

473 787.2768224 258 281 23 

474 788.9545615 282 283 1 

475 790.6323005 298 279 -19 

476 792.3100395 300 272 -28 

477 793.9877785 285 252 -33 

478 795.6655176 293 297 4 

479 797.3432566 276 307 31 

480 799.0209956 302 278 -24 

481 800.6987346 310 303 -7 

482 802.3764737 329 314 -15 
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483 804.0542127 335 313 -22 

484 805.7319517 368 341 -27 

485 807.4096907 321 360 39 

486 809.0874298 361 368 7 

487 810.7651688 362 334 -28 

488 812.4429078 410 381 -29 

489 814.1206468 392 380 -12 

490 815.7983859 423 413 -10 

491 817.4761249 434 425 -9 

492 819.1538639 430 471 41 

493 820.8316029 460 413 -47 

494 822.509342 509 444 -65 

495 824.187081 473 482 9 

496 825.86482 445 476 31 

497 827.542559 499 479 -20 

498 829.2202981 475 493 18 

499 830.8980371 548 503 -45 

500 832.5757761 496 466 -30 

501 834.2535151 515 465 -50 

502 835.9312541 475 503 28 

503 837.6089932 480 504 24 

504 839.2867322 499 473 -26 

505 840.9644712 473 461 -12 

506 842.6422102 474 479 5 

507 844.3199493 471 444 -27 

508 845.9976883 384 419 35 

509 847.6754273 431 354 -77 

510 849.3531663 352 345 -7 

511 851.0309054 395 347 -48 

512 852.7086444 324 360 36 

513 854.3863834 320 321 1 

514 856.0641224 297 286 -11 

515 857.7418615 273 309 36 

516 859.4196005 280 277 -3 

517 861.0973395 274 272 -2 

518 862.7750785 247 262 15 

519 864.4528176 228 216 -12 

520 866.1305566 210 217 7 

521 867.8082956 189 210 21 

522 869.4860346 187 204 17 

523 871.1637737 169 206 37 

524 872.8415127 156 183 27 
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525 874.5192517 189 212 23 

526 876.1969907 187 162 -25 

527 877.8747298 178 148 -30 

528 879.5524688 164 160 -4 

529 881.2302078 160 173 13 

530 882.9079468 169 151 -18 

531 884.5856858 131 155 24 

532 886.2634249 172 154 -18 

533 887.9411639 160 153 -7 

534 889.6189029 160 154 -6 

535 891.2966419 173 157 -16 

536 892.974381 139 164 25 

537 894.65212 149 145 -4 

538 896.329859 142 175 33 

539 898.007598 146 150 4 

540 899.6853371 158 143 -15 

541 901.3630761 145 137 -8 

542 903.0408151 167 143 -24 

543 904.7185541 153 166 13 

544 906.3962932 140 167 27 

545 908.0740322 134 159 25 

546 909.7517712 153 153 0 

547 911.4295102 154 154 0 

548 913.1072493 153 135 -18 

549 914.7849883 142 149 7 

550 916.4627273 140 145 5 

551 918.1404663 134 156 22 

552 919.8182054 160 131 -29 

553 921.4959444 148 121 -27 

554 923.1736834 135 147 12 

555 924.8514224 140 146 6 

556 926.5291615 125 133 8 

557 928.2069005 161 121 -40 

558 929.8846395 146 135 -11 

559 931.5623785 113 124 11 

560 933.2401175 138 135 -3 

561 934.9178566 136 137 1 

562 936.5955956 118 121 3 

563 938.2733346 121 133 12 

564 939.9510736 111 111 0 

565 941.6288127 133 134 1 

566 943.3065517 129 105 -24 
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567 944.9842907 134 121 -13 

568 946.6620297 112 106 -6 

569 948.3397688 114 118 4 

570 950.0175078 116 122 6 

571 951.6952468 115 124 9 

572 953.3729858 117 131 14 

573 955.0507249 112 114 2 

574 956.7284639 117 129 12 

575 958.4062029 104 115 11 

576 960.0839419 121 133 12 

577 961.761681 112 114 2 

578 963.43942 146 124 -22 

579 965.117159 109 121 12 

580 966.794898 122 126 4 

581 968.4726371 130 119 -11 

582 970.1503761 110 125 15 

583 971.8281151 112 109 -3 

584 973.5058541 114 134 20 

585 975.1835932 135 104 -31 

586 976.8613322 106 111 5 

587 978.5390712 148 142 -6 

588 980.2168102 105 132 27 

589 981.8945493 108 128 20 

590 983.5722883 121 137 16 

591 985.2500273 127 117 -10 

592 986.9277663 144 138 -6 

593 988.6055053 134 141 7 

594 990.2832444 166 141 -25 

595 991.9609834 156 121 -35 

596 993.6387224 155 144 -11 

597 995.3164614 145 154 9 

598 996.9942005 151 162 11 

599 998.6719395 133 141 8 

600 1000.349679 145 108 -37 

601 1002.027418 119 165 46 

602 1003.705157 135 138 3 

603 1005.382896 138 134 -4 

604 1007.060635 155 122 -33 

605 1008.738374 130 140 10 

606 1010.416113 151 130 -21 

607 1012.093852 127 123 -4 

608 1013.771591 127 135 8 
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609 1015.44933 125 136 11 

610 1017.127069 136 132 -4 

611 1018.804808 128 128 0 

612 1020.482547 125 125 0 

613 1022.160286 145 142 -3 

614 1023.838025 120 105 -15 

615 1025.515764 124 116 -8 

616 1027.193503 105 102 -3 

617 1028.871242 119 99 -20 

618 1030.548981 112 107 -5 

619 1032.22672 109 100 -9 

620 1033.904459 116 89 -27 

621 1035.582198 82 121 39 

622 1037.259937 98 108 10 

623 1038.937676 115 91 -24 

624 1040.615415 104 100 -4 

625 1042.293154 82 91 9 

626 1043.970893 103 94 -9 

627 1045.648632 94 93 -1 

628 1047.326371 104 97 -7 

629 1049.00411 96 96 0 

630 1050.681849 102 102 0 

631 1052.359588 107 105 -2 

632 1054.037327 99 80 -19 

633 1055.715066 104 91 -13 

634 1057.392805 96 91 -5 

635 1059.070544 77 84 7 

636 1060.748283 100 86 -14 

637 1062.426022 82 85 3 

638 1064.103761 84 98 14 

639 1065.7815 66 92 26 

640 1067.459239 80 77 -3 

641 1069.136979 88 86 -2 

642 1070.814718 88 76 -12 

643 1072.492457 89 79 -10 

644 1074.170196 75 80 5 

645 1075.847935 90 74 -16 

646 1077.525674 86 93 7 

647 1079.203413 79 92 13 

648 1080.881152 77 63 -14 

649 1082.558891 76 91 15 

650 1084.23663 86 78 -8 
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651 1085.914369 74 78 4 

652 1087.592108 71 83 12 

653 1089.269847 72 65 -7 

654 1090.947586 71 87 16 

655 1092.625325 71 82 11 

656 1094.303064 71 68 -3 

657 1095.980803 73 78 5 

658 1097.658542 94 77 -17 

659 1099.336281 70 87 17 

660 1101.01402 74 72 -2 

661 1102.691759 63 70 7 

662 1104.369498 82 73 -9 

663 1106.047237 72 69 -3 

664 1107.724976 80 83 3 

665 1109.402715 65 62 -3 

666 1111.080454 87 76 -11 

667 1112.758193 75 86 11 

668 1114.435932 68 74 6 

669 1116.113671 69 69 0 

670 1117.79141 65 72 7 

671 1119.469149 75 63 -12 

672 1121.146888 69 66 -3 

673 1122.824627 76 57 -19 

674 1124.502366 60 71 11 

675 1126.180105 84 60 -24 

676 1127.857844 75 67 -8 

677 1129.535583 79 64 -15 

678 1131.213322 81 71 -10 

679 1132.891061 63 70 7 

680 1134.5688 71 86 15 

681 1136.246539 62 84 22 

682 1137.924278 76 64 -12 

683 1139.602018 64 62 -2 

684 1141.279757 71 62 -9 

685 1142.957496 70 62 -8 

686 1144.635235 67 68 1 

687 1146.312974 54 73 19 

688 1147.990713 74 68 -6 

689 1149.668452 73 63 -10 

690 1151.346191 61 57 -4 

691 1153.02393 65 68 3 

692 1154.701669 77 51 -26 
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693 1156.379408 59 75 16 

694 1158.057147 83 60 -23 

695 1159.734886 68 79 11 

696 1161.412625 67 63 -4 

697 1163.090364 76 73 -3 

698 1164.768103 82 80 -2 

699 1166.445842 68 70 2 

700 1168.123581 58 75 17 

701 1169.80132 71 63 -8 

702 1171.479059 73 64 -9 

703 1173.156798 80 69 -11 

704 1174.834537 80 62 -18 

705 1176.512276 76 70 -6 

706 1178.190015 72 66 -6 

707 1179.867754 77 74 -3 

708 1181.545493 80 81 1 

709 1183.223232 67 92 25 

710 1184.900971 80 68 -12 

711 1186.57871 83 75 -8 

712 1188.256449 79 80 1 

713 1189.934188 86 74 -12 

714 1191.611927 85 72 -13 

715 1193.289666 77 76 -1 

716 1194.967405 87 89 2 

717 1196.645144 76 70 -6 

718 1198.322883 81 73 -8 

719 1200.000622 84 91 7 

720 1201.678361 89 81 -8 

721 1203.3561 96 79 -17 

722 1205.033839 96 83 -13 

723 1206.711578 82 99 17 

724 1208.389318 86 89 3 

725 1210.067057 88 87 -1 

726 1211.744796 88 69 -19 

727 1213.422535 108 82 -26 

728 1215.100274 76 95 19 

729 1216.778013 87 73 -14 

730 1218.455752 83 75 -8 

731 1220.133491 85 90 5 

732 1221.81123 84 90 6 

733 1223.488969 67 72 5 

734 1225.166708 71 79 8 
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735 1226.844447 82 83 1 

736 1228.522186 82 66 -16 

737 1230.199925 70 79 9 

738 1231.877664 78 79 1 

739 1233.555403 81 60 -21 

740 1235.233142 83 77 -6 

741 1236.910881 70 80 10 

742 1238.58862 78 72 -6 

743 1240.266359 73 71 -2 

744 1241.944098 75 88 13 

745 1243.621837 73 75 2 

746 1245.299576 74 74 0 

747 1246.977315 82 67 -15 

748 1248.655054 85 87 2 

749 1250.332793 79 71 -8 

750 1252.010532 65 83 18 

751 1253.688271 76 69 -7 

752 1255.36601 71 73 2 

753 1257.043749 77 52 -25 

754 1258.721488 73 69 -4 

755 1260.399227 68 76 8 

756 1262.076966 73 75 2 

757 1263.754705 80 74 -6 

758 1265.432444 65 68 3 

759 1267.110183 65 74 9 

760 1268.787922 82 70 -12 

761 1270.465661 60 66 6 

762 1272.1434 59 61 2 

763 1273.821139 68 72 4 

764 1275.498878 58 48 -10 

765 1277.176618 59 58 -1 

766 1278.854357 61 70 9 

767 1280.532096 57 52 -5 

768 1282.209835 72 67 -5 

769 1283.887574 52 56 4 

770 1285.565313 69 45 -24 

771 1287.243052 68 50 -18 

772 1288.920791 50 65 15 

773 1290.59853 49 64 15 

774 1292.276269 60 65 5 

775 1293.954008 59 63 4 

776 1295.631747 45 49 4 
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Channel  Energy (keV) Background Counts  Sample Counts Net 

777 1297.309486 45 53 8 

778 1298.987225 51 61 10 

779 1300.664964 43 55 12 

780 1302.342703 60 51 -9 

781 1304.020442 69 57 -12 

782 1305.698181 51 46 -5 

783 1307.37592 49 47 -2 

784 1309.053659 59 45 -14 

785 1310.731398 64 51 -13 

786 1312.409137 42 61 19 

787 1314.086876 68 58 -10 

788 1315.764615 42 57 15 

789 1317.442354 71 47 -24 

790 1319.120093 50 56 6 

791 1320.797832 52 53 1 

792 1322.475571 61 41 -20 

793 1324.15331 39 42 3 

794 1325.831049 55 51 -4 

795 1327.508788 53 42 -11 

796 1329.186527 43 60 17 

797 1330.864266 63 40 -23 

798 1332.542005 50 52 2 

799 1334.219744 44 36 -8 

800 1335.897483 41 48 7 

801 1337.575222 54 46 -8 

802 1339.252961 55 39 -16 

803 1340.9307 56 41 -15 

804 1342.608439 46 35 -11 

805 1344.286178 45 46 1 

806 1345.963917 36 52 16 

807 1347.641657 48 38 -10 

808 1349.319396 44 37 -7 

809 1350.997135 38 45 7 

810 1352.674874 45 44 -1 

811 1354.352613 47 38 -9 

812 1356.030352 33 39 6 

813 1357.708091 47 34 -13 

814 1359.38583 28 48 20 

815 1361.063569 52 33 -19 

816 1362.741308 45 29 -16 

817 1364.419047 36 35 -1 

818 1366.096786 24 30 6 
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Channel  Energy (keV) Background Counts  Sample Counts Net 

819 1367.774525 38 36 -2 

820 1369.452264 36 29 -7 

821 1371.130003 26 33 7 

822 1372.807742 33 29 -4 

823 1374.485481 33 27 -6 

824 1376.16322 30 34 4 

825 1377.840959 47 39 -8 

826 1379.518698 40 42 2 

827 1381.196437 36 37 1 

828 1382.874176 35 37 2 

829 1384.551915 29 46 17 

830 1386.229654 28 34 6 

831 1387.907393 24 45 21 

832 1389.585132 34 25 -9 

833 1391.262871 32 29 -3 

834 1392.94061 31 34 3 

835 1394.618349 29 33 4 

836 1396.296088 42 32 -10 

837 1397.973827 36 33 -3 

838 1399.651566 38 21 -17 

839 1401.329305 27 25 -2 

840 1403.007044 36 36 0 

841 1404.684783 31 19 -12 

842 1406.362522 24 25 1 

843 1408.040261 21 35 14 

844 1409.718 30 39 9 

845 1411.395739 34 24 -10 

846 1413.073478 35 27 -8 

847 1414.751217 28 25 -3 

848 1416.428957 19 30 11 

849 1418.106696 23 39 16 

850 1419.784435 36 34 -2 

851 1421.462174 36 32 -4 

852 1423.139913 28 36 8 

853 1424.817652 29 34 5 

854 1426.495391 30 33 3 

855 1428.17313 39 31 -8 

856 1429.850869 28 21 -7 

857 1431.528608 37 28 -9 

858 1433.206347 35 48 13 

859 1434.884086 38 35 -3 

860 1436.561825 43 44 1 



208 

 

Channel  Energy (keV) Background Counts  Sample Counts Net 

861 1438.239564 40 37 -3 

862 1439.917303 44 38 -6 

863 1441.595042 51 36 -15 

864 1443.272781 38 43 5 

865 1444.95052 56 57 1 

866 1446.628259 52 43 -9 

867 1448.305998 59 65 6 

868 1449.983737 56 64 8 

869 1451.661476 65 64 -1 

870 1453.339215 70 68 -2 

871 1455.016954 63 67 4 

872 1456.694693 64 57 -7 

873 1458.372432 84 71 -13 

874 1460.050171 70 65 -5 

875 1461.72791 79 58 -21 

876 1463.405649 72 75 3 

877 1465.083388 61 79 18 

878 1466.761127 81 77 -4 

879 1468.438866 76 73 -3 

880 1470.116605 80 87 7 

881 1471.794344 88 88 0 

882 1473.472083 84 75 -9 

883 1475.149822 103 78 -25 

884 1476.827561 86 78 -8 

885 1478.5053 79 71 -8 

886 1480.183039 92 72 -20 

887 1481.860778 77 78 1 

888 1483.538517 72 69 -3 

889 1485.216256 81 69 -12 

890 1486.893996 62 60 -2 

891 1488.571735 66 69 3 

892 1490.249474 80 64 -16 

893 1491.927213 59 64 5 

894 1493.604952 59 48 -11 

895 1495.282691 64 45 -19 

896 1496.96043 55 64 9 

897 1498.638169 49 44 -5 

898 1500.315908 56 40 -16 

899 1501.993647 38 61 23 

900 1503.671386 48 43 -5 

901 1505.349125 45 39 -6 

902 1507.026864 45 54 9 
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Channel  Energy (keV) Background Counts  Sample Counts Net 

903 1508.704603 34 39 5 

904 1510.382342 52 32 -20 

905 1512.060081 31 36 5 

906 1513.73782 48 31 -17 

907 1515.415559 38 25 -13 

908 1517.093298 32 21 -11 

909 1518.771037 31 19 -12 

910 1520.448776 24 24 0 

911 1522.126515 32 28 -4 

912 1523.804254 25 31 6 

913 1525.481993 21 27 6 

914 1527.159732 25 19 -6 

915 1528.837471 24 18 -6 

916 1530.51521 28 15 -13 

917 1532.192949 18 19 1 

918 1533.870688 19 20 1 

919 1535.548427 18 19 1 

920 1537.226166 16 20 4 

921 1538.903905 24 16 -8 

922 1540.581644 18 25 7 

923 1542.259383 16 19 3 

924 1543.937122 15 16 1 

925 1545.614861 15 19 4 

926 1547.2926 12 10 -2 

927 1548.970339 12 13 1 

928 1550.648078 18 8 -10 

929 1552.325817 25 20 -5 

930 1554.003556 12 18 6 

931 1555.681296 11 13 2 

932 1557.359035 9 20 11 

933 1559.036774 14 16 2 

934 1560.714513 17 12 -5 

935 1562.392252 14 9 -5 

936 1564.069991 21 10 -11 

937 1565.74773 17 21 4 

938 1567.425469 21 12 -9 

939 1569.103208 15 9 -6 

940 1570.780947 14 17 3 

941 1572.458686 17 17 0 

942 1574.136425 20 14 -6 

943 1575.814164 11 16 5 

944 1577.491903 17 11 -6 
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Channel  Energy (keV) Background Counts  Sample Counts Net 

945 1579.169642 12 14 2 

946 1580.847381 9 14 5 

947 1582.52512 19 11 -8 

948 1584.202859 13 17 4 

949 1585.880598 18 10 -8 

950 1587.558337 20 9 -11 

951 1589.236076 14 13 -1 

952 1590.913815 13 16 3 

953 1592.591554 10 15 5 

954 1594.269293 17 14 -3 

955 1595.947032 13 10 -3 

956 1597.624771 8 10 2 

957 1599.30251 16 15 -1 

958 1600.980249 3 14 11 

959 1602.657988 11 15 4 

960 1604.335727 7 21 14 

961 1606.013466 9 16 7 

962 1607.691205 14 15 1 

963 1609.368944 12 16 4 

964 1611.046683 11 19 8 

965 1612.724422 11 15 4 

966 1614.402161 14 16 2 

967 1616.0799 12 10 -2 

968 1617.757639 18 11 -7 

969 1619.435378 8 16 8 

970 1621.113117 19 9 -10 

971 1622.790856 12 18 6 

972 1624.468596 11 19 8 

973 1626.146335 10 17 7 

974 1627.824074 17 6 -11 

975 1629.501813 20 15 -5 

976 1631.179552 16 17 1 

977 1632.857291 11 17 6 

978 1634.53503 27 8 -19 

979 1636.212769 10 13 3 

980 1637.890508 8 15 7 

981 1639.568247 13 17 4 

982 1641.245986 17 10 -7 

983 1642.923725 10 13 3 

984 1644.601464 13 12 -1 

985 1646.279203 6 17 11 

986 1647.956942 11 5 -6 
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Channel  Energy (keV) Background Counts  Sample Counts Net 

987 1649.634681 11 24 13 

988 1651.31242 10 11 1 

989 1652.990159 15 11 -4 

990 1654.667898 13 13 0 

991 1656.345637 21 10 -11 

992 1658.023376 13 16 3 

993 1659.701115 11 13 2 

994 1661.378854 8 20 12 

995 1663.056593 10 21 11 

996 1664.734332 17 19 2 

997 1666.412071 14 14 0 

998 1668.08981 11 13 2 

999 1669.767549 16 19 3 

1000 1671.445288 11 5 -6 

1001 1673.123027 18 13 -5 

1002 1674.800766 11 10 -1 

1003 1676.478505 11 11 0 

1004 1678.156244 11 12 1 

1005 1679.833983 11 18 7 

1006 1681.511722 15 20 5 

1007 1683.189461 14 10 -4 

1008 1684.8672 15 11 -4 

1009 1686.544939 17 12 -5 

1010 1688.222678 13 21 8 

1011 1689.900417 9 13 4 

1012 1691.578156 12 13 1 

1013 1693.255895 10 7 -3 

1014 1694.933635 17 10 -7 

1015 1696.611374 16 8 -8 

1016 1698.289113 16 11 -5 

1017 1699.966852 11 12 1 

1018 1701.644591 3 15 12 

1019 1703.32233 10 6 -4 

1020 1705.000069 9 9 0 

1021 1706.677808 13 9 -4 

1022 1708.355547 19 13 -6 

1023 1710.033286 10 15 5 

1024 1711.711025 16 11 -5 
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Appendix R 

USDA Permit for Shipment of Tooth Samples 

 

 

 

 
Fig. R.1 .Cover Letter: USDA Veterinary permit to import/transport controlled materials, organisms, or vectors 
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Fig. R.2. Page 1: USDA Veterinary permit to import/transport controlled materials, organisms, or vectors 
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Fig. R.3. Page 2: USDA Veterinary permit to import/transport controlled materials, organisms, or vectors 
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Fig. R.4. Page 3: USDA Veterinary permit to import/transport controlled materials, organisms, or vectors 
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Appendix S 

90Sr Analysis Results 

 

 

 

 

 

Fig. S.1. Screenshot of OptiQuant™ Image Analysis Software for a 3-day background.  
 

 

Fig. S.2. Screenshot of OptiQuant™ Image Analysis Software for the 3-day tooth sample count 
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Fig. S.3. Tooth sample placement on the imaging plate 

 

Table S.1. Data collected from imaging plate containing tooth samples. Digital light units per mm2 (DLU/mm2) are shown for 

each region for the background and sample counts. Net counts for each region after background subtraction are shown for 

comparison.  
 

Background 3-Day DLU/mm2 

  1 2 3 4 5 

A 7467.4 7218.2 7244.6 7148.9 7059.0 

B 7456.0 7217.4 7136.5 7089.7 7080.7 

C 7277.0 7186.3 7075.7 6799.7 6855.2 

D 7275.2 7062.5 6967.0 6643.8 6064.0 

Boar Tooth Sample 3-Day DLU/mm2 

  1 2 3 4 5 

A 7310.8 7186.4 7362.2 7037.7 6835.1 

B 7374.2 7504.3 7899.8 6755.3 6990.8 

C 7396.9 7337.9 7174.2 6451.7 6868.3 

D 7632.4 7359.3 7335.8 6089.1 6816.3 

Net Counts DLU/mm2 

  1 2 3 4 5 

A -156.6 -31.8 117.6 -111.2 -223.9 

B -81.8 286.9 763.3 -334.4 -89.9 

C 119.9 151.6 98.5 -348.0 13.1 

D 357.2 296.8 368.8 -554.7 752.3 

  

 


