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ABSTRACT

ACCELERATED ADAPTIVE NUMERICAL METHODS FOR COMPUTATIONAL

ELECTROMAGNETICS: ENHANCING GOAL-ORIENTED APPROACHES TO ERROR

ESTIMATION, REFINEMENT, AND UNCERTAINTY QUANTIFICATION

This dissertation develops strategies to enhance adaptive numerical methods for partial dif-

ferential equation (PDE) and integral equation (IE) problems in computational electromagnetics

(CEM). Through a goal-oriented emphasis, with a particular focus on scattered field and radar

cross-section (RCS) quantities of interest (QoIs), we study automated acceleration techniques for the

analysis of scattering targets. A primary contribution of this work, we propose an error prediction

refinement strategy, which, in addition to providing rigorous global error estimates (as opposed to

just error indicators), promotes equilibration of local error contribution estimates, a key requirement

of efficient discretizations. Furthermore, we pursue consistent exponential convergence of the

QoIs with respect to the number of degrees of freedom without prior knowledge of the solution

behavior (whether smooth or otherwise) or the sensitivity of the QoIs to the discretization quality.

These developments, in addition to supporting significant reductions in computation time for high

accuracy, offer enhanced confidence in simulation results, promoting, therefore, higher quality

decision making and design.

Moreover, aside from the need for rigorous error estimation and fully automated discretization

error control, practical simulations necessitate a study of uncertain effects arising, for example,

from manufacturing tolerances. Therefore, by repeating the emphasis on the QoI, we leverage the

computational efforts expended in error estimation and adaptive refinement to relate perturbations

in the model to perturbations of the QoI in the context of applications in CEM. This combined

approach permits simultaneous control of deterministic discretization error and its effect on the QoI

as well as a study of the QoI behavior in a statistical sense.
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A substantial implementation infrastructure undergirds the developments pursued in this dis-

sertation. In particular, we develop an approach to conducting flexible refinements capable of

tuning both local spatial resolution (h-refinements) and enriching function spaces (p-refinements)

for vector finite elements. Based on a superposition of refinements (as opposed to traditional

refinement-by-replacement), the presented hp-refinement paradigm drastically reduces implementa-

tion overhead, permits straightforward representation of meshes of arbitrary irregularity, and retains

the potential for theoretically optimal rates of convergence even in the presence of singularities.

These developments amplify the utility of high-quality error estimation and adaptive refinement

mechanisms by facilitating the insertion of new degrees of freedom with surgical precision in CEM

applications.

We apply the proposed methodologies to a strong set of canonical targets and benchmarks in

electromagnetic scattering and the Maxwell eigenvalue problem. While directed at time-harmonic

excitations, the proposed methods readily apply to other problems and applications in applied

mathematics.
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Chapter 1

Introduction

In the solution of practical problems in applied mathematics, a lack of analytical solutions neces-

sitates numerical schemes to produce approximate solutions, which, though including discretization

error, accurately model real behavior. For example, the finite element method (FEM) and the bound-

ary element method (BEM)—also referred to by the method of moments (MoM) in computational

electromagnetics literature—leverage a weak formulation of a given partial differential equation

(PDE) or integral equation (IE) problem to yield accurate approximate solutions composed of a

linear combination of trial functions with respect to a space of test functions. In this dissertation,

we restrict our analysis to Galerkin-type methods, in which the trial and test functions belong to

the same spaces. These simulations, while not replications of reality, should yield adequate data to

inform decision making, whether in the analysis of exsting structures or in the design of new ones.

However, rather than being arbitrary spaces, the physics of the problem dictate where we seek

approximate solutions. In the case of computational electromagnetics, to ensure convergence of

the discrete problem, this often requires seeking solutions in H(curl) or H(div), as opposed to the

more typical Sobolev space H1. These changes drive substantial distinction both in theory and

implementation.

To control the discretization error introduced by these schemes, adaptive refinement permits

targeting insufficient regions. However, Galerkin projection is not interpolation; it is not necessarily

sufficient to introduce new degrees of freedom (DoFs) precisely where the solution error is high

as error pollution may dictate to a significant degree the approximation quality throughout the

discretization. Secondly, we are often interested in functionals of the solution, as opposed to the

solution itself. Rather than settle for the accuracy of the solution as a proxy for the accuracy of

a computable (or collection of computables), we prefer to combat solution error only where it

poses the most significant trouble for the quality of this quantity of interest (QoI). Furthermore, in

practical problems, various terms may only be known inexactly. Before introducing deterministic
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error from the approximate solution of a given problem, constituent parameters (boundary or initial

conditions, material properties, etc.) introduce statistical uncertainty. For example, the position of

a satellite at a point in time may be known only within some quantity of meters, or as studied in

this dissertation, the material parameters of a scattering target may exhibit a degree of uncertainty

due, perhaps, to variations from manufacturing. As a result, a neglect to study perturbations or

quantify uncertainty can incur significant, unexpected failure. In other words, we should have an

expectation for what will occur that includes our uncertainty in the model. Finally, the accuracy in

either case must not be considered in isolation; rather, any procedure must drive a balance between

the accuracy and the efficiency of the refinement directives (including the algorithms to compute

such directives) and uncertainty quantification.

To address these challenges and objectives, this dissertation presents a collection of developments

related to adaptive error control and uncertainty quantification, from adaptive algorithms and

procedures targeting discretization error to approaches that enhance the refinement infrastructure

itself, that exert high-fidelity control over the interactions between numerical methods and simulation

objectives.

The rest of this thesis is organized as follows:

In Chapter 2, we investigate a comprehensive methodology to estimating error, conducting

effective refinements via error prediction, and tailoring discretizations. This work was prepublished

by the author in [1], which is based on the earlier work by the author in [2]. Specifically, we present

an application of adjoint-based adaptive error control and refinement for scattering problems solved

using the MoM in the Electric Field Integral Equation (EFIE) and the coupled EFIE and Magnetic

Field Integral Equation (MFIE) formulations. We examine the Poggio-Miller-Chang-Harrington-

Wu-Tsai (PMCHWT) formulation of the EFIE-MFIE. We first construct the adjoint problems of the

EFIE and the EFIE-MFIE for estimating the error of radar cross-section (RCS) QoIs directly. We

then introduce an effective adaptive refinement algorithm, based on an error prediction heuristic and

a posteriori error estimation, which enables rapid and consistent convergence regardless of a chosen

tolerance and the coarseness of the starting discretization. The approach, moreover, inherently
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promotes equilibration of the QoI error contributions and produces, therefore, consistently balanced

meshes. Numerical examples with canonical scattering targets and adaptive p-refinement confirm

the strength of the proposed refinement method, demonstrating the ability to generate high quality

discretizations, both in terms of accuracy and efficiency, without expert user-intervention.

Chapter 3 is driven by motivations to reinforce existing numerical benchmarks in CEM and

generate new ones for current and future work in adaptive finite element research. We present an ap-

plication of goal-oriented adaptive isotropic hp-refinement for the 2-D Maxwell eigenvalue problem.

This work was prepublished by the author in [3]. The underlying error estimation procedure follows

the approach in Chapter 2, with a focus on eigenvalue quantities of interest. We apply a simplified

goal-oriented error expression for improving the accuracy of the eigenvalues, which, when combined

with indicators derived from the solution, enables highly targeted discretization tuning. Furthermore,

we introduce an hp-refinement/coarsening optimizer coupled with smoothness estimation for refine-

ment classification and execution. These enhancements yield cost-effective resource allocations that

reach extremely high accuracy rapidly even for eigenvalues of singular eigenfunctions. Finally, we

provide numerical benchmarks more accurate than existing numerical reference values, along with

new benchmarks for higher-order modes that will facilitate the comparison and development of

new approaches to adaptivity and hp finite elements in computational electromagnetics (CEM). The

benchmark eigenpairs tested include eigenvalues with globally smooth and nonsmooth or singular

eigenfunctions, providing a comprehensive set of solution behavior that may be encountered in

numerical simulations across applications in applied mathematics. Our implementation is based on

the open-source finite element library deal.II [4].

In Chapter 4, we explore the quantification of irreducible uncertainty, namely the effect other

uncertainties (aside from numerical error which we can exert control over, as discussed in Chapter

2 and 3) have on output functionals. This work was prepublished by the author in [5]. These

uncertainties may arise from realistic boundary or initial conditions or random variation due to

manufacturing tolerances (e.g., material properties, surface roughness, etc.). Specifically, we present

an application of adjoint analysis for efficient sensitivity analysis and estimation of quantities of

3



interest in the presence of uncertain model parameters in 3-D finite element method scattering

problems. By leveraging local sensitivities (gradients of the QoI with respect to the random

parameters) computed rapidly via the adjoint solution, quantification of uncertainty in the scattering

model may be performed with extremely high accuracy and vast efficiency improvements in

comparison to classic gradient approximation techniques, which require an additional forward

solve for each random parameter, and Monte Carlo methods. Replacing full model solves with a

surrogate constructed from the adjoint sensitivities avoids the computational expense of propagating

samples, translating a problem of statistical error to one of deterministic error (namely, the quality

of the surrogate). The method is demonstrated for low- and high-dimensional parameter spaces for

scattered electric field quantities of interest. The results indicate strong agreement with equivalent

Monte Carlo simulations for quantity of interest responses and probability densities.

Given the reliance of the methods and algorithms presented in the preceeding chapters of

this thesis on high implementation complexity, Chapter 5 develops an alternative framework for

supporting adaptive hp-refinements, both anisotropic and isotropic, with a relatively lightweight

implementation overhead compared to existing approaches. Based on refinement-by-superposition

(RBS), the proposed approach for supporting hp-refinements for problems in CEM retains the

potential for exponential rates of convergence (the theoretical optimum) even in the presence

of singular solutions. The work was prepublished by the author in [6]. Subsequent papers and

developments were co-authored by the author of this work in [7–9]. In contrast to dominant

approaches to hp-refinement for continuous Galerkin methods, which rely on constrained-nodes

or refinement-by-replacement (RBR), the multi-level strategy presented drastically reduces the

implementation complexity. Through the RBS methodology, enforcement of continuity occurs by

construction, enabling arbitrary levels of refinement with ease and without the practical (but not

theoretical) limitations of constrained-node refinement. We outline the construction of this RBS

hp-method for refinement with H(curl)- and H(div)-conforming finite cells. Numerical simulations

for the 2-D finite element method (FEM) solution of the Maxwell eigenvalue problem demonstrate

4



the effectiveness of RBS hp-refinement. An additional goal of this work, we aim to promote the use

of mixed-order (low- and high-order) elements in practical CEM applications.
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Chapter 2

Accelerated Adaptive Error Control and Refinement

for SIE Scattering Problems

2.1 Introduction

In the analysis of dielectric and metallic structures, whether for the design and simulation

of antennas, aircraft, and other objects, the surface integral equation (SIE) approach provides a

highly effective tool. By introducing electric and magnetic surface currents over the boundaries of

homogeneous structures and discretizing the SIE problem by the method of moments (MoM), the

unknown current densities may be found [10–12]. However, the choice of the approximation (e.g.,

the resolution of the surface or the number of degrees of freedom to model the currents) presents

significant challenge in conducting accurate and efficient simulations for practical applications.

Electromagnetic modeling through the finite element method (FEM) has seen a significant

research investment in error estimation and adaptive refinement to reduce the need for expert

users in generating quality discretizations. Early approaches estimated the error of the solution

or some property of the solution as an error indicator for refinement, see, for example, [13–19].

Further approaches to adaptive FEM have explored goal-oriented error estimation and adaptive

refinement [2, 20–27].

Goal-oriented adaptivity, as opposed to standard residual or other less computationally expen-

sive smoothness estimators and indicators (e.g., gradient jump methods), permits a significant

enhancement of the refinement process [28]. Rather than address the accuracy of the solution as a

whole, resources are allocated (or deallocated) to enhance the accuracy and efficiency of computing

a quantity of interest (QoI). The use of adjoint-based methods facilitates the enhancement of nu-

merical simulations for a variety of applications including goal-oriented error estimation through

the dual-weighted residual (DWR) by delivering error estimates as opposed to just error indica-
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tors [28–30], though at the expense of solving an additional global problem. In addition to error

estimation, in CEM, similar adjoint techniques have been applied to sensitivity analysis [31–34],

and optimization [35, 36].

An efficient refinement procedure, while beneficial for FEM approaches, is of particular impor-

tance when applying the MoM for solving SIE problems. Each iteration, therefore, should refine

(or coarsen) to the full extent of profitability, rather than some arbitrary fraction of the estimated

discretization error as commonly performed. Moreover, in order to reduce the number of iterations

required for highly accurate simulations (e.g., to reduce the number of matrix solves required), the

adaptive procedure should dictate not only the scope, but also the depth of refinement, rather than

fixed increments (or decrements) in resolution.

Aside from [37, 38], which focused specifically on geometrical-based refinement for scatterers

with sharp edges, the limited existing literature on refinement (and error estimation in general) for

SIE methods has largely focused on examining various residuals or some property of the solution

as a surrogate for the quality of discretization, as in early approaches in FEM. For example, [39]

proposed computing a residual through an overdetermined system for h-refinement in the EFIE

problem. Similarly, a gradient jump error indicator and residual indicators obtained from an

overdetermined system and from the boundary conditions on the tangential and normal electric

fields were applied for the EFIE and p-refinement in [40]. Furthermore, a pair of discontinuity

error indicators in the form of the jump of the charge and current at cell boundaries was introduced

in [41] and applied in [42, 43] with comparison to a standard residual estimator for h-refinement in

the EFIE problem. For the CFIE solved with the discontinuous Galerkin method, [44] applied a

residual-based error estimator for non-conformal h-refinements when a cell exceeded an arbitrary

threshold.

Notably, in [45], goal-oriented error estimation using similar duality arguments as in this paper

was leveraged for the computation of multi-port impedance parameters in the EFIE problem. In

this manuscript, however, we study the EFIE and the Poggio-Miller-Chang-Harrington-Wu-Tsai

(PMCHWT) formulation ( [46–48]) of the coupled EFIE-MFIE problem for accelerating the adaptive
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mesh refinement procedure to accurately compute the radar cross-section (RCS) of scattering targets.

Moreover, we demonstrate that, through proper error estimation and refinement categorization, the

dependence of the accuracy on the number of iterations may be heavily reduced. In particular, we

extend the approach originally proposed in [2] for 3-D FEM to accelerate the refinement procedure

for the SIE problem and metallic and composite scatterers. In contrast to existing approaches in SIE

adaptivity, our approach attains an user desired accuracy rapidly and with a near-independence of

the tolerance and number of iterations. Furthermore, our approach results in significantly improved

mesh efficiency and error contribution equilibration through intelligent automatic resource allocation

driven by a combination of an a priori error behavior heuristic and a posteriori error estimation.

The rest of the paper is organized as follows. Section II outlines the adjoint problem of the

PMCHWT formulation of the coupled EFIE-MFIE, starting with the EFIE, and introduces a

customizable scattering QoI as well as an RCS QoI to drive the adaptivity procedure. Section III

describes the DWR expression of the error, where the solution of the global adjoint problem in an

enriched space coupled with a combined a priori-a posteriori heuristic permits accelerating the

refinement procedure through error prediction. Section IV includes numerical examples, indicating

the ability of the proposed refinement procedure to produce highly accurate discretizations rapidly.

The examples illustrate the inherent acceleration of refinement provided by the approach. Finally, the

results indicate that the method successfully improves mesh equilibration, indicating the efficiency

of the resultant discretizations.

2.2 The Adjoint EFIE and EFIE-MFIE (PMCHWT) Problems

2.2.1 Problem Formulations

We first outline the general procedure for deriving the dual (or adjoint) problem for a given

forward problem,

Lu = f (2.1)
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involving the forward solution u and an excitation f, which is described either by a differential or

integral equation, with an associated variational formulation: Find u ∈ B such that

a(u, φ) = 〈f, φ〉 ∀φ ∈ B, (2.2)

where B denotes the trial and test space, 〈·, ·〉 denotes the standard L2 inner-product (linear in the

first argument and antilinear in the second), and a denotes the sesquilinear form generated by L.

From the Lagrange identity [29],

〈Lu, v〉 = 〈u,L∗v〉, (2.3)

we find the defining equality for constructing the adjoint operator L∗ associated with the adjoint

problem

L∗v = p (2.4)

for an excitation p, along with its own variational formulation involving the adjoint sesquilinear

form a∗, analogous to that of (2.2).

Starting from the left-hand-side of the Lagrange identity, we manipulate the inner-product,

mainly through integration by parts, to transform the operations on the forward solution u onto

the adjoint solution v. In the process of performing these operations, the requirements of v, which

we assume at first to be an arbitrary function, unfold, namely the differentiability, integrability

(including in the sense of the Cauchy principal value, as is necessary in the case of the EFIE and the

coupled EFIE-MFIE), etc., and the boundary conditions. These operations typically result in terms

on the boundary (e.g., line integrals) which, in total, must be equal to zero [29].

Let us first study the EFIE separately, assuming PEC structures.

We have the boundary condition on the electric field

[E(JS, ε1, µ1)]tang + (Ei)tang = 0, (2.5)
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for complex permittivity ε1 and complex permeability µ1.

The scattered field in the region of complex permittivity ε and complex permeability µ is

E = EJ(JS) = LEEJS, (2.6)

where

LEEJS = −jωA −∇V,

A = µ

∫

S
′

JSg dS
′

, V =
j

ωε

∫

S
′

∇′

S · JSg dS
′

,

g =
e−γR

4πR
=

e−γ|r−r′|

4π|r − r′|

(2.7)

where ω denotes the angular frequency and γ denotes the complex-valued propagation coefficient

in the medium [10–12]. Furthermore, in line with (2.2), we let aEE denote the sesquilinear form

generated by LEE with B ⊂ H(div; Ω), where Ω denotes a 2-D manifold embedded in 3-D space,

as derived in [10]. A detailed description of the EFIE, as well as the PMCHWT formulation of the

EFIE-MFIE may be found in [11], along with comparisons to the other formulations of the SIE

problem (e.g., the combined field integral equation).

Starting from the Lagrange identity (2.3) and with the adjoint solution vE, the goal is to identify

the adjoint operator L∗
EE such that

〈LEEJS, vE〉 = 〈JS,L∗
EEvE〉, (2.8)

Peforming integration by parts on the left-hand side of (2.8) and taking that vE ∈ B ⊂

H(div; Ω), as for the forward solution, satisfies each condition (such as the required integrability),

and due to the normal continuity, the resulting line boundary terms vanish. In other words, the

line boundary terms vanish in the same way as for the weak form of the forward problem, e.g., as

in [10–12].
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Hence, we have the final form for the adjoint operator,

L∗
EEvE = jωµ∗

∫

S

vEg
∗ dS +

j

ωε∗

∫

S

∇′

(g∗∇S · vE) dS, (2.9)

of the EFIE problem.

Most importantly, however, for finding the Galerkin approximate solution (i.e., when B is

finite dimensional), the formation of the Galerkin system matrix for the adjoint problem amounts

to exchanging the roles of the trial and test functions (i.e., taking the transpose) and, due to the

definition of the inner-product, taking the complex conjugate relative to the Galerkin system matrix

of the associated forward problem.

That is, rather than considering an adjoint variational formulation of (2.6) explicitly, we need

only find vE ∈ B such that

aEE(φ, vE) = 〈φ, p〉 ∀φ ∈ B, (2.10)

where the ordering of the trial function vE and test function φ in relation to the pattern of the

sesquilinear form for the forward problem (2.2) is of critical importance. Note, however, that as the

EFIE is symmetric, the solution of the adjoint problem is simplified as in the case of the forward

problem, which provides an efficiency enhancement to the analysis of PEC targets.

Now that we formed the adjoint problem associated with the EFIE (for PEC materials), let us

consider the procedure applied to the coupled EFIE-MFIE problem for composite structures.

In the EFIE-MFIE case, we have the following set of boundary conditions:

[E(JS,MS, ε1, µ1)]tang + (Ei)tang = [E(−JS,−MS, ε2, µ2)]tang, (2.11)

[H(JS,MS, ε1, µ1)]tang + (Hi)tang = [H(−JS,−MS, ε2, µ2)]tang, (2.12)

with ε1, µ1, ε2, µ2 representing the complex valued material parameters outside and inside the

scatterer, respectively. Considering the PMCHWT formulation of the EFIE-MFIE exclusively, the
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scattered field in the region of complex permittivity ε and complex permeability µ is

E = EJ(JS) + EM(MS) = LEEJS + LEMMS, (2.13)

and, likewise, the scattered magnetic field in the region of complex permittivity ε and complex

permeability µ is

H = HM(MS) + HJ(JS) = LMMMS + LMEJS, (2.14)

where

LEMMS = −1

ε
∇× F,

F = ε

∫

S
′

MSg dS
′

, LMMMS = −jωF −∇U,

LMEJS =
1

µ
∇× A, U =

j

ωµ

∫

S′

∇′

S · MSg dS
′

,

(2.15)

and with EJ as in the EFIE expression, see [10]. For this coupled problem, we then have the

variational formulation: Find u = {JS, MS} ∈ B ⊂ H(div; Ω)×H(div; Ω) such that

aE-M(u, φ) = 〈f, φ〉 ∀φ ∈ B, (2.16)

where aE-M represents the sesquilinear form generated by (2.13) and (2.14) [10], and f is the

excitation formed by the incident electric and magnetic fields as in (2.11) and (2.12).

The form of the adjoint problem may be found by first considering a single region (e.g., the

exterior region) separately in (2.13) and (2.14) due to the operational symmetry. Furthermore, in the

same manner as for the EFIE, from the Lagrange identity (2.3), constructing the Galerkin system

matrix for the dual EFIE-MFIE mechanically only requires exchanging the roles of the trial and

test functions (i.e., the transpose of the system matrix) and taking the complex-conjugate (due to

the definition of inner-product) of the Galerkin system matrix of the associated forward problem.

Explicitly, for the adjoint solution of the coupled EFIE-MFIE, we seek v = {vE, vM} ∈ B such

that

aE-M(φ, v) = 〈φ, p〉 ∀φ ∈ B, (2.17)
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(once again noting the position of the trial and test functions) where, in this case, as both the

electric and magnetic current densities in the forward belong to H(div; Ω) as noted above, B ⊂

H(div; Ω)×H(div; Ω).

2.2.2 Computing the Excitation for the Adjoint Problem

To build an excitation for the specified adjoint problems, as in [2], we consider a linear functional

J of the forward solution u, where, according to Riesz representation theorem, there exists p, known

as the Riesz representation of J , such that for all u

J [u] = 〈u, p〉, (2.18)

and where p represents the same quantity in the definition of the adjoint problem (2.4). We note that

solving the dual problem, either for the dual EFIE or the coupled dual EFIE-MFIE, does not require

an explicit form for p as only the ability to evaluate the QoI itself is necessary; i.e., as depicted in

(2.17), we need only compute

〈φ, p〉 = J [φ], (2.19)

for all the test functions φ.

In the following examples, we study the radar cross-section (RCS) of the scattering target. While

scalar, the RCS is not inherently a linear functional of the scattered field Esc[u],

(2.20)Esc[u] =

(

−jωµ

∫

S

JSg + k−2∇S · Js∇g dS +

∫

S

MS ×∇g dS

)

,

which is a linear functional of u, and therefore must first be linearized. Examining the RCS, which

we denote by σ, we have that

σ = lim
r→∞

(

4πr2
|Esc|2
|Einc|2

)

, (2.21)

where, for simplicity, instead of treating (2.21) in the limit, let us assume that r is fixed sufficiently

far away (i.e., r >> λ, where λ denotes the wavelength). Note, of course, that the RCS in (2.21)

implicitly depends on the scattering angle. Naturally, the scattered field (2.20) may be employed

as a proxy for the RCS, albeit with a detriment to the efficiency of the refinement for the overall
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objective as only the magnitude of the scattered field is relevant (as opposed to the full complex

valued quantity) and, since the right-hand side of the adjoint problem demands a scalar QoI, one

adjoint excitation would be required for each component of the scattered electric field for full

reconstruction.

Now, as |Esc|2= (Esc)HEsc is not analytic, the linearization of the RCS must be performed by

considering the Wirtinger derivatives. Hence, we have that the first order expansion of the RCS

about a reference point E0 is

σ(Esc) ≈ σ(E0) + 2Re

{

∂σ

∂Esc (E
sc − E0)

}

, (2.22)

where
∂σ

∂Esc =
1

2

(

∂σ

∂Re(Esc)
− j

∂σ

∂Im(Esc)

)

(2.23)

denotes the first Wirtinger derivative.

Expanding (2.22) by the evaluation of (2.23), we have that

σ(Esc) ≈ σ(E0) + 8πr2Re
{

EH
0 (E

sc − E0)
}

, (2.24)

which completes the first order approximation of the RCS.

Now, as for the application of this quantity to form the excitation of the adjoint problem, two

additional changes must be made. Firstly, taking the real part is not a linear operation in C and

therefore violates the requirements of the QoI. Secondly, (2.24) is otherwise an affine function.

These two obstacles motivate the construction of the following QoI, which satisfies the requirements

for the DWR error estimation,

J [u;E0] = 8πr2EH
0 Esc[u], (2.25)

where, as noted above, r >> λ.

To evaluate the effectiveness of this QoI for estimating the error of the RCS, let us take two

approximations of the solution u, u1 and u2, and the corresponding approximations of the scattered
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field Esc
1 and Esc

2 for r >> λ. From (2.24), we have that

σ(Esc
1 )− σ(Esc

2 ) ≈ 8πr2Re
{

EH
0 (E

sc
1 − Esc

2 )
}

, (2.26)

which, from (2.25), is equivalent to Re {J [u1 − u2;E0]}. In other words, computing the error for

the QoI (2.25) produces the same error (after extracting just the real component) as for the first

order expansion (2.24).

As for the reference point E0, we note that the adjoint problem, when solved after the forward

problem, has access to the approximate solution to the forward problem (and therefore its own

estimate of the RCS and the scattered field). Hence, E0 is taken as this estimate of the scattered field.

As the adaption method (described in Section III) proceeds iteration by iteration and the quality of

the discretization improves, E0 is similarly enhanced, resulting in improved agreement between the

linearized RCS (2.24) and the actual RCS. Moreover, as a consequence of this improved agreement,

the quality of (2.25) for estimating the error in RCS for refinement increases.

Finally, just as in the forward problem, where multiple excitations may be solved for limited

cost (when using a direct solver), multiple QoIs (e.g., multiple scattering angles) may be solved

for efficiently through simple substitution of multiple right-hand sides. Of course, in the adaptive

refinement process handling multiple QoIs in this manner requires accumulating the refinement

directives such that a single discretization yields the desired accuracy for the entire QoI collection.

2.3 Error Estimation and Adaption

With the adjoint solution computed (either for a single QoI or multiple), the estimation of the

QoI error contributions proceeds in an identical fashion to [2]. The error induced by solving the

integro-differential equation approximately,

e = u − up, (2.27)

15



where up ∈ Bp represents the Galerkin approximate solution for a finite dimensional subspace

Bp ⊂ H(div; Ω) (for the EFIE) or Bp ⊂ H(div; Ω) × H(div; Ω) (for the coupled EFIE-MFIE),

translates to an error in the functional

J [e] = J [u]− J [up] (2.28)

by linearity of J . From (2.18) and the Lagrange identity (2.3), this error may be further expressed

as

(2.29)
J [e] = 〈e, p〉

= 〈Le, v −ψp〉
= 〈f, v −ψp〉 − a(up, v −ψp),

for arbitrary ψp ∈ Bp (due to Galerkin orthogonality) and where a denotes the sesquilinear form,

either for the EFIE or the EFIE-MFIE, with v representing the respective solution to the adjoint

problems defined in (2.10) or (2.17) for the choice of the QoI. While the choice of ψp does not

affect the evaluation of J [e], the choice of ψp = Πpv, the projection of the adjoint solution v ∈ B

onto the solution space of the forward problem Bp, tunes the resulting cellwise error contribution

estimates by eliminating irrelevant contributions for the purposes of addressing the insufficient and

inefficient regions of the discretization. If only an error estimate is required rather than adaptive

refinement indicators, ψp = 0 may be chosen to eliminate the subtraction in (2.29). The evaluation

of (2.29) quantifies the contributions of the approximation error of the electric current densities and

magnetic current densities (for the coupled EFIE-MFIE) to the error in the functional J , with the

computations required (i.e., for evaluating the inner-product and sesquilinear form in (2.29)) of the

same manner as required for the filling of the Galerkin system matrix.

The previous expressions assume access to the exact adjoint solution v; however, in general we

must substitute a numerical approximation. To produce a usable (i.e., non-zero) estimate, we opt to

solve the adjoint problem for vp+ ∈ Bp+ , where Bp+ ⊃ Bp denotes the enriched space produced by

increasing the expansion orders of every cell in the discretization of the forward problem by one, as

seeking the approximate solution to the adjoint problem in the same space as the forward solution

results in an estimate of zero error due to Galerkin orthogonality. While increasing the polynomial
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order provides excellent error estimation information, cheaper alternatives, such as those discussed

in [28], may be more suitable for certain applications. Given that we have substituted a second

approximation into the error expression, we briefly examine the effect on the error estimate similarly

to the demonstrations in [49]. Expanding the difference between the exact error J [e] and the error

estimate, which we denote by J̃ [e], we have that

(2.30)J [e]− J̃ [e] = 〈f, v〉 − a(up, v)− 〈f, vp+〉+ a(up, vp+〉
= a(u − up, v − vp+),

i.e., the quality of the error estimate depends simultaneously on the approximation error of the

forward solution and the adjoint solution.

Of course, in contrast to the FEM case with contributions automatically localized to an individual

cell, the proper accumulation of contributions in the case of the SIE problem is potentially ambiguous

given the global interactions resulting from the Green’s function. However, note that the assembly

of (2.29) divides in a piecewise fashion according to interactions between pairs of cells and—within

each pair of cells—a shape function for the forward solution and a shape function for the adjoint

solution. Explicitly, for the error contribution estimate ẽi of cell i, i = 1, . . . , K, we compute

ẽi = 〈f, vp+ −Πpvp+〉i − ai(up, vp+ −Πpvp+), (2.31)

where the subscript i denotes the restriction of the inner-products over cell i, where, crucially,

the portion of the adjoint solution under consideration is associated. Note that internally, the

evaluation of the sesquilinear form in the error estimate traverses every cell in the discretization for

the integration of the components related to the forward problem and its solution.

However, we note an exception to the contribution accumulation rule established in (2.31): when

a contribution from a boundary DoF in the discretization of the adjoint problem (i.e., the normal

component is non-zero on an edge for that DoF) arises due to the insufficient expansion order of a

neighboring cell, the contribution is assigned entirely to that lower order neighbor to ensure that

when treated as refinement indicators, the error contributions correctly identify the regions of the
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discretization that require improvement. Even so, this approach preserves the expression of the total

QoI error so that

J [e] ≈
K
∑

i=1

ẽi. (2.32)

The contributions, additionally, when accumulated per direction within each cell or individ-

ually for the electric and magnetic current densities, permits additional refinement classification

information.

With adequate error estimates and refinement indicators, any successful adaptive error control

strategy must drive two simultaneous developments in the discretization. Naturally, the primary

goal of mesh adaption is to reach a termination condition in the overall error. However, the

adaption must also encourage error homogenization. As shown in [50], the ideal discretization

(i.e., the discretization which achieves both accuracy and efficiency) requires homogenization of

error contribution estimates. Regions of a discretization with excessively large error contribution

estimates, for example, indicate mesh insufficiency, while regions with null error contribution

estimates indicates inefficiency and the profitability of coarsening.

In response to these complementary goals and to guide the adaptive refinement process, similarly

to [2], we impose the following a priori local (i.e., interpolatory) p-refinement error convergence

heuristic based on the theoretical solution error bounds derived in [51], which, while not strictly

satisfied, facilitates both the determination of effective refinement gradation to reduce the number

of iterations required in the refinement procedure (i.e., to reduce the number of linear systems that

must be solved to reach a desired accuracy) and the improvement of mesh equilibration:

|ẽi|≈ Cp
−(r+1/2)
i , (2.33)

where pi denotes the degree of the polynomial basis on the cell, r denotes the Sobolev regularity of

the solution, C is an unknown coefficient, and ẽi represents the known error contribution estimate

computed in (2.31). While we exclusively study p-refinement in this manner, the same process

may be repeated for guiding h-refinements. Note that this condition is based on derivations for the
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approximation error from [51], rather than the error in some functional or the contributions to the

error in the functional as we are studying here. However, only a rough form relating the behavior

of the local contributions to the error and discretization choices (namely, the size of the cell or its

expansion order) is sufficient for acceleration, given the necessarily iterative refinement procedure.

By predicting refinements from the error contribution estimates computed in (2.31) via a suitable

adjoint solution combined with the imposed convergence condition (2.33), we can map the existing

properties of the discretization (e.g., the expansion orders and error contribution estimates on each

cell) to update parameters that target the aforementioned adaptive refinement goals, namely to reach

a desired accuracy with an awareness and promotion of equilibration.

As to the termination of the refinement procedure, we require that the absolute value of the error

contribution estimate ẽi for each cell i falls below an absolute threshold Tlocal such that

|ẽi|≤ Tlocal. (2.34)

Then, for an update equation of the expansion order on cell i, according to the termination

condition (2.34), we would like to find p′ > p (in the case of refinement when |ẽi|> Tlocal) such that

|ẽ′i|≈ C(p′i)
−(r+1/2) ≈ Tlocal, (2.35)

where ẽ′i denotes the predicted error contribution after increasing p to p′.

Now, while estimating the Sobolev regularity is possible (e.g., as in [52]), let us instead follow

an alternative condition, namely that if we were to conduct p-refinement, then we should assume the

solution is sufficiently regular such that p-refinement is profitable (otherwise, an h-refinement should

be executed to “isolate" non-smooth behavior [53, 54]). In other words, for an as-of-yet unknown

expansion order p′, we assume that r ≥ p′, and, in particular, for the purposes of leveraging (2.33)

for an easily computable update equation, we take r = p′ + 1.
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Then, using the a posteriori error estimate to approximate C (i.e., C ≈ |ẽi|p(r+1/2)
i ), the

predicted value of p′ may be found by solving

p(p
′+3/2)

p′(p
′+3/2)

− Tlocal

|ei|
= 0, (2.36)

for p′ by, e.g., Newton’s method. Furthermore, since an integer is needed, the ceiling of the value

obtained from (2.36) is taken.

For coarsening when |ẽi|<< Tlocal, a similar approach can taken be taken. In this case, from

(2.35) we seek p′ < p such that

p′ =

⌈

p

(

Tlocal

|ei|

)−1/(p+3/2)
⌉

, (2.37)

where the same regularity assumption as before was applied with the known value p as opposed to

p′.

Note that especially in the case of h-refinements, the execution of the adaptivity directives

is constrained by practical limitations, e.g., how a cell may be subdivided or combined with its

neighbors (in the case of coarsening).

Of course, in practice we must also consider that a discretization may start in the preasymptotic

region, in which case the degree of refinement in a single iteration should be truncated. Moreover,

in such cases, the estimate of the absolute error might increase (temporarily) as the discretization

improves. For pure p-refinement, the limiting case is simply increasing (or decreasing) the expansion

order by 1, but often increases by 2 or 3 may be made with confidence. For automatic control of

this limit, restrictions may be imposed on the max increase if the estimated relative error in the QoI,

|∑K
i=1 ẽi|

|J [up] +
∑K

i=1 ẽi|
, (2.38)

exceeds some threshold. Furthermore, the coarsening facilitated by (2.37) permits correcting

mistaken over-refinement.
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We emphasize that the tolerance Tlocal is not a normalized quantity. Nevertheless, an automatic

selection of Tlocal from a desired relative tolerance can be achieved even without prior knowledge of

the magnitude of the QoI. From the initial discretization, a coarse computation of the QoI, while

inaccurate, typically yields a result within an order of magnitude of the actual QoI, from which the

necessary value for Tlocal may be found for a given desired overall relative error. As the discretization

quality increases as well, updating the tolerance Tlocal each iteration based on the enhanced QoI

data enables improved selection of the refinement criterion. In the numerical results section, from a

desired relative global tolerance Trel, we estimate the necessary local absolute tolerance Tlocal by

selecting

Tlocal = α
Trel

∣

∣

∣
J [up] +

∑K
i=1 ẽi

∣

∣

∣

K
(2.39)

where, since the tolerances cannot be satisfied exactly and given the effects of error cancellation,

α > 1 to provide a closer estimate of the necessary tolerance. In the numerical results section,

we take α = 20 as a reasonable amplification, which results in relative errors typically within an

order of magnitude of the desired without further adaptivity. While the refinement procedure is

not extremely sensitive to this choice, precise satisfaction of the desired relative error may require

additional adaptivity.

Finally, we reiterate that given the practical limitations of how cells may be refined, i.e., how

a cell is subdivided or that the expansion order must be a strictly positive integer, as well as the

necessarily iterative nature of any refinement procedure, more sophisticated marking for acceleration

is typically not necessary. The computed error contribution estimates may also be applied in more

traditional ways, though perhaps with reduced mesh equilibration tendencies, such as with Dörfler

marking [55], the dominant approach to marking cells for refinement, or hybridized with such

approaches.
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2.4 Numerical Results

We now present a series of numerical examples that deploy the proposed SIE adaptive mesh

refinement (AMR) technique for p-refinement. A similar procedure may applied in the case of h-

refinement; however, effective h-refinement—particularly when working with quadrilateral patches

as in this work—in practice relies heavily on proper remeshing or the handling of non-conformal

cells, e.g., 1-irregular meshes, both of which are beyond the scope of this manuscript. In each case

we start with an extremely coarse discretization (in terms of the accuracy) and we truncate the

maximum increase of a given cell’s expansions order in a single iteration by three, and, as a second

restriction, we limit the maximum increase to one if the estimated global QoI relative error exceeds

10 (1000% error) to penalize the most significant over-refinements.

Finally, we emphasize that the computation of the error estimates as presented relies on solving

the adjoint problem for the p-enriched space (by increasing the expansion orders by one relative

to the discretization of the forward problem). The increase in the number of DoFs required for

solving the higher-order adjoint problem is dependent on the size of problem and may therefore be

substantial. As a mitigating factor in the expense of this approach, the computations for assembling

the Galerkin system matrix for the adjoint problem may be reused for the forward problem (i.e., by

extracting a subset of the system matrix) by employing hierarchical basis functions. Furthermore,

the most expensive computations may be reused between iterations such that a small change in

the discretization requires a small increase in computation time associated with the new entries in

Galerkin system matrix that must be filled, in addition to solving the linear systems. In order to

examine the quality of the discretizations produced according to this approach specifically, rather

than the quality of the adjoint solution, in the following examples we report the QoI without the

enhancement provided by the sum of the error contribution estimates that are otherwise employed

to dictate refinements as described in Section III; i.e., where applicable, we depict J [up] as opposed

to J [up] +
∑K

i=1 ẽi. A future work will explore enhancing the efficiency of the error estimation for

SIE problems.
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For the first example, we investigate application to a spherical scatterer for adaptive error

control of the monostatic RCS. As outlined in Section II, we first compute the error contribution

estimates according to the complex-valued QoI (2.25) and then discard the imaginary component to

produce the error estimate for the real-valued linearized RCS (2.24) and the associated refinement

indicators. We refine the scattering target to achieve an estimated relative QoI error of approximately

Trel ∈ {1×10−1, 1×10−2, 4×10−3, 1×10−3} by computing appropriate absolute local tolerances

as provided by (2.39). The desired relative QoI error is used only to compute appropriate absolute

local tolerances (updating each iteration); the termination of the refinement is provided exclusively

by satisfaction of the local tolerances.

Figure 2.1: The starting discretization for the spherical scatterer S1 with 216 geometrically bicubic elements
and first order basis functions.

The first sphere has a complex relative permittivity of εr = 2.56− j0.05, and the diameter is

3λ0 (where λ0 denotes the wavelength in vacuum), which is analyzed with the coupled EFIE-MFIE

in the PMCHWT formulation. We refer to this first scatterer by S1. The starting discretization,

which consists of 216 geometrically bicubic elements with first order basis functions, is shown
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in Fig. 2.1. Geometrically, the relative error of the surface area compared to a perfect sphere is

1× 10−5. In terms of the accuracy of the solution, the discretization is very coarse as the percent

error (with respect to the analytical value computed from Mie scattering) of the RCS computed

from the starting discretization is 97% for S1. Note that unless otherwise specified, the RCS is not

expressed in decibels to facilitate direct comparison of the actual relative error with the estimated

relative error produced internally by the adaptive refinement procedure as in (2.38). Finally, in the

illustrations of the following results, we normalize the error contribution estimates at each iteration

by the estimated magnitude of the QoI at that iteration to produce relative local error contribution

estimates. Conveniently, for the procedure applied to S1 as described above, this permits illustrating

unified local (i.e., per-cell) relative tolerance refinement termination thresholds TS1Li from (2.39)

such that

TS1Lj = α
Trelj

216
, (2.40)

with j indexing the set of four relative tolerances above, as the absolute tolerances vary each iteration

according to (2.39).

We now conduct the AMR procedure as outlined in Section III. As shown in Fig. 2.2(a), all

examples attain the desired relative local tolerances rapidly. Except for the second coarsest tolerance,

which required four iterations, the refinement procedure attained the desired local error contribution

tolerance in three iterations. Furthermore, as seen in Fig. 2.2(b), for each example, only the

first iteration drives a large change in the discretization, introducing many new DoFs, while the

remaining iterations tune the allocation of unknowns with small adjustments. As a result, storing

(and reusing) the Galerkin integrals between iterations results in vast reductions in computation

time.

Illustrated in Fig. 2.2(c) and Fig. 2.2(d), the proposed approach rapidly improves the mean and

standard deviation of the cellwise relative error contribution estimates corresponding to the various

tolerances used, with finer tolerances permitting greater enhancement of both quantities.

To examine the effect of the refinement on the exact and estimated relative error of the RCS,

Fig. 2.3 illustrates the convergence of the computed RCS for the final discretizations produced
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(a)

(b)

(c) (d)

Figure 2.2: Performance of the AMR algorithm for the spherical scatterer S1 for four tolerances. (a)
Convergence of the relative maximum error contribution estimate versus the number of refinement iterations.
(b) DoFs allocated by the AMR procedure at each iteration. (c) Mean of the relative error contribution
estimates. (d) Standard deviation of the relative error contribution estimates. (a), (c), and (d) are normalized
with respect to the magnitude of the QoI at each iteration to produce the relative quantities.
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with increasingly fine tolerances for S1. Note that as the estimated relative error is computed

for the linearized QoI, the difference between the actual relative error and the estimated is due

both to the inexactness of the error estimation and the linearization (as well as other deterministic

sources of error, e.g., from numerical integration or the geometrical discretization itself). Each data

point is associated with one of the four tolerances tested, with the finest tolerance requiring the

most DoFs and likewise for the other tolerances. The estimated relative error is reported as part

of the AMR process using (2.38), whereas the exact relative error is computed by comparing the

approximate RCS to that computed through the Mie series solution. Despite that the refinement

procedure of one tolerance is entirely independent of the other tolerances, the proposed approach

yields consistent and rapid convergence with finer tolerances and, correspondingly, more DoFs.

For the finest tolerance, the procedure results in a relative error of the RCS of under 1× 10−3 for

S1, a significant improvement (by several orders of magnitude) over the starting discretization. In

terms of the estimated relative error, the AMR procedure provides very close agreement to the exact

values for the four tolerances, with the coarsest tolerance slightly underestimating the relative error

and the finest tolerance slightly overestimating the error.

Solving the same problem with a uniformly refined (i.e., non-adaptive) discretization, a relative

error of just over 3× 10−3 for the RCS is achieved by 7776 DoFs. In other words, for fewer DoFs,

the adaptive refinement procedure produces a discretization that is more than three times as accurate

for computing the RCS.

As an illustration of the inherent mesh equilibration driven by the proposed method, Fig. 2.4

depicts the normalized cellwise error contributions for the starting discretization and the final

discretization for the finest tolerance (Trel = 1× 10−3) for the spherical scatterer S1. The starting

discretization, shown in Fig. 2.4(a), exhibits extremely high error contribution concentration,

indicating low efficiency and the overall low quality of the discretization. On the other hand,

the discretization produced by the proposed AMR algorithm, Fig. 2.4(b), yields a significant

reduction in error contribution concentration, with the estimates distributed about the discretization

much more evenly, mirroring the results indicated by the significant improvement to the standard
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Figure 2.3: Convergence of the actual and estimated relative errors for the monostatic RCS of the dielectric
spherical scatterer S1.

deviation of the error contributions in Fig. 2.2(d). Next, in Fig. 2.5(a) and Fig. 2.5(b), we examine

(a) (b)

Figure 2.4: Illustration of the error contribution estimate distributions for the dielectric scatter S1. (a)
Normalized error contribution estimates for the starting discretization of S1. (b) Normalized error contribution
estimates for the final discretization of S1 with Trel = 1× 10−3. For the purposes of illustration, in (a) and
(b) the error contribution estimates on each cell are normalized such that the smallest has a value of zero, and
the largest a value of one.

the final discretizations for S1 for the coarsest tolerance and finest tolerance, respectively. Both
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(a) (b)

Figure 2.5: Illustration of the expansion orders for the coarsest and finest tolerances of the dielectric spherical
scatterer S1. (a) The final discretization for the coarsest tolerance TS1L1 of S1. (b) The final discretization
for the finest tolerance TS1L4 of S1.

discretizations exhibit significant overlap in terms of the general refinement pattern. However, the

finest tolerance demands a much greater degree of refinement globally.

Fig. 2.6 depicts the distribution of expansion orders for the final discretizations of each model

and each tolerance. The coarse tolerances tested retain even first order basis functions, while, as

expected, the finer tolerances require increasingly higher expansion orders. The finest tolerance of

S1, for example, requires up to fourth-order basis functions. Overall, however, third-order basis

functions are required most frequently. These results confirm those found in [2], which indicated

that high accuracy computations typically require at least cubic or quartic polynomial bases.

Finally, Fig. 2.7 documents the total cost (in terms of the number of DoFs) of solving both

the forward and adjoint problems as outlined in Section II and Section III for the four tolerances

tested. While the adjoint solution dominates the cost of the coarsest tolerance, the forward solution

comprises more than half cost for the finer tolerances, lessening the relative computational cost

even with the rudimentary approach to discretizing the adjoint problem.

While the first example illustrates the capability of the approach to attain high accuracy for

spherical scatterers, we now study its application to another canonical scattering target in the

form of the so-called NASA almond, introduced in [56]. In this case, the starting discretization—
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Figure 2.6: The distribution of expansion orders for the spherical scatterer S1 for the four tolerances.

Figure 2.7: The total cost (in terms of the number of DoFs) of solving both the forward and adjoint problems
for the spherical scatterer S1 for the four tolerances.

illustrated in Fig. 2.8—consists of 136 geometrically biquadratic cells with first order basis functions.

Proceeding in an identical fashion to the spherical scatterer, we refer to this scatterer by S2. We

test the scatterer for εr = 4.5− j0.05, where the longest dimension of the almond is 3λ0 and we

once again examine the monostatic RCS QoI through (2.25) with a planewave (polarized in the

θ-direction as in Fig. 2.8) incident at the nose of the almond (θ = π/2, φ = 0).

In contrast to the previous example, the reference RCS is now computed from a significantly

uniformly refined mesh, both in h (twice as many elements) and p, and features 17408 DoFs.

Geometrically, the relative error of the surface area of S2 compared to the reference model is

4.6× 10−5. However; in terms of the QoI, the RCS computed from the starting discretization yields

a large percent error of 81% compared to this reference.
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Figure 2.8: The starting discretization for the NASA Almond scatterer S2 with 136 geometrically biquadratic
elements and first order basis functions.

Once again, we define the relative local tolerance thresholds to be

TS2Lj = α
Trelj

136
, (2.41)

where j indexes the set of four previously chosen relative tolerances.

Illustrated in Fig. 2.9, the performance with the NASA almond is nearly identical to the example

with the sphere. The proposed approach rapidly refines the discretization for all the tolerances. Of

the four tolerances, the coarsest tolerance requires four iterations (making very small changes),

whereas the remaining tolerances each require three iterations. Likewise, we see again that the

first iteration contributes the most to the change in the discretization with the subsequent iterations

offering much smaller adjustments. Lastly, as in spherical case, the mesh equilibration is greatly

improved with enhancements to the mean and standard deviation of the relative error contribution

estimates as seen in Fig. 2.9(c) and (d).

Next, in Fig. 2.10, we again see very similar performance in terms of the computation of

the RCS. The estimated error in the RCS, which we again note is for the linearized quantity as

discussed in Section II, closely matches that of the actual, with the second to last iteration slightly

underestimating the error in the QoI, with an estimated relative error of 1.1 × 10−3 compared

to the actual relative error of 1.9 × 10−3. Moreover, for computing the RCS with non-adaptive,

uniform refinements, a relative error of 2.3× 10−4 requires 8704 DoFs, indicating that the proposed

adaptivity, which achieves a relative error of 2.1×10−4 by 4448 DoFs, drives significantly improved
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(a)

(b)

(c) (d)

Figure 2.9: Performance of the AMR algorithm for the NASA almond scatterer S2 for four tolerances. (a)
Convergence of the relative maximum error contribution estimate versus the number of refinement iterations.
(b) DoFs allocated by the AMR procedure at each iteration. (c) Mean of the relative error contribution
estimates. (d) Standard deviation of the relative error contribution estimates. (a), (c), and (d) are normalized
with respect to the magnitude of the QoI at each iteration to produce the relative quantities.
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error reduction efficiency. Even when compared to the coarser tolerances, uniform refinement

requires 2176 DoFs to achieve a relative error of 2.9× 10−2.

Figure 2.10: Convergence of the actual and estimated relative errors for the monostatic RCS of the dielectric
NASA almond scatterer S2.

In Fig. 2.11(a) and Fig. 2.11(b) we depict the distribution of the expansion orders for the final

discretizations for the coarsest and finest tolerances, respectively, and Fig. 2.12 similarly depicts the

distribution of the expansion orders for the final discretizations of the four tolerances tested for S2.

Summarizing the total cost of solving the forward and adjoint problems for each of the tolerances,

(a) (b)

Figure 2.11: Illustration of the expansion orders for the coarsest and finest tolerances of the dielectric
NASA almond scatterer S2. (a) The final discretization for the coarsest tolerance TS2L1 of S2. (b) The final
discretization for the finest tolerance TS2L4 of S2.
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Figure 2.12: The distribution of expansion orders for the NASA almond scatterer S2 for the four tolerances.

Figure 2.13: The total cost (in terms of the number of DoFs) of solving both the forward and adjoint problems
for the NASA almond scatterer S2 for the four tolerances.

Fig. 2.13 reports the number of DoFs required for the solution of the two problems by the end of

the refinement procedure, exhibiting a similar trend as seen for the spherical scatterer.

For the next two examples, we explore further the capability of the proposed approach to

equilibrate error contributions within a discretization and across multiple problems, such as a range

of scattering angles. Specifically, we first investigate a challenging example of monostatic scattering

from a square PEC plate with side lengths of 8λ, as seen in Fig. 2.14. The discretization consists

of 100 bilinear elements with first order basis functions. The monostatic scattering angle is swept

from θ = 0 to θ = π/2 and the incident wave is polarized in the θ-direction. For this example,

the RCS changes drastically, from very large at θ = 0 to zero by θ = π/2. We apply the same

refinement process as before for each monostatic scattering angle separately and with a single

desired relative tolerance of Trel = 1× 10−2 used with (2.39) and the linearized RCS QoI by means
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of (2.25) for all scattering angles. In practical applications, rather than treat each scattering direction

separately, the QoIs could be clustered and combined, e.g., in the manner discussed in [24] for

computing S-parameters. However, in order to specifically study the consistency and effectiveness

of the refinement approach itself—in particular, the consistency of mesh equilibration—as opposed

to that of the QoI clustering strategy, we consider the AMR procedure of each scattering angle

independently.

Figure 2.14: The starting discretization for the square plate scatterer of dimension 8λ × 8λ with 100

geometrically bilinear elements.

The monostatic RCS computations from the uniformly refined reference discretization, the very

coarse starting discretization, and the adaptively refined models are depicted in Fig. 2.15. The

reference data was computed using a significantly refined discretization with 18240 DoFs. The

starting discretization, with a median relative error of 1.0 for the RCS QoIs, yields extremely poor

accuracy, particularly for the narrow scattering angles as the QoI approaches zero, while the AMR

enables high accuracy across all scattering angles, with actual and estimated median relative errors

of 1.5× 10−2 and 9.8× 10−3, respectively, for the RCS QoIs, further indicating the ability of (2.39)
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Figure 2.15: The RCS (in dB) computed from the starting discretization and the adaptively refined dis-
cretizations compared to that of the uniformly refined reference for the square plate scatterer over a range of
monostatic scattering angles.

to determine reasonable local tolerances without additional analysis, especially given the extreme

coarseness of the discretization. Note that θ = 90 is excluded, as the RCS is exactly 0.

Figure 2.16: Mean relative error contribution estimates (normalized according to the RCS at each scattering
angle) with the dispersion illustrated by bands containing two-thirds of the data versus the scattering angle
for the starting and final discretizations of the AMR procedure applied to the square plate scatterer.

Now, while the RCS differs substantially across the scattering angles, the equilibration properties

of the proposed approach should yield discretizations of similar characteristics given the fixed

desired relative error. To evaluate this capability, we measure the sample mean and dispersion of the
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relative cellwise error contribution estimates, both of which are sensitive to outliers in the data, to

examine the consistency of the proposed approach over a wide-range of problems and QoIs in terms

of mesh equilibration. The relative error contribution estimates are produced as in the previous

examples by normalization according to the estimate of the monostatic RCS QoI, as the absolute

tolerances, given the vastly different QoI magnitudes, differ substantially in value. Shown in Fig.

2.16, where the shaded bands contain two-thirds of the data and indicate the dispersion of the error

contributions, the initial discretization features significant fluctuation in the mean and the dispersion

of the relative error contribution estimates as the scattering angle is swept from 0 to 90 degrees.

However, after AMR, the discretizations yield near constant means and standard deviations for

the relative error contribution estimates. The consistency of the AMR performance to successfully

match the desired accuracy and, moreover, balance the discretization even when applied to a wide

range of QoIs further indicates the efficiency of the proposed approach.

Lastly, as shown in Fig. 2.17, the modeling requirements to maintain the desired estimated

relative error increase substantially until θ = 60 degrees, at which point the required number of

DoFs plateaus.

Figure 2.17: The number of DoFs required by the AMR procedure compared to the uniformly refined
reference for the square plate scatterer over a range of monostatic scattering angles.

For the final example, we revisit the same NASA almond scatterer from before with 136

geometrically biquadratic cells for the same relative permittivity and frequency. Here, we repeat the

same analysis conducted for the square plate target, now with a fixed desired relative tolerance of
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Trel = 4×10−3. Once again, we estimate the error in the monostatic RCS by means of the linearized

quantity (2.25). The monostatic scattering angle is swept from the back of the almond (θ = −π/2),

over the top (with respect to the orientation in Fig. 2.8), to the nose of the almond (θ = π/2).

In Fig. 2.18, we again examine the monostatic RCS for the reference model, the starting

discretization, and the adaptively refined discretization. The reference model is uniformly refined

both in h and p, featuring 17408 DoFs. Except for θ = 0, which is incidence on the top of the

almond, the starting discretization is very poor, with extreme spikes in the computed RCS (for

example, around θ = −20). On the other hand, the adaptively refined models closely match the

reference RCS values over the entire range of scattering angles. Specifically, for the adaptively

refined models, the median relative error in the RCS is 1.9× 10−3 and the median estimated relative

error is 1.7× 10−3.

Figure 2.18: The RCS (in dB) computed from the starting discretization and the adaptively refined discretiza-
tions compared to that of the uniformly refined reference for the dielectric NASA almond scatterer over a
range of monostatic scattering angles.

Examining the mean and dispersion of the relative error contribution estimates as in Fig. 2.19,

we see substantial variation in addition to large magnitudes. Conversely, the adaptively refined

discretizations are nearly uniform throughout the entire range of scattering angles once again. For

the large dip in the monostatic RCS for the starting discretization around θ = −20, the estimated
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Figure 2.19: Mean relative error contribution estimates (normalized according to the RCS at each scattering
angle) with the dispersion illustrated by bands containing two-thirds of the data versus the scattering angle
for the starting and final discretizations of the AMR procedure applied to the NASA almond scatterer.

relative error approaches 100, and therefore the maximum degree of refinement, as noted in Section

III, is limited to one; without this condition, a substantial degree of over-refinement would occur.

Figure 2.20: The number of DoFs required by the AMR procedure compared to the uniformly refined
reference for the NASA almond scatterer over a range of monostatic scattering angles.

Finally, in terms of the modeling requirements, Fig. 2.20 illustrates the number of DoFs

allocated by the proposed refinement procedure for each scattering angle. The requirements are

approximately symmetric with scattering from the nose and back of the almond posing the most

challenge overall, whereas the large spike in error that occurs near the vicinity of θ = −20 (seen in
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Figs. 2.18 and 2.19 for the initial discretization) requires a substantial boost in DoFs to alleviate to

satisfaction of the QoI error tolerance.

As a result, for both the square plate and the NASA almond scatterer, the proposed method is

effective at equilibrating the error contribution estimates, in addition to enhancing the quality of the

discretizations for computing the RCS rapidly and providing accurate error estimates.

2.5 Conclusion

We have demonstrated an effective approach to mesh adaption and error control for general SIE

problems in the EFIE and coupled EFIE-MFIE (PMCHWT) formulations. From a given tolerance,

the proposed AMR procedure rapidly refines the discretization, producing accurate and efficient

resource allocations even from extremely poor quality starting discretizations.

Along with studying the dual problems for the EFIE and the EFIE-MFIE (in the PMCHWT

formulation), we provide a customizable and practical scattering QoI as well as a customizable

linearized RCS QoI for directly tailoring discretizations through an explicit refinement algorithm.

In concert with an effective methodology for producing high quality discretizations for the MoM-

SIE, the provision of error estimates (as opposed to simply error indicators) greatly increases the

confidence in the accuracy of simulation results.

Furthermore, by leveraging an a priori error behavior heuristic and goal-oriented a posteriori

error estimation, our approach accelerates the refinement process, disconnecting the desired accuracy

from the number of refinement iterations required and, as a result, permits practical refinement to

high accuracy. Moreover, in producing simulations of customizable accuracy through adjustment of a

single refinement tolerance, the approach significantly reduces the need for expert-user intervention.

Finally, the proposed approach encourages equilibrated error contribution estimates, indicating

the high efficiency and quality of the discretizations produced. Even when analyzing QoIs of varying

magnitudes, the approach yields consistently balanced meshes. A future work will study reducing

the computational expense of generating the error estimates through cost-aware approximations of

the adjoint solution.
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Chapter 3

Adaptive hp-Refinement for 2-D Maxwell Eigenvalue

Problems: Method and Benchmarks

3.1 Introduction

In the presence of singular—or generally non-smooth behavior—p-refinement, the process

of increasing the polynomial order of the discretization, yields only algebraic convergence; yet

with a sufficiently smooth solution, p-refinement provides exponential convergence. Combined

hp-refinement, however, which controls the resolution of the domain subdivision and the expansion

orders, enables exponential convergence even for non-smooth solutions, unlocking significant

potential for accuracy and efficiency for general problems in computational electromagnetics (CEM)

and electromagnetic modeling.

The development and application of hp capable methods is of increasing interest in CEM and

the broader applied mathematics community. As the demands for accuracy increase, the need

for enhanced convergence, and therefore the substitution of low-order methods with higher-order

alternatives, has driven significant development for practical applications in hp-refinement.

Constructing the most accurate and efficient discretization demands versatility in the model, such

as non-uniform cell sizes and non-uniform expansion orders. Such versatility, however, requires

adequate adaption and refinement instruction for practical and effective applications. To ensure a

rapidly convergent adaptive mesh refinement (AMR) procedure, we target the discretization with

goal-oriented error estimation. As opposed to standard strategies, which either specifically examine

the accuracy of the solution or some property of the solution as a surrogate for the accuracy, the

dual weighted residual (DWR) expression of the error enables rigorous error estimation related to

quantities of interest (QoIs) computed from the solution. Furthermore, we augment the utility of the

dual weighted residual by extracting the solution to an enriched solution for smoothness estimation,
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which facilitates significantly improved convergence and consistency in comparison to smoothness

estimation of the original forward solution itself.

Goal-oriented error estimation and adaptive refinement remains a key focus of research in the

applied mathematics community. For a comprehensive overview, with a particular emphasis on

duality-based approaches, see [28, 30, 57].

Mixed-order and hp-methods were introduced in [58–61], demonstrating that under proper

conditions, exponential convergence with respect to the number of degrees of freedom may be

achieved through a combination of h- and p-refinements. Since then, many practical studies of

hp capable methods have followed, e.g., [62, 63]. Furthermore, open-source libraries such as

deal.II [4, 64] have alleviated many of the practical hurdles of implementing hp-methods, yet

challenges remain for effective application.

Considering the Maxwell eigenvalue problem, which is the focus of this manuscript, the success

of adaptive error control approaches naturally relies on the convergence of the discrete problem

to the continuous problem; rigorous analyses of this convergence through proofs of the discrete

compactness property have shown the viability of H(curl)-conforming Galerkin discretizations

for solving the Maxwell eigenvalue problem with h-refinement procedures in [65], p-refinement

procedures in [66], and combined hp-refinement procedures in [67]. Previously, [68] studied

the application of p-refinement for a variety of waveguide models. For adaptive hp-refinement,

an analysis of a standard residual-based error indicator and convergence was conducted in [69].

Similarly, [70, 71] studied exponential rates of convergence for cavity resonators and manual

discretization refinements for smooth and singular eigenfunctions.

The predominate approach for hp-refinement of Maxwell equation problems in CEM, however,

has relied mostly on multi-grid techniques, with iterative construction and comparison of a starting

discretization and a globally refined (simultaneously in h and in p) reference, such as in [13, 14, 22].

Additionally, in [23] hp-refinement was applied according to this approach for accurate S-parameter

computation of waveguide discontinuities with energy-norm minimization refinement and, as an

extension of the energy-norm approach, goal-oriented strategies. A similar study of goal-oriented
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adaptivity for S-parameter computation was conducted in [24]. Notably, [72] proved convergence

in the energy norm for a residual-based hp-refinement algorithm while also avoiding the high

computational cost of the above multi-grid techniques, with applications to a variety of Maxwell

equation problems in the 3-D finite element method (FEM).

Other approaches in applied mathematics have leveraged, in addition to various types of error

estimation or indication, estimation of several characteristics of the discretization to determine

the choice between h- and p-refinement. In [61], local error indicators were computed for a base

mesh and its globally p-refined realization, with the ratio of these error indicators deciding whether

to h- or p-refine. On the other hand, in [73] the smoothness of the solution was estimated from

the Legendre expansion. Similarly, [74] studied the decay rate of the Fourier and Legendre series

expansions to guide hp-refinement. Additionally, in [52], the Sobolev regularity of the solution

was estimated from the Legendre expansion coefficients. We pursue the approach of estimating

the decay rate of Legendre coefficients to generate a smoothness indicator; however, we study

the smoothness of an enriched solution, rather than the original solution itself, to better target the

discretization error and insufficient local smoothness.

Similar error estimates through the DWR were also applied to 1-D dielectric slab problems [27],

and to accelerated p-refinement for electromagnetic scattering problems in 3-D FEM [2]. Instead, we

provide a simplified form for the DWR of the Maxwell eigenvalue problem for eigenvalue QoIs and

combined hp-refinement. Moreover, in this paper we explore attaining maximal accuracy through

hp-refinement optimization, which, in addition to ease of use, results in exponential convergence

with respect to the number of degrees of freedom.

The rest of this paper is organized as follows. Section II outlines the construction of the

simplified error estimate and the hp-refinement classification procedures. Section III provides

numerical examples, illustrating the strong performance of the proposed refinement procedure for

the Maxwell eigenvalue problem in 2-D FEM. The examples indicate attainment of exponential

rates of convergence even for eigenvalues of singular eigenfunctions. Lastly, we provide improved

numerical benchmarks for a challenging waveguide model.
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3.2 Error Estimation and Refinement Classification

3.2.1 Problem Formulation

We first outline the Maxwell eigenvalue problem. From the source-free Maxwell equations (in

differential form), we have the following problem involving the electric field E,

∇× (µ−1
r ∇× E)− k2

0εrE = 0 in Ω, (3.1)

where µr and εr denote the relative permeability and permittivity of the medium, respectively, and

k0 denotes the free space wavenumber.

We now impose several practical constraints on the types of problems we will study. First, let us

assume Ω describes a very long, uniform perfect electrical conductor (PEC) waveguide filled with

air (i.e., µr = 1 and εr = 1), resulting in the Dirichlet boundary condition

n̂ × E = 0 on ∂Ω, (3.2)

where n̂ denotes the direction normal to the boundary.

The electric field in the waveguide varies spatially according to

E = E(x, y)e−γz, (3.3)

where γ denotes the propagation constant, which is, in general, complex valued. Lastly, for the

purposes of establishing benchmarks, we investigate only the transverse electric (TE) modes (i.e., the

electric field in the axial direction is zero). The procedure can be repeated identically for transverse

magnetic (TM) modes by isolating the magnetic field intensity H instead. As the objective of the

numerical method (and therefore the adaptivity) is the accurate and efficient computation of the

cutoff-frequencies, we let γ = 0.

Naturally, physical eigenpairs of (3.1) correspond to those with eigenvalues greater than zero.

Moreover, the eigenfunctions of positive eigenvalues automatically satisfy the divergence condition
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∇ · E = 0. Spurious modes, which cluster exclusively around zero, may be eliminated trivially in

post-processing, or the outlined approach may be augmented to a mixed finite element method to

enforce the divergence condition [75].

The aforementioned problem—when reduced to a 2-D cross-section—admits the following

variational form after Galerkin testing: Find Uhp = {uhp, λhp} ∈ Bhp × R>0 such that

a(uhp, φhp) = λhpm(uhp, φhp) ∀φhp ∈ Bhp, (3.4)

with a(uhp, φhp) = 〈∇t×uhp, ∇t×φhp〉 (where ∇t represents the transversal gradient operator and

〈·, ·〉 denotes the standard L2 inner-product), and m(uhp, φhp) = 〈uhp, φhp〉, for a finite dimensional

subspace Bhp ⊂ H0(curl; Ω), where H0(curl; Ω) = {u ∈ H(curl; Ω) | n̂ × u = 0 on ∂Ω } and

Ω ⊂ R
2.

With the preceding problem constraints, we restrict our analysis to the 2-D Maxwell eigenvalue

problem; nevertheless, the same approach could be applied to the 3-D Maxwell eigenvalue problem

directly (assuming access to the prerequisite 3-D hp-refinement infrastructure). We note, however,

that the general waveguide problem requires a more complicated variational formulation than (3.4),

as described in, e.g., [68, 76].

Finally, letting U = {u, λ} ∈ H0(curl; Ω)× R>0 denote the exact solution to the generalized

eigenvalue problem, we are interested in the approximation error of the eigenvalue λhp, i.e., the

difference

eλhp
:= λ− λhp. (3.5)

In the remainder of this paper, we study the adaptive control of this error through automated

refinements of the underlying discretization of the forward problem.

3.2.2 Error Estimation

To apply the DWR procedure for the generalized eigenvalue problem in order to compute (3.5)

in such a way as to guide adaptive error control, we first require an appropriate functional of the
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solution that, in this case specifically, permits relating the properties of the discretization and the

accuracy of an eigenvalue. However, as any scalar multiple of an eigenvector is also an eigenvector,

we first assert a convenient normalization condition for the eigenfunction. Specifically, as in [77],

we choose u such that

〈u, u〉 = 1, (3.6)

and likewise for the approximate solution uhp, which amounts to normalizing the eigenfunctions

according to the L2-norm.

We then take the functional

J [U ] = λ〈u, u〉 = λ, (3.7)

which, in concert with the normalization condition (3.6), produces the desired QoI and, as a result,

we have that

J [U ]− J [Uhp] = eλhp
. (3.8)

To derive explicit expressions for the QoI error and refinement indicators, we follow the

procedure in [77]. Given the above formulation and constraints, the associated dual eigenvalue

problem for considering an eigenvalue QoI is identical to the forward problem, i.e., (3.4) is self-

adjoint. Based on [77], we can construct a simplified form of the QoI error, namely

eλhp
(1− σhp) = a(uhp, u −ψhp)− λhpm(uhp, u −ψhp), (3.9)

for arbitrary ψhp ∈ Bhp, with σhp = 1
2
m(u − uhp, u − uhp). While any choice of ψhp preserves

the identity (3.9) (due to Galerkin orthogonality), we choose ψhp = Π
curl
hp u, the curl-conforming

projection-based interpolation (see [78] and the references therein for a detailed description of this

operator) of u into the original primal finite element space, to excise the unimportant information in

accumulating the error estimate, which, as opposed to other choices (e.g., ψhp = 0), enhances the

utility of the error indicators for refinement.
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The contributions in (3.9) are accumulated separately for each cell K such that the total error is

equivalent to

(3.10)eλhp
(1− σhp) =

∑

K

aK(uhp, u −ψhp)− λhpmK(uhp, u −ψhp),

where the subscript K indicates that the integral terms a and m are evaluated just over the cell K.

To enhance the control of discretization error (particularly related to that of the approximation

at the boundaries of the cells), the contributions are then separated into a cell residual and boundary

residual. Integration by parts reveals that

(3.11)aK(u, v) =

∫

ΩK

(∇×∇× u) · v dΩK −
∫

∂ΩK

(∇× u)× v · n̂ dSK ,

with n̂ denoting the direction normal to the boundary as in (3.2). Note that the second integral in

(3.11) is performed over the boundary of the cell (i.e., along the edges in 2-D and over the faces in

3-D).

In the case of the boundary term for a given cell, we average its contribution with the boundary

terms from the neighboring cells to instead measure the jump of the tangentially directed curl

∇× uhp (which is, in general, discontinuous) weighted by u −ψhp, i.e.,

(3.12)

eλhp
(1− σhp) =

∑

K

〈∇ ×∇× uhp, u −ψhp〉K

− 1

2

[

〈n̂ × (∇× uhp), u −ψhp〉∂K − 〈n̂ × (∇× uhp), u −ψhp〉∂K′

]

− λhpmK(uhp, u −ψhp)

=
∑

K

η̃K ,

where K
′

indicates the collection of cells that share an edge (in 2-D) or a face (in 3-D) with cell K,

and η̃K denotes the final error contribution estimate associated with cell K. In implementation, this

procedure amounts to traversing each cell to compute the volume terms and a separate traversal

of every face/edge, accumulating the contributions from the cells on either side as described in

(3.12). Furthermore, note that for the combination of two boundary terms as in (3.12), the curl of

the forward solution must be evaluated on both sides of an edge (or a face in 3-D); however, given

its tangential continuity, u −ψhp may be evaluated just once for each edge/face.
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Finally, in addition to error indicators for refinement, the summation of the signed contributions

η̃K from each cell K provides a correction term—by means of (9)—to improve the accuracy of

the approximate QoI computed from the forward problem. For the purposes of refinement in the

remainder of the paper, we define the refinement indicator ηK to be the absolute value of the error

contribution estimate η̃K , i.e.,

ηK := |η̃K |, (3.13)

for each cell K.

In the above expressions, we assume access to the exact solution u. In general, however, we must

substitute an approximation of u. Galerkin orthogonality precludes taking uhp as the approximation

for u, as it would imply an estimate of zero error. Instead, we replace u with a finite dimensional

approximation uhp+ ∈ Bhp+ , where Bhp+ denotes the enriched finite element space generated by

increasing the expansion orders of each cell by one in the discretization of the forward problem

(3.4). While very effective for error estimation, alternative approaches, such as those discussed

in [28], can provide improvements in efficiency.

3.2.3 Refinement Classification

Following the above error estimation procedure yields a collection of cells cataloged according

to their estimated contributions to the QoI error. To approach optimally equilibrated discretizations

during the convergence procedure, we develop a variant of the selection scheme introduced in [79].

Since the primary concern is that the local regularity of the solution prevents accelerated convergence,

for the purposes of designing the marking scheme, let us temporarily assume we h-refine only.

Furthermore, in this manuscript we consider only isotropic refinements in h and p, while additional

efficiency and versatility may be unlocked through anisotropic refinements (though with greater

requirements of the underlying refinement and coarsening infrastructure) [80].

We consider the marking procedure as a two-step process, with an independent refinement step,

followed by a coarsening step. We have, therefore, in concert with the trinary marking decision,

three groups of cells to treat: the m cells to refine, the l cells to coarsen, and the remaining cells
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which are left unchanged. Under one h-refinement step, the number of new cells introduced when

refining the m cells with the largest error contribution estimates is

(

2d − 1
)

m, (3.14)

where d denotes the geometric dimension of the discretization. Grouping cells into the set of refined

cells, R, and unrefined cells, R̃, the total predicted error η after an h-refinement step is

η =
∑

K∈R

2−α(K)ηK +
∑

K∈R̃

ηK , (3.15)

where α(K) denotes the predicted rate of convergence on cell K, which we take as the degree of

the polynomial basis on the cell (i.e., ignoring the regularity in the convergence condition), with

an associated refinement indicator ηK produced from (3.12) by means of (3.13). From [79], the

refinement procedure must weight not just the error reduction, but also the increased cost and, as a

result, should minimize the following objective function

(3.16)

Jrefine(m) = Nα1/d
α1









∑

K∈R(m)
α(K)=α1

2−α1ηK +
∑

K∈R̃(m)
α(K)=α1

ηK









+ · · ·

+Nαj/d
αj











∑

K∈R(m)
α(K)=αj

2−αjηK +
∑

K∈R̃(m)
α(K)=αj

ηK











,

where, to track the increased cost of refining higher-order cells, Nαi
counts the number of cells

(after refinement) that have a polynomial basis of degree αi, for i = 1, . . . , j, where j denotes the

number of different expansion orders in the discretization. The optimal m cells with the largest error

contributions may be found through simple enumeration. Hence, for marking cells for refinement,

the approach ensures the best choice—according to the objective function (3.16)—for the worst-case

scenario (h-refinement only).
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In the interest of practicality, we enforce the coarsening as a succession to refinement (rather than

a parallel operation). Analogous to the case of refinement, the coarsening procedure should seek to

minimize the predicted error increase while maximizing the computational savings. In tandem with

this goal, any coarsening procedure should accelerate error homogenization to improve discretization

quality and efficiency. With the set R (the refined cells) fixed, we consider reclassifying the unrefined

cells for coarsening by determining the l cells with the smallest error contribution estimates that

minimize

(3.17)

Jcoarsen(l) = Nα1/d
α1











∑

K∈R̃(l)
α(K)=α1

ηK +
∑

K∈R̂(l)
α(K)=α1

2α1ηK











+ . . .

+Nαj/d
αj











∑

K∈R̃(l)
α(K)=αj

ηK +
∑

K∈R̂(l)
α(K)=αj

2αjηK











,

where R̂ indicates the set of cells marked for coarsening.

However, independent of the underlying marking strategy, we have a collection of cells marked

for refinement or coarsening. In the case of pure h- or pure p-refinement, the error indicators provide

sufficient refinement information. In the case of combined hp-refinement, however, we must decide

what to refine and how to refine, namely to decide whether to apply h- or p-adaptivity.

Since the theoretical conditions for exponential convergence require a sufficient degree of

local regularity [53, 54], we estimate the local smoothness on marked cells to decide h- over p-

refinement and isolate non-smooth behavior. We estimate the smoothness both from the enriched

and standard forward solutions, which we extract from the DWR error estimation process; i.e.,

we leverage the two finite dimensional Galerkin approximate solutions (where one belongs to an

enriched space) computed as part of evaluating the eigenvalue QoI error estimate in (3.12). While

estimating directly from the standard forward solution provides effective refinement classification

information, estimating the smoothness of the enriched solution better targets our principal objective:

eliminating discretization error where the solution yields inadequate accuracy. We adopt the

approach demonstrated in [74] for estimating the decay of the Legendre expansion. The enriched
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field, keeping in mind the necessity of approximating the exact solution, is simply uhp+ ∈ Bhp+ .

Hence, for each shape function ϕ̂j on every cell K, we have an associated coefficient ej,K . The

Legendre coefficients of the w-component (e.g., the x- or y-components) of this local field are then

computed from

cξ,K,w =
∑

j

L̂i(ξ)j,waj,K (3.18)

L̂i(ξ)j,w =

(

∏

n∈ξ

2n+ 1

2

)

∫

K̂

ϕ̂j,w(x̂)Pξ(x̂)JK dx̂, (3.19)

where ϕ̂j,w indicates that the w-component of the vectorial shape function ϕ̂j is taken, JK denotes

the Jacobian determinant of the mapping between the reference cell and its image K, and the

integrals in the transformation matrix L̂ij,w are computed over the reference cell K̂, where Pξ

denotes the tensor-product Legendre polynomial of the multi-index ξ ∈ N
d
0. The decay rate of

each field component is estimated independently through linear regression of the logarithm of the

coefficients, with the smallest predicted decay rate (which suggests lower regularity) propagated

forward for refinement classification as we consider only isotropic refinements in this work. With

support for anisotropic hp-refinements, the individual decay rates may be applied to instruct

directional refinements instead. Of course, the expansion must be truncated to a finite number of

terms. Hence, from [74, 81], we perform linear regression on the set of (modified) coefficients

CK,w =











log






max

ξ̂

‖ξ̂‖1=‖ξ‖1

|cξ,K,w|






: ‖ξ‖1≤ pK











, (3.20)

where pK denotes the degree of the polynomial basis on cell K of the enriched discretization.

As in error estimation and marking cells for refinement or coarsening, each cell must be classified

for h- or p-refinement. Analogously to the relative marking of cells, typical strategies employed

rely on a relative threshold for determination, i.e., taking a threshold T such that

T (κ) = κηmax + (1− κ)ηmin, (3.21)
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where κ ∈ [0, 1] and ηmax and ηmin denote, respectively, the maximum and minimum decay rates.

This form of the refinement classifier indicates a strong dependence on κ, with κ = 0 implying

p-refinement only and κ = 1 implying h-refinement only, and therefore the need for a judicious

choice. Typically, in the absence of prior information, κ = 1/2 is chosen; however, depending on

the problem, we might expect additional value for p-refinement as opposed to h, and vice versa,

motivating the need for an alternative classifier.

Instead, we take the approach as in [73], with a fixed threshold, such as T = 1.0. We find that

when applying the Legendre smoothness indicator, T = 1.0 underestimates the smoothness, driving,

therefore, less p-refinement than would be profitable. As a result, in the numerical results section, we

take T = 0.85 as a more aggressive (in terms of p-refinement) yet still widely applicable tolerance.

Naturally, a threshold too strongly weighted towards p-refinement or towards h-refinement will, in

either case, inhibit the ability of the adaption algorithm to yield exponential convergence.

We summarize the adaptive error control procedure as follows:

1. For each cell, compute error contribution estimates and refinement indicators by means of

(3.12) and (3.13)

2. Of the N total cells in the discretization, identify the m cells that should be refined, the l cells

to coarsen, and the N −m− l cells that are left unchanged

(a) Set m to be the minimizer of the objective function (3.16)

(b) With m now fixed, set l to be the minimizer of the objective function (3.17)

3. With the cells classified for refinement and coarsening, for each cell K, estimate the smooth-

ness of the field to determine whether the cell should be h- or p-refined/reduced

(a) For uhp+ on cell K, associate the coefficients ej,K with each shape function ϕ̂j on cell

K in the enriched finite element space

(b) Estimate the decay rate CK,w of the coefficients of the Legendre expansion using (3.20)

for each component w of the field (i.e., the vectorial directions)
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i. For isotropic refinements, take the only the minimum decay rate over the individual

vectorial components of the field

(c) If cell K is marked for refinement, then p-refine for a decay rate above some threshold

T (e.g., T = 1.0 or T = 0.85); otherwise, h-refine

(d) If cell K is marked for coarsening, then coarsen in p for a decay rate below T ; otherwise,

coarsen in h

Note that for the actual execution of refinement or coarsening of the discretization, additional

requirements that depend on the underlying hp-refinement implementation—such as maintenance of

a 1-irregularity rule (i.e., only one hanging node per edge after an h-refinement)—require additional

care, for example, as discussed in [82].

Finally, to analyze the effectiveness of proposed refinement, specifically for 2-D problems, we

note that the relative error of the approximate eigenvalue is bounded by

Ce−b(NDoFs)κ , (3.22)

where NDoFs signifies the number of degrees of freedom, C, b, κ > 0 are constants independent of

the NDoFs [70]. In 2-D, when the solution is smooth, κ = 1/2, otherwise κ = 1/3. A linear trend

of the relative error (in log-scale) with respect to (NDoFs)κ indicates exponential convergence,

permitting a convenient method to visualize the performance of an adaptive strategy.

3.3 Numerical Results

We now apply the proposed adaptive mesh refinement procedure to a challenging model problem

in the form of an L-shaped waveguide originally proposed by [83]. The implementation is based on

the finite element library deal.II [4,64], leveraging a continuous Galerkin approach with higher order

Nédélec cells of the first kind [84] with support for non-uniform expansion orders and hanging-

nodes (1-irregular) [63]. Visualization of the discretizations and the eigenfunctions was performed

using VisIt [85].
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From [83, 86] we have a collection of numerical reference eigenvalues to compare the accuracy

and effectiveness of the proposed approach to adaptive hp-refinement in CEM.

In all examples, the starting geometric discretization is that of Fig. 3.1. The error in a given

eigenvalue is computed from (3.12), and the cells to refine and coarsen are chosen through successive

minimization of the objective functions (3.16) and (3.17) under the assumption of the need to h-

refine only. The marking strategy is then followed by recategorization of the refinement and

coarsening to the isotropic h and p decisions according to the smoothness estimation outlined in

Section II.

Figure 3.1: The starting discretization for the L-shaped waveguide.

We focus our study on the smallest nine eigenvalues, the first five of which have been examined

previously in [83, 86].
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The first nine eigenpairs separate equally into three classes: those with strongly singular

eigenfunctions, seen in Fig. 3.2; non-smooth eigenfunctions, seen in Fig. 3.3; and globally smooth

eigenfunctions, seen in Fig. 3.4. The 1st, 6th, and 8th eigenpairs have highly singular eigenfunctions;

the 2nd, 5th, and 9th eigenfunctions, while not unbounded, exhibit non-smooth behavior near the

re-entrant corner of the domain; and the 3rd, 4th, and 7th eigenfunctions are globally smooth.

Furthermore, note that in each case, the curl of the eigenfunction, which is purely in the axial

direction, is non-zero. For the non-smooth and singular eigenfunctions, the curl is highly sensitive

in a neighborhood about the re-entrant corner (i.e., small perturbations in position result in relatively

large changes in the magnitude of the curl), though approximately zero at the re-entrant corner itself.

The L-shaped waveguide, therefore, provides an excellent test case for the analysis of hp-refinement

methods in CEM, providing a range of solution types to evaluate efficacy and efficiency.

For each class of eigenpair, we demonstrate the effectiveness of the proposed approach for

hp-refinement. Based on the numerical experiments in [2], which indicated that accurate results

typically require at least cubic or quartic polynomial bases, we initialize the primal discretization

with uniformly cubic basis functions for the singular class and quartic for the non-smooth and

smooth classes; however, the polynomial order may be reduced to unity through coarsening (i.e.,

the degree of coarsening in p is unrestricted), and the maximal expansion order for the primal

discretization is limited to twelve. Note that initialization with linear basis functions is undesirable

due to inadequate information for smoothness estimation [74]. For illustration of the advantage of

estimation of the enriched solution smoothness over the standard forward solution smoothness, we

include results from both strategies. We denote the enriched solution smoothness and the standard

forward solution smoothness AMR strategies by E-AMR and S-AMR, respectively. The values

of the eigenvalues include the correction term provided by solving the discrete problem with the

enriched discretization as required in the DWR and the increased cost (in terms of the number of

degrees of freedom) to compute this quantity.

Starting with the singular class of eigenfunctions, the field magnitude is characterized by a

singularity at the re-entrant corner and, depending on the mode, variation elsewhere in the domain.
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(a) (b)

(c)

Figure 3.2: Field magnitudes for the singular eigenfunctions. (a) The 1st eigenfunction. (b) The 6th
eigenfunction. (c) The 8th eigenfunction.

55



(a) (b)

(c)

Figure 3.3: Field magnitudes for the non-smooth eigenfunctions. (a) The 2nd eigenfunction. (b) The 5th
eigenfunction. (c) The 9th eigenfunction.
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(a) (b)

(c)

Figure 3.4: Field magnitudes for the globally smooth eigenfunctions. (a) The 3rd eigenfunction. (b) The 4th
eigenfunction. (c) The 7th eigenfunction.
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While the neighborhood around the re-entrant corner significantly influences the accuracy of the

eigenvalues, it is not solely responsible; this presents tremendous challenge in highly accurate

computations, and, in particular, prevents standard error indication strategies (e.g., the gradient-jump

methods) from attaining maximum accuracy as the adaptivity will over-emphasize the re-entrant

corner (to the neglect of the remainder of the discretization).

Fig. 3.5 depicts the results of the E-AMR and S-AMR procedures applied to the eigenpairs with

singular eigenfunctions. For the convergence of the 1st eigenvalue, the presented E-AMR scheme

provides significant improvements in efficiency, providing a 10 to 100 times improvement in the

accuracy for the same number of DoFs compared to S-AMR. With the horizontal axis in Fig. 3.5(b)

scaled with respect to (NDoFs)1/3, we see that E-AMR and S-AMR yield exponential convergence.

Both approaches match the accuracy (12 digits) of the most accurate benchmark available [86],

which required 59459 degrees of freedom. The E-AMR approach, however, required only 20364

DoFs to attain the same accuracy.

Moving on to the 6th eigenpair, we again see in Fig. 3.5 the advantage of the E-AMR approach.

As no previous benchmark exists for this eigenpair, the reference value is taken from the invariant

digits of the refinement process. With E-AMR, the convergence of the eigenvalue is nearly identical

to the 1st eigenvalue, even with the increased fluctuation throughout the domain. S-AMR, however,

is severely limited by estimating the smoothness from the standard forward solution, achieving only

algebraic convergence with respect to the number of degrees of freedom for this eigenvalue, as seen

in Fig. 3.5(b). Fully leveraging the information provided by the DWR process, as in the E-AMR

strategy, produces exponential convergence without difficulty. Moreover, estimating the smoothness

from the enriched solution produces discretizations several orders of magnitude more efficient. The

E-AMR strategy reaches 12 digits of accuracy for this eigenvalue.

The 8th eigenpair produces similar results as to the 1st eigenpair; however, as the eigenpair

itself is much more demanding in terms of computational resources, 38966 DoFs are required for 12

digits of precision using the proposed E-AMR strategy, whereas S-AMR requires nearly three times
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(a)

(b)

Figure 3.5: Convergence of the eigenvalues of the singular eigenfunctions with respect to the number of
degrees of freedom. (a) Double logarithmic representation. (b) log-cube-root representation.
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as many degrees of freedom for the same accuracy at 105840 DoFs. Furthermore, while E-AMR

yields consistent exponential convergence, S-AMR performs less consistently.

The first converged discretizations produced by E-AMR for the eigenvalues belonging to the

singular class are shown in Fig. 3.6. For the 1st eigenvalue, shown in Fig. 3.6(a), the minimum

and maximum expansion orders attained were three and nine, respectively. For the 6th eigenvalue,

shown in Fig. 3.6(b), the minimum and maximum expansion orders were four and twelve, while

the minimum and maximum for the 8th eigenpair, from Fig. 3.6(c), was two and twelve. All three

problems resulted in a significant increase in cell density in the neighborhood of the singularity and

large expansion orders where the eigenfunctions vary smoothly.

Repeating the same process but for the class of non-smooth eigenfunctions, we see similar

performance. In each case the reference value for computing the relative error is taken from the

invariant digits of the refinement process. As seen in Fig. 3.7, the E-AMR procedure achieves

exponential convergence for each of the eigenvalues. S-AMR, while also yielding exponential

convergence (apart from the early iterations for the 9th eigenvalue), is once again 10 to 100 times

less efficient than the proposed E-AMR approach. Each approach, however, can provide 14 digits

of accuracy. When examining the convergence of the 9th eigenvalue with S-AMR, estimating

the smoothness of the standard forward solution results in substantially more h-refinement than

necessary, reducing the efficiency in comparison to E-AMR.

Illustrated in Fig. 3.8, the first converged discretizations convey the increased rate of p-

refinement possible for the non-smooth eigenfunctions in comparison to the singular eigenfunctions.

The discretizations, however, still exhibit increased cell density at the re-entrant corner, given the

sharp field behavior as seen in Fig. 3.3. The 9th eigenvalue requires a high level of refinement

globally, while the 2nd and 5th eigenvalues converge much earlier in terms of the number of degrees

of freedom.

Finally, in the case of the three globally smooth eigenpairs, the eigenvalues converge to multiples

of π2. The 3rd and 4th eigenpairs, as identified by [83], share an eigenvalue of π2 and the proposed

E-AMR procedure indicates that the 7th eigenpair has an eigenvalue of 2π2.
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(a) (b)

(c)

Figure 3.6: The first converged discretizations for the singular eigenpairs. (a) The 1st eigenpair. (b) The 6th
eigenpair. (c) The 8th eigenpair.
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(a)

(b)

Figure 3.7: Convergence of the eigenvalues of the non-smooth eigenfunctions with respect to the number of
degrees of freedom. (a) Double logarithmic representation. (b) log-cube-root representation.
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(a) (b)

(c)

Figure 3.8: The first converged discretizations for the non-smooth eigenpairs. (a) The 2nd eigenpair. (b) The
5th eigenpair. (c) The 9th eigenpair.
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(a)

(b)

Figure 3.9: Convergence of the eigenvalues of the smooth eigenfunctions with respect to the number of
degrees of freedom. (a) Double logarithmic representation. (b) log-square-root representation.
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Unsurprisingly, given the simplicity of the eigenfunctions depicted in Fig. 3.4(a)-(b), the E-

AMR and S-AMR approaches perform identically for the 3rd and 4th eigenpairs, as depicted in Fig.

3.9, since both successfully detect the global smoothness and only p-refine each iteration. Note that

for this case, the horizontal axis in Fig.3.9(b) is scaled with NDoFs1/2 as the solutions are globally

smooth and therefore κ = 1/2 in (3.22).

In contrast, the 7th eigenpair, which, like the 3rd and 4th eigenpairs, has a globally smooth

eigenfunction, causes difficulty for the S-AMR strategy due to the rapid variations present in the

mode, as shown in Fig. 3.4(c). E-AMR, on the other hand, once again drives only p-refinements

each iteration for this eigenpair.

While the E-AMR yields exponential convergence and, most importantly, only conducts p-

refinement (the ideal choice for the problem), estimating the smoothness from the standard forward

solution as in S-AMR results in ineffectual h-refinements and fewer p-refinements in the early

iterations, limiting the performance.

As the discretizations produced by E-AMR only require global p-refinement of the starting

discretization (Fig. 3.1) at each iteration, and no h-refinements are performed to attain maximal

accuracy, an illustration is omitted for the smooth eigenfunction class. For each of the three

eigenpairs in this class, convergence within machine precision for the eigenvalue computed using

E-AMR to the reference value occurs for a uniform expansion order of p = 7 throughout the

discretization.

Overall, the proposed adaption mechanism facilitates rapid convergence of the eigenvalue

QoIs. By estimating the smoothness of the higher-order, enriched solution, as in the E-AMR

approach, exponential convergence was achieved across all examples tested. S-AMR, on the

other hand, by estimating the smoothness of the lower-order forward solution, yielded acceptable,

though less efficient, results for lower-order modes and demonstrated inconsistencies for the higher-

order modes. As the enriched solution is available from the computation of the DWR, E-AMR

provides a significant enhancement of discretization quality without incurring substantial additional

computational expenses in the refinement process.
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Finally, in Table I we summarize the computed eigenvalues to expand upon existing benchmarks.

The benchmark values were extracted from the E-AMR refinement process and each eigenvalue

has an estimate of the number of accurate digits (i.e., the digits which are invariant under further

refinements), as well as the previous best accuracy from available benchmarks (if applicable).

Table 3.1: Benchmark Eigenvalues Computed With E-AMR.

Eigenvalue Digits Previous Digits [86]

1.47562182397 12 12

3.5340313667880 14 12

π2 - -

π2 - -

11.389479397947 14 12

12.5723873200 12 N/A

2π2 - N/A

21.4247335393 12 N/A

23.344371957137 14 N/A

3.4 Conclusion

We have demonstrated the capability to adaptively refine from coarse initial discretizations to

highly accurate eigenvalue computations through a combination of goal-orientated error estimation,

intelligent refinement selection, and smoothness indication.

We applied the proposed approach to the first nine eigenpairs of a challenging waveguide

model, including three singular, three non-smooth, and three smooth eigenfunctions. The E-AMR

procedure, which utilizes the smoothness of the enriched solution available through the goal-oriented

error estimation step, achieved exponential convergence with respect to the number of degrees of

freedom, permitting rapid refinement even for eigenpairs with singular eigenfunctions. In contrast,
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estimation of the smoothness of the standard forward solution in the S-AMR approach resulted

in a large reduction in efficiency across all examples. Moreover, while achieving exponential

convergence for lower-order modes, for the higher-order modes, S-AMR overestimated the need for

h-refinement, resulting in reduced convergence rates.

In addition to confirming and improving the results of previous numerical benchmarks, we

expanded the current set of benchmarks with higher-order modes for more challenging test cases.

Furthermore, the extensions to higher-order modes illustrate the importance of including rapid (yet

smooth) variation in the testing and design of hp-refinement algorithms.

Future works will study alternative approaches to the hp-decision to reduce sensitivity to the

choice of the smoothness tolerance and, most importantly, to facilitate efficient applications with

arbitrarily shaped cells.
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Chapter 4

Adjoint Sensitivity Analysis for Uncertain Material

Parameters in Frequency Domain 3-D FEM

4.1 Introduction

With traditional uncertainty propagation and gradient approximation techniques, analysis of

variation among many parameters involves substantial computation times. Direct evaluation of

gradients, for example, presents significant challenges to computational efficiency and feasibility,

especially for high dimensional parameter spaces. Likewise, classical Monte Carlo (MC) methods

are unsuitable for problems with many unknowns (e.g., complex geometries or high frequency),

requiring many solutions of the forward problem.

Through the solution of a dual (or adjoint) problem, however, gradient approximation can be

greatly expedited. The adjoint approach links the forward problem to the quantity of interest (QoI),

permitting efficient analysis of changes in QoIs due to perturbations in model parameters, including

estimation of the local sensitivity of the output QoI to random variation. Leveraging the adjoint

information, the higher-order parameter sampling (HOPS) technique enables a highly efficient

method to generate accurate gradients and updated QoIs, relying only on the original forward

solve and its corresponding adjoint solution [29, 87–89]. Avoiding the need to directly evaluate

gradients with respect to each parameter, this updated approach therefore yields vast improvements

in computational efficiency. For uncertain parameters, e.g., describing the spatial heterogeneity

of material properties in a scatterer, HOPS drastically reduces the computation time required to

quantify uncertainties, achieving the accuracy of lengthy MC simulations with just a handful of

solves. Since most practical problems require optimization and analysis of many parameters, this

adjoint informed approach yields significant computational efficiency improvements over traditional

methods.
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In computational electromagnetics (CEM), adjoint analysis has been studied primarily for

optimization in finite-difference time-domain (FDTD) methods, as in [31–36, 90–95], rather than

the simultaneous sensitivity and uncertainty quantification for the frequency domain finite element

method (FEM) as in this work.

Adjoint analysis in CEM has also been successfully applied to inverse problems [96, 97]. The

paper [98], in particular, leverages empirical interpolation methods assisted by duality for model

reduction to expedite the analysis of uncertain conductivity in low frequency electromagnetics.

Earlier works have also demonstrated the advantage of adjoint analysis for goal-oriented refinement,

such as in [26, 99, 100].

Overall, however, adjoint analysis has remained relatively uncommon in CEM, while in other

fields like computational fluid dynamics, such methods have seen significant research and devel-

opment, such as for error estimation [28, 30, 57, 101–104]. Additionally, previous work outside

CEM has shown the viability of adjoint analysis for improving the analysis of unlikely events [105],

dimensionality reduction [106], and accelerating optimization [107].

For determining the impact of uncertainty, traditional gradient estimation techniques have

been applied to radar cross-section measurements for rough surfaces [108]. The use of automatic

differentiation for studying small perturbations has also provided an efficient means to analyze

parameter uncertainty in CEM [109].

Aside from standard MC methods as in [110–112] for rough surfaces, much of the remaining

existing work in CEM regarding uncertainty quantification and uncertain parameters relies on

solving stochastic partial differential equations (PDEs), typically using finite difference methods,

such as for low-dimensional material parameter uncertainty [113, 114] or geometric variation [115].

Notably, polynomial chaos expansion (PCE) methods were applied in FDTD for analyzing variation

in the scattered electric field for a dielectric sphere scatterer with an uncertain relative permittivity

and radius [116].

In FEM, similar stochastic PDE methods were applied to analyze surface roughness effects

in 2-D for scattered field quantities [117], and transmission coefficient variation due to material
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uncertainty [118, 119]. While highly efficient for low-dimensional uncertainty, these stochastic

methods, in addition to requiring significant modifications to a deterministic solver, are unsuitable for

moderate and high dimensional uncertainty. Typically, variants of the stochastic spectral Galerkin

approach (including intrusive PCE) require sophisticated preconditioners and computationally

intensive model reduction to render the problem tractable [120]. Our approach, however, requires

only the solution of deterministic PDEs, with the uncertainty introduced externally to the core

solver, and naturally excels for high dimensional uncertainty.

On the other hand, nonintrusive uncertainty quantification methods for FEM, such as those

based on stochastic collocation, seek to address the computational difficulties of solving stochastic

PDEs. Stochastic collocation, which enables computing the coefficients for nonintrusive PCE,

inherits a significant limitation in the dimension of the uncertainty due to the rapid growth in

collocation points, particularly with standard tensor-product evaluations; however, sparse grid

sampling (e.g., Smolyak sparse grids) alleviates, but does not eliminate, this difficulty [121, 122].

In [123], for example, nonintrusive PCE assisted by an adaptive Smolyak sparse grid algorithm

provided a significant reduction in the computational load for analyzing dosimetry with uncertain

tissue material parameters in 2-D FEM. A similar approach for 3-D FEM combined with basis

reduction was applied for dosimetry applications in [124]. Moreover, Smolyak sparse grids and

PCE were applied to construct stochastic impedance matrices for accurate analysis of composite

cylindrical scatterers with geometric uncertainty in 2-D FEM [125]. Recently, a stochastic testing

method with Smolyak sparse grids for nonintrusive PCE was studied for analysis of uniform

waveguide dispersion with uncertain material parameters [126]. However, the approach in [126]

requires Gaussian random variables, whereas our approach has no such limitation. Additionally,

stochastic collocation techniques were applied to a variety of problems in FEM, as well as the

method of moments (MoM) and hybrid methods, for low dimensional geometric and material

uncertainty [127].

In contrast to these methods, our approach provides a distinct emphasis on the effect of uncer-

tainty on the scattering QoI computed from the finite element solution. As an analog to goal-oriented
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error estimation and adaptive refinement, in which we address the particular regions contributing

most significantly to the QoI, the proposed approach emphasizes the effect of uncertainty on the

QoI specifically, permitting a substantial enhancement of efficiency, even when compared to sparse

grid techniques, while retaining the convenience of other nonintrusive methods.

Recently, adjoint analysis applied to 1-D FEM demonstrated accurate QoI response estimation

using the adjoint solution for univariate and deterministic scattering problems for dielectric slabs [27].

This work, in contrast, extends the findings of [2, 128–131] to 3-D FEM uncertainty quantification

and outcome prediction, and provides an efficient and effective methodology for propagating

uncertainty in the solution of PDEs in CEM, with application to high dimensional parameter spaces.

Lastly, we provide derivations and explicit constructions for accelerating the analysis of uncertain

parameters for a customizable and practical scattered electric field QoI through adjoint sensitivity

and HOPS, showing vast improvements over traditional MC methods.

The rest of this paper is organized as follows. Section II outlines the formulation of the

adjoint problem and develops the HOPS methodology for 3-D FEM. Section III provides numerical

examples, illustrating rapid HOPS QoI prediction and probability density estimation for low- to

high-dimensional parameter spaces in scattering problems. The examples demonstrate extremely

significant computational savings for QoI estimation compared to the MC method with nearly

identical accuracy.

4.2 The Adjoint: Derivations and Estimators

4.2.1 The Adjoint Problem

We first summarize the components of the standard forward problem, referred to as the double-

curl wave equation:

∇× µ−1
r ∇× Esc − k2

0εrE
sc = −∇× µ−1

r ∇× Einc + k2
0εrE

inc, (4.1)
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with µr and εr representing the relative permeability and permittivity tensors, respectively, and k0

denoting the free space wave number, and which we denote as

LEsc = G. (4.2)

The domain is truncated by introducing an air layer and a perfectly matched layer (PML) [132],

where the entire domain is surrounded by perfect electrical conductor (PEC). The solution is found

using the double higher-order FEM [133–135]; however, the procedure is unchanged for low-order

methods.

The adjoint operator L∗ is defined by the Lagrange identity [29]:

〈Lu, v〉 = 〈u,L∗v〉, (4.3)

where 〈·, ·〉 denotes the standard L2 inner-product. As in [2], the adjoint operator satisfies

(4.4)L∗v = ∇× (µ−1
r )∗∇× v − k2

0ε
∗
rv.

The adjoint operator therefore has the form of the forward operator, with the complex conjugate or

conjugate transpose (in the case of tensor materials) of the model parameters.

Analogously to choosing different excitations for the forward problem, we select a suitable

adjoint problem to relate the forward problem to a specific QoI. We therefore consider an arbitrary

linear (or linearized) functional J of the forward solution Esc of LEsc = G, such that for all Esc the

QoI is

J [Esc] = 〈Esc, p〉, (4.5)

where the Riesz representation theorem [136] guarantees the existence of p, and (4.5) determines

the choice for the adjoint excitation:

L∗v = p. (4.6)

72



Solving for additional QoIs simply requires solving the adjoint problem with new right-hand

sides. Conveniently, the Galerkin approximate adjoint solution does not require an explicit form for

p. Rather, only the ability to evaluate (4.5) is necessary [2].

For a practical choice of a QoI, we examine scattered electric field quantities as in [2]. Starting

from the Kirchhoff integral and isolating the w-component of the electric field to produce a scalar

QoI, we have the following functional of the finite element solution,

(4.7)J [Esc] =

∮

S

w · [n̂ × (∇× Esc) + jk0(n̂ × Esc × ir)]e
jk0ir·r′ dS.

4.2.2 Handling Parameter Uncertainty with HOPS

Consider, for example, a model problem with ideal parameters (i.e., a perfectly smooth surface,

exact conductivity and permittivity, etc.). For this reference problem, we would like to understand

the impact of variations in the construction and the constituent parameters on the output QoI.

Classically, the estimation of uncertain effects applies the MC method, in which each sample

of the uncertain parameters incurs the additional cost of solving the perturbed forward problem.

While MC simulations are simple to implement and can produce accurate results, the computation

time demanded by the method is simply not sustainable for a moderate number of samples or for

problems with many unknowns.

In the presence of parameter uncertainty, however, we can also exploit the utility of the adjoint

solution to expedite sensitivity analysis, rapidly generating approximate gradient information for any

number of uncertain parameters which perturb a deterministic PDE. HOPS requires just the solutions

to the adjoint and forward problems at the deterministic references to generate gradient information

for any number of uncertain parameters which perturb the construction of the model. This enables

efficient generation of sensitivity information for many parameters, especially compared to classical

gradient approximation approaches (e.g., first-order finite difference) which require numerous

solutions of the forward problem.

By leveraging the adjoint solution with HOPS, we can construct an accurate QoI response

from a small set of deterministic reference solutions, thereby addressing the efficiency problem

which hampers the utility of traditional approaches. Random samples of parameters are propagated
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through the piecewise-linear response built using HOPS, avoiding full model solves. Additionally,

considering that the adjoint solution might already be available from adaptive mesh refinement,

HOPS provides significant potential for computational savings in uncertainty quantification.

To derive the form of the HOPS estimate, we proceed analogously to [29, 87]:

We begin with the deterministic reference forward problem (4.2)

LEref = G, (4.8)

and the corresponding reference adjoint problem,

L∗v = p. (4.9)

Perturbing some component κ of the reference problem with the random variable η produces the

adjusted equation

L̃Ẽ
sc
= G̃, (4.10)

noting that

L̃ = L+ δη−κL, (4.11)

G̃ = G + δη−κG, (4.12)

and

Ẽ
sc
= Eref + δη−κEref , (4.13)

where δη−κ signifies the effects of the perturbation.

To reveal the dependence of the perturbed QoI on the reference QoI, we first expand (4.10)

through substitution of (4.11) and (4.12) and take the inner-product with the adjoint solution v,

which shows:

〈LẼ
sc
, v〉+ 〈δη−κLẼ

sc
, v〉 = 〈G, v〉+ 〈δη−κG, v〉. (4.14)
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Applying the Lagrange identity to the first terms on the left- and right-hand sides and rearranging,

we have

〈Ẽsc
, p〉 = 〈Eref , p〉+ 〈δη−κG − δη−κLẼ

sc
, v〉. (4.15)

Under the assumption that the perturbations are relatively small (i.e., Ẽ
sc ≈ Eref ),

〈Ẽsc
, p〉 ≈ 〈Eref , p〉+ 〈δη−κG − δη−κLEref , v〉. (4.16)

Finally, applying the definition of the QoI, we have

J [Ẽ
sc
] ≈ J [Eref ] + 〈δη−κG − δη−κLEref , v〉, (4.17)

which describes how, with the reference QoI and adjoint solution, we can compute an updated QoI

for the perturbed problem.

For a specific realization of a HOPS-based estimate for an updated QoI, let κ denote the reference

relative permittivity, and η the perturbed relative permittivity of a scatterer. To build the estimate

(4.17), we have
(4.18)DεrG = k2

0Einc,

and
(4.19)DεrLEref = −k2

0Eref .

Hence, we approximate the QoI for the perturbed model by

(4.20)J [Ẽ
sc
] ≈ J [Eref ] + k2

0〈(Einc + Eref )(η − κ), v〉,

where η and κ denote, respectively, the perturbed and reference permittivities of the scatterer.

Substituting in the approximate Galerkin solution to the deterministic reference forward problem

Eref =
∑

i αifi and the reference adjoint solution v =
∑

j βjfj and expressing the inner-product in

integral form, (4.20) becomes

(4.21)
J [Ẽ

sc
] ≈ J [Eref ] +

k2
0

∑

i

∑

j

αiβ
∗
j

∫

Ω

(η − κ)fi · fj dΩ + k2
0

∑

j

β∗
j

∫

Ω

(η − κ)Einc · fj dΩ.
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We may analyze multiple parameters varied simultaneously, in which case DεrG and DεrLEref

are matrix quantities, and (η− κ) is vector valued (with dimensions corresponding to the dimension

of the parameter space). Such a treatment is relevant for varying material parameters independently

throughout the volume, for instance if the permittivity of each element in the discretization is

described by a random variable.

For example, we consider the 2-dimensional case where the perturbation is complex valued.

Hence,

η =











ηr

η′r











, (4.22)

and likewise for κ. The derivative matrix corresponding to the subtraction of (4.18) and (4.19) is

then

D =

[

k2
0Einc + k2

0Eref jk2
0Einc + jk2

0Eref

]

. (4.23)

As a result, the updated form of (4.20) is

(4.24)〈Ẽsc
, p〉 ≈ 〈Eref , p〉+ k2

0〈D(η − κ), v〉,

which is equivalent to simply treating η and κ as complex valued in the 1-dimensional parameter

space estimate.

In addition to improved accuracy in general, for highly sensitive QoIs, or for large variance in

the perturbed parameter, it is preferable to sample at multiple reference points. We can accomplish

this by sampling at a uniform set of grid points or, for example, we can probabilistically tune the

HOPS approximation efficiently with k-means clustering. In either case, samples of the perturbed

parameter are associated with a reference point by proximity and the updated QoI is approximated

as in (4.17).
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4.3 Numerical Results

As discussed in Section II, the connection of the adjoint solution to the sensitivity of the QoI

permits the effective estimation of changes in the QoI to parameters in the model. In each of the

following numerical examples, we consider monostatic scattering from a sphere. While simple

geometrically, the spherical scatterer, nevertheless, allows exploration of the prototypical problems

in UQ. We note, however, several practical considerations for application to more complex problems

and geometries. Chief in the value of the HOPS approach, not all parametric uncertainty drives

equivalent effect in the QoI. In the case of multilinear dependence of the QoI on the uncertain

parameters, the response may be constructed precisely for high dimensional uncertainty by a single

HOPS point. Likewise, when sources of uncertainty induce limited effect in the QoI, significant

resources may be saved without harm to the accuracy of the estimated probability densities. In the

case of surface roughness, for example, the QoI may be insensitive to variation in a large portion

of the surface, simplifying the computational procedure drastically. However, depending on the

specific geometry and the scattering angle, a small degree of uncertainty may drive large variation

in the QoI; in such cases, additional computational resources must be allocated to compensate,

resulting in a denser distribution of HOPS points. Finally, the HOPS approach facilitates increasing

computational effort where uncertainty dictates the largest change in the QoI. In the following

examples, we illustrate the performance of the method for uniform sampling and probabilistically

tuned sampling. In addition, the approach is conducive to adaptivity, which, in the case highly

sensitive QoIs, simplifies the selection of HOPS points.

Consider a spherical scatterer with uncertain material parameters. We first impose that the

conductivity of the entire sphere—considered as the imaginary component of the complex relative

permittivity εd—is a random variable which varies according to some distribution π(x) with a

known mean ν and standard deviation σ. Therefore, according to the principle of maximum entropy,

we let π denote a Gaussian distribution; however, any other distribution can be substituted (or

treated simultaneously).
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Furthermore, as the conductivity is a random variable, the solution itself is a random vector,

and hence the QoI is a random variable. We therefore conduct a MC simulation of N samples to

generate an approximate probability distribution which describes the behavior of the QoI.

In each of the N runs, the imaginary component of the sphere’s relative permittivity is drawn

from π, and—after solving the forward problem on this discretization—the QoI from (4.7) is

computed and stored, which we denote as q. For comparison, the results are demonstrated for three

levels of HOPS resolution, with one, ten, and twenty HOPS reference points. Compared to [5], the

numerical examples herein were performed with greater precision.

For a specific test case, let π be a Gaussian distribution of mean ν = −2.0, and standard

deviation σ = 1/3. The real component of the relative permittivity of the sphere is fixed at 6.0. For

simplicity, the HOPS points were chosen uniformly within three standard deviations of the mean

for the multi-point simulations, while the mean was selected for the single-point HOPS simulation.

As seen in Fig. 4.1, the adjoint-based method provides an accurate approximation of the QoI

behavior and replication of the MC sampling. While the pure linear approximation about a single

reference point diverges from the MC simulation near the extrema of the sample domain, the ten-

and twenty-point HOPS simulations successfully capture the QoI response over the entire range.

We now apply HOPS to estimate the QoI probability densities using Gaussian kernel density

estimation (GKDE) with bandwidths chosen according to Silverman’s heuristic [137], as seen in Fig.

4.2, with the real and imaginary components extracted separately (i.e., as two individual sub-QoIs)

to streamline analyzing the convergence behavior. It should be noted, however, that the real and

imaginary components are not strictly independent as the full, complex-valued QoI follows a joint

distribution of two real random variables (one for the real component and one for the imaginary).

Considering this treatment, the probability densities associated with variation in the conductivity for

the two sub-QoIs are represented with acceptable accuracy by a single reference point. By ten or

twenty reference points, however, the agreement with the 1000-point MC simulation is near-perfect.

We now quantify the performance of the three HOPS approximations by comparing the mean,

variance, and total variation (TV) distance between the HOPS and MC densities. The TV distance,
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(a)

(b)

Figure 4.1: Sampled real and imaginary monostatic scattering QoI responses for random variation in the
imaginary component of the relative permittivity of the dielectric sphere. (a) Real component of the QoI. (b)
Imaginary component of the QoI.
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(a)

(b)

Figure 4.2: Approximate real and imaginary monostatic scattering QoI probability densities due to random
variation in the imaginary component of the relative permittivity of the dielectric sphere. (a) Probability
density for the real component of the QoI. (b) Probability density for the imaginary component of the QoI.
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which is related to the L1 norm, provides a measure of the similarity of two probability distributions,

where a value of zero indicates perfect agreement. As seen in Table 4.1, HOPS converges to

the 1000-point MC simulation by ten references points, producing an almost identical mean and

variance for both the real and imaginary components. Lastly, the TV distances indicate extremely

strong agreement with the MC densities for the two higher resolution approximations.

Table 4.1: Quantitative comparison of HOPS and Monte Carlo for the real and imaginary QoI probability
densities in Fig. 4.2.

(a) Real QoI Density

1 pt 10 pts 20 pts MC

Mean -3.36780771 -3.37410172 -3.37407407 -3.37421665

Variance 0.00272574 0.00224150 0.00220986 0.00221224

TV 0.20391318 0.01276973 0.00458447

(b) Imaginary QoI Density

1 pt 10 pts 20 pts MC

Mean -0.06429527 -0.03129427 -0.03026978 -0.02974337

Variance 0.03192723 0.04030004 0.04056085 0.04068723

TV 0.18801598 0.01218528 0.00351265

To further validate the effectiveness of the HOPS methodology, we repeat an identical procedure

for random variation in the real component of the relative permittivity. In contrast to the variation in

the conductivity, random variation in this component of the relative permittivity induces a more

complicated QoI response. Specifically, in this case the real component of the relative permittivity

is described by a normal random variable of mean ν = 6.0 with a standard deviation σ =
√
3/3,

and the imaginary component is fixed at −2.0. As before, the HOPS reference points are chosen

uniformly within three standard deviations of the mean.

For the first level of accuracy, as seen in Figs. 4.3 and 4.4, a single HOPS reference cannot

adequately replicate the QoI response. Due to its more linear response, however, the real component

of the QoI is much more reasonably modeled by the single HOPS point.
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(a)

(b)

Figure 4.3: Sampled real and imaginary monostatic scattering QoI responses for random variation in the real
component of the relative permittivity of the dielectric sphere. (a) Real component of the QoI. (b) Imaginary
component of the QoI.
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With ten reference points, and even more so with twenty reference points, the HOPS QoI

response very closely matches that of the very computationally expensive MC simulation. As

seen especially clearly in Fig. 4.3, the multi-point HOPS simulations very accurately capture the

non-linear response of the QoI over the entire sample region.

Table 4.2: Quantitative comparison of HOPS and Monte Carlo for the real and imaginary QoI probability
densities in Fig. 4.4.

(a) Real QoI Density

1 pt 10 pt 20 pt MC

Mean -3.35643835 -3.32473341 -3.32361857 -3.31969585

Variance 0.10483824 0.07707825 0.07649920 0.07785312

TV 0.20138302 0.02398625 0.01722823

(b) Imaginary QoI Density

1 pt 10 pts 20 pts MC

Mean -0.05484124 -0.14907843 -0.15105419 -0.14822206

Variance 0.00895042 0.02262963 0.02248283 0.02221925

TV 0.67549079 0.04367983 0.03785603

Moreover, the approximate densities for the real and imaginary components of the QoI demon-

strate extremely close agreement with the MC simulation, as seen in Fig. 4.4 and Table 4.2. In

contrast to the variation in the imaginary component of the permittivity, in this case the twenty-point

HOPS approximation provides a substantial boost in accuracy. While the ten- and twenty-point

approximations provide close agreement with the mean and variance of the MC simulation, the

twenty-point approximation produces improved TV distances for the real and imaginary compo-

nents.

As discussed in Section II, however, the adjoint approach excels when analyzing multiple

parameters, and therefore many gradients at each reference. As a simple extension of the previous

results, we demonstrate the combination of the two previous examples by assuming random variation

of the real and imaginary components of the relative permittivity of the dielectric sphere. The real
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(a)

(b)

Figure 4.4: Approximate real and imaginary QoI probability densities due to random variation in the
real component of the relative permittivity. (a) Probability density for the real component of the QoI. (b)
Probability density for the imaginary component of the QoI.
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and imaginary components are described by separate random variables such that Re(εd) is Gaussian

with a mean of 2.56 and a standard deviation of 0.2, and Im(εd) is pulled from a half-normal

distribution of mean 0 and standard deviation 0.1.

In this case, the references are determined by k-means clustering of the set of sampled material

parameters, which provides another simple and effective HOPS selection scheme. In contrast to

PCE and similar methods, we can leverage the parameter distribution to easily emphasize regions of

the QoI response deemed statistically important by the probability distribution imposed on it. As

such, selecting reference points by k-means clustering enables an efficient probabilistic tuning of

the HOPS approximation, particularly for high dimensional uncertainty. We repeat this procedure,

as before, for three levels of resolution, with one, ten, and twenty references.

To illustrate the QoI reconstruction behavior for a two-dimensional parameter space, the ap-

proximate QoI responses are shown for the ten-point HOPS simulation in Fig. 4.5. Note that each

estimate is associated with a single reference point as determined by Euclidean distance. This

allocation of HOPS points is illustrated further in Fig. 4.6, showing how each sample point is

assigned to a given reference point. The approximations, which are linear in both dimensions,

demonstrate accurate replication of the QoI response generated through a 1000-point MC simulation.

As implied by the QoI response in Fig. 4.5, the single-point HOPS simulation fails to capture

the behavior of the problem to random variation of the dielectric, and therefore fails to match the

probability density of the QoI in Fig. 4.7. However, using ten reference points, the HOPS density

closely matches the MC density, with the twenty-point HOPS simulation providing even more

accuracy in the response. The results in Table 4.3 further characterize the performance of the HOPS

approximations.

As a final demonstration, to further illustrate the advantage of the QoI-emphasis inherent to

the HOPS approach, we consider a much higher dimensional example, in which every element of

the spherical scatterer body is uncertain. This example corresponds to a 64-dimensional parameter

space, where the material parameters of each element are purely real and independent and identically

distributed such that εdi ∼ N(2.56, 0.072) for the ith element.
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(a)

(b)

Figure 4.5: Approximate real and imaginary monostatic scattering QoI responses due to simultaneous
random variation in the real and imaginary components of the relative permittivity of the dielectric sphere for
a HOPS simulation with ten reference points. (a) Real component of the QoI. (b) Imaginary component of
the QoI.
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Figure 4.6: Illustration of the clustering of the HOPS points based on k-means probabilistic tuning.

Table 4.3: Quantitative comparison of HOPS and Monte Carlo for the real and imaginary QoI probability
densities in Fig. 4.7.

(a) Real QoI Density

1 pt 10 pts 20 pts MC

Mean 6.58809661 3.55730226 3.65209536 3.64495793

Variance 233.79786869 65.49914507 65.49652720 65.37250943

TV 0.61771136 0.02376743 0.00624561

(b) Imaginary QoI Density

1 pt 10 pts 20 pts MC

Mean 9.95630077 4.13943868 4.08910492 4.07601222

Variance 99.42392714 65.31487120 67.01658893 65.89625572

TV 0.57929508 0.03201564 0.02867375
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(a)

(b)

Figure 4.7: Approximate real and imaginary monostatic scattering QoI probability densities due to simulta-
neous random variation in the real and imaginary components of the relative permittivity of the dielectric
sphere. (a) Probability density for the real component of the QoI. (b) Probability density for the imaginary
component of the QoI.
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We continue the approach in the previous examples, with a 1000-point MC simulation providing

the benchmark for the HOPS based approximation. As seen in Fig. 4.8, given the relatively

small variance of εdi and the approximately multilinear local relationship between the uncertain

parameters and the QoI, the probability density is closely replicated by a single HOPS point. The

HOPS approximation yielded TV distances of 0.07886044 and 0.12823617 with respect to the real

and imaginary MC densities. While the previous examples illustrate the potential for high accuracy,

this example fully demonstrates the significant computation time reduction that HOPS facilitates.

A standard gradient estimation strategy to predict the distribution of the QoI under uncertainty as

in this example would require 65 solves of the forward problem, whereas the HOPS simulation

requires only one solution to the forward problem and one solution to the adjoint problem.

Overall, when analyzing the computational performance of HOPS compared to the MC simula-

tions, we see a significant reduction in the computational cost. In the case of the MC simulations

with 1000 samples, as the finite element discretizations have the same degrees of freedom for each

approach, the single-point HOPS simulation yields an improvement in computation time by a factor

of 500. Likewise, the ten- and twenty-point HOPS simulations reduce the computational cost by

a factor of 50 and 20, respectively. Furthermore, as the HOPS reconstruction matches the full

QoI response rapidly with increasing resolution, larger performance increases may be found when

studying larger equivalent MC simulations. Finally, while the examples demonstrated apply uniform

sampling and probabilistically tuned sampling, adaptive HOPS may yield additional performance

increases and simplify application of the method to arbitrary uncertainty quantification problems in

CEM.

4.4 Conclusion

We have demonstrated the advantage of adjoint-based local sensitivity analysis for expediting

uncertain quantification in 3-D frequency domain CEM. Through application of the adjoint solution,

the HOPS methodology in CEM facilitates rapid and accurate prediction of variation in practical

quantities of interest in the presence of uncertainty and randomness in scattering models.
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(a)

(b)

Figure 4.8: Approximate real and imaginary monostatic scattering QoI probability densities due to random
variation in the relative permittivity of each element of the dielectric sphere. (a) Probability density for the
real component of the QoI. (b) Probability density for the imaginary component of the QoI.
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For outcome prediction of uncertain parameters, we contributed explicit constructions for

evaluating random variation in the material parameters of a scatterer. And, finally, we showed how

leveraging the adjoint solution and HOPS can replicate extremely computationally expensive Monte

Carlo simulations at a small fraction of the cost and with similar accuracy, mandating just a handful

of HOPS reference points for extremely close agreement.

For one-dimensional parameter spaces, the adjoint-based approach matches the efficiency of

traditional methods, and in such cases where the original discretization is constructed through

adjoint-based adaptive refinement, the readily available adjoint significantly boosts the effective

performance of the HOPS method.

We further demonstrated application to higher dimensional parameter spaces, including a

2-dimensional problem, and a 64-dimensional problem with independent material uncertainty

throughout the scatterer. In these cases, the independence of the computational complexity from the

number of parameters results in substantial decreases in computation time while maintaining high

accuracy.

We note several drawbacks of the proposed method in its current form for uncertainty quan-

tification. Firstly, when analyzing the effect of uncertainty on multiple quantities of interest, each

QoI requires its own adjoint solution. Of course, when leveraging direct solvers, the added cost of

solving multiple right-hand-sides for the adjoint problem may be significantly reduced. Secondly,

while the HOPS methodology is extremely versatile and accurate results may be achieved efficiently

even with uniform sampling, optimizing the selection of HOPS points requires either a priori

knowledge or adaptivity. For broad applicability in analyzing uncertainty in CEM, we consider

augmenting the proposed approach with adaptivity as the next key extension needed.

Adjoint-based methodologies, overall, provide significant value and potential to CEM applica-

tions, enabling the ability to accurately and efficiently refine models and eliminate discretization

error fully automatically, while also significantly expediting the analysis of problems containing

extensive random variation and uncertainty. Future works will investigate automating sampling for
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improved efficiency and accuracy for high dimensional parameter spaces and highly sensitive QoI

responses.
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Chapter 5

A Refinement-by-Superposition hp-Method for

H(curl)- and H(div)-Conforming Discretizations

5.1 Introduction

Geometric discretization by quadrilaterals and hexahedra, while significantly more accurate

with respect to degrees of freedom (DoFs) than modeling with triangles or tetrahedra [138], presents

significant challenge to fully dynamic mesh adaptivity. In refinement with triangles and tetrahedra,

local adaptivity directives propagate to a small set of neighboring elements, enabling the insertion of

new DoFs without modification to the entire element structure. Similar refinement approaches with

quadrilateral and hexahedral cells, however, would dictate global refinement, thereby destroying

the utility of h-adaptivity. Inserting transition elements also poses significant challenge to the

approximation quality, particularly for vectorial shape functions, which rapidly degrades as the unit

vectors lose linear independence in the physical domain. Finally, application of a discontinuous

Galerkin method, while evading this problem, among its other difficulties, generally requires more

DoFs for the same level of accuracy.

As shown in [58–61], when the solution satisfies certain regularity conditions, p-refinement

enables exponential convergence; when such conditions are not satisfied, however, the benefit of

p-refinement is heavily degraded, reduced instead to algebraic convergence as in the case of pure

h-refinement. Pure p-refinement, while effective in certain situations (e.g., [68]), is therefore insuffi-

cient in general, and as such, a combined approach with both h- and p-adaptivity is necessary to

achieve exponential convergence for solutions with singularities or non-smooth behavior, motivating

the need for more advanced and versatile approaches to h-refinement.

Previous works in CEM, for example, have demonstrated the potential of hp-adaptivity through

hybrid meshes, e.g., in [139]. Most typically, however, to address the hp-adaptivity limitations
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the insertion of constrained-nodes, which—in contrast to true DoFs—are constrained to enforce

continuity conditions with neighboring elements, is performed. Such approaches in CEM have

shown significant performance increases and exponential convergence in the presence of singular

solutions [13,22,23,70–72], but at the cost of high implementation complexity, impeding wide-scale

adoption. Furthermore, such methods are usually limited in implementation to 1-irregular meshes

(i.e., only one hanging node per edge), which, while not a severe limitation in practice, prevents

arbitrary local refinement steps. Open-source libraries—such as deal.II [4]—have significantly

simplified the implementation of hp-refinement codes, yet in some cases it might be inconvenient

or undesirable to utilize third-party finite element method (FEM) libraries.

As such, we opt to extend the refinement-by-superposition (RBS) approach introduced in

[140–142] for hierarchical basis functions, which demonstrated exponential convergence for scalar

problems with C0 finite elements, to H(curl)- and H(div)-conforming finite elements. Additional

studies with C0 finite elements and the RBS hp-method with adaptivity in [143] further motivate

extensions of the method to CEM.

While the proposed approach significantly simplifies the implementation of hp-refinement

infrastructure for applications in CEM, in contrast to more traditional refine-by-replacement (RBR)

strategies, the proposed approach decreases the sparsity of the system matrices under both h- and

p-refinements, whereas RBR only reduces sparsity under p-refinements. The proposed approach is

therefore less suitable for application to very large problems with vast differences in scales. For

applications of the approach to boundary element method (BEM) problems, e.g., surface integral

equation (SIE) problems in CEM discretized by the method of moments (MoM), such considerations

do not apply given the global nature of the Green’s function, but would instead concern the increase

in integration time due to the overlap of refinement layers.

The remainder of this paper is organized as follows. Section II details the construction of the

RBS hp-method, covering the enforcement of the required continuity conditions (tangential or

normal continuity) and ensuring linear independence after the insertion of descendant refinement

layers. Section III examines application to an H(curl)-conforming discretization of the Maxwell
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eigenvalue problem. We examine a challenging eigenpair with a singular eigenfunction as studied

in [3]. The presented approach yields exponential convergence of the eigenvalue with respect to the

number of degrees of freedom (NDoFs), which, along with the ease of implementation, illustrates

the practical value for applications in CEM.

5.2 Refinement-by-Superposition: Description and Construc-

tion

With an underlying hierarchical H(curl)- or H(div)-conforming basis, such as introduced

in [144], exponential convergence may be achieved with suitable refinements by a collection of

overlay meshes. This RBS approach yields the desired discretization by imposing homogeneous

Dirichlet boundary conditions on the boundaries of the inserted descendant cells (i.e., the collection

of overlay meshes) [140–142]. Continuity requirements, therefore, may be easily enforced for

arbitrary levels of refinements (i.e., n-irregular meshes) and heterogeneity in the chosen orders of

the hierarchical basis throughout the mesh. This enables an algorithmically straightforward and low-

cost method to add hp-refinement capabilities for H(curl)- and H(div)-conforming discretizations

by enforcing, respectively, tangential and normal continuity.

We approach the description explicitly from a 2-D perspective; however, the process generalizes

trivially to 3-D. First, we classify each shape function in the following manner. In the case of an

H(curl)-conforming discretization, we assign each shape function according to the properties of the

non-zero tangential components at the boundary of the cell. These shape functions are classified

into three categories: the node-functions, i.e., those functions with non-zero tangential components

at only one node; the edge-functions, i.e., those functions with non-zero tangential components

along one and only one edge; and the cell-functions, i.e., those functions which have no non-zero

tangential components on the boundary. The existence of node-functions is only necessary when

in 2-D, the axial component (i.e., perpendicular to the 2-D plane of the geometry) of the solution

is non-zero, as in the examples in [68]. The same classification strategy, albeit according to the

non-zero normal components at the boundary, is applied for seeking solutions in H(div). Naturally,
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the difficulty in inserting unknowns rests in the treatment of the edge-functions (and potentially the

node-functions), while the cell-functions, which introduce no DoFs influencing the boundary, may

be inserted or excised without non-local considerations.

Given some starting mesh, which, without loss of generality, we assume to be regular, refinement

directives are then executed. Furthermore, while we focus on isotropic refinement, the superposition-

based approach supports anisotropy in p-refinement directives trivially and, with modification, to

anisotropic h-refinements [145]. For example, for a single h-refinement step applied to one cell

in 2-D, four new child cells are inserted one refinement layer above the parent cell according to

the constraint of isotropic refinement only. Note that geometrically, the child cells lie in the same

physical space as the parent; rather, the designation of “above" is purely conceptual.

We have two simultaneous considerations in the process: continuity and linear independence.

Continuity must be enforced due to potential non-uniformity in the polynomial degree of the basis

on neighboring cells and the existence (or lack thereof) of child cells on the various refinement

levels. Linear independence, on the other hand, is guaranteed by the proper delegation of DoFs

between the refinement layers descended from the origin cell. DoFs must be deactivated on the

parent cells and activated on the child cells, depending on the refinement levels of the cell and its

neighbors.

The refinement and coarsening directives are applied for both cases through the assignment of

the DoFs to the geometrical structures as mentioned above (the cells, the edges, the nodes, and, in

3-D, the faces).

5.2.1 Enforcing Continuity Requirements

The activation and deactivation of the DoFs on the boundaries of the cells follows a unified

procedure based on [140–142]. For each layer in the discretization, from the origin layer to the

highest refinement layer, DoFs are assigned to each of the geometrical elements according to

the continuity requirements desired, in this case, tangential continuity for seeking a solution in
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H(curl) and normal continuity for H(div). Each cell, edge, node (when necessary in 2-D), and face

(exclusively in 3-D) collects a list of DoFs, both active and inactive.

As the DoFs are accumulated, each one is matched as necessary with the associated shape

functions on neighboring cells according to the vectorial direction and multi-index of the associated

shape function. As opposed to the boundary-functions (i.e., node, face, and edge), the cell-functions

automatically satisfy continuity requirements and therefore no special considerations are necessary

except for those related to ensuring linear independence. The boundary-function DoFs are marked

as active according to the existence of neighbors in the refinement level and the expansion order

of those cells. Both restrictions are handled seamlessly and without distinction as the overall

process amounts to traversing the geometrical entities in the discretization, which are assigned their

maximal sets of associated DoFs, and activating only the DoFs according to the above compatibility

conditions.

We summarize the procedure for activating DoFs based on the continuity requirements as

follows:

1. For each cell, edge, node, and face in each refinement layer, collect the associated DoFs

(a) For H(curl), associate the DoFs based on the non-zero tangential components

(b) For H(div), associate the DoFs based on the non-zero normal components

2. Iterate through each refinement layer and each edge, node, and face

(a) If a suitable refinement neighbor exists, match the shape functions associated with the

adjacent cells, activating only the fully matched DoFs and deactivating the rest

5.2.2 Eliminating Linear Dependence of the Hierarchical Refinements

For ensuring linear independence between overlapping shape functions, we prioritize the highest

feasible refinement level possible. For example, the cell-functions, which by definition satisfy the

continuity requirements automatically, require deactivation on the parent cell and activation of the
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DoFs on the child cells. Unlike the handling of the edge- and node-functions, this transfer occurs

without any queries to the discretization other than checking if the descendant cells exist.

Now, for the edge- and node-functions, additional care is necessary. In this case, the preference

to delegate DoFs to the child cells is constrained by the refinement state of one or more neighbors

of the cell. In other words, in 2-D, if a parent cell shares an edge with another refined parent cell,

the DoFs on the parent edge may be transferred to the corresponding edges on the child refinement

layer. Likewise, the deactivation of a node-function on the parent refinement layers requires that

the corresponding node is surrounded by refined cells. In other words, as in [140–142], active

geometrical components may not “overlap" with respect to the refinement layers.

We summarize the activation and deactivation of DoFs as follows:

1. On an h-refinement step, deactivate cell-functions on the parent cell and activate the cell-

function DoFs on the child cell.

2. If a geometrical component (a node, edge, or face) on the descendant layer is active (i.e., it

has associated active DoFs), deactivate the corresponding component on the parent layer

According to this procedure, a parent cell sufficiently surrounded by refined cells may be entirely

deactivated to ensure linear independence and maximize the resolution of the approximation. In

such cases, the sparsity of the resulting system is enhanced.

5.2.3 Summary of the Overall Approach

Illustrated in Fig. 5.1, the entire procedure, from enforcing the continuity requirements to

ensuring linear independence, requires only the straightforward rules as summarized in the preceding

subsections. Similarly to the descriptions of the RBS process in 1-D in [140–142], Fig. 5.1(a)

summarizes the procedure for a 1-D domain, including the transfer of DoFs associated with lower

refinement levels to the descendant layers and the ability to choose the expansion order p arbitrarily.

Note that in 1-D, we have only the linear class of boundary-functions, i.e., at the boundary between

two cells (across all the refinement levels), only one active boundary-DoF exists. The hierarchical
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basis functions illustrated in Fig. 5.1(a) and those used in the Numerical Results Section are based

on the maximally-orthogonalized basis functions [144].

In 2-D (and 3-D), however, many active DoFs exist on the cell boundaries as a result of

employing higher order boundary-functions. Depicted in Fig. 5.1(b), we demonstrate a similar

refinement model as in the 1-D case. Unlike in the 1-D case, the depicted refinement in 2-D

results in the enforcement of the domain boundary conditions propagating to the higher refinement

levels when available. Furthermore, in this case, many of the parent cells retain a large number of

DoFs assigned to the boundary due to the higher order boundary-functions. In Fig. 5.1(b), such

occurrences are denoted by the cells with solid boundaries and transparent interiors, in addition to

the matching designations related to the active geometrical components as seen in Fig. 5.1(a).

Finally, for each cell located on a new refinement layer, an additional mapping is introduced,

resulting in a succession of mapping operations. Note, however, that regardless of the curvature of

the origin cell, all other mappings from the reference cell to the child cell have constant Jacobian

determinants, and may be handled with ease during integration.

5.3 Numerical Results

We now demonstrate the suitability of the RBS hp-refinement methodology by solving the

following Maxwell eigenvalue problem (in variational form):

Find U = {uhp, λhp} ∈ Bhp × R such that

a(uhp, φhp) = λhpm(uhp, φhp) ∀φhp ∈ Bhp, (5.1)

for a finite dimensional subspace Bhp ⊂ H(curl; Ω), where m(uhp, φhp) = 〈uhp, φhp〉, and

a(uhp, φhp) = 〈∇t × uhp, ∇t × φhp〉. We further assert that the domain Ω ⊂ R
2 is terminated by

the Dirichlet boundary condition n × uhp = 0 on ∂Ω. Finally, uhp is purely transversal.

While not exclusively applicable to eigenvalue problems with singularities, we study the ap-

proach for a 2-D cross-section of an L-shaped waveguide, shown in Fig. 5.2(a), which features
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(a)

(b) (c)

Figure 5.1: The RBS hp-refinement activation and deactivation procedure. (a) The depiction of the process in
1-D. (b) The depiction of the process in 2-D. (c) An overhead perspective of the distribution of h-refinements
applied in the 2-D example.
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(a) (b)

Figure 5.2: The model and problem under study. (a) The initial discretization for the L-shaped domain,
composed of three unit squares. (b) The field magnitude of the first eigenfunction, illustrating the singularity
at the reentrant corner.

many singular eigenfunctions, to demonstrate the capability to achieve exponential convergence

in the presence of solution irregularity. We focus our analysis on the convergence of the smallest

eigenvalue to an accurate numerical computation [3] of the benchmark problem originally proposed

by [83]. The eigenfunction associated with this eigenvalue exhibits a singularity in the field at the

reentrant corner, as seen in Fig. 5.2(b).

Following the procedure outlined in Section II, the initial discretization is successively refined

about the reentrant corner. New refinement layers are inserted in groups with p = 1 and the

expansion orders of each pre-existing cell are increased by one each iteration, resulting in an

emphasis on h-refinements closer to the reentrant corner and an emphasis on p-refinements away

from the reentrant corner. We note that this illustrative a priori refinement strategy is neither

optimal nor adaptive. Adaptive strategies, such as in [3], may be applied in place of the illustrative

refinement approach presented in this manuscript. A collection of discretizations with h-refinements

targeting the reentrant corner (from L = 0 to L = 8 refinement levels) and global (i.e., uniform)

increments in p serves as the comparison approach.
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(a) (b)

Figure 5.3: Example discretizations for the RBS hp-method and the selectively h-refined comparison method
with uniform p. (a) The RBS hp-method discretization with maximum and minimum expansion orders
of three and one, respectively. (b) The RBS h-method with a uniform expansion order of three. The two
discretizations have L = 5 refinement levels.

Example discretizations from each approach with five refinement layers are illustrated in Fig.

5.3. Fig. 5.3(a) depicts the progression from third-order field expansion to first-order while

undergoing simultaneous h-refinements and Fig. 5.3(b) features the same level of h-refinement with

homogeneous third-order field expansion.

Fig. 5.4 shows the convergence results for the first eigenvalue with the two approaches to

refinement. RBS hp-refinement achieves exponential convergence while the successively p-refined

discretizations at various levels of h-refinement (L = 0 to L = 8) provide only algebraic conver-

gence. The linear trend with respect to NDoFs1/3 as in Fig. 5.4(b) indicates the strong consistency

of the exponential convergence.
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(a)

(b)

Figure 5.4: Convergence of the first eigenvalue for the RBS hp-method and the comparison approach with
h-refinement levels from L = 0 to L = 8 and increasing uniform expansion orders. (a) Double logarithmic
representation. (b) log-cube-root representation.
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5.4 Conclusion

We have demonstrated the capability to achieve exponential convergence through an RBS

hp-method in CEM. At the cost of reducing sparsity in FEM applications, the significant reduction

in implementation complexity facilitates straightforward adoption of hp-refinement techniques with

arbitrary levels of refinement.

When applied to the computation of the eigenvalue associated with a singular eigenfunction

for H(curl)-conforming elements, the method delivers perfect exponential convergence while

enforcing the tangential continuity requirements by construction rather than through constraint

equations. Finally, the entire procedure directly applies to enforcement of normal continuity when

H(div)-conforming elements are required and also extends to 3-D applications easily.
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Conclusion

This dissertation presented the development of several strategies to enhance the utility of numer-

ical methods in applied mathematics, with a particular focus on CEM. Driven by the simultaneous

needs for simulations of high-quality, high-efficiency, and high-confidence (including by assessing

effects due to uncertainties), we pursued a collection of advancements in leveraging goal-oriented

error estimates and goal-oriented uncertainty quantification. Given the expanding desire and re-

quirement for high-fidelity numerical simulations of systems governed by realistic PDEs or IEs,

the dictation of intelligent, mixed-order refinement instructions can yield rapid improvements in

applicability and accuracy without overwhelming computational resources and exceeding time

constraints. We proposed refinement methodologies based on error prediction to tailor discretiza-

tions for user-defined goal functionals, which, in addition to the provision of true error estimates

(as opposed to just indicators), deliver exponential rates of convergence even in the presence of

singular solutions. Moreover, by reusing the underlying computations in the error estimation, we

demonstrated how uncertainty quantification may be performed for scattering problems in CEM

with significant computation time advantages by reducing the need for expensive, full model solves.

Finally, to support the objectives and developments of the dissertation, we presented an alterna-

tive paradigm to conducting local refinements, both spatially (i.e., h-refinements) and in terms of

function spaces (i.e., p-refinements), that permits exponential convergence and arbitrary levels of

refinements with lightweight implementation requirements.

In Chapter 2, we introduced a comprehensive approach to guiding adaptive mesh refinements for

SIE problems. While less studied in many areas than analogous FEM-based methods, BEM or MoM

discretizations can provide significant computational advantages. By focusing on the EFIE and the

popular PMCHWT formulation of the EFIE-MFIE, we proposed an adaptive refinement mechanism

enhanced by true error estimates to rapidly refine discretizations of SIE problems, including those of

extremely poor initial quality. We emphasized customizable and practical scattering QoIs (including

a linearized RCS QoI) in our study, producing discretizations that closely match desired QoI relative
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errors. Furthermore, by introducing a refinement scheme based on error prediction, the dependence

of the number of iterations on the desired accuracy may be significantly reduced. As such, the

proposed method accelerates refinement procedures for poor initial discretizations, even when

targeting extremely high accuracy. A second consequence of the approach, our method encourages

equilibrated error contribution estimates, reducing the variation in error contribution estimates

throughout the mesh, and therefore develops discretizations of higher efficiency and quality. Finally,

the furnishing of true error estimates, as opposed to simple error or refinement indicators alone,

facilitates greater confidence in the accuracy of simulation results and, overall, reduces the need for

expert-user intervention.

In Chapter 3, we proposed an error prediction and optimization refinement approach to guide

coarse initial discretizations to high accuracy. As an excellent benchmark problem and model, we

studied the Maxwell eigenvalue problem for a challenging waveguide that supports eigenfunctions

of varying regularity, from smooth to singular. Once again relying on goal-oriented error estimation

and automated selection of refinement instructions, we performed hp-refinement for a collection of

nine eigenpairs, targeting the accuracy of the eigenvalue in each eigenpair. We proposed a pair of

objective functions for conducting refinement and coarsening optimally at each iteration and with

consideration for differing local basis function orders. A second goal of this work, we confirmed and

improved the results of previous numerical reference values and introduced new ones with the hope

of supporting future developments and comparisons in adaptive hp-refinement research. Overall,

we demonstrated that exploiting the enriched solution employed in computing the DWR expression

for smoothness estimation yields significantly improved convergence behavior with respect to

increasing the number of degrees of freedom. This advantage was particularly important for higher-

order modes, which were missing from previous benchmarks, where smoothness estimation of the

standard forward solution overestimated the need for h-refinement and therefore reduced per DoF

efficiency.

In Chapter 4, we demonstrated how the adjoint solution, a key element to the adaptive error

control methods proposed in the preceding chapters, may be reused for uncertainty quantification
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applications in CEM. According to the HOPS methodology, local sensitivity information, namely

gradients of the QoI with respect to the uncertain parameters, may be readily computed and

applied to construct surrogate responses. For parameter spaces of a single dimension, the approach

maintains the efficiency of traditional forward sensitivity analysis methods, with the added benefit

that the adjoint solution may be available in advance due to a preceding refinement step. For higher

dimensional parameter spaces, however, the adjoint approach delivers significant computational

advantages, requiring only the solutions to the forward problem and the adjoint problem, regardless

of the number of varying parameters (as opposed to an additional solve for each parameter). The

surrogate models generated via HOPS circumvent the need to conduct full model solves for each

sample of the random parameters as required with traditional Monte Carlo simulations, avoiding the

significant computational expense and converting a problem largely of statistical error (the number

of samples that can be computed under a time constraint) to deterministic error (how closely the

surrogate matches the response surface of the QoI). With a focus on scattering QoIs, we studied FEM

discretizations of the curl-curl wave equation assuming random variation in the material parameters

of a spherical scatterer. To illustrate the predictive capabilities of the approach for scattering QoIs

and various levels of uncertainty, we examined low- to high-dimensional parameter spaces. In

each case, the disconnection of the gradient computation from the number of uncertain parameters

yielded significant increases in the computational efficiency while still providing high accuracy.

Moreover, we illustrated how a degree of probabilistic tuning may be conveniently inserted in the

HOPS procedure through k-means clustering. Overall, the HOPS approach is highly adaptable and

versatile for UQ applications in CEM and beyond. With the continually growing need for effective

and efficient UQ methods, adjoint-based approaches may continue to yield significant opportunities

for theoretical and algorithmic advances.

In Chapter 5, we introduced an alternative approach to conducting hp-refinements in CEM.

By conducting refinements through superposition as opposed to replacement, hp-refinements may

be executed with ease. This framework, furthermore, supports arbitrary levels of refinements

automatically, which contrasts the 1-irregularity requirements imposed by typical refinement-by-
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replacement implementations due to the high implementation complexity. Most importantly, the

proposed approach also supports exponential rates of convergence with respect to the number of

degrees of freedom in CEM, including for the refinement of eigenvalue QoIs associated with singular

eigenfunctions. While the numerical demonstrations focused on H(curl)-conforming elements,

the approach applies immediately to H(div)-conforming elements where normal continuity is

required in place of tangential continuity. In addition to straightforward extensions to 3-D problems,

the method shows significant promise for applications in the MoM and BEM for refining and

representing discretizations of SIE problems. Finally, the reduced implementation cost required to

support hp-refinements provided by the method encourages the incorporation of state-of-the-art

techniques in adaptive error control in existing CEM projects and practical applications.
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