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ABSTRACT

ASYMPTOTIC ENUMERATION OF MATRIX GROUPS

We prove that the general linear group GLdpp
eq has between pd4e{64´Opd2q and pd4e2¨log2 p distinct

isomorphism types of subgroups. The upper bound is obtained by elementary counting methods,

where as the lower bound is found by counting the number of isomorphism types of subgroups

of the generalized Heisenberg group. To count these subgroups, we use nuclei of a bilinear map

alongside versor products - a division analog of the tensor product.
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Chapter 1

Introduction

This is a paper dedicated to exploring the diversity inherent in even well-studied groups, such

as the general linear group, GLdpp
eq: the group of invertible dˆ d matrices over a field of size pe.

We prove:

Theorem 1.1 The number fpd, e, pq of distinct isomorphism types of subgroups of GLdpp
eq

satisfies

pd
4e{64´Opd2q

ď fpd, e, pq ď pd
4e2¨log2 p.

As we demonstrate in corollary 1.4 below, the upper bound is easily obtained using elementary

enumeration methods. The interesting result is the lower bound.

1.1 General Counting Results
Before commencing this investigation, we first ask a related question: how many groups of

order n are there? To answer this question, we define the function fpnq to be the number of

isomorphism classes of groups of order n. We can establish a crude upper bound for fpnq by

counting the number of possible multiplication tables for groups with n elements (i.e. nˆ n grids

with entries from a set of size n). This gives us that

fpnq ď nn
2

.

One cannot guarantee that distinct ways of populating an n by n grid with elements of G produce

non-isomorphic groups, so nn2 is in general much greater than fpnq. For instance, if n “ p is

prime, then fppq “ 1 ! pp
2
. To tighten this upper bound, we first determine a bound on the

number of generators for a group of order n.
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We say tg1, g2, . . . , gsu is a minimal generating set for a group G if G “ xg1, g2, . . . , gsy and

none of these gi can be omitted, so for all i, G ‰ xg1, g2, . . . , gi´1, gi`1, . . . , gsy.

Proposition 1.2 If tg1, . . . , gsu is a minimal generating set for a finite group G, then s ď log2 |G|.

Proof. Define Gi :“ xg1, . . . , giy. Because tg1, . . . , gsu is a minimal generating set for G, for each

i, Gi ă Gi`1, and so 1 “ G0 ă G1 ă ¨ ¨ ¨ ă Gs´1 ă Gs “ G is a chain of subgroups of G. By

Lagrange’s Theorem, |Gi| “ m|Gi´1| with m P Z`, and Gi´1 ‰ Gi, so m ‰ 1. This allows us to

conclude that for all i, |Gi : Gi´1| ě 2. Therefore,

|G| “
s
ź

i“1

|Gi : Gi´1| ě 2s,

and we see that s ď log2 |G|.

Corollary 1.3 The number of subgroups of a finite group G with order n is no more than nlog2 n.

Proof. A minimal generating set of G has log2 n elements, so for every subgroup H ď G, H “

xg1, . . . , gky, where k ď log2 n by proposition 1.2. Therefore, to obtain an upper bound on the

number of subgroups, we can count the number of sequences in G with length log2 n. There are at

most nlog2 n such sequences.

Corollary 1.4 The number of isomorphism types of subgroups of GLdpKq is no greater than pd
4e2 .

Proof. By counting the number of d ˆ d matrices over K “ Fq (where q “ peq, we see that

|GLdpKq| ď qd
2
. Now, using the formula from corollary 1.3, the number of subgroups of GLdpKq

and therefore the number of isomorphism types of subgroups of GLdpKq is no more than

qd
2¨log2 q

d2

“ qd
4¨log2 q “ pd

4e¨log2 p
e

“ pd
4e2¨log2 p

In a finite group, each element can be written as a product of generators, so all products in G

can be expressed as the product of a generator and a group element. For a group of order n, the
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size of a minimal generating set is no bigger than log2 n by proposition 1.2, so by counting the

ways of populating a log2 n by n multiplication table with elements of G we find that

fpnq ď nn log2 n.

In the 1960s, this upper bound was refined for p-groups by Sims [1, Chapter 5]. A few years

earlier, Higman had established a lower bound for p-groups [1, Chapter 4]. Collectively, they

demonstrated that

p2{27n3´Ωpn2q
ď fppnq ď p2{27n3`Opn8{3q.

In 1991, Pyber sharpened the upper bound for all finite groups [1, Chapter 16] by showing that

fpnq ď n2{27µpnq2`Opµpnq5{3q, µpnq “ max
e
tpe|n : p primeu.

A seemingly mundane example that nonetheless exhibits surprising diversity in its quotient

structure is the family of generalized Heisenberg groups. Let K “ Fq be a finite field of order

q “ pe and b be a positive integer. A group of the form

Gb “

$

’

’

’

’

&

’

’

’

’

%

»

—

—

—

—

–

1 u w

0 Ib vt

0 0 1

fi

ffi

ffi

ffi

ffi

fl

: u, vt P Kb, w P K

,

/

/

/

/

.

/

/

/

/

-

is a generalized Heisenberg group. If b “ 1, Gb is the familiar Heisenberg group over K.

Generalized Heisenberg groups consist of upper triangular matrices, which appear to be rela-

tively straightforward objects. Despite this, if p ą 2 and n ě 12, Lewis and Wilson [3] showed

there is a generalized Heisenberg group of order p5n{4`Op1q with pn2{24`Opnq isomorphism classes

of quotients of Gb with order pn, an enormous number of non-isomorphic quotients relative to the

order of Gb. These quotients are unable to be distinguished by the usual isomorphism invariants

and therefore must display remarkable diversity.
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We expand the notion of a generalized Heisenberg group to include all groups of the form

Gabc “

$

’

’

’

’

&

’

’

’

’

%

»

—

—

—

—

–

Ia U W

0 Ib V

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

: U PMaˆbpKq, V PMbˆcpKq,W PMaˆcpKq

,

/

/

/

/

.

/

/

/

/

-

,

where a, b, c are positive integers andK “ Fq for a prime power q “ pe.Without loss of generality,

we assume a ď c. Now define

Jabc “

$

’

’

’

’

&

’

’

’

’

%

»

—

—

—

—

–

Ia U W

0 Ib 0

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

: U PMaˆbpKq,W PMaˆcpKq

,

/

/

/

/

.

/

/

/

/

-

ď G.

In this paper, we wish to determine a lower bound for the number of isomorphism classes of

subgroups of Gabc that contain Jabc in terms of a, b, c, p, and e.

For d “ a` b` c, the generalized Heisenberg group Gabc is a subgroup of GLdpp
eq. Therefore,

a lower bound on the number of isomorphism classes of subgroups of Gabc also determines a lower

bound on the number of isomorphism classes of subgroups of GLdpp
eq. It may be surprising to

realize that much of the variability of isomorphism type of subgroups of GLdpp
eq results from

subgroups of the generalized Heisenberg groups alone.

1.2 Survey of Main Results
From now on, when the choice of a, b, and c is clear or irrelevant, we will refer to Gabc and Jabc

by just G and J. If we let j P N and set Spj “ tH ď G : |H| “ pj and H ě Ju , then the number

of isomorphism classes of subgroups of G containing J is given by

logp |G|
ÿ

j“0

|Spj{–|.
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Let Spj “ Si for notational convenience. We will show that #Si is exponential in b and c and

thus the above sum is dominated by a highest exponent. In order to determine a lower bound for

the number of isomorphism classes of these subgroups, we will therefore determine the maximum

of this dominant summand in terms of b and c.

We say that a subgroup X ď Gabc such that Jabc ď X ď Gabc is native to Gabc if whenever

there is another generalized Heisenberg group Ga1b1c1 such that Ja1b1c1 ↪Ñ X ↪Ñ Ga1b1c1 , then b ď b1.

Additionally, we define the central automorphisms of G to be the subset of the automorphisms of

G given by

CAutpGq “ tϕ P AutpGq : ϕ
ˇ

ˇ

G{G1
“ 1, ϕ

ˇ

ˇ

G1
“ 1u

whereG1 “ rG,Gs is the commutator subgroup. The normal subgroup of a generalized Heisenberg

group given by setting the U and V blocks both equal to 0 matrices is denoted as

W :“

$

’

’

’

’

&

’

’

’

’

%

»

—

—

—

—

–

Ia 0 W

0 Ib 0

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

: W PMaˆcpKq

,

/

/

/

/

.

/

/

/

/

-

.

The first major thoerem we prove is the following lifting theorem:

Theorem 1.5 (The Lifting Theorem) Assume X, Y P Si are native to G and X 1 “ Y 1 “ W .

If ϕ : X Ñ Y is an isomorphism such that Jϕ “ J, then there exists a ϕ̂ P AutpGq such that

ϕ̂
ˇ

ˇ

X
“ ϕ. This lift of ϕ is unique up to a central automorphism.

To prove this theorem, we utilize the theory of bilinear maps applied to the commutator bilinear

map of G. Using a notion of equivalence for bilinear maps combined with the universal properties

of the division analog of the tensor product (the versor product), we are able to lift an equivalence

of bilinear maps to an automorphism of the commutator bilinear map. In the case that the involved

subgroups are native to Gabc, the resulting equivalence is unique (up to a central automorphism).

Using this lifting theorem, we will find ourselves in a position to determine a lower bound

on the number of isomorphism classes of subgroups of G containing J. Define AutJpGq “ tϕ P
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AutpGq : Jϕ “ Ju. By counting the orbits of the Si under the action of AutJpGq modulo CAutpGq,

we are able to count |Si{–|. Using the pigeonhole principle, we find that a lower bound for the

number of these orbits is
#Si

#pAutJpGq{CAutpGqq.

Next, we determine a lower bound on Si and an upper bound for #pAutJpGq{CAutpGqq in order to

deduce the desired lower bound.

Quotients of elements of Si (modulo J) are shown to be in bijection with the subspaces of

MbˆcpKq, a vector space. Therefore, finding a lower bound for Si reduces to counting vector sub-

spaces. An upper bound for #pAutJpGq{CAutpGqq is found by utilizing a correspondence between

automorphisms of G such that Jϕ “ J and automorphisms of the commutator bilinear map. Next,

it is shown that these automorphisms act on the nuclei of the commutator map, which, combined

with the Skolem-Noether theorem leads to an upper bound for #pAutJpGq{CAutpGqq.

Finally, we are able to establish a lower bound for |Si{–| by dividing the bound for #Si by the

bound for #pAutJpGq{CAutpGqq and then using the method of Lagrange multipliers to complete

the optimization. Because the generalized Heisenberg group is a subgroup of GLdpp
eq, the lower

bound for the number of isomorphism classes of G also provides a lower bound for the number

of isomorphism classes of subgroups of GLdpp
eq. The lower bound we will arrive at is stated in

theorem 1.1.
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Chapter 2

Preliminaries

We use K exclusively for the finite field Fq where q “ pe for a prime p. Throughout this paper,

the image of an element x under an operator ϕ is written as xϕ or xϕ. We also define xϕ´1 “ ϕx.

A subgroup H such that Hϕ ď H is said to be ϕ-invariant.

2.1 Matrix Notation
The additive group of aˆbmatrices MataˆbpKqwill be written as Maˆb,with the understanding

that the matrices are over K. If a “ b, we write Ma. If M P Maˆb is a matrix, we denote its ith

row by mi and its jth column by mj. In order to describe the commutator bimap in section 3.1, we

also use the convention that

m “ rm1, . . . ,mas PM1ˆab

is the vector with entries given by the rows of M lined up one after another.

We will frequently utilize block matrices comprised of several identity and zero blocks. Identity

blocks of dimension a will be denoted Ia and zero blocks will be denoted similarly by 0a. Non-

square zero blocks will be written as simply 0, but the notation of its neighboring blocks will be

sufficient to deduce the size of such a zero block.

Elements of Gabc are block matrices of the form

»

—

—

—

—

–

Ia U W

0 Ib V

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

,

so we will sometimes refer to the superdiagonal block entries as the U-block, V-block, and W-

block, respectively. We often refer to the normal subgroups of Gabc in which two of the U, V, or W
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blocks are set to be 0 matrices. We denote these by

U :“

$

’

’

’

’

&

’

’

’

’

%

»

—

—

—

—

–

Ia U 0

0 Ib 0

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

: U PMaˆbpKq

,

/

/

/

/

.

/

/

/

/

-

and W :“

$

’

’

’

’

&

’

’

’

’

%

»

—

—

—

—

–

Ia 0 W

0 Ib 0

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

: W PMaˆcpKq

,

/

/

/

/

.

/

/

/

/

-

.

2.2 The Commutator and Center of a Group
Suppose G is a multiplicative group. The commutator is a binary operation r, s : G ˆ G Ñ

G defined by rM,N s “ MNM´1N´1. We additionally dub the commutator subgroup as the

subgroup of G generated by its commutators. We will denote this subgroup by rG,Gs “ G1. The

center of the group, ZpGq “ tg : rG, gs “ rg,Gs “ 1u , is the subgroup of elements in G which

commute with all the elements of G. As the commutator operation is not a homomorphism, it

does not have a definable kernel; however, the elements of ZpGq are the ones that do not affect

commutation, so we will reduce the commutator operation to r, s : G{ZpGq ˆG{ZpGq Ñ G1 (see

section 3.1).

2.3 Bimaps and Isotopism
Let K be a field and U, V,W be vector spaces over K. A K-bilinear map, or a K-bimap, is a

map ˝ : U ˆ V � W such that for all u, û P U, v, v̂ P V, and k P K,

pu` kûq ˝ v “ u ˝ v ` kpû ˝ vq,

and

u ˝ pv ` kv̂q “ u ˝ v ` kpu ˝ v̂q.

The radicals of ˝ are defined to be UK “ tv P V : U ˝ v “ 0u, V J “ tu P U : u ˝ V “ 0u,

and W` “ W {pU ˝ V q. When UK “ 0, we say ˝ is right non-degenerate, when V J “ 0 we say

˝ is left non-degenerate, and when all three radicals are trivial, we say ˝ is fully non-degenerate.

Non-degeneracy allows for a certain kind of cancellation property.
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Lemma 2.1 (Cancellation property for non-degenerate bimaps) Let ˝ : U ˆ V � W be a bimap,

u, u1 P U, and v, v1 P V. If ˝ is a right non-degenerate bimap such that for all u P U, u ˝ v “ u ˝ v1,

then v “ v1. Similarly, if ˝ is left non-degenerate such that for all v P V, u˝v “ u1 ˝v, then u “ u1.

Proof. Let ˝ be right non-degenerate with the property that for all u P U, u ˝ v “ u ˝ v1. By

subtracting and then using the distributivity of ˝, we see that for all u P U, u ˝ pv ´ v1q “ 0.

Therefore, v ´ v1 P UK “ 0 because ˝ is right non-degenerate, so v “ v1. The left non-degenerate

case is handled analogously.

Next, we define a type of algebraic equivalence between bimaps. Let ˝ : U ˆ V � W and

‚ : U 1 ˆ V 1 � W 1 be K-bimaps. A homotopism from ˝ to ‚ is a triple h “ phU , hV , hW q P

HomKpU,U
1q ˆ HomKpV, V

1q ˆ HomKpW,W
1q such that for all u P U, v P V,

uh ‚ vh “ pu ˝ vqh.

This equality is expressed in the following so-called bimap diagram.

U ˆ V

hU
��

hV
��

// ˝ //W

hW
��

U 1 ˆ V 1 // ‚ //W 1

Figure 2.1: A bimap diagram illustrating the defining property of a homotopism of bimaps.

For brevity, the subscripts will sometimes be omitted on the components of a homotopism. The

component of the homotopism being used is made clear by the context: uh “ uhU , wh “ whW ,

and so on. Isotopism is defined similarly when the components of h are all isomorphisms. An

endotopism is a homotopism from a bimap to itself and an autotopism is an isotopism from a

bimap to itself. The set of homotopisms and isotopisms from ˝ to ‚ will be denoted by Homp˝, ‚q

and Isop˝, ‚q. Similarly, the set of autotopisms of ˝ will be written as Autp˝q.
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2.4 Nuclei of Bimaps
Let ˝ : U ˆ V � W be a K-bimap. Set L Ď EndpUqop ˆ EndpW qop,M Ď EndpUq ˆ

EndpV qop, and R Ď EndpV q ˆ EndpW q. We say that ˝ is left L-linear, middle M-linear, and

right R-linear if each of the following respective properties holds:

@λ P L, pλuq ˝ v “ λpu ˝ vq,

@µ PM, puµq ˝ v “ u ˝ pµvq,

@ρ P R, u ˝ pvρq “ pu ˝ vqρ.

Additionally, if ˝ satisfies all of the above properties, we call it an LMR-bimap. We can now

define the rings under which ˝ is left, middle, and right linear. These are called the left, middle,

and right nuclei, respectively, and are defined as

L˝ “ tλ P EndpUqop ˆ EndpW qop : p@u P Uqp@v P V q, pλuq ˝ v “ λpu ˝ vqu,

M˝ “ tµ P EndpUq ˆ EndpV qop : p@u P Uqp@v P V q, puµq ˝ v “ u ˝ pµvqu,

R˝ “ tρ P EndpUq ˆ EndpW q : p@u P Uqp@v P V q, u ˝ pvρq “ pu ˝ vqρu.

Notice that the middle nucleus is the same as the familiar adjoint ring for a bilinear form. As such,

the left and right nuclei can be viewed as the counterparts of the adjoint ring. These rings can

be thought of as the ‘largest’ sets of left, middle, and right scalars for ˝. We will formalize this

intuition in section 3.3 (see theorem 3.10).

2.5 Brahana Correspondence
Bimaps form a category with homotopisms as morphisms [5]. In fact, there is a functor from

the category of bimaps to the category of groups, the idea for which dates back to Brahana [2] but

was later formalized in [3]. Under this correspondence, the bimap ˝ : U ˆ V � W is assigned to

10



the group on U ˆ V ˆW with product defined for all pu, v, sq, px, y, tq P U ˆ V ˆW by

pu, v, sqpx, y, tq “ pu` x, v ` y, s` t` u ˝ yq

and vice-versa. Groups of this form are called Brahana groups. In particular, Gabc is isomorphic

to a Brahana group, where U “ Maˆc, V “ Mbˆc,W “ Maˆc, and ˝ is given by usual matrix

multiplication. This is evidenced when multiplying two elements of G :

»

—

—

—

—

–

Ia U W

0 Ib V

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

–

Ia Û Ŵ

0 Ib V̂

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

–

Ia U ` Û W ` Ŵ ` UV̂

0 Ib V ` V̂

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

.

Notice that isotopic bimaps correspond to isomorphic Brahana groups. The converse also holds

[3, Proposition 6.5]. This provides a useful correspondence between isomorphism and isotopism

that will play a large part in proving the desired lifting result (see section 3.7 and the proof of

theorem 1.5).
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Chapter 3

The Lifting Theorem

In this chapter, our aim is to prove theorem 1.5. To accomplish this, we first calculate the com-

mutator bimap (section 1) and its nuclei (section 2). Following this, we define versors as universal

objects closely related to bimaps (section 3) and then show that subgroups of G containing J em-

bed into a versor product (section 4). In the second half of the chapter (sections 5-7), we use the

findings from the first half of the chapter to prove theorem 1.5.

3.1 The Commutator Bimap
Rather than investigate the subgroups ofG directly, we will use the bimap given by the commu-

tator inG. Consider first the example when a “ c “ 1 and b ě 1, so Maˆb “M1ˆb,Mbˆc “Mbˆ1,

and Maˆc “ M1ˆ1 – K. Letting u, û P M1ˆb, v, v̂ P Mbˆ1, and w, ŵ P K, we see that the com-

mutator of two elements is

»

—

—

—

—

–

»

—

—

—

—

–

1 u w

0 Ib v

0 0 1

fi

ffi

ffi

ffi

ffi

fl

,

»

—

—

—

—

–

1 û ŵ

0 Ib v̂

0 0 1

fi

ffi

ffi

ffi

ffi

fl

fi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

–

1 0 uv̂ ´ ûv

0 Ib 0

0 0 1

fi

ffi

ffi

ffi

ffi

fl

.

The commutator is in bijection with its W block entries and can therefore be viewed as an

element of M1ˆ1 – K. The resulting element of K depends solely on the entries of the U and V

blocks from the matrices we were applying the commutator bimap to. The U and V blocks are

elements of M1ˆb and Mbˆ1, respectively, so the commutator bimap is given by

r, s : pM1ˆb ‘Mbˆ1q ˆ pM1ˆb ‘Mbˆ1q� M1ˆ1 – K

where

12



”

u‘ v, û‘ v̂
ı

ÞÝÑ
“

u vt
‰

»

—

–

0b Ib

´Ib 0b

fi

ffi

fl

“

û v̂t
‰t

.

Notice that this bimap has the form r, s : G{G1 ˆ G{G1 � G1 because G1 “ W . The general

case for a and c is handled similarly, as the following proposition details.

Proposition 3.1 If U, Û PMaˆb, V, V̂ PMbˆc, then the commutator bimap of Gabc is given by

r, s : pMaˆb ‘Mbˆcq ˆ pMaˆb ‘Mbˆcq� Maˆb

where
”

U ‘ V, Û ‘ V̂
ı

ij
ÞÝÑ

“

u vt
‰

»

—

–

0a Eij

´Et
ij 0c

fi

ffi

fl

“

û v̂t
‰t

and Eij PMaˆcpMbq.

Before proving this proposition in full generality, we consider two instructive examples. First,

consider the case in which a ą 1 and c “ 1. Letting U, Û P Maˆb, v, v̂ P Mbˆ1, and w, ŵ P Maˆ1,

the commutator of two elements is given by

»

—

—

—

—

–

»

—

—

—

—

–

Ia U w

0 Ib v

0 0 1

fi

ffi

ffi

ffi

ffi

fl

,

»

—

—

—

—

–

Ia Û ŵ

0 Ib v̂

0 0 1

fi

ffi

ffi

ffi

ffi

fl

fi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

–

Ia 0 ¨ ¨ ¨uiv̂ ´ ûiv ¨ ¨ ¨

0 Ib 0

0 0 1

fi

ffi

ffi

ffi

ffi

fl

.

As with the case where a “ c “ 1, for each iwe can write uiv̂´ ûiv “
“

ui v
t
‰

»

—

–

0b Ib

´Ib 0b

fi

ffi

fl

“

ûi v̂
t
‰t
.

Therefore, the commutator bimap is given by

r, s : pMaˆb ‘Mbˆ1q ˆ pMaˆb ‘Mbˆ1q� Maˆ1

where

13



”

U ‘ v, Û ‘ v̂
ı

i
ÞÝÑ

“

u vt
‰

T̂i1
“

û v̂t
‰t

and

T̂i1 “

»

—

—

—

—

—

—

—

—

—

—

—

—

—

—

–

0b
...

0ab Ib
...

0b

0b ¨ ¨ ¨ ´Ib ¨ ¨ ¨ 0b 0b

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

“

»

—

–

0a ei

´eti 01

fi

ffi

fl

b Ib

are square pab ` bq ˆ pab ` bq matrices. To emphasize the similarity of this matrix to the one in

the case where a “ c “ 1, we can identify Mabˆbc with Maˆb bMb – MaˆbpMbq. This gives the

correspondence

T̂i1 “

»

—

–

0a ei

´eti 01

fi

ffi

fl

b Ib –

»

—

–

0a Ei

´Et
i 01

fi

ffi

fl

“ Ti1

where Ei P Maˆ1pMbq. Substituting Ti1 in place of T̂i1 in the above definition of the commutator

bimap, we get a result consistent with proposition 3.1 when j “ 1.

Next, consider the example for which a “ 1 and c ą 1. Let u, û P M1ˆb, V, V̂ P Mbˆc, and

w, ŵ PM1ˆc. Then the commutator is

»

—

—

—

—

–

»

—

—

—

—

–

1 u w

0 Ib V

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

,

»

—

—

—

—

–

1 û ŵ

0 Ib V̂

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

fi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

–

1 0 ¨ ¨ ¨uv̂j ´ ûvj ¨ ¨ ¨

0 Ib 0

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

.

Similarly to the previous examples, the commutator bimap is given by

14



r, s : pM1ˆb ‘Mbˆcq ‘ pM1ˆb ˆMbˆcq� M1ˆc

where
”

u‘ V, û‘ V̂
ı

j
ÞÝÑ

“

u vt
‰

T̂1j

“

û v̂t
‰t
.

and

T̂1j “

»

—

—

—

—

—

—

—

—

—

—

—

—

—

—

–

0b 0b . . . Ib . . . 0b

0b
...

´Ib 0bc
...

0b

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

“ Ib b

»

—

–

01 eti

´ei 0c

fi

ffi

fl

are square pb ` bcq ˆ pb ` bcq matrices. Using the same kind of correspondence as before, we

identify T̂1j with

T1j “

»

—

–

01 Ej

´Et
j 0c

fi

ffi

fl

where Ej P M1ˆcpMbq. Again, this example is consistent with the conclusion of proposition 3.1

when i “ 1. In fact, the proof of this proposition follows almost immediately by combining the

methodology of the previous two examples.

Proof. Let U, Û PMaˆb, V, V̂ PMbˆc, and W, Ŵ PMaˆc. We then have the commutator bimap

r, s : pMaˆb ‘Mbˆcq ˆ pMaˆb ‘Mbˆcq� Maˆc

where

”

U ‘ V, Û ‘ V̂
ı

ij
ÞÝÑ

“

u vt
‰

Tij
“

û v̂t
‰t
.

and

15



Tij “

»

—

–

0a Eij

´Et
ij 0c

fi

ffi

fl

with Eij PMaˆcpMbq.

Treating the Tij as slices of a tensor, we have the following corollary.

Corollary 3.2 The commutator bimap of Gabc is given by an pab ` bcq ˆ pab ` bcq ˆ pacq tensor

over K.

3.2 Nuclei of the Commutator Bimap
Next, we calculate the nuclei of the commutator bimap - the rings of scalars over which the

commutator bimap is left, middle, and right linear, respectively (see section 2.4). For ease of

notation, denote the commutator bimap as specified in proposition 3.1 by ˚.

Proposition 3.3 The middle nucleus M˚ of the commutator bimap of Gabc is

$

’

&

’

%

¨

˚

˝

»

—

–

A B

C D

fi

ffi

fl

,

»

—

–

Dt ´Bt

´Ct At

fi

ffi

fl

˛

‹

‚

: A,B,C,D PMb

,

/

.

/

-

if a “ c “ 1;

$

’

&

’

%

¨

˚

˝

»

—

–

Ab Ia 0

u B

fi

ffi

fl

,

»

—

–

Bt b Ia 0

´u: At

fi

ffi

fl

˛

‹

‚

: A,B PMb, u PM1ˆapMbq

,

/

.

/

-

if a ą 1, c “ 1;

$

’

&

’

%

¨

˚

˝

»

—

–

A u

0 B b Ic

fi

ffi

fl

,

»

—

–

Bt ´u:

0 At b Ic

fi

ffi

fl

˛

‹

‚

: A,B PMb, u PM1ˆcpMbq

,

/

.

/

-

if a “ 1, c ą 1;

or
$

’

&

’

%

¨

˚

˝

»

—

–

Ab Ia 0

0 B b Ic

fi

ffi

fl

,

»

—

–

Bt b Ia 0

0 At b Ic

fi

ffi

fl

˛

‹

‚

: A,B PMb

,

/

.

/

-

if a, c ą 1,

where u:i “ uti.
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Proof. If a, c “ 1, then pu‘vq˚pû‘ v̂q “
“

u vt
‰

»

—

–

0b Ib

´Ib 0b

fi

ffi

fl

“

û v̂t
‰

by proposition 3.1. Therefore,

pF,Gq PM˚ precisely when

»

—

–

F11 F12

F21 F22

fi

ffi

fl

»

—

–

0 Ib

´Ib 0

fi

ffi

fl

“

»

—

–

0 Ib

´Ib 0

fi

ffi

fl

»

—

–

Gt
11 Gt

21

Gt
12 Gt

22

fi

ffi

fl

where Fij, Gij PMb. Equality occurs if, and only if, the following equations hold:

´F12 “ Gt
12, F11 “ Gt

22, F22 “ Gt
11,´F21 “ Gt

21.

Therefore, the middle nucleus when a “ c “ 1 is

M˚ “

$

’

&

’

%

¨

˚

˝

»

—

–

A B

C D

fi

ffi

fl

,

»

—

–

Dt ´Bt

´Ct At

fi

ffi

fl

˛

‹

‚

: A,B,C,D PMb

,

/

.

/

-

.

Next, if a ą 1 and c “ 1, then ˚ is given by a tensor with slices Ti “

»

—

–

0a ´Ei

Et
i 01

fi

ffi

fl

, Ei P

Maˆ1pMbq. Thus, pF,Gq P M˚ if, and only if, for all i P t1, ..., au, FTi “ TiG
t. Since F,G P

Mab`b, we can partition F and Gt using pbˆ bq-blocks. For the sake of calculation, these matrices

can now be viewed as square pa ` 1q ˆ pa ` 1q matrices over Mb. Now, for all i P t1, ..., au we

have that

17



»

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

–

´F1,a`1 F1,i

...
...

´Fi,a`1 Fi,i

...
...

´Fa`1,a`1 Fa`1,i

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

–

Gt
a`1,1 ¨ ¨ ¨ Gt

a`1,i ¨ ¨ ¨ Gt
a`1,a`1

´Gt
i,1 ¨ ¨ ¨ ´Gt

i,i ¨ ¨ ¨ ´Gt
i,a`1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

where Fij, Gij P Mb, and blank areas denote zero blocks. This allows us to deduce that for all

i P t1, ..., au,

Gt
a`1,k “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

´Fi,a`1 k “ i

Fi,i k “ a` 1

0 otherwise,

Gt
i,k “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

Fa`1,a`1 k “ i

´Fa`1,i k “ a` 1

0 otherwise,

Fk,i “ 0 if k ‰ i, a` 1.

As these equations must hold for each i P t1, . . . , au, we conclude that

F1,1 “ ¨ ¨ ¨ “ Fa,a, Gt
1,1 “ ¨ ¨ ¨ “ Gt

a,a “ Fa`1,a`1, and Fk,a`1 “ Gt
a`1,k “ 0, k ‰ a` 1.

From these relations, we conclude that the middle nucleus is M˚ “ tpM,N tq : Fij PMbu where

M “

»

—

—

—

—

—

—

—

–

F11 0

. . . ...

F11 0

Fa`1,1 ¨ ¨ ¨ Fa`1,a Fa`1,a`1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

and N “

»

—

—

—

—

—

—

—

–

Fa`1,a`1 0

. . . ...

Fa`1,a`1 0

´Fa`1,1 ¨ ¨ ¨ ´Fa`1,a F11

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

.

Alternatively, by fixing A “ F11, B “ Fa`1,a`1, and ui “ Fa`1,i, we see that
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M˚ “

$

’

&

’

%

¨

˚

˝

»

—

–

Ab Ia 0

u B

fi

ffi

fl

,

»

—

–

Bt b Ia 0

´u: At

fi

ffi

fl

˛

‹

‚

: A,B PMb, u PM1ˆapMbq

,

/

.

/

-

.

The case where a ą 1, c “ 1 is handled in much the same way. The resulting middle nucleus

is

M˚ “

$

’

&

’

%

¨

˚

˝

»

—

–

A u

0 B b Ic

fi

ffi

fl

,

»

—

–

Bt ´u:

0 At b Ic

fi

ffi

fl

˛

‹

‚

: A,B PMb, u PM1ˆcpMbq

,

/

.

/

-

.

Finally, if a, c ą 1, the commutator bimap corresponds to a tensor with slices

Tij “

»

—

–

0a ´Eij

Eij
t 0c

fi

ffi

fl

P Ma`cpMbq where Eij P MaˆcpMbq. Therefore, pF,Gq P M˚ precisely if

for all i P t1, ..., au and j P t1, ..., cu, the equality FTij “ TijG
t holds. Write F,G, respectively,

as block matrices

»

—

–

F11 F12

F21 F22

fi

ffi

fl

,

»

—

–

Gt
11 Gt

21

Gt
12 Gt

22

fi

ffi

fl

P Ma`cpMbq where F11, G
t
11 P MapMbq, F22, G

t
22 P

McpMbq, F12, G
t
21 PMaˆcpMbq, and F21, G

t
12 PMcˆapMbq. Now, FTij “ TijG

t is equivalent to

»

—

–

F11 F12

F21 F22

fi

ffi

fl

»

—

–

0a ´Eij

Eij
t 0c

fi

ffi

fl

“

»

—

–

0a ´Eij

Eij
t 0c

fi

ffi

fl

»

—

–

Gt
11 Gt

21

Gt
12 Gt

22

fi

ffi

fl

.

After multiplying, we get that for each Eij, the system of equations

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

F11Eij “ EijG
t
22

F22E
t
ij “ Et

ijG
t
11

´F12E
t
ij “ EijG

t
12

´F21Eij “ Et
ijG

t
21

must be satisfied. The last two equations in the system allow us to deduce that F12, F21, G
t
21, and

Gt
12 are all zero matrices by the following lemma.
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Lemma 3.4 (The adjoint ring of pL,Ltq is trivial) Let Eij PMmˆn. If A,B are matrices such that

for all pi, jq P t1, . . . ,mu ˆ t1, . . . nu,

AEij “ Et
ijB

holds, then A and B are both zero matrices. This statement also applies when Eij and Et
ij are

switched.

Proof. If AEij “ Et
ijB, then for all i, j

j
»

—

—

—

—

–

0 ai 0

fi

ffi

ffi

ffi

ffi

fl

“ i

»

—

—

—

—

–

0

bj

0

fi

ffi

ffi

ffi

ffi

fl

.

For a fixed i, then, the entries of ai are given by

Aki “

$

’

’

&

’

’

%

bij k “ j

0 k ‰ j .

Since this applies for all j, we conclude that for all i, ai “ 0 and therefore A “ 0. Now Et
ijB “ 0,

so B “ 0 as well. In the case that Eij and Et
ij are switched, the proof proceeds in a similar manner

or by noting that AdjpEij, E
t
ijq “ AdjpEt

ij, Eijq “ 0.

Next we are left to consider the implications of the first two equations of the system. For

notational simplicity, define W “ F11, X “ F22, Y “ Gt
11, and Z “ Gt

22. After multiplying, we

get that for all i and for all j,

j
»

—

—

—

—

–

0 wi 0

fi

ffi

ffi

ffi

ffi

fl

“ i

»

—

—

—

—

–

0

zj

0

fi

ffi

ffi

ffi

ffi

fl

and

i
»

—

—

—

—

–

0 xj 0

fi

ffi

ffi

ffi

ffi

fl

“ j

»

—

—

—

—

–

0

yi

0

fi

ffi

ffi

ffi

ffi

fl

.
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Hence, pF,Gq P M˚ if, and only if, for all i and for all j,Wii “ Zjj, Xjj “ Yii, and all other

off-diagonal entries of X, Y,W,Z are 0. These deductions lead to the conclusion that the middle

nucleus of the commutator when a, c ą 1 is

M˚ “

$

’

&

’

%

¨

˚

˝

»

—

–

Ab Ia 0

0 B b Ic

fi

ffi

fl

,

»

—

–

Bt b Ia 0

0 At b Ic

fi

ffi

fl

˛

‹

‚

: A,B PMb

,

/

.

/

-

.

The left and right nuclei of the commutator bimap can be calculated similarly, as the following

proposition details.

Proposition 3.5 The commutator bimap ofGabc has left and right nuclei of tpkIab`bc, kIacq : k P Ku –

K.

The action of these nuclei on the commutator bimap amounts to nothing more than the action of

scalar multiplication on the appropriate components, which is an action that any K-bimap admits

by definition. For this reason, this is the smallest that L˚ and R˚ could possibly be for a K-bimap.

This result does not come as a surprise because if there were additional actions that preserved the

result of the commutator, these actions would need to act on the left (respectively, the right) of

Maˆb ‘Mbˆc and Maˆc simultaneously. There are few non-trivial ring homomorphisms that act

simultaneously on both an pab ` bcq-dimensional and an ac-dimensional vector space. Even so, a

calculation shows these actions are not elements of the left or right nucleus.

The calculations to prove these results are similar to those for M˚ but with appropriate mod-

ifications. For example, if a “ c “ 1, then the matrix corresponding to the commutation bimap

is

»

—

–

0b Ib

´Ib 0b

fi

ffi

fl

. The left nucleus calculations concern actions on the U and W components of the

bimap, so by slicing this matrix ‘perpendicular to the V direction,’ we obtain the slices of the tensor

needed to calculate L˚. In this case, slices are elements of Mpab`bcqˆc “ M2bˆ1, which are vectors

in K2b. Specifically, the slices are
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T1 “ ´eb`1, T2 “ ´eb`2, . . . Tb “ ´e2b, Tb`1 “ e1, Tb`2 “ e2, . . . , T2b “ eb.

Therefore λ “ pF t, kq P M2b ˆK is an element of L˚ precisely if for all i, Fei “ eik. This is

the case if, and only if, for all i, f i “ kei, leading to the conclusion that when a “ c “ 1,L˚ “

tpkI2b, kq : k P Ku . Calculations for the other L˚ cases and R˚ proceed in an analogous fashion.

Before we apply these LMR results, we investigate a universal construction that is formed

using the components of LMR-bimaps.

3.3 Versor Products and Universal Mapping Properties
Given a middle M-linear bimap ‚ : U ˆ V � W, there is a universal bimap through which ‚

factors: the tensor product b : U ˆ V � U bM V. Typically, the universal property of the tensor

product is represented with the commutative diagram shown below.

W

U ˆ V

U bM V

‚

b

‚̂

Figure 3.1: The standard commutative diagram used to illustrate the universal property of the tensor product.

However, to emphasize that this universality is intertwined with a homotopism from b to ‚, we

prefer to draw the equivalent bimap diagram shown on the next page. Take note of the fact that the

tensor product U bM V is associated with a bimap b along with a universal property.
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U ˆ V // ‚ //W

U ˆ V // b // U bM V

‚̂

OO

Figure 3.2: A bimap diagram from b to ‚ illustrating the universal property of the tensor product.

As described in [6], the tensor product can be thought of as a universal multiplication of U and

V. In a similar fashion, we can define a universal left division ofU intoW. Suppose ˝ : UˆV � W

is left L-linear. Define a left versor product of U and W over L to be a K-vector space UL nW

which has an associated left L-linear bimapn : UˆULnW � W with the universal property that

for any left L-linear bimap ‚ : UˆV � W, there exists a unique homomorphism~‚ : V Ñ ULnW

such that u n pv~‚q “ u ‚ v. Similarly, if ˝ is right R-linear, we define a right versor product of V

and W over R to be W mR V with the associated right R-linear bimap m : W mR V ˆ V � W

with the universal property that for any right R-linear bimap ‚ : UˆV � W, there exists a unique

homomorphism ~‚ : U Ñ U mR W such that pu ~‚q m v “ u ‚ v. As with the tensor product, the

universal properties of the left and right versor products are best represented with bimap diagrams,

as shown below.

U ˆ V

~‚
��

// ‚ //W

U ˆ UL nW // n //W

(a)

U ˆ V

~‚
��

// ‚ //W

W mR V ˆ V // m //W

(b)

Figure 3.3: Bimap diagrams illustrating the universal property of the left versor product (a) and the right
versor product (b).
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For brevity, we also denote the homotopisms indicated in the above diagrams by ~‚ and ~‚, respec-

tively. Before continuing, we illustrate the existence and uniqueness of versor products in the next

two propositions.

Proposition 3.6 Versors are unique up to isomorphism.

Proof. This proof follows the typical uniqueness argument for a universal object. Suppose that

UL nW and pUL nW q
1 are both left versors of U and W over L. Because the associated bimaps

n andn1, respectively, are left L-linear, there are unique homomorphisms ~n : UnW Ñ pUnW q1

and ~n : pU nW q1 Ñ U nW. Composing these maps, we have that ~n~n1 : U nW Ñ U nW.

Another endomorphism of U nW is the identity map. By the universality of the versor, ~n~n1 “ 1,

so ~n´1
“ ~n

1
, and so ULnW – pULnW q

1 via ~n.A similar proof also works for right versors.

Proposition 3.7 (Versors exist) HomLpU,W q with the associated bimapn : UˆHomLpU,W q�

W defined by u n ϕ ÞÑ uϕ gives a left versor. A right versor can be defined similarly using

HomRpV,W q.

Proof. HomLpU,W q is a K-vector space and because the elements of HomLpU,W q are L-linear

homomorphisms, n is also L-linear. Let ˝ : U ˆ V � W be a left L-linear bimap. Define

~̋ : V Ñ HomLpU,W q by v ÞÑ pu ÞÑ u ˝ vq. By hypothesis, ˝ is a left L-linear bimap, so

u ÞÑ u ˝ v is left L-linear map and thus an element of HomLpU,W q. It follows immediately

from the definitions of n and ~̋ that u n pv~̋q “ u ˝ v. If there exists ~̋ 1 with the property that

unpv~̋ 1q “ u˝v, then for all u P U, unpv~nq “ unpv~n
1
q. By definition ofn, this occurs precisely

when the homomorphisms, v~n and v~n1, are equal, so ~n is unique. An analogous argument proves

the proposition for right versors.

Remark 3.8 The familiar b-Hom adjunction, HompA b B,Cq – HompA,HompB,Cqq, is now

expressible as pA b Bq n C – A n pB n Cq which is reminiscent of how c
ab
“

c
b

a
with numbers.

This both justifies the n notation and solidifies the sense in which the left versor product can be

viewed as a universal division.
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Corollary 3.9 (Right non-degeneracy of n) The left versor bimap n is right non-degenerate and

the right versor bimap m is left non-degenerate.

Proof. Consider the bimap n : U ˆ HomLpU,W q � W. Because U n W – HomLpU,W q,

and n is isotopic to any other left versor bimap, it suffices to show that this bimap is right non-

degenerate. If ϕ P HomLpU,W q such that for all u P U, un ϕ “ uϕ “ 0, then ϕ “ 0 because the

0 map is unique. Therefore, n is right non-degenerate. The right versor bimap m is shown to be

left non-degenerate in a similar way.

In light of these results, when utilizing the left versor product, we will use the HomLpU,W q

interpretation with the understanding that this is one of possibly many isomorphic representations.

Given an LMR- bimap ˝ : U ˆ V � W, we can form the left versor, tensor, and right versor

over L,M, and R, respectively. At this point, a natural question arises: what is the ‘largest’

ring over which the versor or tensor can be formed? The answer to this query follows almost

immediately by appealing to the fundamental connection we have established between bimaps,

nuclei, versors, and tensors.

Theorem 3.10 (Universality of Scalar Rings) [6, Theorem 3.4] If ˝ : U ˆ V � W is an LMR-

bimap, then the image of the representation L Ñ EndpUq ˆ EndpW q lies in L˝ and ~̋ : V Ñ

ULnW factors through UL˝nW. Similarly, MÑM˝ and RÑ R˝, and ˆ̋ and ~̋ factor through

U bM˝
V and W mR˝ V, respectively (See figure 3.4).

3.4 Subgroups of G Modulo J Embed into Small Versors
In this section, we use a decomposition of the commutator bimap and its left nucleus to

demonstrate that when S is a subgroup of G containing J, S{J embeds into MaˆbL˚nMbˆc –

HomL˚pMaˆb,Maˆcq – Mbˆc. This will then allow us to conclude that ˚
ˇ

ˇ

MaˆbˆX{J
embeds natu-

rally into L˚n, which is a lemma that plays a part in the lifting proof. To begin, we investigate the

structure of S{J for a subgroup S ď G containing J.
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L˝ n

bM Ln

˝

bM˝
mR

mR˝

D!

ˆ̋M

D!

~̋L˝

~̋L

~˝R

~˝R˝

ˆ̋M˝

D!

Figure 3.4: Commutative diagram of bimaps depicting the universality of scalars.

Lemma 3.11 If S is a subgroup of G containing J then S{J is isomorphic to a subgroup of Mbˆc.

Proof. Define a map π : xGabc, ¨y Ñ xMbˆc,`y by

»

—

—

—

—

–

Ia U W

0 Ib V

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

ÞÝÑ V.

This is a group homomorphism because multiplying two elements in G corresponds to adding two

matrices in Mbˆc :

»

—

—

—

—

–

Ia U W

0 Ib V

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

–

Ia U 1 W 1

0 Ib V 1

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

–

Ia ˚ ˚

0 Ib V ` V 1

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

.

As kerpπq “ J, and π is surjective, G{J – Mbˆc. Take a subgroup S ď G that contains J. As

J ď S, πpSq “ S{J is a subgroup of G{J – Mbˆc by Noether’s Isomorphism Theorem, hence

quotients of subgroups containing J are isomorphic to subgroups of Mbˆc.

26



We now return to the commutation bimap of G,

r, s : pMaˆb ‘Mbˆcq ˆ pMaˆb ‘Mbˆcq ÑMaˆc

given by pU, V q ˆ pU 1, V 1q ÞÑ UV 1 ` U 1V. We need only consider half of this bimap as r, s

admits a maximal totally isotropic decomposition. Such a decomposition exists because there is

an idempotent e PMaˆb‘Mbˆc of maximal rank such that pe, e˚q “ pe, 1´ eq PMr,s (see section

3.2 for the structure of this ring). The following result indicates how such a decomposition would

be formed from an idempotent middle nucleus pair.

Proposition 3.12 Let ˝ : UˆV � W be a bimap. If µ “ pF,Gq PM˝, then KerpF q˝ImpGq “ 0

and ImpF q ˝KerpGq “ 0.

In the case of the commutator bimap, an idempotent is

e “

»

—

–

Iaˆb 0

0 0

fi

ffi

fl

,

where

I ´ e “

»

—

–

0 0

0 Ibˆc

fi

ffi

fl

.

This idempotent is unique in the case that a, c ą 1 and unique up to conjugation if a “ 1 or c “ 1

so this is the minimal decomposition of r, s. It is shown in [4] that such idempotents characterize

the Brahana correspondence. In our context, this means the decomposition of r, s is equivalent to

the bimap given by usual matrix multiplication:

˚ : Maˆb ˆMbˆc ÑMaˆc

where U ˚ V 1 “ UV 1. This aligns with our prior observation in section 2.5 that G is a Brahana

group with respect to the bimap given by usual matrix multiplication.
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To ensure this is the unique minimal decomposition of r, s, we assume a, c ą 1 from now on.

Lemma 3.13 (˚ is the left versor bimap over L˚) L˚ “ tpλ, λq : λ P Mau “ Ma and similarly

M˚ “Mb and R˚ “Mc. Additionally, MaˆbL˚ nMaˆc –Mbˆc, and ˚ “ L˚ n .

Proof. By the associativity of matrix multiplication, Ma ↪Ñ L˚,Mb ↪ÑM˚, and Mc ↪Ñ R˚. Now,

˚ P HomL˚bR˚pMaˆb bM˚
Mbˆc,Maˆcq – HomMabMcpMaˆb bMb

Mbˆc,Maˆcq

– HomMabMcpK
a
bK K

c,Maˆcq

– HomMcpK
c, Kc

q

– K,

so ˚ is in a one-dimensional space and is uniquely given by those L˚ “Ma,M˚ “Mb,R˚ “Mc.

In particular,

MaˆbL˚ nMbˆc – HomMapMaˆb,Maˆcq

– HomKpK
b, Kc

q

–Mbˆc

Consequently, ˚ “ L˚ n .

For a subgroup S ď G containing J, define ˚S as the bimap

˚S : Maˆb ˆ S{J � Maˆc

so that ˚S :“ ˚
ˇ

ˇ

MaˆbˆS{J
is the restriction of ˚ in the V component to the subgroup S{J, which is

isomorphic to a subgroup of Mbˆc by lemma 3.11.
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Proposition 3.14 If S is a subgroup of G containing J, then ˚S is homotopic to ˚ “ L˚n via a

natural embedding.

Proof. As ˚S is a restriction of ˚, L˚S ď L˚, and ˚S is left L˚-linear. Therefore, there exists a

unique homomorphism ~̊S : S{J ÑMbˆc –MaˆbL˚ nMbˆc such that

M n pN ~̊Sq “M ˚S N

by the universal property of the left versor. Because M ˚S N “ M ˚ N, the definition of ~̊S

guaranteees that p1, ~̊S, 1q gives a homotopism from ˚S to ˚. In particular, ~̊S is an injection due to

the fact that S{J is isomorphic to a subgroup of Mbˆc, so this homotopism is an embedding of ˚S

into ˚.

3.5 The Lifting Theorem
In this section, we lay out the hypotheses of theorem 1.5 and build the groundwork for the proof

of this theorem. The theorem states that under certain assumptions, isomorphisms of subgroups of

G lift to automorphisms of G that are unique up to a central automorphism. As the commutator

bimap of G has the form r, s : G{G1 ˆG{G1 � G1, the central automorphisms are in the kernel of

the commutator bimap.

The lifting theorem only concerns isomorphisms of subgroups native to G. Recall that a sub-

group X ď Gabc such that Jabc ď X ď Gabc is native to Gabc if whenever there is another

generalized Heisenberg group Ga1b1c1 such that Ja1b1c1 ↪Ñ X ↪Ñ Ga1b1c1 , then b ď b1. The Brahana

correspondence between bimaps and generalized Heisenberg groups along with theorem 3.10 ex-

plain that X is native to G precisely when L˚X “ L˚. In fact, X is native to Gabc, if, and only if,

the smallest versor product into which X{J embeds is MaˆbL˚ nMaˆc – Mbˆc. As we discuss

in the closing remarks to this paper, non-native subgroups are asymptotically uncommon as a, b, c

increase, so this result applies to most subgroups of the desired form.
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Remark 3.15 The assumption that X 1 “ Y 1 “ W is equivalent to the assumption that the com-

mutator bimap r, s : G{G1 ˆG{G1 � G1 restricted to X ˆX and Y ˆ Y is fully non-degenerate.

Isomorphisms satisfying the assumptions of the lifting theorem give rise to isotopisms from ˚X

to ˚Y . To show this, we need a lemma.

Lemma 3.16 (Structure of Isomorphisms under which J is Invariant) If X, Y P Si such that

X 1 “ Y 1 “ W and ϕ : X Ñ Y is a isomorphism under which J is invariant, then Uϕ “ U and

Wϕ “W .

Proof. As ϕ is a homomorphism, we have that X 1ϕ ď Y 1, and equality follows because ϕ is an

isomorphism. This gives us that Wϕ “W , which in turn causes Uϕ “ U as Jϕ “ J.

Proposition 3.17 Given X, Y P Si such that X 1 “ Y 1 “ W and an isomorphism ϕ : X Ñ Y

under which J is invariant, there is an isotopism from

˚X : Maˆb ˆX{J ÑMaˆc

to

˚Y : Maˆb ˆ Y {J ÑMaˆc.

Proof. By the lemma, α acts independently on U , X{J, and W . Therefore, there exist α, β, and γ

so that ϕ can be written as the triple pα, β, γq P AutpMaˆbq ˆ IsopX{J, Y {Jq ˆ AutpMaˆbq. As

ϕ
ˇ

ˇ

Maˆb
“ α, ϕ

ˇ

ˇ

X{J
“ β, and ϕ

ˇ

ˇ

Maˆc
“ γ, we also have that for all A PMaˆc and for all B P X{J,

Aα ˚Bβ
“ Aϕ ˚Bϕ

“ pA ˚Bqϕ “ pA ˚Bqγ,

so pα, β, γq is an isotopism from ˚X to ˚Y .

Using this proposition, we can translate isomorphisms, ϕ : X Ñ Y, to isotopisms of ˚X and ˚Y .

Additionally, proposition 3.14 informs us that ˚X – ˚Y both embed into ˚. Recall thatG – Grpp˚q,

so autotopisms of ˚ correspond to automorphisms ofG. The bimaps ˚X and ˚Y are restrictions of ˚,
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so if we can lift isotopisms between these restricted bimaps to autotopisms of ˚ itself, then Brahana

correspondence would grant us automorphisms of G that are lifts of ϕ. For this reason, we set out

to show that elements of Isop˚X , ˚Y q lift to elements of Autp˚X , ˚Y q. To accomplish this, we use

the bijection between isotopisms and what we call ‘pÒÓÓq-isotopisms.’

3.6 pÒÓÓq-isotopism
Given two bimaps ˝ : X2 ˆX1 � X0 and ‚ : Y2 ˆ Y1 � Y0, define a pÒÓÓq-homotopism as a

triple pf2, f1, f0q P HompY2, X2qˆHompX1, Y1qˆHompX0, Y0q such that for all x1 P X2, x2 P X2,

x2 ‚ x1
g
“ px2

f2 ˝ x1q
f0 .

In other words, a pÒÓÓq-homotopism is a triple of homomorphisms that satisfy the bimap diagram

below.

X2 ˆX1

f1
��

˝ // X0

f0
��

Y2 ˆ Y1

f2

OO

‚ // Y0

Figure 3.5: A bimap diagram illustrating the defining property of a pÒÓÓq-homotopism of bimaps.

We define pÒÓÓq-isotopism similarly. The set of pÒÓÓq-homotopisms and pÒÓÓq-isotopisms from

˝ to ‚ are denoted by Ψ Homp˝, ‚q and Ψ Isop˝, ‚q, respectively. Intuitively, it seems as though

pÒÓÓq-isotopisms can be formed by flipping the appropriate arrow in an isotopism. This is, indeed,

the case.

Proposition 3.18 (Bijection between isotopism and pÒÓÓq-isotopism) If ˝ : X2 ˆ X2 � X0

and ‚ : Y2 ˆ Y1 � Y0 are both K-bimaps, then f “ pf2, f1, f0q P Isop˝, ‚q if, and only if,

g “ pf2
´1, f1, f0q P Ψ Isop˝, ‚q.
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Proof. On the one hand, f is an isotopism from ˝ to ‚, if for all x2 P X2 and x1 P X1,

x2
f2 ‚ x1

f1 “ px2 ˝ x1q
f0 .

On the other hand, g is a pÒÓÓq-isotopism from ˝ to ‚, if for all x1 P X1 and y2 P Y2,

y2 ‚ x1
f1 “ py2

f2
´1

˝ x1q
f0 .

If f is an isotopism, f2 is an isomorphism, so f2
´1 is also an isomorphism, making g into a

candidate for a pÒÓÓq-isotopism. In fact, by setting y2 “ xf22 we see that g P Ψ Isop˝, ‚q. If g is a

pÒÓÓq-isotopism, we can make the same argument to show f P Isop˝, ‚q.

Corollary 3.19 Under the same hypotheses as proposition 3.18, if f2 P IsopX2, Y2q, then f “

pf2, f1, f0q P Homp˝, ‚q if, and only if, g “ pf2
´1, f1, f0q P Ψ Homp˝, ‚q.

Remark 3.20 In general, the category of homotopisms is not equivalent to the category of pÒÓÓq-

homotopisms, yet they have the same equivalence classes of isomorphism types (J. B. Wilson 2018,

personal communication).

As promised, these correspondences can be used to make progress toward finding the desired

automorphism.

Proposition 3.21 Consider theK-bimap ˝ : UˆV � W and the corresponding left versor bimap

L˝n : U ˆ U nW � W. Given pf2, f0q P AutpUq ˆ EndpW q, there exists a unique homotopism

pf2, f1, f0q P Homp˝,nq. In particular, f1 “ ~̋ :“ f2 n f0.

Proof. Define g : V Ñ U nW such that for all u P U,

un vg “ puf2
´1

˝ vqf0 .

Note that g is well-defined: if v “ v̂, then for all u P U, un vg “ un v̂g so vg “ v̂g because n is

right non-dengenerate and the u1s ‘cancel’ by lemma 2.1. Also, g is a K-linear map because ˝ is
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K-bilinear and f0 is K-linear. If v, v̂ P V and k P K then for all u P U,

un pv ` v̂qg “ ruf2
´1

˝ pv ` v̂qsf0

“ rpuf2
´1

˝ vq ` puf2
´1

˝ v̂qsf0

“ puf2
´1

˝ vqf0 ` puf2
´1

˝ v̂qf0

“ un vg ` un v̂g,

and

un pkvqg “ ruf2
´1

˝ pkvqsf0

“ rkpuf2
´1

˝ vqsf0

“ kruf2
´1

˝ vsf0

“ krun vgs.

The definition of g ensures that pf´1
2 , g, f0q is a pÒÓÓq-homotopism from ˝ to n, which corre-

sponds to pf2, g, f0q P Homp˝,nq by the previous corollary. In fact, by the universal property of

the left versor product, g “ ~̋ is unique, so this is the unique homotopism from ˝ ton formed using

both f2 and f0. To emphasize that g depends on f2, f0, and is unique to the left versor product over

L˝ we define g :“ f2 n f0.

Corollary 3.22 If X and Y are native to G, then an isotopism pα, β, γq from ˚X to ˚Y lifts to a

unique autotopism pα, α n γ, γq of ˚.

Proof. In ˚X and ˚Y , the U andW components are the same, so pα, γq P AutpUqˆAutpW q. These

are also the U and W components of ˚, which is the left versor bimap corresponding to ˚X and ˚Y

because X, Y are native to G, which implies L˚X “ L˚. The left versor bimap corresponding to

˚ “ n is itself, so by the previous proposition, pα, αn γ, γq is the unique endotopism of ˚. In fact,

α n γ “ ~n is the identity map, so pα, α n γ, γq is an autotopism of ˚ as claimed.
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3.7 Proof of the Lifting Theorem
With these results in tow, we are finally in a position to prove the titular lifting theorem.

Proof of Theorem 1.5. We begin with an isomorphism ϕ : X Ñ Y such that J is ϕ-invariant,

which we will lift to an automorphism of G.

X Y

G G

ϕ

ϕ̂

Figure 3.6: A commutative diagram depicting the desired outcome of the proof.

By hypothesis, X 1 “ Y 1 “ W , so the bimap functoriality outlined in proposition 3.17 allows us

to conclude that ˚X – ˚Y via ϕ “ pα, β, γq. Additionally, proposition 3.14 tells us that ˚X and ˚Y

each embed uniquely into ˚. Finally, by corollary 3.22, the isotopism pα, β, γq lifts uniquely to an

autotopism of ˚, Φ “ pα, α m γ, γq. All of this is shown in the diagram below.

˚X ˚Y

˚ ˚

pα,β,γq

pα,αnγ,γq

Figure 3.7: A commutative diagram of bimaps showing how ϕ “ pα, β, γq is lifted to Φ “ pα, αn γ, γq.

Next, we invoke the Brahana correspondance (see section 2.5) and apply the functor that maps

bimaps to groups to the previous diagram. The result is a diagram of (Brahana) groups, as shown

on the next page.
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Grpp˚Xq Grpp˚Y q

Grpp˚q Grpp˚q

Figure 3.8: The resulting commutative diagram of groups when Brahana correspondence is applied to the
previous diagram in figure 3.7.

Because G is isomorphic to a Brahana group with corresponding bimap ˚, there is an isomor-

phism µ : G Ñ Grpp˚q. Similarly, X – Grpp˚Xq and Y – Grpp˚Y q. These isomorphisms allow

us to merge the diagrams in figures 3.6 and 3.8 into a new diagram.

X Y

G G

Grpp˚Xq Grpp˚Y q

Grpp˚q Grpp˚q

ϕ

ϕ̂

µ µ

Φ

Figure 3.9: The commutative diagram obtained by combining the diagrams in figures 3.6 (top of cube) and
3.8 (bottom of cube).

Finally, we have an automorphism of G, ϕ̂ “ µ´1Φµ, which is a lift of ϕ as we can deduce

from the injections in the diagram. This automorphism is unique up to a central automorphism

[4, Proposition 3.8iii].
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Chapter 4

Toward an Asymptotic Lower Bound

We now use the prior lifting result alongside versors and the nuclei of ˚ in order to establish a

lower bound on the number of isomorphism classes of subgroups of GLdpp
eq. The lifting theorem

from the previous chapter states that if X, Y P Si, are native to G, then any isomorphism ϕ : X Ñ

Y under which J is invariant lifts to a unique automorphism of G up to a central automorphism.

As we argue in the closing remarks to this paper, non-native subgroups are asymptotically rare.

For this reason, we now ignore the hypothesis that subgroups are native because including all

subgroups will not substantially affect our asymptotic counting.

Let AutJpGq “ tϕ P AutpGq : Jϕ “ Ju. By the lifting theorem, we have the following

corollary that allows us to count isomorphism classes of the elements of Si.

Corollary 4.1 |Si{–| “ #pAutJpGq{CAutpGq-orbits of Siq.

Now, determining the number of isomorphism classes of Si is equivalent to counting the num-

ber of orbits of Si under the action of AutJpGq{CAutpGq. The pigeonhole principle leads us to a

lower bound for the number of these orbits.

Corollary 4.2
#Si

#pAutJpGq{CAutpGqq
ď #pAutJpGq{CAutpGq-orbits of Siq.

Proof. The minimum number of orbits occurs when the orbits are as big as possible. The largest

an orbit can be is #pAutJpGq{CAutpGqq, and in the case that all orbits are this size, the pigeonhole

principle informs us that the largest orbit must have size

#pAutJpGq{CAutpGqq “


#Si

#pAutJpGq{CAutpGqq-orbits

 .
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Therefore, the number of pAutJpGq{CAutpGqq-orbits of Si is no less than


#Si

#pAutJpGq{CAutpGqq

 ě
#Si

#pAutJpGq{CAutpGqq
.

This inequality informs us that a lower bound on the number of isomorphism classes of Si can be

obtained by dividing a lower bound on #Si by an upper bound on #pAutJpGq{CAutpGqq. The next

two sections are devoted to bounding these quantities.

4.1 A Lower Bound for #Si

Using the bijection between the elements of Si and subgroups of Mbˆc (see lemma 3.11),

counting #Si reduces to counting subspaces of a vector space over K “ Zq. As such, a lower

bound for #Si can be determined using the following result.

Proposition 4.3 (Counting Vector Subspaces) Let V be a d-dimensional vector space over Fq, q a

prime power. A lower bound for the number of vector subspaces W ď V with dimension k ď d is

qkpd´kq.

Proof. We must pick K linearly independent basis elements from V , which contains qd elements.

Our first basis element can be any element, aside from 0, so we have qd ´ 1 choices. When choos-

ing the ith basis element (1 ă i ď k), we need to choose an element that is linearly independent

of xb1, ..., bi´1y, which has cardinality qi´1 (count the number of pi ´ 1q-tuples of coefficients of

the elements of the span). Therefore, there are qd ´ qi´1 choices for the ith basis element. Com-

bining this information together, we conclude that there are
śk´1

i“0 q
d ´ qi bases for k-dimensional

subspaces of V . However, each distinct k-dimensional subspace has
śk

i“0 q
k´qi bases by the pre-

vious logic. This informs us that the number of vector subspaces W ď V with dimension k ď d

is
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śk´1
i“0 q

d ´ qi

śk
i“0 q

k ´ qi
.

For all i, note that
qd ´ qi

qk ´ qi
ě
qd

qk
“ qd´k. The above product has k terms, so a lower bound on the

number of k-dimensional vector spaces is pqd´kqk “ qkpd´kq.

Proposition 4.4 For i ‰ 0, set k “
b2c2

i
and define

fpb, cq “

$

’

’

’

’

’

&

’

’

’

’

’

%

¨

˚

˝

1

k
´

1

k2

˛

‹

‚

b2c2, i ‰ 0

0, i “ 0.

A lower bound for #Si is qfpb,cq.

Proof. By lemma 3.11, subgroups of G containing J are in bijection with subgroups of Mbˆc. In

particular, a subgroup of G{J with order i corresponds to a subgroup of G that contains J of order

i|J |. From this, we note that

#Si “ #

ˆ

Subgroups of Mbˆc of order
i

|J |

˙

.

As Mbˆc is a bc-dimensional vector space over K “ Fq, proposition 4.3 informs us that

#

ˆ

Subgroups of Mbˆc of order
i

|J |

˙

“ qfpb,cq

where

fpb, cq “
i

|J |

ˆ

bc´
i

|J |

˙

“
i

bc

ˆ

bc´
i

bc

˙

.
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The order of a subgroup of Mbˆc is in between 0 and bc, so 0 ď
i

bc
ď bc. If i “ 0, then fpb, cq “ 0.

Otherwise,
i

bc
‰ 0, and we can write

i

bc
“

1

k
bc where k “

b2c2

i
. In this case,

fpb, cq “
1

k
bc

¨

˚

˝

bc´
1

k
bc

˛

‹

‚

“

¨

˚

˝

1

k
´

1

k2

˛

‹

‚

b2c2,

as claimed.

4.2 An Upper Bound for #pAutJpGq{CAutpGqq

A naïve upper bound for # AutJpGq{CAutpGq is easy to obtain. For ϕ P pAutJpGq{CAutpGqq,

Jϕ “ J so we conclude that ϕ induces an automorphism of G{J – Mbˆc. There are qpbcq2 such

automorphisms. Using this as an upper bound for #pAutJpGq{CAutpGqq, and the lower bound for

#Si from proposition 4.4, we calculate a lower bound for |Si{–| of

#Si
#pAutJpGq{CAutpGqq

“
qfpb,cq

qb2c2
“ qf̂pb,cq

where f̂pb, cq “

¨

˚

˝

1

k
´

1

k2

˛

‹

‚

b2c2 ´ b2c2 ă 0. This gives us a trivial lower bound so, a naïve

upper bound for AutJpGq{CAutpGq is not enough to establish the desired lower bound for |Si{–|.

From this calculation, we see that the upper bound we find for #pAutJpGq{CAutpGqq must have

an exponent of degree less than 4 to be useful. To find such an upper bound, we first establish a

correspondence between AutJpGq and the autotopisms of ˚, which allows us to count autotopisms

instead of automorphisms.
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Lemma 4.5 If pf, g, hq P EndpMaˆbq ˆ EndpMbˆcq ˆ EndpMaˆcq and ψ : GÑ G is defined by

»

—

—

—

—

–

Ia U W

0 Ib V

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

ÞÝÑ

»

—

—

—

—

–

Ia U f W h

0 Ib V g

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

,

then ψ is a group automorphism of G precisely when pf, g, hq is an autotopism of ˚.

Proof. Let M “

»

—

—

—

—

–

Ia U W

0 Ib V

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

, N “

»

—

—

—

—

–

Ia Û Ŵ

0 Ib V̂

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

P G. Then MψNψ “ pMNqψ is the same

as

»

—

—

—

—

–

Ia U f W h

0 Ib V g

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

–

Ia Û f Ŵ h

0 Ib V̂ g

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

–

Ia pU ` Ûqf pW ` Ŵ ` UV̂ qh

0 Ib pV ` V̂ qg

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

or

»

—

—

—

—

–

Ia U f ` Û f W h ` Ŵ h ` U f V̂ g

0 Ib V g ` V̂ g

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

–

Ia pU ` Ûqf W h ` Ŵ h ` pUV qh

0 Ib pV ` V̂ qg

0 0 Ic

fi

ffi

ffi

ffi

ffi

fl

.

The equations U f ` Û f “ pU ` Ûqf , V g ` V̂ g “ pV ` V̂ qg, and W h ` Ŵ h “ pW ` Ŵ qh are

satisfied because f , g, and h are homomorphisms. Therefore, ψ is a group homomorphism if, and

only if, for all U P Maˆb and V P Mbˆc U
fV g “ pUV qh, but this is exactly what it means for

pf, g, hq to be an autotopism of ˚.

We next demonstrate that these autotopisms act as ring automorphisms on the nuclei of ˚ and

then appeal to the Skolem-Noether Theorem to determine the structure of these ring automor-

phisms. Recall from lemma 3.13 that the nuclei of ˚ are Ma,Mb, and Mc, respectively, so by
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demonstrating that the autotopisms of ˚ act on these relatively large rings, we are able to effec-

tively determine a sharper upper bound on #pAutJpGq{CAutpGqq that was previously impossible

using the naïve counting methods outlined at the beginning of the section.

Lemma 4.6 (Autotopisms of a bimap act on the nuclei) Let ˝ : U ˆ V � W be a bimap given by

pu, vq ÞÑ u ˝ v. Then Autp˝q acts on L˝,M˝, and R˝ as ring automorphisms.

Proof. Let φ P Autp˝q and λ P L˝. Define the action of φ on λ as λφ “ pφ|´1
U λ|U φ|U , φ|

´1
W λ|W φ|W q.

Because λφ is defined by conjugating λ by an automorphism, λφ P EndpUqˆEndpW q, so we only

need to prove that λφ P L˝. To accomplish this, we show that for all u P U, v P V ,

pφ|´1
U λ|U φ|Uqpuq ˝ v “ pφ|

´1
W λ|W φ|W qpu ˝ vq

Starting from the right hand side,

pφ|´1
W λ|W φ|W qpu ˝ vq “ pφ|

´1
W λ|W pφ|U puq ˝ φ|V pvqq

“ φ|´1
W pλ|U φ|U puq ˝ φ|V pvqq

“ φ|´1
U λ|U φ|U puq ˝ φ|

´1
V φ|V pvq

“ φ|´1
U λ|U φ|U puq ˝ v

so λφ P L˝ and Autp˝q acts on L˝. The proof that Autp˝q acts on the other two nuclei as ring

automorphisms is accomplished similarly.

In particular, L˚ “ Ma,M˚ “ Mb, and R˚ “ Mc so the autotopisms of ˚ therefore act on

simple rings as ring automorphisms. In fact, for each n P N, Mn for n P N is a central-simple

algebra, meaning Mn is a simple, finite-dimensional algebra over its center, ZpMnq – K.

Corollary 4.7 [6, Corollary 1.5] There is a homomorphism Autp˚q Ñ pAutpL˚q ˆ AutpM˚q ˆ

AutpR˚qq ¸GalpKq with kernel 1.
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The nuclei are central-simple algebras over K, so the Skolem-Noether theorem alongside the

previous corollary allows us to pinpoint the ring automorphisms and then determine an upper

bound on #pAutJpGq{CAutpGqq.

Theorem 4.8 (The Skolem-Noether Theorem) Let K be a field and let f, g : AÑ B be K-linear

homomorphisms from theK-algebraA to theK-algebraB. IfA is simple, andB is central-simple

over K, then there exists an invertible element b P B such that for all a P A fpaq “ b ¨ gpaq ¨ b´1.

Corollary 4.9 There is a monomorphism Autp˚q Ñ pGLapKq ˆGLbpKq ˆGLcpKqq ¸GalpKq.

Proof. The elements pφ1, φ2, φ3q P pAutpL˚q ˆ AutpM˚q ˆ AutpR˚qq ¸ GalpKq are K-linear

and ring automorphisms by proof of the previous corollary, so they are also K-algebra homo-

morphisms. The Skolem-Noether Theorem now applies and leads us to conclude that the ring

automorphisms are given by conjugating automorphisms of the form φiσ
´1
i by the invertible nˆn

matrices where n “ a, b, or c. The claim follows.

Using the fact that Autp˚q acts on AutpMaˆbL˚ nMaˆcq, we can prove:

Theorem 4.10 There is a homomorphism AutJp˚q ↪Ñ pGLbpKq ˆGLcpKqq ¸GalpKq.

Proof. The autotopisms of ˚ act on AutpMbˆcq – AutpMaˆbL˚ n Maˆcq by lemmas 3.13 and

4.6. As MaˆbL˚ nMaˆc, is a versor product over L˚, L˚, must be fixed under the action of an

autotopism of ˚. Now, corollary 4.9 combined with this finding completes the proof.

Corollary 4.11 An upper bound for #pAutJpGq{CAutpGqq is e ¨ qb
2`c2 .

Proof. Using the theorems of this section, we have that #pAutJpGq{CAutpGqq “ # Autp˚q ď

|GLbpKq ˆ GLcpKq ¸ GalpKq| “ |GLbpKq| ¨ |GLcpKq| ¨ |GalpKq|. By counting all b ˆ b and

c ˆ c matrices, respectively, over K, we see that |GLbpKq| ď qb
2 and |GLcpKq| ď qc

2
. Next,

GalpKq “ GalpFpe{Fpq is a cyclic subgroup of order e generated by the Frobenius automorphism,

which has order e. Therefore, |GalpKq| “ e. Putting these results together, we find that an upper

bound for # AutpGq is e ¨ qb2`c2 .
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4.3 Optimization
Due to the fact that the upper bound for #pAutJpGq{CAutpGqq from the previous section has an

exponent of degree 2, this can be used to obtain a non-trivial lower bound for |Si{–|, which we

now determine.

Proposition 4.12 The number of isomorphism classes of subgroups of G containing J with order

i “
b2c2

k
is at least pgpb,c,e,kq where

gpb, c, e, kq “

¨

˚

˝

1

k
´

1

k2

˛

‹

‚

b2c2e´ pb2
` c2

qe´ logp e.

Proof. Using proposition 4.4 and corollary 4.11 the number of isomorphism classes of subgroups

of G containing J is at least

qfpb,cq

eqb2`c2
, where fpb, cq “

¨

˚

˝

1

k
´

1

k2

˛

‹

‚

b2c2.

Re-writing these powers with a base of p, this becomes

pfpb,cqe

pb
2e`c2e`logp e

“ pfpb,cqe´pb
2`c2qe´logp e,

which is the stated bound.

This gives #pSpjq, so in order to find a lower bound for
logp |G|
ÿ

j“0

|Spj{–|,we determine a lower bound

for the size of the dominant summand by maximizing

gpb, c, e, kq “

¨

˚

˝

1

k
´

1

k2

˛

‹

‚

b2c2e´ pb2
` c2

qe´ logp e

over b, c, and k. We maximize

¨

˚

˝

1

k
´

1

k2

˛

‹

‚

b2c2e, because asymptotically this term dominates g.
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Before doing so, we will normalize the variables. To this end, define s “ b ` c and let x “
b

s
,

y “
c

s
and set

Gpk, x, yq “

¨

˚

˝

1

k
´

1

k2

˛

‹

‚

b2c2e

s2
“ e

¨

˚

˝

1

k
´

1

k2

˛

‹

‚

x2y2.

As the original variables have been normalized, x` y “ 1, so we maximize F px, yq subject to the

constraint cpx, yq “ x` y “ 1. To accomplish this, we turn to the method of Lagrange multipliers

and search for a point that satisfies

∇G “ λ∇c.

This is equivalent to solving the following system of equations:

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

2e

¨

˚

˝

1

k
´

1

k2

˛

‹

‚

xy2 “ λ

2e

¨

˚

˝

1

k
´

1

k2

˛

‹

‚

x2y “ λ

e

¨

˚

˝

2

k3
´

1

k2

˛

‹

‚

x2y2 “ 0

x` y “ 1

”

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

xy2 “ x2y

e

¨

˚

˝

2

k3
´

1

k2

˛

‹

‚

x2y2 “ 0

x` y “ 1.

After doing some arithmetic and noting that x, y ‰ 0, we determine that x “ y and k “ 2 solve

the system and therefore maximize G.

We would like to state the a lower bound of the number of isomorphism classes of subgroups of

G containing J in terms of the dimension of elements of GLdpp
eq ě Gabc, so we let d “ a` b` c,

where a ą 1 is a constant. We find that by setting s “ d ´ a, the maximum occurs when b “ c “
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s
2
“ d

2
´ a

2
. Both b and c are squared in the function being maximized, so we want b, c as large

as possible to obtain a maximum. To this end, set a “ 2. Now, a lower bound on the number of

isomorphism classes of subgroups of GLdpp
eq is

pb
2c2e{4´pb2`c2qe2´logp e “ pd

4e{64´Opd2q.

This is precisely the lower bound of Theorem 1.1 that we set out to prove.
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Chapter 5

A Closing Remark

As a closing remark, we explain why non-native subgroups of G containing J are asymptoti-

cally uncommon. Fix ˚ to be the decomposition of the commutator bimap given in section 3.4 (the

bimap for regular matrix multiplication). If X is a native subgroup of G, such that ˚X embeds into

Ln, then L ď L˚. However, in the case that X is non-native to G, ˚X may embed into L˚1n where

L˚ ę L˚1 . Now, L˚1 has L˚ as a subalgebra so L˚1 is an Ma-bimodule (Recall that L˚ “ Ma by

proposition 3.13). Heuristically, X{J ↪Ñ MaˆbL nMaˆc is unlikely to satisfy more linear equa-

tions than minimally required by L˚. Therefore, the most common eventuality is that L˚1 “ L˚

and X is native to G. Thus, including the non-native subgroups would not have influenced the

asymptotic lower bound on the number of isomorphism classes of subgroups. A formal proof is as

follows.

Due to the simplicity of Ma, we conclude that L˚1 “
r
À

i“1

Ma and hence dimpL˚1q “ a2r. On

top of this, L˚ ↪Ñ Mab via A ÞÑ A b Ib, so L˚1 must be Ma-bisubmodule of Mab. There are 2b

such submodules, which is far fewer than |Mab| “ qpabq
2
, and as such non-native subgroups are

asymptotically scarce.
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