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ABSTRACT

A numerical model which simulates the convective transport of
conservative ions through groundwater aquifers is presented and dis-
cussed. The model uses the fully implicit, central finite difference
technique to predict transient, two-dimensional areal groundwater level
or piezometric head fluctuations, the corresponding flows, and the
convective transport of conservative ions. The model uses the fully
explicit finite difference technique to calculate the contaminant
concentrations. The model neglects the dispersion portion of the
convective-dispersion equation. Either square or rectangular grids
which remain constant throughout the study period may be used.

Simple longitudinal and radial flow problems are solved. In
addition, criteria to assure convergence and stability of the model
are developed theoretically and empirically. The sensitivity of the
model to variations in grid size, time increment and seepage velocity
are presented.

The study was limited to confined aquifers. However, the model has
been developed to handle unconfined aquifers also. The study was also
limited to homogeneous and isotropic porous media.
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CHAPTER I

INTRODUCTION

Water is the most abundant substance on earth. It is estimated
that there is six times as much water on the earth as there is feldspar,
the most abundant solid material. Of all the fresh water, approximately
97% -- about 8 trillion acre-feet -- is groundwater (Universal 0il
Products, 1974).

Rapid population and industrial growth have led to extensive utili-
zation of groundwater for municipal, agricultural, and industrial
purposes. At the same time, improper disposal of human wastes, garbage
and toxic chemicals, in addition to agricultural irrigation and fertil-
ization, and a general unfamiliarity with groundwater hydrology have
resulted in many instances of groundwater contamination.

These problems have finally begun to make officials aware of the
potential for contamination of groundwater aquifers. The need for
managing the quality of groundwater has also become apparent. In order
to study and predict the areal distribution of contaminants in ground-
water aquifers, it is necessary to understand the movement of the

contaminants through the groundwater systems.

Groundwater Quality Modeling and its Limitations

As a means to study the movement of contaminants in groundwater

aquifers, numerical models using digital computers have been developed.



These models simulate the movement of groundwater with additional pro-
visions to simulate the transport and dispersion of contaminants.

Recent attempts at developing groundwater quality models have
been limited primarily to conservative substances, principally the
mineral salts. While this simplifies the development process, it is
not undesirable since certain conservative parameters (e.g. total
dissolved solids, chlorides, etc.) are of significant interest to
water quality agencies.

These water quality models generally model only one contaminant at
a time. The models are normally two-dimensional simulating areal or
vertical distribution of the contaminant. While many models ignore the
effects of soil chemistry, some models (Water Resources Engineers, Inc.,
1969, and Perez et al, 1972) take the effects of the unsaturated
soil zone into account.

Various numerical techniques have been used in the attempt to
simulate the convective transport and dispersion of contaminants in
groundwater aquifers. The finite difference technique has been adapted
using the fully explicit, fully implicit (including forward, centered,
and backward in time approaches), and the alternating-direction methods
for solution. Previous research has indicated that, while these methods
are valid, large amounts of computer time and storage usually limit
their application.

The finite element technique has been studied more recently because
it supposedly has advantages over the finite difference technique.
However, some studies have shown that the Rayleigh-Ritz method exhibits

convergence and stability problems and is not applicable to cases where



convection is the dominant transport mode. Another approach, the
Galerkin method, requires large amounts of computer storage and time
because small time steps and grid sizes must be used during the early
calculations.

The method of characteristics is another numerical technique used
to simulate convective transport and dispersion. Initial research where
concentration values of the stationary grids were plotted indicated a
significant amount of numerical dispersion. However, additional studies
were made and accurate results obtained when the concentrations of the

moving points were plotted.

Objectives of this Study

The previous discussion indicates that serious limitations are
inherent in most numerical methods used to simulate convection and
dispersion in groundwater aquifers. Most of the models require that
the coefficient of dispersion be known and that the users have an
extensive understanding of numerical methods, groundwater hydrology and
the convection-dispersion process. In addition, these models often
require extensive field data and very large amounts of computer time and
storage.

Sunada (McWhorter et al, 1977) presented a finite difference
numerical model called WTQUALL which simulates the convective transport
of conservative ions. This model simplifies the simulation of contam-
inant movement through groundwater aquifers by neglecting the disper-

sion process. The model ignores the effects of the unsaturated soil
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column and handles only one conservative parameter at a time. By using

the fully explicit technique to calculate contaminant concentrations,

the model minimizes the need for costly computer storage and time.

The objectives of this study are to:

1. Briefly discuss WTQUALL, paying particular attention to the ground-
water flow equation and the mass balance equation used to calculate
the contaminant concentrations.

2. Modify WTQUALl so that it is applicable to a wider variety of
problems.

3. Verify the numerical model by comparing numerical solutions to
appropriate analytic solutions.

4. Develop criteria to assure convergence and stability of the model.

5. Perform a sensitivity analysis of the model, specifically evaluating
those terms which appear in the stability criteria.

A review of literature dealing with numerical simulation of convec-
tion and dispersion in groundwater aquifers will be made. The problems
encountered in these approaches will be noted and the effort of this
study directed toward minimization or elimination of these problems. The
existing numerical model will be modified and a hypothetical aquifer
developed for which both numerical and analytic solutions for convection
problems will be made. Computer runs will be made primarily on the
HP 9830A desk-top computer with verification of these runs being made on
the CDC 6400. Theoretical and empirical approaches will be used to
develop criteria to assure convergence and stability of the model.

Analyses will be performed to determine the sensitivity of the model to



changes in grid size, length of time increment and seepage velocity.
In addition, runs will be made to verify that the model produces accurate
results for the two-dimensional convection process resulting from radial

flow from a recharge well.



CHAPTER II

CONVECTION AND DISPERSION IN POROUS MEDIA

The first recorded study of dispersion in porous media was done
inadvertently by Slichter (1905). In attempting to determine the rate
of movement of groundwater, he injected a salt solution into a well
and observed the time of arrival at an observation well down-gradient.
He noted that the salt did not arrive at the observation well as a
slug, but that the salt concentration gradually increased to some
maximum value and then decreased. Since that time, much work has been
done on the properties of dispersion and molecular diffusion of
contaminants in groundwater.

Variation of concentration of contaminants in groundwaters is
caused by three processes: convection, dispersion and molecular
diffusion. Convection is the transportation of contaminants associated
with groundwater flow and is based on the average seepage velocity.
Dispersion in a porous media is associated with the convection process
and results from a mechanical mixing caused by the individual fluid
particles traveling at variable velocities through the pore spaces of
the media and along microscopic path lines. Molecular diffusion results
directly from the thermal motion of the individual fluid molecules and
takes place under the influence of a concentration gradient. A detailed

discussion of convection and dispersion is contained in Bear (1972).



Due to the difficulty encountered in trying to describe the
boundary conditions on a microscopic scale (i.e. diffusion), the system
is usually described on a macroscopic scale (i.e. convection and

dispersion). Dispersion is a function of three physical properties:

the fluid, the porous media, and fluid flow. Fluid properties of concern

are density, viscosity, contaminant concentration, and miscibility of
fluids in systems containing two or more fluid types. Media properties
affecting dispersion are permeability, pore geometry, and pore space
dimensions. Velocity is the major flow property.

According to Scheidegger (1961), and deJosselin deJong and Bossen
(1961), the convection and dispersion of a contaminant in fluid flow
through a saturated homogeneous porous medium is described by the

differential equation:

'g% = gi—l [Dij % - viC] (2-1)
where Di' = coefficient of dispersion
C = the contaminant concentration
t = time
¥y the component of the seepage velocity vector in a

cartesian coordinate system, and
X4 (i=1,2,3) = the cartesian space coordinates.
The double subscripting of Dij and X0 X; represent the tensorial nature
of the dispersion process. The first term in brackets represents the

dispersion process while the second term represents convection.
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Analytic Solution of Longitudinal Convection and Dispersion

For longitudinal convection and dispersion in a homogeneous and

isotropic porous medium with a plane source at x3=0 (see Figure 2-1),

Equation 2-1 becomes:

aC  _ 32 C 3 C
at " Loz T V3axg (2=4)

where DL is the longitudinal dispersion coefficient neglecting

molecular diffusion. The initial and boundary conditions needed for the
schematic in Figure 2-1 to apply for steady state flow in the ;
direction of the velocity vector are as follows: the concentration C=C0
of the contaminant source is constant for all times; the concentration
in the porous media is initially zero for all values of X33 the concen-

tration at Xz equal infinity is always zero. Mathematically, these

initial and boundary conditions are given by:

C(0,t) = C0 ; t50
C(x3,0) =0 3 Xz >0 (2-3)
Cle,t) =0 ; t>0.

Ogata and Banks (1961) used Laplace transforms to obtain the following

solution to Equations 2-2 and 2-3:

X: = VoL Vo, X

X, + V.t
éi = %- erfc —§—————-] + exp( i) 3 erfc [-41-———§— ) (2-4)
0 ZVDLt L ZVDLt

where erfc=l-erf. For areas not close to the source and where x3>v3t,
the second term in Equation 2-4 can be omitted and the equation

simplified to:
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Schematic of longitudinal dispersion.

x3 - Vst
2y DLt

t, the applicable equation is:

x3 - v3t
Z/DLt

(2-5)

(2-6)

Equations 2-5 and 2-6 assume that the dispersion is symmetric about the

point C/C0=0.50 and assume steady state flow but non-steady state

dispersion.
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Analytic Solution of Longitudinal and Lateral Dispersion and

Longitudinal Convection

If the source area is less than the area through which flow is
occuring, longitudinal and lateral dispersion and longitudinal convection
will occur. A schematic of this condition is shown in Figure 2-2(a).

For a homogeneous and isotropic media with one dimensional flow

in the Xz direction only, the governing equation is:

3C _ 9% c 32 ¢ _ 3 C 2.7
3t -0, 2 *Draxz Vs = (=7
> 3 3
where D is the lateral (transverse) dispersion coefficient. For

T

steady state conditions and with flow in the direction of the velocity

vector, the initial and boundary conditions for this equation are:

C(xz,o,t) =

|
ot')
o
|A
Nx
| A
o
ot
v
o

C(xz,O,t) =

I
o
-

b <

3C(0,x5,t)

3x2 _
3C (2'2 s x3s t)

3x2 2
C(xy,=t) = bounded

C(x,,X5,0) = 0 5 0<

The actual dispersion process is graphically shown in Figure 2-2(b).

Harleman and Rumer (1963) gave the following approximate steady state
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Figure 2-2. Schematic of longitudinal and lateral dispersion.

solution to Equations 2-7 and 2-8:

- b
C 1 23
—_— = = l—erf[——] (2-9)
LA 2 b B
T,

Analytic Solution for Radial Convection and Dispersion

The partial differential equation governing radially symmetric
diverging flow and the associated convection and dispersion from a well

is (Bear, 1972):

3C  _ 32¢C 3C
3t - Veraer - Voar L)

where r is the radial distance from the recharging well and a, is

the longitudinal dispersivity of the porous media expressed as the

coefficient of dispersion D divided by the seepage velocity v.
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For a well of radius B injecting a fluid at a constant rate into

a confined aquifer, the initial and boundary conditions for Equation

2-10 are:
C(r,t) = CO ] >0 & re T,
C(x,0) =0 ; x> r, (2-11)
C(et) =0 ; t>0

Because of the nonlinearity of Equation 2-10 (resulting from the
fact that v 1is a function of 1), exact analytic solutions are
difficult to obtain. However, deJosselin deJong (Lau et al, 1959)

obtained the following approximate analytic solution to Equation 2-10

SEE R LY (2-12)

a

1 - erf (

LS

£
CO —
r

wl| (R

I

where T is the average radius of the body of injected water.

Raimondi et al (1959) suggested an approximate solution to Equation
2-10 based on the assumption that the influence of dispersion becomes
small in comparison to the local convective effect as the contaminant
moves away from the source. They assumed that the influence of dis-
persion and diffusion on the concentration distribution as the contami-
nant moves past any point becomes small as compared to the accumulated
effect of dispersion and diffusion that has taken place up to that point.
For the case of a well continuously injecting a contaminant of constant

concentration they derived the equation:
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2 -
EC‘=% i« g [ A =Gt (2-13)
0 4 —
i i
where G is obtained from the relationship
6w ks =y (2-14)

2th¢
where h is the saturated thickness of a confined aquifer, v is the

seepage velocity and ¢ 1is the porosity.

Dispersion Coefficients

Ebach and White (1958) developed the following empirical relation-
ship for the longitudinal dispersion coefficient based on experiments
over a wide range of particle sizes and shapes and where the Reynolds
numbers (R ) were less than 100:

D Py

TL = o (’“_;E‘.) (2-15)

where ﬂ%ﬁ the Reynold's number R

v = the fluid velocity
d = the particle size of the porous media
v = the kinematic viscosity of the fluid

oy and B, = porous medium coefficients.

They found that oy is strongly dependent on the porous medium
while Bl is a function of the flow regime and the porous medium.
Various experimental values for oy and B, have been obtained and

are listed in Table 2-1.
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TABLE 2-1. Experimentally Determined Values

for oy and B1
Reference ay 81
Harleman and Rumer (1963) 0.66 1.2
Hoopes and Harleman (1965) 1.70 | 1.2
Ebach and White (1958) 1.92 1.06

Harleman et al (1963) also correlated the longitudinal dispersion
coefficient with intrinsic permeability and obtained the following
“empirical relationship:

B

D Ji. 2

L = o Wk <
= oy (5 (2-16)

where k is the intrinsic permeability. They found a,=54 for spheres
and 88 for sand with 82=1.2 for both media.

Attempts to fit the lateral dispersion coefficient into a form
similar to Equation 2-15.led to the following equation:

g
Dr iy
— =435 (2-17)

Experimental values for o, range from 0.036 (Harleman and Rumer,

3
1963) to 0.11 (Hoopes and Harleman, 1965). Both studies estimated Bz

to be 0.7.
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Review of Finite Difference Simulation Techniques

Numerical methods approximate the governing differential equations,
allowing for high speed solution of a set of equations. While the
use of analytic solutions is limited to simplistic problems, the
numerical models can be applied to problems involving many source or
sink terms and a variety of boundary conditions. To verify the validity
of a numerical scheme, it is necessary to compare numerical and analytic
solutions for the same problems. A discussion of numerical methods is
contained in Conte (1965).

Douglas, Peaceman and Rachford (1959) solved the problem of
miscible displacement in a two-dimensional flow field using an
alternating-direction implicit scheme. This work was expanded on by
Peaceman and Rachford (1962) and by Blair and Peaceman (1963). Two
significant problems were often encountered: either the results were
effected by numerical dispersion or the solution developed severe
oscillations, especially in the regions where the concentration changed
rapidly. Numerical dispersion is the error associated with the
numerical approximation of the governing differential equation.

In an effort to overcome the problems of ;nstability and numerical
dispersion, Stone and Brian (1963) developed a method which consisted of
writing a general finite difference equation for the one-dimensional
convective-dispersion equation. Their method contained arbitrary
weighting coefficients for approximations to the space and time deriva-
tives of the contaminant concentration. With proper choice of weighting
coefficients, the model did reduce oscillations and numerical dispersion

but could not handle two- and three-dimensional problems.
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Shamir and Harleman (1966) took advantage of the Stone and Brian
scheme by transforming the two-dimensional dispersion equation into a
potential flow coordinate system (i.e., equipotential and streamlines).
In this case, the velocity is everywhere tangential to the streamlines
and the equation becomes one-dimensional in the convective term. They
observed that C/C0 values greater than 1.0 occurred behind the dispersion
front. While the method did exhibit this oscillation, the solution was
considered stable since the magnitude of the oscillation was constant
with time.

Shamir and Harleman also discussed several basic finite difference
approaches of simulating the movement of contaminants in groundwater
aquifers. They stated that the fully explicit method of calculating the
contaminant concentrations was impractical due to the large amounts of
computer time required to solve even very simple problems. They
determined that the grid éize in the direction of flow must be on the
order of a single grain size. They also concluded that the maximum
admissible time increment was of the order required for the mean velocity
to cover a distance equal to a fraction of the grain size. This
particular numerical scheme required that the coefficient of dispersion

be known to solve the dispersion equation.

Review of Finite Element Simulation Techniques

The finite element technique supposedly has several advantages over
the finite difference technique. Chief among these are the use of
smaller amounts of computer time and less storage, additional flexibility

available to model irrigular shaped basins by using triangular grids as



17

opposed to square or rectangular grids, and a minimizing of numerical
dispersion. Whereas the finite difference technique solves the
dispersion equation directly, the finite element technique uses a
functional which is minimized for each triangular element. The resulting
set of equations is then solved.

Price, Cavendish and Varga (1968) used the Galerkin method for
solution of the one-dimensional diffusion-convection equation. They
obtained more accurate results while requiring less computer time than
central or non-central finite difference approximations and the method
of characteristics.

Guyman (1970a) applied the Rayleigh-Ritz finite element technique
to the solution of the nonsteady state one-dimensional diffusion-
convection equation and later extended it to the two-dimensional case
(1970b) . The method was not applicable to problems defined by mixed
partial differential equations. Later, Guyman (1972) suggested an
improvement to his previous solution of the convective dispersion
equation but that method displayed numerical dispersion and gave erratic
results for small values of the dispersion parameters. It was concluded
that the method was not applicable to convection dominated mass

transport.

The efforts by Guyﬁ;ﬁ_énd additional work by Nalluswami (1971)
suggested that the method could not be applied to convection dominated
transport which is the case for a majority of field situations. In
addition, the time domain solution was comprised of inherently explicit

schemes and so exhibited convergence and stability problems.
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Prakash (1974) applied the Galerkin method to the flow of salt
water towards partially penetrating wells located in homogeneous and
isotropic aquifers consisting of a fresh water layer overlying a salt
water layer. He found that in order to prevent oscillations in the
solution of the flow equation, small initial time steps must be
followed by gradually increasing time step size. He also found that the
number of elements required for reasonably accurate results with a
linear interpolation function has to be very large, necessitating huge
amounts of computer storage. Due to the combined effect of small initial
time steps and the large number of elements, the number of iterations

to be performed becomes very large.

Review of Method of Characteristics Simulation Technique

Garder, Peaceman and Pozzi (1964) used the method of characteristics
to solve the problem of miscible displacement of an oil-solvent system
in order to reduce numerical dispersion. The method gave good results
for low oil-solvent viscosity ratios but ignored the tensorial nature
of dispersion. However, the method required large amounts of computer
time and storage while giving results slightly more accurate than
previous, cheaper methods.

Reddell and Sunada (1970) developed flow and convective dispersion
equations for non-homogeneous, unsteady flow fields. The flow equation:
was solved using an implicit numerical technique and the convective
dispersion equation was solved using the method of characteristics.

This technique required so much excessive storage to catalog information
on each moving point that auxilliary storage was required. They

observed that the magnitude of error did not converge to a minimum value

Xp
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regardless of the number of points used per grid in the simple one-
dimensional case. They also observed that the concentration profile
lagged the actual frontal movement when the moving points remained inside
a grid throughout a time step. Use of a weighted-average in the concen-
tration calculations and taking the tensorial nature of dispersion into
account allowed for more accurate calculations.

Kraeger (1972) applied the method of characteristics as developed
by Reddell and Sunada to a field problem. She observed numerical
dispersion inherent in the method of characteristics which did not show
up in Reddell and Sunada's study. She attributed this to the grid size
used. Reddell and Sunada used grids on the order of fractions of
centimeters in size, allowing the actual physical dispersion to partially
absorb the numerical smear. Kraeger used grids approximately one-half
mile square which clearly indicated the numerical dispersion. She also
encountered difficulty in trying a trial-and-error process to arrive
at a time increment which produced a concentration distribution
resembing the data collected in the field.

Shariatmadar Taleghani (1974) used the method of characteristics
to solve the convective-dispersion equation for the case of partially
penetrating wells pumping from an aquifer consisting of a fresh water
layer underlain by salt water. He obtained accurate results when the
concentrations of the moving points were plotted. Kraeger had plotted
the concentrations of the stationary grids while neglecting the dis-
persion process. Therefore, she whould have obtained a vertical front
regardless of the value of the dispersion coefficient. Shariatmadar

Taleghani concluded that the numerical dispersion which Kraeger noted
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was a result of the manner in which she plotted the concentration

distribution curves and not the grid size used.

Summary of Previous Research

The development of the analytic solutions for dispersion in porous
media were major accomplishments. However, their applicability to
physical situations is severely restricted. The effect of boundary
conditions and inability to handle more than one contaminant source
are serious limitations.

The numerical methods which have been developed offer a significant
improvement over the analytic solutions but have their own limitations.
These methods often require large amounts of costly computer time and
storage. Many of the models are affected by instability. In addition,
some models require extensive physical data such as longitudinal and
lateral dispersion coefficients which are often economically impossible

to obtain or which simply are unavailable.



CHAPTER TII

THE GROUNDWATER QUALITY MODEL

The groundwater staff of the Civil Engineering Department at
Colorado State University recognized the need to develop a numerical
approach to simulate two-dimensional flow in aquifers consisting of
multiple sources and sinks. The basic philosophy of the model was
presented in Bittinger et al (1967). Eckhardt (1976) modified the model
to handle confined and unconfined leaky aquifers. Sunada (McWhorter et
al, 1977) added provisions to simulate the convection of conservative

water quality parameters and called the model WTQUALL.

Groundwater Flow Equation

The basic non-linear partial differential equation describing two-
dimensional transient flow in a saturated porous medium may be derived
from the mass continuity equatibn and Darcy's Law and written as

(Jacob, 1950):

55 (K h Ay %)ﬁx + 5% (K ox %%)ﬁy =S % Ax By + Q (3-1)
where h = saturated thickness of aquifer (L)
H = water table elevation above datum (L)
K = hydraulic conductivity (L/T)
S = storage coefficient (dimensionless)
Q = net groundwater withdrawal (L3/T)

21
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X,y = space dimensions (L)

t time dimension (T).

Equation 3-1 has no general solution. However, by making use of the
grid system shown in Figure 3-1, a finite difference approximation of
this equation will allow a numerical solution. Equation 3-1 written in
implicit, central finite difference form is as follows:

t+At

[AH + BH # CHy_; 4+ DH,) 5 - (A*BsC+D+E)H ;]

i,j-1 i,j+1 i-1,j i+l,j

i E
=Q - EHi,j (3-2)

Figure 3-1. Finite difference grid notation (adapted from Bittinger,
et al).
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Equations 3-1 and 3-2 are subject to the Dupuit-Forchheimer assumptions
and also assume that the fluid and porous medium are incompressible.
The subscript notation refers to particular grid blocks in a five-
grid system as indicated in Figure 3-1. The superscript t refers to
the starting time or previous time level, At is the time increment and
t+At is the current time level. Equation 3-2 is written for each grid
in the study area for each designated time increment. The system of
equations for the first time increment is solved simultaneously for
the values of H, j at the end of the time increment. These computed

values of Hi 3 are then used as initial values in the system of

L
equations representing the next time increment.

The coefficients A, B, C, and D are computed for each grid at the
beginning of each time increment and are held constant during the time
increment. The term (h; .
( 1,.]"‘1/
the effective saturated thickness between grids (i,j-1) and (i,j)

2) in the equation for coefficient A is

calculated by the following approximation:
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) - MAX(Z, (3-3)

M i-ar ™ i,5° Bi,j-1 j* %i,5-1)

where Z equals the bedrock elevation above a datum. A similar
expression may be written for the h term in the equations for the
coefficients B, C, and D. The value for the storage coefficient, S,
included in coefficient E, various spatially but remains constant in
time. If the time increment is also constant, coefficient E will
remain constant in time for each grid.

The rate of net groundwater withdrawal, Q, represents the deep
percolation of precipitation and applied surface water, and the rate of
net withdrawal by pumping. The extraction of water by phreatophytes or
the addition of water by artificial recharge could also be included in

the value of Q. It is necessary to calculate an average value of Q

for each grid for each time increment.

Water Quality Aspects of WTQUALL

WTQUAL1 was developed primarily to model the convection of contam-
inants which are picked up when water flows through strip mine tailings.
The model allows for a continuous contaminant source in those cases
where the contaminants go into solution over a long period of time.

The model considers as slug sources those cases where the contaminants
go into solution in a relatively short period of time.

WTQUAL1 uses the fully explicit method to determine relative
contaminant concentrations during each time increment. However, the
model only allows consideration of water quality parameters within the
aquifer itself. Other contaminant sources such as rivers, lakes,
irrigated land and artificial recharge areas cannot be considered when

using WTQUALL.



NN 20 T We—

25

The fully explicit method, which assumes complete and instantaneous
mixing of the waters in the aquifer, satisfies the objective of a
simplistic convective transport simulator. In addition, the fully
explicit method as utilized in WTQUAL1 provides results of sufficient
accuracy to render the numerical simulator a valid approach.

Since it was desirable to develop a simplistic simulator of
convection in groundwater aquifers, it was felt that WTQUALl offered an
excellent starting point. Because WTQUALL was based on a groundwater
flow mode{, all the required inputs and outputs of the groundwater
system, the geologic parameters and a provision for either slug or
continuous contaminant injection were available. The primary modifica-

tion required was to make provisions for including and varying input

contaminant concentrations for each source variable for each desired

time increment to be studied. This involves estimating relative con-
centrations of contaminants in rainfall, water applied as irrigation,
constant head sources (e.g., lakes, rivers, ponds), artificial recharge
areas, and the underflow into the aquifer from outside the area being

studied.

Modifications to WTQUALL

The first modification to WTQUAL1 involved providing for the input
of initial contaminant concentrations for all source waters. This was
accomplished by expanding Subroutine READPH (see Appendix B for a
flowchart of the computer program and Appendix C for a description
of all subroutines). Provisions were made for reading in, as either
slug or continuous sources, initial contaminant concentrations

for precipitation, water applied as irrigation, water
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artificially recharged to the aquifer, and constant head sources such
as rivers, lakes and ponds. These initial concentrations can be input
as a constant throughout the study area or can be varied from grid to
grid.

The second modification, which is actually an extension of the
previous one, involved providing for the change of the contaminant
concentrations of all the source waters at each time increment of
analysis. This was accomplished by adding Subroutine READC to the
program. A controlling variable, AGGIE, is included in the initial
data input to the numerical model. Depending on the value of AGGIE,
the model either uses the initial contaminant concentrations for each
time increment of analysis or control is transferred to READC at the
beginning of each time increment and new relative concentration values
are read in. Concentrations for flows through boundary grids into the
study area are included in this data input.

The next modification occurred in Subroutine QFIX. In order for
the relative contaminant concentration calculation to be made later in
the program, it was necessary to convert all flows to a consistent
volumetric unit and to identify and store this volume for each source
and sink for each grid in the study area. These terms are then retrieved
by Subroutine BYFL@W where the actual concentration calcuations are
made.

Due to the structure of Subroutine BYFL@W, the concentration calcu-
lation process was broken into two steps. First, an intermediate change
in contaminant mass for the current time level was computed based on all
source and sink terms except constant head grids. This step includes the

actual flow of groundwater within the aquifer. Then, all constant head
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contributions to each grid were calculated. A new total change in
contaminant mass was computed, converted to a relative concentration
value and combined with the relative concentration value at the previous
time step to give the new relative concentration value for each grid.

For confined aquifers, the model automatically excludes contaminants
resulting from precipitation, water applied as irrigation, water
artificially recharged to the aquifer, and phreatophyte consumption.
However, contaminants removed by pumping and added by constant head
sources in direct contact with the aquifer are included.

These modifications make the numerical model suitable for applica-
tion to many problems involving either confined or unconfined aquifers.

This modified version of WTQUAL1 is called WTQUAL2.

Explicit Contaminant Mass Balance Equation

The fully explicit mass balance equation used in calculating the
contaminant concentrations is very similar to that used in the develop-
ment of the basic groundwater flow equation. In general terms, the

mass balance equation can be written as:

RATE OF CHANGE RATE OF CONTAMINANT RATE OF CONTAMINANT
OF CONTAMINANT | = | INFLOW TO THE — | OUTFLOW FROM THE
IN THE AQUIFER AQUIFER AQUIFER

(3-4)

where the assumption is made that the rate of contaminant removal within
the aquifer is zero (i.e. we are modeling a conservative substance).

The grid system used is identical to that shown in Figure 3-1.
However, for more detailed illustration, a typical grid is shown in

Figure 3-2 indicating the various parameters which effect the mass
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balance calculation. Neglecting the dispersion process, the applicable

explicit mass balance equation in finite difference form is:

t+At _ .t t+At .t t+At .t _ gtHlt ot
R W R R SE R, T P
t+At t t+At t+At .t t+At
i,j41°C,5 ¥ (WO 5~ - VIBAK; y7eCy 51/ [Y; 571 (3-3)
where Ci j = relative contaminant concentration in the grid i,j
Vi j-1 = volume of flow from grid i,j-1 to grid 1i,j
»
4 T relative contaminant concentration corresponding
2
to Vi,j—l
Vi-l j = volume of flow from grid i-1,j to grid 1i,j
748 ebhety
1,] 1,]
t+At .t
v C]. .
. 4 L [ ]1-1,J
| -
-~
[ e
l k
t+At .t [—5 I t+At .t
v €i, 5.1 > : Vi, 541 Ci, 51
’///////, |
D i e -
//
et ot g el !
i+l,j 7i,j # l
t+At .t
VLEAK. .~ C, .
[ 1,) 1;J]

Figure 3-2. Typical aquifer grid illustrating parameters which influence
a change in concentration.
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Ci-l j = relative contaminant concentration corresponding to
Yi-1,;

Vi+1 5 = volume of flow from grid i,j to grid i+l,j

V. . = volume of flow from grid i,j to grid 1i,j+l

i,j+1

\.’LEAK.1 3 = volume of flow from grid i,j through the leaky layer
beneath the grid (applicable only if leaky aquifer
conditions exist)

U = total volume of water stored in grid 1i,j.

1.3
t+At

The term (W'C)i i is determined from the following relationship:
2

W0} "S® = [(VO)ppp *+ (VO peypp *+ (V) oy * (VO gon

t+At

. (V.C)PHR . (V'C)PUM]i,j (3-6)

where the volumes, V, and relative contaminant concentrations, C, apply
to precipitation (PPT), artificial recharge (RCHR), water applied as
irrigation (APW), recharge from constant head sources such as rivers,
lakes and ponds (SQR), phreatophyte consumption (PHR), and pumping from
wells (PUM). This equation encompasses the modifications made to
WTQUAL1 allowing the contaminant concentrations of all source and sink

waters to be taken into account.

Description of the Numerical Model

WTQUAL2 uses the fully implicit, central difference technique to
predict transient, two-dimensional areal groundwater level (or
piezometric head) fluctuations and the corresponding flows. Based upon
these flows, the model uses the fully explicit mass balance technique

to simulate the convection of contaminants through the aquifer.
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The study area is overlain with a grid system. The selection of
grid dimensions are dependent upon the stability criteria of the con-
centration calculation (see Chapter IV). The rectangular grid system
is oriented to allow for easy boundary approximation, provide for easy
adaption of hydrologic and geologic data, and to meet the required
stability criteria.

The program reads in the number of rows and columns for the entire
grid system, including those of the buffer zones which are built into the
program (Olson, 1973). The desired time increment of analysis, total
time of analysis, and time increment printout are also input to the
program.

The dimensions of each grid and values for hydraulic conductivity,
bedrock elevation, ground surface elevation, storage coefficient or
specific yield, coefficient for the fraction of each grid that is
irrigated, initial relative concentrations for all source waters, and
initial relative concntrations for each of the grids in the aquifer are
read as input data. All values are held constant throughout the time
of analysis except for source water concentrations which may be
changed at the beginning of each time step. New values of the aquifer
concentrations are calculated for each time increment based on the
previous concentration of each grid and the addition or loss of
contaminant during the time period At.

Contaminant concentrations are read in and calculated as relative
concentrations ranging from 0.0 to 1.0. Normally, a source concentration
is considered to have a value of 1.0. However, if concentrations are

anticipated which might exceed a source concentration, then an arbitrary
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value can be assigned to the relative éoncentration value of 1.0 and -
all other values will be referenced to it.

The initial water table (or piezometric head) elevations are also
read in for each grid. Impermeable boundary grids, constant head
boundary grids, and grids with horizontal underflow are identified by
coding the initial water table elevations. For boundary grids having
underflow, the difference in water elevation between the outermoét
boundary grid and the next inner grid is held constant throughout the
total time of the analysis (i.e., a constant hydraulic gradient is
maintained) .

The program also reads in hydrologic data for annual precipitation
(the model assumes a uniform depth of precipitation over the entire
study area), annual water applied as irrigation (the model assumes a
uniform application of the water over the irrjgated portion of the grid
in question), annual phreatophyte extraction, gross annual pumping with-
drawal, and annual application of water to recharge pits. The annual
precipitation, irrigation, phreatophyte, pumping, and recharge values are
read in for each grid of the study area for the year to be analyzed.

One set of annual distribution coefficients is read in for each of the
five types of hydrologic data. The coefficients represent the percentage
of annual precipitation, irrigation, phreatophyte consumption, pumping,
and recharge that occurs dﬁring each of the time increments. The
coefficients are read in initially and remain constant throughout one
year of analysis but may be changed at the beginning of each additional

year of analysis.
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The program also reads in coefficients that represent the percentage

of precipitation, applied water, and recharge water that percolates to

the water table. Another coefficient is read in to represent the

percentage of the gross pumping withdrawal that does not return to the

water table.

The program uses the Gauss elimination method to solve the system

of equations for each time step. The program output at desired time

steps includes the following:

L.

Matrix of net vertical withdrawal of water from each grid including
precipitation, applied water, pumping, artificial recharge,
phreatophyte consumption and leakage.

List of overdrawn or flooded grids.

List of grids, if any, which change from confined to unconfined or
unconfined to confined.

Matrix of discharge between grids in the i-directions. Flow down
is considered positive and flow upward is negative. Discharge

in the first row of the matrix is the flow between grids

in row 1 and 2, and so on for the remainder of the grids. Therefore,
the value in the last row is always zero.

Matrix of discharge between grids in the j-direction. Flow right
is positive and flow left is negative. Discharge in the first
column of the matrix is the flow between grids in column 1 and 2
and so on for the remainder of the grids. Therefore, the value

in the last column is always zero.

Matrix of net flow from constant head grids.
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8.

9.
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Table of water balance computations.
Matrix of water table or piezometric head elevations.

Matrix of relative contaminant concentrations.



CHAPTER IV

NUMERICAL SIMULATION OF CONVECTIVE TRANSPORT

As mentioned in the introduction, a major purpose of this fesearch
was to study a simplistic numerical technique to simulate convection
of contaminants in groundwater aquifers. This attempt at a simplistic
model is based on the fully explicit method of calculating contaminant
concentrations. In order to compare numerical and analytic results,
the aquifer studied must have both numerical and analytic solutions.

A hypothetical one-dimensional, homogeneous and isotropic, steady
state situation was developed using representative values of aquifer
properties for a coarse sand commonly encountered in actual physical
situations (McWhorter and Sunada, 1977). The assumptions and calcula-
tions associated with the development of the hypothetical situation are
discussed in Appendix A and a schematic of the layout is shown in
Figure 4-1. In order to assure that flow was steady state, the saturated
thickness of the aquifer was held constant and a constant hydraulic

gradient was maintained.

Verification of the Longitudinal Convection Case

The longitudinal convection case was verified using a one-
dimensional, steady state flow situation with a constant contaminant
source located along the inflow boundary of the model. Hydraulic
conductivity was uniform throughout the model and the piezometric head
was oriented to provide a constant gradient in the direction of flow

34
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Figure 4-1. Schematic of the hypothetical aquifer with constant contaminant source.
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and zero gradient perpendicular to the direction of flow. Boundaries
parallel to the direction of flow were considered impermeable. This
results in a constant seepage velocity v being maintained throughout
the aquifer in the direction of flow.

The numerical results were compared with those derived from
Equations 2-5 and 2-6. The results for time equal 90, 180, 270, and
360 days and grid size equals 115 feet for a time increment of 30 days
and grid size equals 40 feet for a time increment of 10 days are shown
graphically in Figures 4-2 and 4-3, respectively.

The analytic solution is at all times located a distance equal
to the product of the seepage velocity and the elapsed time from the
contaminant source. The numerical solution satisfies this condition for
the case where C/C0 has a value of approximately 0.5.

The numerical model yielded relative concentration values which
decreased gradually with increasing distance from the contaminant source.
The shape of the numerically determined curve can be attributed to the
numerical dispersion inherent in the model. This numerical dispersion is
a result of the error which occurs from numerically approximating the
governing differential equation. It is a function of the numerical
model and is independent of the aquifer properties.

The abrupt change of the analytic solutions shown in Figures 4-2
and 4-3 is a result of neglecting the dispersion process. Therefore, the
curves shown are actually vertical lines. The analytic solutions
including the dispersion process were calculated but not plotted. The
shape of these curves could not be distinguished from the curves

neglecting the dispersion process.
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Previous research indicates that analytic solutions are usually
S-shaped curves similar to the numerical solutions shown. The seepage
velocities and the associated dispersion coefficients for the analytic
solutions used in this study are typical for actual physical situations
and are low relative to those used by many previous researchers. As
a result, the analytic solutions take on essentially vertical profiles.

The results shown in Figures 4-2 and 4-3 indicate that the method
used to calculate the relative concentrations of the contaminant is a
valid method, especially in the region near the point where C/C0=0.5.
For the particular cases illustrated, the method gives results to
within approximately +10 percent for all relative concentration values
Ofpfcof}.o at time equal 360 days.

In addition, Figures 4-2 and 4-3 indicate that the results are
stable for all times. Thus, the accuracy of the solution does not
decrease with time. If the initial error which is introduced during
the very early time steps when large concentration gradients are present
can be minimized, then a high degree of accuracy can be maintained

throughout the period of study.

Verification of the Radial Convection Case

To show that the numerical model is applicable to problems other
than simple one-dimensional flow, the model was run for a simplistic two-
dimensional case. This involved simulating the injection of a contami-
nant into a confined aquifer through a recharge well. A constant rate
of flow containing a conservative contaminant was injected into a
homogeneous and isotropic confined aquifer and the convection of the

contaminant was radially symmetric about the location of the well.
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The model was first run for a square grid network where all grids
were of a uniform size. The center grid of the system was used to
simulate a recharge well by maintaining a constant head throughout the
period of analysis. This resulted in radial, diverging flow into the
aquifer from the recharge grid. The flow rate from the recharge grid
into the aquifer remained constant for all time. The piezometric head
of all grids surrounding the recharge grid were initially level and a
uniform constant head was maintained on all boundary grids.

The concentration distribution curves for various times and the
associated analytic solutions for Equation 2-13 neglecting dispersion
are shown in Figure 4-4. It can be seen that the numerical solutions
lag the analytic solutions by a large but relatively constant value.
This can be attributed to the fact that the numerical model (using a
rectangular coordinate system) is trying to simulate purely radial,
diverging flow. The fact that the model only approximates this
condition results in the errors shown.

In order to minimize this problem, a run was made for an almost
identical hypothetical situation except the grid sizes were varied
radially, from small dimensions near the recharge grid to larger grids
on the edge of the grid network. The results for this condition are
plotted in Figure 4-5. These results are better with regard to the
location of the point where C/C0=0.S, improving on the results shown
in Figure 4-4.

Semi-logarithmic plots were made of piezometric head versus radial
distance at time equal 270 days for both the uniform and variable grid

size problems. While the results showed that neither solution was
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exact with regard to the radial flow case, both numerical solutions gave
good approximations at points located away from the recharge grid. Thé
curve for the variable grid size problem became linear at a radial
distance of approximately 200 feet while the uniform grid size problem
did not become linear until a radial distance of approximately 500 feet
had been reached. The fact that the variable grid size problem gives

a better approximation of the radial flow case nearer the recharge grid
explains the reason for the improved accuracy over the uniform grid

size problem.

The concentration distribution curves in Figures 4-4 and 4-5
exhibit significant amounts of numerical dispersion. As time increases
the magnitude of the numerical dispersion increases. However, the error
in distance between the numerical and analytic solutions at the point
where C/Co=0.5 remains constant with increasing time.

For radially symmetric, diverging flow with a constant flow rate,
the velocity of the fluid decreases with increasing distance from the
recharge grid. It will be shown in Chapter V that the degree of
numerical dispersion is a function of the grid size, time increment

and seepage velocity.

Stability Criteria

The general equation governing longitudinal convection and

dispersion, which was discussed previously, is

aCc _ o, 8% _ _ 2-2
3t PLaxZ VY ax (3-2)

; LT 32C
For the purpose of developing the simplistic model, the term Dngg
was assumed to be zero. This reduced Equation 2-2 to

oC _ _,8C 4-1
-5'1—: Vax ( )
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Using the backward finite difference expansion, Equation 4-1 becomes

G = et £ « gk
e S S O (4-2)
At Ax
- ; - t+At p
Rearranging Equation 4-2 and solving for C.1 yields
t+At _ veAt .t t t ¥
Y =g Wy <Gl G =)

Noting that contaminant concentrations are at all times between

t

zero and one, and that the worst condition is given by C.=0, C; =1.0
and Czt?t=1.0, Equation 4-3 reduces to

1=228 1 - 0] +o0 (4-4)
Simplifying this equation leads to the stability criteria

v?it-i 1.0 (4-5)

An identical criteria was developed empirically and is discussed below.
Upon examining the runs made using the numerical model, it was noted
that the volume of water flowing through a finite difference grid during
each time increment must not exceed the volume of water stored in the
grid during the time increment under study or severe oscillation and
instability of the solution would occur. Mathematically, this necessary

condition for the one-dimensional flow case may be expressed as

Q< Ax * Ay * h + ¢ (4-6)
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where Q = volume of flow through the grid
Ax, Ay = grid dimensions
h = saturated thickness
) = porosity.

Noting that the volume of flow through the grid may be expressed
using Darcy's law, the grid dimensions and the time increment, Equation

4-6 may also be written as

Vedy At +he«¢<Ax Ay h=+¢ (4-7)

where v is the seepage velocity and At is the time increment.

Cancelling like terms and rearranging this equation, we get

AX

T 4-8
== =210 (4-8)

This relationship (which is identical to that developed by expanding
the governing partial differential equation) indicates that the grid
dimension in the direction of flow must at all times be greater than
or equal to the seepage velocity times the time increment. If this
criteria is not met, severe oscillations and instability, as shown

in Figures 4-6 and 4-7, will occur. It can also be shown that the

Ax
veAt

greates accuracy of the model occurs when =1.0. Figures 4-2 and
4-3, discussed earlier, are plots of two specific instances where this

stability criteria has a value of unity.

Conservation of Contaminant Mass

Contaminant mass within the groundwater system is conserved at all
times. This is a result of using the fully explicit method to calculate

relative contaminant concentrations (i.e. mass of contaminant within each
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grid). Chapter III contains a detailed discussion of the concentration
calculation process.

All C/C0 values range between 0.0 and 1.0. Since concentrations
beyond the third significant figure are not normally of interest, the
model only prints out concentrations to three decimal places. Many
computers carry numbers to 10 or 15 significant figurés. Therefore,
grids with a printed concentration of 0.000 often have small contaminant
concentrations. In order for a total conservation of contaminant mass

to occur, these small concentrations must always be taken into account.



CHAPTER V

SENSITIVITY ANALYSIS OF THE NUMERICAL MODEL

The response behavior of the groundwater system to the convection
of a contaminant may be influenced by many input variables and the
interaction of many system parameters. The number of possible combina-
tions of these factors is infinite -- not only in terms of magnitude of
the factors, but also variations in time and space. It is seldom
economically feasible to quantitatively evaluate all or most of the input
variables and system parameters with precision. It is, however, very
important that the effect of these variables on the accuracy of the
model be known.

While most aquifers are not homogeneous and isotropic, these basic
assumptions were made in order to simplify the development of the
numerical model. As such, sensitivity of the numerical model to varia-
tions in the aquifer properties (i.e., permeability, stratification,
porosity, storage coefficient, etc.) will not be discussed here. The
parameters grid size, time increment and seepage velocity are the
primary components of the stability criteria. The effects of these
properties on the accuracy of the numerical model should be studied

prior to the effects of the aquifer properties.
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Grid Size

For thé purpose of analyzing the model's sensitivity to grid size,
time increménts of 10, 30 and 45 days were chosen. Previous work with
the basic groundﬁater flow model indicated that these time increments
yield results of sufficient accuracy for the groundwater flow. Also,

a total model time of 360 days was chosen to compare the results of
the various grid sizes.

Figure 5-1 shows the concentration distribution curves for grid
sizes 115, 300, 500 and 1000 feet when the time increment is 30 days.
It can be seen that the numerical dispersion increases with increasing
grid size. As grid size increases, the numerical solution, as evidenced
by the point where C/C0=0.5, lags the analytic solution by an increasing
amount. However, the calculated distance where C/CO=0.5 for the 1000
foot grid size only lags the analytic solution by approximately 10 per-
cent. Table 5-1 illustrates the percent error of distance for each grid

size at various C/CO values.

TABLE 5-1. Value of C/C, Versus Percent Error
in Calculated Distance

PERCENT DISTANCE ERROR

C/C0
115" 300" 500' 1000
0 3.6 82.9
0.2 1.4 30.2
0.4 Q 7.2
0.5 0 - 1.4 =3.6 -11.0
0.6 0 - 8.3
0.8 - 1.4 = 31.0
Eaf) -11.5 -100.0
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Concentration distribution curves for various grid sizes with At=30 days.
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Ax

The data in Table 5-1 indicates that if a value of & =1

is chosen (in this instance this corresponds to a grid size of 115 feet),
then accuracy within *10 percent can be obtained for the entire concen-
tration distribution curve while accuracy to within *2% can be

obtained for all values 0.2§§/0059.8. Thus, the model has the

capability of giving very accurate results. For v?it =2.6 (a grid size

of 300 feet), accuracy to less than *10 percent can be obtained for all
values 0.4§§/C050.6. As grid size incréases, the model does lose
accuracy. Yet, very good results are obtained for the location of the
point where C/CO=0.5 for all grid sizes. Figures 5-2 and 5-3

show the concentration distribution curves for various grid sizes when
the time increment equals 10 days and 45 days, respectively. These
figures confirm the conclusions drawn with respect to the 30 day time
increment.

The data for grid sizes 115 feet and 300 feet in Table 5-1 also
indicate that the numerical model does not produce a Symmetric numerical
dispersion pattern. This can be attributed to the fully explicit mass
balance technique which is used to calculate the relative contaminant
concentrations. Regardless of the speed at which the contaminant front
moves, the numerical model advances the contaminant concentrations one
grid with each calculation. As the time of analysis increases, so does
the numerical dispersion and non-symmetry of the concentration distribu-

tion curve. Figures 5-1, 5-2, and 5-3 all indicate this pattern.

Ax

7 s possible,
TAE 28 close to 1.0 as p

However, by keeping the value of

this numerical dispersion and non-symmetric pattern is kept at a minimum,

Ax

T =1 actually stabilizes.

and in the case where
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Time Increment

Figure 5-4 shows the relationship of the concentration distribution
curves for time increments of 10, 30 and 45 days with a constant grid
size of 300 feet at time equal 360 days. This illustrates that the use
of a small time increment actually leads to an increase in numerical
dispersion. This is due to the use of the fully explicit mass balance
technique to calculate the relative concentration values. If a time
increment of 10 days is used, three calculations are made over a thirty-
day period as opposed to one for a thirty-day time increment. Since
each calculation moves the contaminant down-gradient one grid, the model
has a tendency to smear the front with each mass balance calculation.
The use of as large a time increment as possible while meeting the
stability criteria will keep this numerical smear to a minimum.

From Figure 5-4, it can be seen that each time increment gives
approximately the same distance for a C/CO value of 0.5. Therefore, it
can be concluded that while the time increment does have some effect on
the accuracy of the numerical model, the effect is not as severe as
that caused by variation in grid size.

The maximum value which can be chosen will be dictated by the
hydrologic accuracy of the numerical model and the stability criteria.
Figures 5-5 and 5-6 show the concentration distribution curves for
various times when the grid size equals 500 feet and 115 feet,
respectively. These figures confirm the conclusions drawn with respect

to the 300 foot grid size. It should be noted that the larger variation
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Ax

Ty value

indicated by Figure 5-6 is due to the fact that the
for the 30 day time increment is 1.0, resulting in a very accurate
approximation to the analytic solution which somewhat distorts the

comparison with the 10 day time increment.

Seepage Velocity

As indicated by Equation 2-16, the dispersion coefficient is
directly related to the seepage velocity. The analytic results presented
previously are all related to one hypothetical case where the coefficient
of longitudinal dispersion was calculated to be l.Mxloh3 ftz/day. It
should be noted that the coefficient of dispersion was estimated based
on Equation 2-16 (Harleman, et al, 1963). While there is a small loss
of accuracy in estimating the coefficient in this manner, the research
by Harleman, et al, indicated that this is a valid relationship which
gives accurate results., The results of this study tend to indicate that
this estimation is very accurate and that confidence can be expressed
in the results obtained based upon this empirical relationship.

To verify the validity of the numerical model for general use, the
model was run for hypothetical cases using various values of seepage
velocity. Table 5-2 lists the particular cases studied. As with the
original hypothetical case, McWhorter and Sunada (1977) was used as a
reference to obtain typical values of porosity and hydraulic conductivity

for groundwater aquifers.
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The concentration distribution curves for the medium sand and
medium gravel are shown in Figures 5-7 and 5-8, respectively. It is
apparent that the numerical model is valid for these different values

of the seepage velocity and the associated dispersion coefficients. As

Ax
VeAt

produces a close approximation to the analytic solution. As the value

discussed in the previous section, when =1 the numerical model

Ax

of At

increases, numerical dispersion increases. However, the model
continues to produce accurate results with respect to the location of
the point where C/C0=0.5 for all values of the seepage velocity. From
this analysis, it can be concluded that while the numerical model
neglects the dispersion ﬁroceSS, the effect of dispersion for typical
aquifer properties is very small relative to convection over the time
periods used and thus the model is valid for the range of seepage

velocities studied.

TABLE 5-2. Data for Cases Tested

HYDRAULIC SEEPAGE DISPERSION

e TYPE OF POROSITY CONDUCTIVITY VELOCITY COEFFICIENT
MATERIAL ¢ K v ,D
ft/day ft/day ft /Jhy
1 Medium Sand 0.41 40 0.975 1.26 x 1072
2  Coarse Sand 0.39 150 3.846  1.44 x 10°°
2

3 Medium Gravel 0.31 1140 36.84 7.32 % 10"
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Figure 5-7. Concentration distribution curves for a medium sand.
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Summary of the Sensitivity Analysis

Results of the sensitivity analysis produce three independent
conclusions. First, the grid size has a very large effect on the
accuracy of the numerical model. For a constant time increment, the
larger the grid size, the larger the numerical dispersion. Second, the
value of the time increment chosen has little effect on the accuracy of
the model. However, the larger the time increment, the greater the
accuracy. Finally, the model is valid for a relatively wide range of
seepage velocities commonly encountered in groundwater systems.

Collectively, additional conclusions can be drawn. Since the best

Ax
ve At

numerical solutions occur when =1 and when large time increments

are used, this forces the use of large grid sizes which reduce computer

Ax

time and storage requirements. So long as the value of S At

remains close to 1.0, the use of larger grid sizes does not significantly

effect the accuracy of the model. In addition, the accuracy of the

model for cases where v?it =1 1is so good that results for all values

ngfcog} can be used with confidence. However, as the value of

Ax
ve At

increases, the range over which the C/C0 values are acceptible
decreases. Regardless, for all grid sizes the model produces very

accurate locations of the point where C/C0=0.5.



CHAPTER VI

CONCLUSIONS AND RECOMMENDATIONS

From theresults of this study, it can be concluded that the
numerical model is a valid numerical approach for simulating convection
in confined groundwater aquifers. The accuracy of the model is strongly
dependent on the value of the function ;%%E-a If the value of this
function can be maintained near unity, very good accuracy of the
dispersion process can be obtained. While larger values of the function
result in increasing amounts of numerical dispersion, the model at all

times locates the point where CXC0=0.5 with good accuracy.

With regard to the sensitivity of the model, conclusions can be

Ax
veAt

drawn about each of the terms which appear in the function
With v and At held constant, increased numerical dispersion results
with larger grid sizes. With Ax and v held constant, varying At
has a much smaller effect on model accuracy than varying Ax. However,
as At 1is increased, numerical dispersion is minimized and the accuracy
of the model increases. The model is valid for a wide range of seepage
velocities subject to the limitations imposed by varying Ax and At.
It is shown that, for a given seepage velocity, the best results are
obtained by maximizing At within the limits of the accuracy of the

groundwater flow portion of the model and minimizing Ax so that the
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At
veAt

value of approaches 1.0. While this criteria does somewhat
limit grid size, grid sizes on the order of hundreds of feet should be
possible for most cases.

While the majority of work done as a part of this study was based
on the one-dimensional, steady state flow condition, the model was
developed to simulate two-dimensional, areal distribution of contaminants.
For the radially symetric, diverging flow situation, the model produced
relatively good results as the numerical approximation of the groundwater
flow equation approached the solution for pure radial flow. The

numerical dispersion increased with increasing distance from the contam-

inant source and is attributable to the increase in the value of the

Ax
veAt

function as the radial distance increases.

Several runs were made in which various numbers of recharge pits,
pumping wells, constant head sources and phreatophyte sources were used.
These indicated that the programming modifications made are correct
insofar as computer language is concerned. However, no hypothetical
cases were run to determine the accuracy and sensitivity of these
contaminant sources,

In general, the numerical model minimizes many of the problems
encountered with the development of previous numerical models. The
model does not require prohibitive amounts of computer time or storage.
It has the capability of handling impermeable, constant head and
constant gradient’boundaries. When the stability criteria is followed,

the model is stable and converges to a reasonably accurate solution.
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It is recommended that the following areas be studied with regard

to the fully explicit mass balance approach of simulating convection in

groundwater aquifers:

1.

The validity of the model should be verified for non-homogeneous
confined aquifers.

The validity of the model for both homogeneous and non-homogeneous
unconfined aquifers should be established.

The model should be applied to an actual field problem.
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APPENDIX A

DETERMINATION OF HYPOTHETICAL AQUIFER PROPERTIES

In order to show that WTQUAL2 is a valid dispersion simulator, it
was felt that the data used in the comparison of the analytic and
numerical solutions should be representative of values commonly
encountered in actual physical situations. Therefore, typical values
of hydraulic conductivity and porosity were chosen from a table in
McWhorter and Sunada (1977) containing maximum, minimum and arithmetic
mean values for soils ranging from the finest silts and clays to coarse
gravels. The values K=150 ft/day and ¢=0.39 were chosen for the
sensitivity analysis of grid size and time increment and are representa-
tive of a typical coarse sand.

Once these values were chosen, it was then necessary to choose a
value for the hydraulic gradient. Review of several actual physical
situations indicated that a gradient of 0.01 (10 feet change in vertical
elevation per 1000 feet change in horizontal distance) is typical and
so this value was chosen.

Assuming that the flow regime would be laminar (this will be
checked later), Darcy's law was applied. The version used in this
situation was

dh
dl

q = K- (A-1)
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where q is the Darcy velocity, K 1is hydraulic conductivity, and

%% is the hydraulic gradient. Using the previously chosen values for
K and 3%3 a Darcy velocity q of 1.50 ft/day was obtained. Dividing

this value by the porosity gave a seepage velocity v of 3.846 ft/day.
At this point in the analysis an additional assumption had to be
made. For the purpose of this study, a groundwater temperature of 50°F
was chosen. The groundwater system was then assumed to be isothermal
throughout the period of study. The appropriate fluid properties of

water at this temperature are

dynamic viscosity u = 2.735 x 10_5 lb-sec/ft2
kinematic viscosity - v = 1.410 X% 10-5 ftzfsec
density p =1.94 slugs/ft3

32.2 ft/sec?

acceleration of gravity g

62.4 1b/ft>.

specific weight Y
Applying the relationship between hydraulic conductivity and intrinsic
permeability k

Kep _ Kep

k = —_— A-2
p g Y ( )

yielded a permeability of 7.609 x 10-10 ftz.

At this point, Equation 2-16 as developed by Harleman et al (1963)
was applied and a longitudinal dispersion coefficient value
DL=1.439)(10_3 ftz/day was obtained. This value was then used in

Equation 2-5 to obtain the analytic solution values of the concentration

distribution curve.
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To verify that the flow regime was laminar, the Reynold's number

R was calculated from the following equation:

_ vk
R = == (A-3)

This calculation yielded El=8.708x10_5. Since this value is less than
0.01, the flow regime can be characterized as laminar and Darcy's law
applies.

To determine the storage coefficient, it was necessary to estimate
values for the pore volume compressibility and the compressibility of
water due to the formation lying above the confined aquifer. Pore volume
compressibility ap was assumed to be SXIO-S psi_JL and compressibility
of water B was assumed to be 3.3x10°° psi™ . These values are rela-
tively constant for most problems commonly encountered in groundwater
hydrology and are therefore assumed to be representative for the
condition being studied.

A specific storage S_ of 5.68x10™> £t™! was obtained by applying

the formula
S;=p g (a,+8) (A-4)

With a confined aquifer thickness set at 60 feet, a storage coefficient

S of 0.0034 was obtained.
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APPENDIX B

PROGRAM FLOW CHART

READ

NR, NC, NW, NP,
ICFAQ, ILKAQ,
DT, ST, FWTOP

CALCULATE FIRST
WORD ADDRESS FOR
ARRAYS TO BE PACKED
IN BLANK COMMON

|

CALCULATE. LAST
WORD ADDRESS
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PRINT

TOTAL AMOUNT
OF CORE USED

|

SET BUFFER
ZONE BOUNDARIES

|

PRINT
TITLE

\NR,

PRINT
NC, DT, ST

/

CALL
READPH

CALL
READH

SUBROUTINE READPH

Reads and Writes
Physical Data Des-

Source Waters

SUBROUTINE MATROP

cribing System § CALL
Initial Contaminen MATROP
Concentrations in

Organizes Data into
Suitable Form for
Printing and Prints

SUBROUTINE READH

Reads in Initial
Water Level or
Piezometric Head
Elevation
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IS
1LKAQ LESS
THAN OR EQUAL
TO ZERO

SUBROUTINE LEKAQF

SUBROUTINE MATROP

YES

Reads and Writes CALL
Leaky Aquifer MATROP
Parameters

Urganizes Data into
Suitable Form for
Printing and Print1

LOUBROQUTINE STORAG

Computes Increase
or Decrease in
Storage

SUBROUTINE CSET

Reads in Initial
Contaminant Con-
centrations in
the Aquifer

LOOPUL=ST/DT
INDX=1
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IDT=DT
J1=1DT*(I-1)
J2=1DT*1
FI=1, TI=JI, T2=J2

T 0 O W

FUNCTION ET
SUBROUTINE QFIX
. Computes the
Reads and Writes ET Phreatophyte Use
CALL Hydrologic Param- Using Water Table
QFIX eters and Computes Elevations
Hydrologic and

Artificial Inputs

For Each Grid TN SUBROUTINE MATROP
M¥MATROP Organizes Data into

Suitable Form for

Printing § Prints

FUNCTION PARAM
L MATSUL PARAM omputes Coefficients
CALL Sets up Coeffic- for Finite Difference
MATSOL ients Matrix and uations
Right Hand Side
Vector Matrix €
SUBROUTINE NSCONT

T Checks for Known

Grid Values, Such ag
HSCONT Boundaries, and
Transfers them to
Right Side Vector
| Matrix

SUBROUTINE BSOLV

CALL Solves Banded Matrix
BSCONT® set up in MATSOL
by Gauss Eliminatioﬂ

|




CALL
BJUST

CALL
ODFLOD

PCNT=INDX

EQ. PCNT*FWTOP

INDX=INDX+1
STTTEM=STT
STATEM=STA

CALL
STORAG

79

SUBROUTINEE_BJUST

Adjusts Under Flow
Grids Water Level
or Piezometric
Head Elevation

SUBROUTINE ODFLOD

Checks for Flooded
or Overdrawn Grids
and Writes Results
if Any

SUBROUTINE STORAG

Computes Increase
or Decrease in
Storage
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CALL
BYFLOW

CALL
BALCOP

Computes and Writes
Flows for Each Grid,
Thru Boundaries and
from Constant Head
Grids. Computes
Relative Concentra-
tion Based on Mass
Balance

FUNCTION PARAM

Computes Coeffic-|
PARAM ients for Finite
Difference .

Equations

SUBROUTINE MATRO

SUBROUTINE BALCOP

Writes Out Balance
Computations for
a Time Increment

Set
HP=HT

CALL
MATROP

Organizes Data
ﬂ'—)linto Suitable
Form for Printing
and Prints
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SUBROUTINE READC

IS
AGGIE .LE. 0.0

Reads in New Relative
Concentration Values
for All Source Waters
and for the Boundary
Grids

YES
SUBROUTINE READC
CALL Reads in New Relative
READC Concentrations for
Boundary Grids Only
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APPENDIX C

DESCRIPTION OF SUBPROGRAMS

Subroutine READPH

This subroutine reads and writes the physical data describing the
study area. The following variables are read and printed: DX, DY, FK,
Z, CS, CPPT, CAPW, CRCHR, CSQR, G, PHI, and PHIC. CA is also read but
printed later. Coded values of CS are printed. Only one data card is
required if all variables are uniform for each grid, otherwise each
parameter that is variable must be read in matrix form. Variables DX
and DY require only NC and NR values, respectively.

CALLED FROM: Main Program
SUBPROGRAMS USED: MATR@P
IMPORTANT VARIABLES: DX, DY, FK, Z, G, PHI, PHIC, CA, CS, CPPT, CAPW,

CRCHR, CSQR

Subroutine READH

This subroutine reads the initial coded water level or piezometric
head elevations. H is decoded and set equal to HT and HP. One data card
is required if the initial water level is horizontal, otherwise the
entire H-matrix must be read.

CALLED FROM: Main Program
SUBPROGRAMS USED: None

IMPORTANT VARIABLES: H, HT, HP
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Subroutine LEKAQF

This subroutine reads and writes the leaky aquifer parameters.
The following variables are reéd and printed: HL, TL, and FKL. One
data card is required if these variables are uniform, otherwise each
matrix that is variable must be read.
CALLED FROM: Main Program
SUBPROGRAMS USED: MATR@P

IMPORTANT VARIABLES: HL, TL, FKL

Subroutine CSET

This subroutine initializes the relative concentration throughout
the aquifer.
CALLED FROM: Main Program
SUBPROGRAMS USED: None

IMPORTANT VARIABLES: C@, CT, H, G, CS

Subroutine ST@PRAG

This subroutine computes the initial storage and increase or
decrease of storage. Total area and between station (between buffer
zone boundaries) storage is calculated. Also storage of overlap areas
is computed.

CALLED FROM: Main Program
SUBROUTINES USED: None

IMPORTANT VARIABLES: STA, STT, ST@L, H, HT, Z
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Subroutine QFIX

This subroutine reads and writes the hydrologic parameters. The
hydrologic and artificial inputs are then calculated for each grid.

A value of zero on the input card indicates a particular parameter is
not used. The exception to this is the number of grids with phreato-
phyte use, NGPU. If NGPU is blank, the entire PHR matrix must be read,
otherwise the number of grids specified is read. NGPU equal to zero
indicates no phreatophyte use.

Coding PHR less than one indicates that phreatophyte use should be
calculated every time increment from the previous time step water level
elevation. The ET subprogram is used for this.

The factors considered in QFIX are (1) precipitation, (2) applied
water as irrigation, (3) phreatophyte use, (4) wells, (5) recharge areas
or lines, and (6) leaky aquifer conditions.

CALLED FROM: Main Program

SUBPROGRAMS USED: ET

IMPORTANT VARIABLES: PPT, CPT, YPT, APW, CAW, YAW, NGPU, PHR, YPR,
WELL, RPUM, YPM, PIT, RCHR, YRC, Q, SQT, SQA,

REPEAT, CPM

Function ET

This subprogram computes the phreatophyte use for each grid using
the water level elevations from the previous time step. If the depth of
water table DTWT is negative, an error message is printed. It is

anticipated this program, if used, will change with each study area.
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CALLED FROM: QFIX
SUBPROGRAMS USED: None

IMPORTANT VARIABLES: ET, DTWT

Subroutine MATSPL

This subroutine sets up the coefficient matrix, CMATRX, and the

right hand side vector matrix, CR. CMATRX is a reduced matrix containing

only the band of known values in the left side of the difference
equations and is written vertically rather than diagonally. Its
dimensions are (NR-2)*(NC-2) by 2*NR-3. The coefficients are computed
using Function PARAM and checked for adjacent boundary values of H in
subroutine NSC@NT. MATSPL treats known grid values of H. BS@LVE is
used to solve the matrix equation set up.

CALLED FROM: Main Program

SUBPROGRAMS USED: PARAM, NSCONT, BSPLVE

IMPORTANT VARIABLES: CMATRX, CR

Function PARAM

This subprogram computes the coefficients in the left side of the
finite difference equation. For confined aquifer analysis, saturated
thickness is compared to aquifer thickness and the smallest of the two
is used to calculate the coefficient.

CALLED FROM: MATS@L, BYFL@W
SUBPROGRAMS USED: None

IMPORTANT VARIABLES: PARAM
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Subroutine NSC@NT

This subroutine transfers the coefficients, in CMATRX, multiplied
by their respective H-value, to the right hand side vector matrix.in
case of adjacent head or known boundary conditions. It also sets
coefficients equal to zero in case of adjacent impermeable grids.
CALLED FROM: MATS@L
SUBPROGRAMS USED: None

IMPORTANT VARIABLES: None

Subroutine BS@LVE

This subroutine solves the matrix equation set up in MATS@L by
Gauss Elimination. BS@LVE is designed specifically for a diagonal matrix
that results from analysis of groundwater systems.
CALLED FROM: MATS@L
SUBPROGRAMS USED: None

IMPORTANT VARIABLES: None

Subroutine BJUST

This subroutine adjusts the underflow boundary water level eleva-
tions. Gradients are calculated three grids in from the exterior
boundary grids and the gradients are projected‘back to the exterior
boundary grids to obtain new water level elevations. This calculation
is performed at even time steps. At odd time steps the water level
elevations are held constant and the exterior boundary grids are treated
as constant head grids.

CALLED FROM: Main Program
SUBPROGRAMS USED: None

IMPORTANT VARIABLES: H, HT
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Subroutine @DFL@D

This subroutine checks for overdrawn or flooded grids. If either
should occur, a message is printed indicating such. For confined aquifer
analysis the flooded grid computations are bypassed. Total flooded
and overdraw amounts are computed for the total area and between stations.
CALLED FROM: Main Program
SUBPROGRAMS USED: None

IMPORTANT VARIABLES: @ACFTT=pPVT, @PACFTA=@VA, FACFTT=FVT, FACFTA=FVA

Subroutine BYFL@W

This subroutine computes flows for each grid. Total flow through
model boundaries and buffer zone boundaries is calculated as well as
flow into the system from constant head grids. The flow equation used
is developed from the finite difference equations and uses particular
values of the CMATRX. These values are transferred from MATS@L except
for boundary values which are calculated in BYFL@PW using Function PARAM.
Flow is not allowed to or from an impermeable grid and between any two
adjacent underflow grids. I-direction and J-direction flows are printed
and flows from constant head grids are interpreted and printed as flow
from river grids. Relative concentration calculations are made using
the flow between grids.

CALLED FROM: Main Program
SUBPROGRAMS USED: PARAM, MATR@P
IMPORTANT VARIABLES: SQGGI, SQGGJ, SQBT, SQBA, SQR, SQRT, SQRA, CS,

CPPT, CAPW, CRCHR, CSQR
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Subroutine BALC@P

This subroutine writes the balance computations at the desired time
steps specified by FWTPP. Mass balance for the entire area cannot
always be obtained, due to accounting procedures used to compute mass
flow at exterior boundary grids. However, for between stations, which
refers to the area between the buffer zone boundaries, mass balance must
always be satisfied except for the case when a confined grid becomes
unconfined. This error should be small and is indicated by the "TOTALS"
in the mass balance output being different than zero. To reduce this
error, decrease the value of At. For confined aquifer analysis, a
message is printed indicating if a grid becomes unconfined.

CALLED FROM: Main Program
SUBPROGRAMS USED: None
IMPORTANT VARIABLES: SQA, SQT, SQRA, SQRT, SQBA, SQBT, STT, STTTEM, STA,

STATEM, ST@L, @VA, @VT

Subroutine MATRQP

This subroutine organizes data or results into a suitable form
for printing and then prints.
CALLED FROM: READPH, LEKAQF, QFIX, BYFL@W
SUBPROGRAMS USED: None

IMPORTANT VARIABLES: NR=N@R@W, NC=NACOL
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Subroutine READC

This subroutine reads in new relative concentration values for all
source waters and the boundary grids for each time increment of analysis.
Execution of this subroutine is controlled by the value AGGIE. If
AGGIE is less than or equal to zero, only new concentrations for the
boundary grids will be read in. If AGGIE is greater than zero, new
values for each source water throughout the grid network can be read in
as a single value. Variable concentrations must be read in matrix
form. Boundary grid concentrations are read in one value per card for
each grid other than impermeable boundaries.

CALLED FROM: Main Program
SUBPROGRAMS USED: None

IMPORTANT VARIABLES: CPPT, CAPW, CRCHR, CSQR, C@, AGGIE
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PROGRAM WTGQUAL2

0O OO00000O0000 00000000 0000000000000 00 0000000

ooOooO00000

PROGRAM WTQUAL2
25

L1%

PROGRAM TO COMPUTF ARTIFICIAL AND HYDROLCCIC INFLUENCE CN GRCUND L
WATER LEVEL. L1
6L

BASIC PROGRAM DEVELOPED NY THE GROUNOWATER STAFF AT C«SaUs 7L

MODIFIED FOR UNCONFINED AND CCNFINED LEAKY AQUIFERS, CYNAMIC COFE
ALLOCATION AND STRIP MINE WATER GUALITY BY DeKe SUNACA 1976, 162
MODIFIED AS A GFOUNDWATER QUALTITY MANAGEMENT MOCEL BY L.W. PITTFAN

1977.

116

SEE USERS MANUAL FOR DATA INFUT. 12,
13\.

PROGRAM USES BUFFER ZONES. IT SHOULD EE NOTED THAT MASS EALANCE 14C
OCCURS FOR THE CASE OF CONSTANT HEAC OF IMPERMEABLE ACUNDARIES. 156
FOR THE CASE OF UNDFPFLCW BCUNDARIESs CNLY MASS BALANCE 1€C
BETHEEN BUFFE® ZONES SHOULD RE EXPECTEC. BUFFER ZOMES ARE 176
SET IN PROGRAM AND FOR EFFECTIVE USEy NReGTa? ANC NCoeGTa7 180
LCIW=LEFT (J) BUFFER ZGCNE 19¢
LCIF=RIGHT (J) RUFFER 7ONE 206
LCJH=TOP (I) BUFFER ZONE 21c
LCJE=BOTTOM (I) BUFFER ZONE 22t
21¢

FCR EXPLINATION OF VARIABLES AND SUBRCUTINES, SEE SUBRCUTINES. 243
250

CONTROL VARIABLES 260
NR=NUMBER OF ROMWS 270
NC=NUMBER OF COLUMNS 28¢C
NR SHOULD ALWAYS BE LESS THAN OF EGUAL TO NC 29¢
NW=MAXIMUM NUMBER NF WELLS 3ec
HP=MAXIHMUM NUMAELR OF PECHIRGE PITS 310
ICFAN=1 FOR CONFINED AQUIFE® ANALYSIS, CTHERWISE ELANK 22¢
ILKAQ=1 FOR LEAKY AQUIFER CCNDITIONS, CTHERWISE ALANK R . T ]
OT=TIME INCREENT (DAYS) 35l
ST=TOTAL TIME OF ANALYSIS (CAYS) 35L
FHWTOP=DESIRED TIME OF OUTPUT (MULTIFLE QF CT}) 36l
274

NA=NUMBER OF ROWS IN REQOUCEC BAND MATRIX 38c
NA=NUMBER CF COLUMNS IN REDUCED AAND MATRIX 9¢
INYR=NUMBER OF TIME INCREMENTS FER YEAR 40.
IFK, IPHI ETC.=FIRST WORD ADANRESS OF FK, PHI ETC. AFRAYS u;a
L2

630

DIMENSION YITLE (&) L4l
45¢

COMMON /DLKL/Z DT +ST,ICFAQILKAQsLCIEZLCINZLCJEsLCUNFHTOP LEL
COMMON /DLK2/ STASTOL+5TT,S0A,SOT,50FA,SOBA,SORT,SORT,CVA,OVT W7l
COMMON CI(2) 48L
49¢C

READ (5,203) TITLE 500
READ (542200 NRyNCyNWsNP,ICFACQ,ILKAQ,OT,ST,FNTOF 51

RFAD 15,270) AGGIF

IF AGGIE EOQUALS 1, NEW CONCENTRAT IONS MUST PE READ IN FCR EACH SOURCE
WATER AT THE BEGINNING OF EACH TIME INCREMENT.

IF AGGIE FOUAL G+ NEW CONCENTRATICNS MUST 8k READ IN CNLY FCOR CCNSTANT
HEAD AND CONSTANT GRADTENT BOUNDAFY GRIDS AT THE BEGIMNING OF EACH TIME
INCREMENT.

IF AGGIE IS LESS THAN 0, OLD CCNCFNTRATICMA VALUES WILL BF USED FOR ALL
SOURCE WATERS AND BOUNDARY GRIDNS.
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52¢
NA= (NP=2) ® (NC=2) 53,
NB=2*NR=3 S4C
55,
INYR=36A0.3/70T GEL
STl
IDC=KR*NC £80
IFK=1 59¢
IPHI=TDC+1 EOLC
17=2%1DC+1 61e
IG=3*INC+1 620
INDX=4*IDC+1 &3
I0Y=5*I0C+1 BlLL
ICA=h*IDC+1 650
IH=7*INCe1 EBL
IHT=8%IDC+1 67.
IHP=9*INC+} A
10=10%IDC +1 69¢
IWFLL®{L*TINCey To0C
IPIT=12%10C+1 1.
IPHR=13*INC ey r2:u
ISNGGI=14*IDC+L T3
1S066J=15*IDC+1 74
ISOR=16*1DC+1 75:
IA=17*1I0DC+1 76<
1B=1R8*IDC+1 e
IPHRTMP=19%10C»1 780
IHF=20*IDC+1 79:
ICO=21*10C+1
ICT=22*1DC+1
ICS=23*I0C~1
IAREA=24L*10C+1
IOPPT=25*T0C+1
INAPH=26*IDC+1
ICRCHR=2T*IDC»1
INPHR=ZAR*INC+1
IOPUM=29* I0C+1
IGLEAK=30*IDC+1
ICPPT=31*1I0C+1
ICAPW=32*I0DC+1
ICRCHR=33*IDC+1
ICPHR=34*INC+1
ICPUM=35#IDCr1
ICLEAK=36*IDC+1
ICSAR=IT*IDC+1
IPHIC=ICS+ICFAQ*INC .
IHL=IPHIC»ILKAQ*IDC e10
ITL=THL+ILKAQ®*ICC B2.
IFKL=ITL+ILKAN®IDC % L1
IEND1=38*I0C+ICFAQ*IDC+ ILKAQ*3*IDC
. 85¢
IYPT=IEND1+1 6L
IYPR=IYPT+INYR . RTC
IYAW=TYPR+INYR 283
IYPM=IYAH+INYR 890
ICPM=TYPM+NHW*INYR ap.
IRPUM=ICPM+NK €1
IYRC=IRPUM+NH c2L
IRCHR=IYRC+NP*INYR CED
TENC2=TENDL1#I*INYR+NWNPINYR+2*NW+NP* T AYR+MP ¥ 94
°5]
ICMATRX=TIENDZ2+1 96 )
ICR=IFHD2 4 INA®NN)+1 9T
TEND3=TENN2«NAr (NA®NB) 9B
99:
LWA=LOCFIC(IENDZ)) 100¢
WRITE (Ry230) LWA 101¢
CALL CORF (LMWAS 102¢c
00 100 LI=1,IEND3
C(LIY=UNDEF
100 CCNTINUE .
1030
LCIMN=3 1043
LCIE=NC=2 1050
LCJW=3 106y
LCJE=NR=2 107
108,
WRITE (6,210) VITLE 1090
IF (ILKAQ.LE.O) GO TO 114 1107

WEITE (642500 1110
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GO TO 13C

110 IF (ICFAQ.LE.O0) GO TO 120
WRITE (64240)
GO To 130

120 WEITE (6,260)

120 WFITE (64190) NRyNC.DT,ST

CALL READFH (NRsNC,CUIFK) C(IFHI),C(IZ),4C
1,C(IPHIC) +CU(ICPPT)CUICAPK),CITICRCHR),,CI(I
2ER)

(IC),CUIDX),CLIDY),CLICA)
CSGR) +CUICS) +C(IAREA)TAR

CALL READH (NRyNC4C(IH)4CUIHP),CUIHT),C(IHF), .BC,RBC,TRC,BABC)

IF (ILKAQ.LFE.D) GO TN 140
CALL LEKAQF (MRgNCyCUIHL)CIITL)4CCTFKL))

140 CALL STORAG (NRyNCyGOIHY 4CCIFT)ZCIIZ) 40 LINX)CUIDY) G HIPHT),CLIG),
1GUIPHIG))
CALL GSET (NR,NC,C(ICO)s CCICT)y CCIH)}, CC(IG).CLICS))

LOOPUL=ST/DT
INDX=1

DG 170 I=1,L00PUL

I0T=DT
J1=I0T*(I=1)
J2=INT*I
FI=I

Ti=Js

T2=42

CALL QFIX (NFyNC,oC(TDX),C(IDY)4CCICA)4CUIH)ZC(IZ)4C(IHT),I,C(IC
) sNW NPy CUIPHR) yCUIWELL) sC (IPIT) 4CCIYFT) 4CIIYAW) 4CUIYPR),CIIYPM
) yCUIRPUM) yC(ICPM) 4CUIYRC) 4CIIRCHR) 3 INYR,C(IHL) 4C (ITL) 4CCIFKL),y
COIG)sCUIPHRTMP) sCITQPPT ) C{INAPKH) CU(IQRCHR) 4yC (IQPHR) +C(ICFUN) 4
CUIOLE AK) ,CUTIAREA) ,TAREA)

£ W

CALL MATSOL (NR4NC4NAJNS4CIIFK)4CCIPHT) 4C(TH)4C(IHT),C(IZ),C(ID
X)4CUIDY)4C(IQ)4CCICHATRY) 4C(ICR) 4C(IA),CIAN4CIIG),CHIPHIC) CU
IHF)Y4C (IHF))

N

CALL RJUST (NRyNCHyC(IH)4CUIRT) 4CHIFP),CLIDX),CLIOY),I)

CALL ODFLON (NRyNC4CITH),CIIHT)4C(I7)+CUIG)CUIPHI} CIIOX),4CIID
1 Y)sCUIPHIC))

STYTEM=STT
STATEM=5TA

CALL STORAG (NRyNC,C(IH),C(IHT),C(IZ),CLICX),CLIDY),CHIIPHI) CLI
1 G)4CUIFHIC))

PCNT=TINDX
IF ((FI*DT)uNEe (PCNT*FWTOP)) GC TO 150
INDX=INDX+1

CALL BYFLOW (NR4NCyNA4NB,CUIFK)4CH(IH),C(IHF),C(IZ),C(ICX)},C(IDY
) 4CUISAGGIN4CIISAGGJ) 4CIISOR) 4 CITCHATRX) 4C(IA) ,CIIR)4COIHF),CUI
G)sT4CUICO sCUICT) 4CUIPHI) 4CIIPHIC),CICS),CIIQPPT), CUIQAFK),C(
IQRCHR) ,C(ILPHR) 4CLINPUM) 4CITIQLEAK) 4C(ICPPT) 4C(ICAFW) 4C(ICRCHR)
sCUICSARY 4 CUIQI4CLICPUM) +C IICLEAK) +CC(ICPHR))

Fowmn e

CALL PALCOP (J14J2,I.STTTEVM,STATEM)

WRITE (H,1R0) TZ
CALL MATROP {NR4NC,CUIHT))

159 NCT=0
DO 160 L=1,NC
00 163 K=1,NR
CUIHP#NCT)=C(IHT+NCT)
NCT=NCT+1
160 CONTINUE
IF (I .E0. LOOPUL) GO YO 170
CALL RFADC (NRyNC,C(ICAPH),CCTCRCHR),CITCSCR),C(ICC) yLBC4RBC,TEC,
LANC, AGGTE)
170 CONTINUE
sToP
c
180 PORMAT (1H1444X, 22HHEAD MAP AT TIME LEVEL+F10024/1H 452X LEH(FEE
11 ABOVE DATUM))

1120
1130
1140
1154
1160
117,
1184
119

121.

1230
1240
125¢
126U
127
1280

~
0
£l

129¢
1102
1210
1320
3335
1249
135,
1360
1370
138,
129,
140C
141¢C
1421
1430
1440

14670
1470
148C
1490
150:
1510
1520
1830
1540
155¢
156C
1570
158¢
159¢C
1€00C
1610
1€20
1E3¢C
1R4)
1650
1€60

1€80
1€9¢
1702
171c
1720
1730
1742
17540
1764
177¢C
178¢
179.

1884
1810
182u



190

200
210
229
23

240
260
260
270
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FORMAT (15H=ROW DIMENSTON=I4,21H
1E INCREMENTED BY G9.2,5H DAYS,27H
2H DAYS)

CCLUMN
TOTAL

DIMENSTION=T4,24H TIM
TIME OF ANALYSIS G9«2+5

FORMAT (BA10)

FORMAT (L1HL1w//7/742T%4BA10)

FCRMAT (6I54,5F1Ce1)

FORMAT (4H 4/77, 20M FIFLD LFNGTH = WC22)
FURMAY (fHe=mgl4TX, 25HCONFINED AQUIFER ANALYSIS)
FORMAT (LMwyhHXy 22HLEAKY AQUIFER ANALYSIS)
FORMAT (iH=myhbXy CTHUNCONFINEC AQUIFER ANALYSIS)
FCRMAT (1F10.1)

END

SUBROUTINE READPH

OO0O0000000000000000000O00000 0000

114

(1]

SUBROUTINE READPH (NR«NCFKPHIZ4+G,0%s0Y,C
2CSOR+CSHAREA.TAREA)

AyPHIC +CFPT4CAPH,CRCHR,

THIS SUBROUTINE READS AND WRITES THE FHYSICAL DATA DESCRIBING

THE SYSTEM.
FK=PERMEABILITY (FEET/DAY)
PHI=EFFECTIVE POROSITY
7=BEDROCK ELEVATION (FEET)
G=GROUND SURFACE ELEVATION,
DX=X=DIMENSION OF GRID
DY=Y=DIMENSTON OF GRID

(FEET)
(FEET)

OR TOP CF CONFINEC AQUIFER (FEET)

CA=FRACTION OF GRID THAT WATER IS APPLIED (DECIMAL)

PHIC=CONFINED AQUIFER STORAGE GCCEFFICIENT
DLX=UNIFORM DX

OLY=UNLFORM DY

FFK=UNIFORM FK

I7=UNIFCRM 7

GG=UNIFORM G

PPHI=UNIFORM PHI

CCA=UNIFORM CA

PPHIC=UNIFORM PHIC

CS=RELATIVE CONCENTRATION CF CCNTAMINANT IN AQUIFER (DECINMAL)
CPPT=RELATIVE CONCENTVRATICN CF CONTAMIMANY IN PRECIPITATICN
CAPW=RELATIVE CONCENTRATICN CF CONTAMINAMRY IN WATEFR APPLIEC AS

IRRIGATION

CRCHR=RELATIVE CONCENTRATICN OF COMTAMINANT IN RECHARGE WATERS

CSOR=PELATIVE CONCEMTRATICN CF CONTAMINA
SOURCES

ARFA=AREA OF EACH GRID

TAREA=TOTAL AREA COVERED BY THE GRID NET

DIMENSION FK(NRyNC)y PHII(KR4NC)s Z(NR,NC),
1(NR4NC)y CAINR4NC), FPHIC(NR,NC)y CS(NRsNC),
2ZNC)y CAPW(NR4NC) 4 CRCHREINRyNC), CSQRINR,NC)

COMMON /BLK1/ DT,.S57

DO 110 J=1,NR

DO 11C K=1.NC
FKIJyK)=0.0
ItJyKi=Cul
GlJsK)=0.0
PHTtJaK) =040
CAlJYyK):=0.0
PHICIJ4K)=0.0
CS(JyK)=040
CPPTIJ,KI=0.0
CAPWIJ K =0.0
CRCHRU J K =0,0
CENBL I KY=N, 0

[T I T
RFAD

IF (DLXWLE«C.0) GO TC 132

NT FROF COMSTANT HEAC

WCRK

CIAR4NC)y OX(NRyNC), DY
AREA(NR¢NC) s CPPTI(NR,

+ICFAC,ILKANWLCIE4LCIW, LCJE,LCUH, FRTCP

(5,440) DLX+DLY+FFK72Z4C64°PHILZCCA.PPHIC

RP
RP
RP
RP
RP
RP
RP
RP
RP
AP
RP
/P
RP
RP
RP
RP
RP
RP
RP

RP
RP

RP
RP
RP
RP
RP
RP
RP
RP
1
nP
RP

P
RP
’p
RP
RP

1850
18

187¢C
188¢
1894
1900
191¢
1920
1989
194y

195,
19€.

2:
3a
5C
6

.17

9c
10
114
121
130
14
15¢
160
174
18¢
190
20¢C
€1cC

I6L
3Tu
280
I6i
4Ga



120

140
160

160

180
190

195

250
260

270

290

300

310
320
3n
340
350
360

370

380

390
400

600

610
615
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DO 120 J=1,.NC

DU 120 T=14NR

DXx(l.J¥=DLX

GO TO 15C

READ (5,440) (DX(14J)4J=1,4NC)
DO 140 I=24NR

DO 140 J=1.NC

DXETo V=N l]ed)

CONTINUE

IF tOLY.LFs0.0) GO TO 170
DO 160 J=1sNC

N0 1AC I=14NR

DY(Ied)=0LY

GO TC 19C

FEAD (5,440) (DY(I,1),I=1,NR)
DO 180 J=2,NC

DO 188 I=1,NR
DY(IJ)=0Y(I,1)

CONTIHUE

TAREA=0.C

DC 195 J=1,NC

DO 195 I=14NR
AREA(TIJ)=DX(I4J)*DY(I,J)
TAREA=TAREA«AREALT +J)
CONTINUE

IF (FFKsLE.O«.C) GO TO 210
DO 200 J=1.NR

DC 200 K=1+NC

FKUJoKI=FFK

GO TO 220

READ (54,4400 FK

IF (2Z.NEF.0.0) GO TO 230

IF (SIGN(1.0+27)4LT.0.0) GO TO 250
DO 240 J=1,NR

D0 240 K=1.NC

2UJyK)=27

G0 TO 260

READ (5,440) 7

IF (GG.NE.U.0) GO TO 270

IF (STGN(1.0,GG)«LTa0.0) GO TO 290
DO 280 J=1,NR

D0 280 K=14NC

GtJ,K)=GG

GO TOo 3C0

READ (5,440) G

IF (PPHI.LE.0.0) GO TO 320
D0 310 J=1,NR

00 31C K=1,4NC
PHI(J4K)=PPHI

GG TO 330

READ (5,440) PHI

IF (CCAJNE.O.0) GO TO 340

IF (SIGN{1.0,CCA).LT.0.3) GO TO 3€D
DO 350 J=1,NC

DO 350 I=1,NR

CAtI,J)=CCA

GO TO 370

READ (5,440) CA

IF (ICFAD.LE.D) GO TO 40O
IF (PPHIC.LE«0sC) GO TO 399
D0 380 I=1.NR

DC 380 J=1.NC
PHIC(I4J)=PPHIC

GO TO w0C

RFAD (5,440) PHIC

READ (5,445) CSS
IFICSS.LE.0.0) GO TO 610

00 63C J=1,.NC

DO KO0 I=14NR

CStI4J)=CSS

GO TO 615

READ (S,440) CS

READ (S,445) CCPPT

IF (CCPPT.LT.0.C) GO TO 630
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640

6617
650

670

620
680
700

720

710
730

410
420

430

LuQ
L5
450

460

470
480
430
500

510
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DO 620 J=1.NC

DO 620 I=1,NR
CPPTII4J)=CCPPT
GO TO A4Dd

Re AN (Sy440) CPPT

READ tS,4u85) CCAPW

IF (CCAPM,LT.0.0) GO TO 650
DO 6RO J=14NC

DO 660 I=1,NR
CAPW(I4J)=CCAPH

GO TO 670

RFAD (5,440) CAPH

READ (5,445) CCRCHR

IF (CCRCHR.LT.0.0) GO TO 680
00 590 J=1,NC

D0 69C I=1,NR
CRCHR(I,J)=CCRCHR

GO TO 7GC

READ (5,443) CRCHR

READ (5,445) CCSOR

IF (CCSQR.LT.0.G) GO TO 710
00 720 J=1.NC

DO 720 I=14NR
CSOR(I.J)=CCSOR

GO To 730

READ (5,440) CSOR

CONTINUE

\

WFITE (645301

CALL MATROP (NRyNC,CS)
WEITE (6+540)

CALL MATROP (MR4NC.CPPT)
WRITE (645500

CALL MATROP (NR,NC,CAPW)
HFITE (6+560)

CALL MATPOP (NR,NC,CRCHR)
HRITE (64570)

CALL MATROP (NRsNC+C3QR)
WRITE (6,451}

CALL MATROP (NR,NC,0X)
WRITE (Ryu60)

CALL HATROP (NR,NC,DY)

IF (ICFAD.GT.0) GO TO 410
HEITE (ByuT0)

GO TO u20

WPITE (6+510)

CALL MATROP (NR4NC+G)
WRITE (6,480)

CALL MATROP (NR4NC4+2)
WFITE (6.,49C)

CALL MATROP (NR4NC+PHI)
IF (ICFAQ.LE.D) GO TO 430
WFITE (645200

CALL MATROP (MR 4+NC+FHIC)
WFITE (645000

CALL MATROP (NR4NC.7K)
RETURN

FORMAT (8F1J.1)
FORMAT (1F1d.1)

FORIMAT (1H1,40%, S50HDELTA=X MAP,SFACING ACRCSS IN J=DIRECTION (FE

LETY /)
FORMAT (1Hi,41X%, LTHDELT=VY MAF, SPACING COWNK IN I=DIRECTICN
1)4/)
FORMAT (iH1,44X, LIHSURFACE ELEVATION MAP
FORMAT (1H1,44X, G1HPEODROCK FLEVATION MAF

FORMAT (1H1.55X, 1BHSPFCIFIZ YIELC MAF,./)

FORMAT (1H1.46X, ZBHPERMEABILITY MAP
FOGRMAT (1H1,30x, S57HTOP OF COMNFINED AGUIFER ELEVATICN MAP

1DCVE DATUM) /)
FORMAT (1Hi1,39%, 4CHCOMFIMED AQUIFER STORAGE CCEFFICIENT MAP,/)

520
530
540
550
S60
570

FORMAT (1H1451Xy 3IZHINITIAL AQUIFER CCNCENTRATICN MAP,./)

(FEET/CAY) /)

(FEET

(FEET ABCVE DATUM),/)
(FEET AEOVE DATUM) /)

(FEET A

FORMAT (1H1,49x, 3QHINITIAL FRECIFITATION CONCEMTRATICK MAP,/)
FCRMAT (1HZs49%, 3ISHINITIAL AFPLIED WATER CCACEMTRATICM MAP,4/)

FORMAT (1Hi,52X, JGHINITIAL RECHARGE CGNCENTRATICN MAF,/)
FORMAT (1HL,48X, 3ISHCONSTANT HEAD GRID CCACENTRATICMA FAP,/)

END

RP 1080
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P
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SUBROUTINE READH

SUNROUTINE READH INRy NP oHoHP o HT o HF JLNCARAC,THC DN

OOO0O00O0O00O000000000

110

120

140
150

160
170
180

190
200

210

THIS SUPROUTINE READS IN AN INITIAL WATER
HEAD FOR COMPARING WATER LEVEL CHANCES.

TRELE ELEVATICN OR

H=INITAL WATER TAALE ELEVITION OR HEAD (FEET)

HT=PRESENT WATEF TASLE EFLEVATION OR HEAD

(FFFT)

HP=WATER TAPLE ELEVATION CR HEAD AT PREVICUS TIME LEVEL (FEET)

HW=HORI ZONTAL WATER LEVEL

LAC=LEFT BOUNDAFY CODE

RBC=RIGHT BOUNDAFY CONE

TAC=TOP BOUNDARY CODE

BBC=BOTTOM BOUNDARY CODE
IDENTIFICATION OF BOUNDARY VALUES OF H.

HITI.J)

Hi{I«J) GREATER® THAN 10000 EUT LESS THAN

H(Iy+J) GREATER THAN 200C0 BUT LESS THAN

H{I+J) GFEATEF THAN 30070 BUT LESS THAN

DIMENSION HINR4NC)y HTINR,NC),
REAL LBC

HP (NP3 AC) 5

READ (5,220) HW,LBC.RBC,TBC,ERC

IF (HWeLE«0«0) GO TO 140

DO 110 I=1,NR

DO 110 J=i,NC

HITyJ)=HH

DO 120 I=1,NF
HUI1) =LDC+HW
HII+HNC)=RBC+HHW

CONT IHUF

DO 130 J=1,NC
Hi{14J)=TBC+HW
HINRyJ)=BBC+HHW

CONTINUE

GO TO 150

READ (5,220) H

00 210 J=1.NC

DO 210 I=1.NR
KK=H{I+J) /100004 +1
GO TO (160,1704160,150), KK
HT I JI=HII,J)
GO TO 220
HT(IsJ)=HII4U)=10C00.
GO To 200
HT(IyJI=HII,J)=20000.
GC TO 206
HT(T4J)=HII4J)=30C00.
HP(IsJ )=HT(I 4 J)
HE (I, J)=HT(I,J)

CONTIMNUE

RETURN

FORMAT (8F10.1)

END

SUBROUTINE LEKAQGF

0O ooo0ooO00

SUGRCUTINE LEKAQF (NR4NC4HL +TL4FKL)

LESS THAN 10,000 = WATER TABLE ELEVATICN (NO BCUNDARY)

2C(00 = IMPERMEABLE
30000 = UNDERFLCHW
40000 = CCNSTANT HEAC

HFE (NR4KC)

THIS SUAROUTINE READS IN LEAKY LQUIFER PARAMETERS.
HL=CONSTANT HEAD VALUE CAUSINS LEAK (FEFT,

TL=THICKNZSS OF LEAKY LAYER (FEET)

FKL=PERMEABILITY OF LEAKY LAYER (FEET/DAY}

DIMENSION HLUINRoNG),

TLINRWNC!s FKL INE4NC)
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SUBROUTINE STORAG

oOoOOoo0000

110

120
130
140
150

160
170

190
200

210
221

2130
240

110
120

D0 110 I=1,NR

N0 116 J=1.NC
HLIT+J) 2040
TLII,J)=0.0
FRLIT,J)=0.0

CONT INUE

READ (542100 HHL.TTLWFFKL

IF (HHL.LE.0.0) GO TO 130

D0 120 I=1.NR

DC 120 J=1.NC

HL (I +J)=HHL

GO TO 140

RFAD (5,210) HL

IF (TTL.LE.D.0) GO TO 160

D0 150 I=1,.HNR

DO 150 J=14NC

TLIT«J¥=TTL

GO TO 17¢

READ 15,21G) TL

IF (FFKL.LE.D0.0) GO TO 190

DO 180 I=1.KR

DO 180 J=14NC

FELITI+JI=FFKL

GO TO 200

RFAD (5,21C) FKL

CONTINUE

WRITE (he220)

CALL MATROP (NRyNC,HL)

WHITF (B,230)

CALL MATROP (MR 4NC,TL)

WRITE (64240)

CALL MATROP (NR MG4FKL)

RETURN

FORMAT (BF10.1)

FORPMAT (1HL4//7 /738Xy LUHHEADR MATRIX CAUSING LEAK
1TUM) 4210

99

FORMAT (1HL1¢//7/7/7 4%, 32HTHICKNESS OF LEAKY LAYER (FEET),//)
FORMAT (L1H14/////+36%, 4LAHVERTICAL PERMEABILITY CF LEAKY LAYER

LEET/DAY) /7))

EKD

SUBROUTINE STORAG (NR sNCs+HsFT4Z4DXyDY4SsG.uSC)

THIS SUBROUTINE COMPUTES THE INCREASE OR
STA=BETWEEN STATIONS STORAGE (AF)

STT=TOTAL AFEA STORAGE (AF)

STOL=0VEFLAP ARZA STORAGE

(AF)

DECAEASE IN STORAGE.

DIMENSION HINR¢NC)s HTINRyNC)y Z(NRWNC)y DXINR4NC)y DYINR4NC),

LRsNC)s GINP4NC) s SCINRLNC)

COMMCN FRLKL/ DT4ST+ICFAQ,ILKAD,LCIE4LCIW,LCJEJLCIK,FRTOP

COMMON /PLK2/ STA,STOL,STT,50A,S0T,S0FA,S0BA,SORT,SABT,0VA,OVT

NC1=NC=1

NP 1=NF=1
STT=0.1
5TA=3.0

00 130 L=2.NC1
DO 130 K=2,NR1

IF (H(K,L)+GT.10002.) GO TO 120

IF (ICFAD.LE.G) GO TO 110

IF (HT(KsL)aLEJG(K,L!} GO TO 130
STP=((GIC, L) =2 Ks L)) #SIK LI+ (HTIKoL)=C{K,L) I *SCUK,L))*0X (K,L)*C

YIK,L) /L3560,
GC To 120

STPE(HT(KL)=Z(KsLI I *OX (K LI*DY KoL) *SIKsL) /L2560,

STT=STT+STP

(FEET ABCVE D#

tF

Stp
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IF (LeLT.LCIW) GO TO 170
. IF (L.GTWLCIE) GO TO 13C
. IF (KeLT4LCJHW) GO TO 1739
IF (K.GT,LCJE) GO TO 130
STA=STA+STP
130 CONTINUE
STOL=STT=5TA

RF TURN

END

SUBROUTINE CSET

SUAROUTIME CSET (NRWNC4CO+CT4H4G4LS)

THIS SUBROUTINE SETS THE INTITIAL RELATIVE CCNCENTRATICN IN EACH
GRID OF THE AQUIFER.

CS=INITIAL CODED AQUIFER CONCENTRATION
CO=INITIAL (OR CURRENT) UNCOCED AGCUIFER CCNCENTRATICN
CT=NEW UNCODED AQUIFER CCNCENTRATION

o000 oo

DIMENSION COUNRyNC)y CT(NRyNC)4HINR4NC),GINR4KC),CSINR,NC)
DO 100 J=1.NC
00 100 I=1,.NR
CT(I+J)=0a0
IF(CS(I4J)«GT«2.0) GO TO 10
CO(I,J)=CS(I,J)
GO TO 100

10 COMI4JI=CS(I+J)=2.0

100 CONTINUE
Rt TURN
END

SUBROUTINE QFIX

SUBROUTIHNE OFIX (NRyNCyNXsDYyCAvHoZoHTsIsQoNWaNPyPHRyWELL+PIT4YPT,
L1YAW, YPRy YPH RPUMyCPMy YFC 4 SCHR s INYRoHL s TLoF KL oG s FHRTMP 4CPP T, OAFW,QF
2CHR 4 OPHR, QPUML,QLEAK,AREA,TAREA)

THIS SUBROUTINE COMPUTFS THF HYCROLOGIC AND ARTIFICIAL INPUTS.

PPT=PRECIPITATION (INCHES/YEAR)

CPY=COEF. OF EFFECTIVE PRECIPITATION TC GRCUNDWATER (DECIMAL)

YPT=DISTRIBUTION OF PRECIFITATICON FCR EACH DT OF ONE YEAR
(DECINAL)

APW=APPLIELD WATER AS A RESULT OF SURFACE IRRIGATICN (FEET/YEAR)

CAW=COEF. OF DEEP PERCOLATICN OF APPLIEC WATER (DECIMAL)

YAW=DISTRIBUTION OF APFLIEC WATER FCR EACH DT CF CNE YEAR
(DFCIMAL)

NGPU=NUMRER OF GRIDS WITH PHREATOPHYTE USE

PHR=WATER USED BY PHREATOPHYTES (AF/YEAR). THIS MAY BE
CALCULATED FROM THE ET SUBPROGRAM BY CCOING FHR VALUES
LESS THAN ZFERO.

YPR=DISTRIBUTION OF PHREATCPHYTE USE FCR EACH DT OF ONE YEAR
(DECIMAL?Y

WELL=WELL NUMBER CODE

RFUM=AMOUNT EACH WELL PUMPS PER YFAF (AF/YEAR)

CPM=COEF. OF GRNUNNKATER REMOVEC AY PUMPING (DECIMAL)

YPM=DISTEIBUTION OF PUMPING FCR EACH DT CF ONE YEAR (DECIMAL)

PIT=RECHARGE PIT NUMRER COODE

RCHR=AMOUNT EACH PIT RFCHARGES FER YEAF (FEFT)

YRC=DISTRIBUTION OF PIT ReECHARGE FOF EACH DT CF ONE YEAR
(DECIMAL)

N=NET VALUE OF HYDROLOGIC AND AFTIFICIAL INPUT PER GRID (AF/DAY)

O0000 0000000000000 00000000
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SQT=TOTAL 0 PER OT (AF)

SNA=TOTAL O PER DT BETHEEN STATIONS (AF)
REFEAT=DATA INPUT CODE FOR MULTIPLE YEAR ANALYSIS

MENSIOM DOX(NR.NC)y; OY(NKksHNC), CAUINRLNC)y HINR,NC)y, Z(NR4NC),y HTI(
WNC) s DENRGNC)y PHRUNRGMC) 4 WELLINRWNEC) s FITINRGNC) s YPTUINYED,

WITHYR) s YPRUINYR) s YPHINWLINYR),

REUMINWY . CFMINAD) o YRCUINPLJMYR

RCHRENPD ¢ HLONR GNG) o TUENR WGy FRLUENRGRCY y GUINRGNC) g PHRTFE(NK
CIyOPPTINRGNG)y OAPWHINRGNC) ¢ ORCHRE ENK G NGY o OPHR ENR WNGD) s QLFAKINK

01y NPUMINHANG)y AREAINWLNC)

COMMON /BLKL/ DT4ST4ICFAN,ILKANWLCIEZLCIN,LCJFLCINH,FHTOP
COMMON /BLK2/ STA,STOL.STT,.S08,50T,S0FA,S0BA,5QRT,S0BT,CVA,0OVT

IF
IC
IN
oo
oo

(I.NE.1) GO TO 320
=9
Dx=1
120 K=14NR
120 L=14NC
PHRIKsL)=0.0
QiKsL)=0.0
PHRTMP (K4L)
WELL(K.L) =0
PIT(K,L)=0.

=0.0
«0
]

120 CONTINUE

140

150

160
170

180

190
200
210

220

230
240

250

260

EY
Do

co
FF
RE
IF
PE
RE
IF
RE
co
RE

IF
0o

CNT=0.0
130 K=1,INYR
YPTIK)=0.0
YAWIK) =040
YPRIK)=0.0
NTINUE
T=HT (T4 J)=G(I4J)
AD (5,470) FOT,CPT
(PPT.LE«D.0) GO TO 140
AD (5,480) (YPT(K)4K=1,INYR)
AD (5,470) APW4CAW
(APH.LE«0.0) GO TO 150
AN (5,4 A0) (YAW(K) 4K=1, INYR)
NT INUE
A7 15,49C) NGPU
(NGPU.EQ.0) GO TO 170
160 NPR=1,NGPU
READ (5,430) J.K.P
PHRI(J,K)=P

CONTINUE

GO
IF
RE
Do
Do

TO 180

(SIGN(1.04NGPU) GTWC.0) GO 7O 21C

AD (5,47C) PHF
190 KK=14NR
190 LL=1,NC

IF (PHRU(KK,LL)«LT«G.0) GO TO 210
IF [PHRIKKsLL)«GTada0) GO TO 200

CONTINUE

RE
IF
RE

AD (S,480) (YPRIK)K=1,INYR}
(NH.LE«C) GO TO 250
AD (5,430) NW

DU 220 K=1+NW

Do
co

220 L=1,INYR
YPMIKsL)=0.0
NTINUE

DO 240 J=1,.NW
READ (5,500) IWNOsK,L,RPUMiJ), CPMIJ)

WELLIK,L)=INNO

QEAD (5,480) (YPMUIWNO.K),K=1,INYR)

IF (YPMIJs1) «NELOG) GO TO

240
IF (SIGN(L1.04+YPM(Jy1)).GE.C.0) GO TO 240

DO 230 K=1.,INYR
YPMIJ4K) =YPH (J=1,4K)

CONTINUE

IF
RE
oc
oo

(NP.LE.O) GO TO 290
AD (5,4930) NP

2Fu K=1.NP

2A0 L=1,INYR
YRC(K,L)=0.0

CONTINUE

oo

28C J=1.NP
READ (5,500) IPNOw+KyLyRCHR (J)
PIT(Ks,L)=IPNOD

PEAD (5,480) (YRCCIPNO,K) 4K=1,INYR)

IF (YRC(Jy1) «NELDO.G) GO TC 240
IF (SIGNI1.0,YPCIJ41)).GELC.0"

GO To 280
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no 270 K=1,INYR
270 YRC(JyK)=YRC ( J=14K)
280 CONTINUE
290 CONTINUE
WPITF (6,510)
CALL MATFOR (NR,NC.CA)
WRITE (6,620) APH
WHITE (hyh30) (YAW(K) 4K=1,INYR)
HEITF (b,560)
CALL MATROP (NR,NCsPHR)
WEITE (6y630) (YPE(K)K=1,INYR)
HWRITE (h,64D} PPT
WRITE (646300 (YPT(K),K=1,INYP)
IF (NW.LE.0) GO TO 303
WRITE (64520)
CALL MATROP (NRsNC,WELL)
WRITF (64650)
D0 295 J=14NHW
295 WRITE(6R,660)J4RPUMIJ), (YPMIJaK)K=1,INYR)
300 IF (NF.LF.0) GO TO 310
HRITE (6,530)
CALL MATROP (NR4yNC,PIT})
WEITE (hehT70)
DO 305 J=1.HP
305 WRITE(R4AAD)J4RCHR ), (YRCIJ4K) oK1, INYR)

310 IF (I.NE.L1) GO TO 320
WRITE (6,590)
CALL MATROP (NR4NC.H)
WEITE (64600) STA,STOL,STT

320 ICT=ICT+!
IF (ICT.LE.INYR) GO TO 330
ICT=TICT=INYR=1
READ (5,470) REPEAT
IF (REPEAT.NE.O0.0) GO TO 2210
KYEAR=I/INYR
WFITE (64610) KYEAR
GO TO 1iC
330 PCNT=INDX
FI=I
SNA=0.0
S0T=0.0
KCT=1
D0 4&Q K=1,NR
DO 440 L=1+NC
IF (HIKyL)«GTa1sEL) GO TO 440
IF (HT (KeL)eGTLZ(K,L)} GO TO 350
A=0.0
IF (KCT.GT.0) GO TO 3410
WRITE (645800 I
KCT=1
3u0 WRITE (645400 Kyl
GO TO 360
350 A=1.0
360 CONTINUE

QFPT UK L) =(PPT*CPT*YPTIICT)*ARFA(K,Li/TAREA)/(12.%L35E0.)
OAPH (KoL) =(APWPCAW®CA (K L/ *YAWIICT) " AREAIK,L)/TAREA) 743560,
JJJPITIK,L)
IF (JJJ.LE.D) GO TO 370
QRCHR (K, L)=RCHR (UJJ) *YRCIJJJLICTY YAFEA(K4L) /435ED,

GC To 380
370 QFCHRIK,L)=0.0
380 CONTIKUE

IF (PHRIKsL)«GF.0.0) GO TO 290
QPHR (KoL) SETIHT IKyL) sGUKsL) 4K yL) *AREA(KSL) 743560
PHRTMP(X4L)=0PHF (K+L)
ETCNT=1.
GO To 400
390 QPHRIK4.L)=PHR(K4L)*YPRIICT)
400 CONTINUE
JJ=HELL(KsL)
IF (JJ.LE.O0) GO TO 410
OPUMIK,L) =RPUMIJJI*YPHIJJLICT)I*CPMIIL)
GO TO w20
410 OPUMIK.L) =040
L20 CONTINUF
IF (ILKADLLE.O) GO TO 430
OLFAK (KLY =FKLIK L) ® (HT (KoL) =HLIK LI) *AREAIKHLI®OT/(TL (K LD *455
16C.)
GO TO 431
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430 GLEAK(K4L)=0.0
431 QUKLI=(OPPT IK+L)+QAPHIK,L ) #QRCHF (K,L)=0QFHR (K, L )=QFUMI(K,L)=0OLEA
1K (KsL))/70T
SAT=SQT+Q(K,L)*DT

IF (LeLT4LCIW) GO TO 440
IF (L.GYWLCIE) GO TO 44
IF (KeLTLLCJW) G0 TD W
IF IKGTaLCJE) 6N IO Wiy
SNA=SOALO(K, L) 0T
440 CONTINUF
IF U(FI*DT).NE. [PCNT*FHTOP)) GO TO 4EQ
INDX=INDX+1
IF (ETCNTWLE.D0.) GO TO 450
WRITE (6,570)
CALL MATROP (NR,NC4.PHRTMP)
450 WFITE (6,550) I
CALL MATROP (NR,NCsQ)
460 RETURN

470 FORMAT (8F10.1)

4LA0 FORMAT (1EF5.1)

490 FORMAT (2I5,7F10.1)

500 FORMAT (3I5,6F10.1)

510 FORMAT (1H1,45X,40HCOEFFICIENT FOR PART CF PLOCK IRRIGATECD./)

520 FORMAT (1HL1,57X,16HWELL NUMBER MAF./)

530 FORMAT (L1 H1453X,24HRECHARGE PIT NUMBER MAP./)

540 FORMAT (31H WITHDRAWAL RESTRICTED IN GRID 213)

ssnlgggn:lu:1ﬂ1.lﬂxu GOHMATRIX OF 0(I,J) (AC=FT/DAY) FOR INCREMENT NUM

g .

560 FORMAT (1H1,2CX,E0HMATRIX OF PHR(I+J) = (ACRE=FEET CF WATER USEC /
1 GRID / YEAR))

570 FORMAT (1H1,20X,60HMATRIX OF PHR(I,J) = (ACRe=FEET CF WATER USECD 7/
1 GRID /7 INYR))

580 FORMAT (1H1+94HWATER TANLE ANC BECROCK ELFVATIOMS FREMEMT WITHDRAM
1AL FROM THE FOLLOWING GRIDS FCR TIMF FFRICD,15)

5901FS?HﬁT (1H1437%y GHAHINITIAL HEAD ELEVATION MAP (FEET ABOVE CATUM)

L]

600 FORMAT (1H o///44BXy 2LHINITIAL STORAGE (AC=FT)4//4+10X, B5SHSTA= ,
1F15.3,10%, BHSTOL= +F15.3,10%, GSHSTT= ,F1E.3)

510 FORMAT (1H14///7/+55%s UWHYEBR.1X4I342Xy 11HOF ANALYSIS)

620 FORMAT (1H +///+38%, 21HYEARLY APFLIED WATEF=,F10.3,5%, 9HFEET/YE

1AP)

630 FORMAT (1H 4//45%, 12HDISTRIAUTION,3IX412F7.4)

640 FORMAT (i1H14/// 437Xy 21HYEAFLY FRECIPITATION=yF10.3,5%y 11HINCHES/
1YEAR)

650 FORMAT (1H14/////4+60%, LOHWELL TABLE)

660 FORMAT (1H o////+5%, BHHELL NCas7X+I1047/4+5%: L7THRATE (AC=FT/YEAF
1) 46X 4F10abg1/45Yy 12HNTIETRIBUTION,3X412F7.4))

670 FORMAT (1H14//7/7+53%X, LGLHRECHARGE TAPLE)

680 FORMAT (1h o////45Xy THPIT NOWyBXyI10s//45X%y 1BHRATE (FEET/YERR),
1uXoF10alby (/95Xy L12HOISTRIAUTICNG3XNy12F744))

END

FUNCTION ET

oQaooo oo

FUNCTION ET(AHT4AG+K4L)

THIS SUBPROGRAM COMPUTES THE PHREATCFEYTE USE USING WATER TAELE
ELEVATIONS.
ET=EVAPOTRANSPIRATION (FEET/INYR)
DTHT=DEPTH TO WATER TASLc FRCM GROUNJ SURFACE (FEET)

DTWT=AG=AHT
IF (DTWT.GF+0.0% GO TO 110
WRITE (64120) Kyl
110 CONTINUE
ET==0,0
RFTURM

120 FORMAT (LH1+///7/445%, 37HET ERROR, DTWY LESS THAN ZERO IN GRID,2I
15)

END
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SUBROUTINE MATSOL
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SUBROUTINE MATSOL

104

(NORDWNOCCLaIP IRy FKyFHT s HyHT o 74 DELY G NELY U, CHA

LTr X CR ANy Gy PHIC, HPy HF )

THIS SUBROUTINE SETS UP THE CCEFFICIENT MATRIX AND RICGHT HAND
SIDE VFCTOR MATRIX.

CMATRX=COEFFIC

IENT MATRIX

CR=KIGHT HAND SIDE VECTOR MATRIX

DIMENSION FK{NORPQOW,NOCOL),

1ROW,NOCOLY sy Z(ND
20 (NOROW.NOCOL),

30L), G(NOROW,NOCOL),

LNOCOL)

COMMON /8LKL/ DT+SToICFAQ,ILKAQ,LCIE+LCINsLCJE4LCIH,FNTOP

DELT=DT

DO 110 J=1,IR

DO 110 I=1,.,IP
CMATRX(I.J)=0

CONTINUE

DO 120 I=1,NOROW

DO 12¢ J=1,NOCOL
Al(I4J)=0.0
N{T4J)I=0.0

CONTINUE

NT=]

NC1=NOCOL=1

NRL=NOROW=1

IN=NQRON=2

IH=TA+4

IC=TM+1

ID=2*IR+1

DO 1€3 J=2,NC1

ROH,NOCOLYy DELX(NORCH,
CMATRXIIP.IR) s CRIIP),
PHIC(NORCH,NCCOL),

o0

NCCOL)»

HF (NCROWsNCCOL)»

PHI(MOROW,NCCOL) s HINCRCHMCCOL) » HTINC
CELY(NCRCW,NOCOL )
A(NOROW,NOCOL), B(NORCH,MNOC

HF (MCRCMW 4

DO 160 I=24NR1

~No-

[

ra e

NT=NT+1

CRINT)=0.0

IF (HUI4J)eGE41000G.0) GO TO 150
JA=T

Jo=1

LEFT ()

CNﬁTR!INT'11=PﬂRthFKIJI9J‘11.FK(I;J);HTlJﬂ.J-ll.Hftfndll?(JﬂpJ
=1) g 20T JV 4DELX (B, J=1) 4 DELXAT 4 J) o CELY(JBJ=1) 3 0ELY(T,J),GUIA,Y
=1)1+GUlIsJ1)

ToP (8}

CMATRXINTyTA)=PARANMIFKIT=14J) o FKIT 4 J) oHT(T=14J) yHT (T sJ)8Z(I=14J
Va7 Lad) oDELY (Tl gd) oMLY CL4J) OELACLI=1 4 J) o NELX AL 9d) 4G ll=14J)4C
(144))

A0TTOMIC)

CHATRX INTIC)=PARAM(FKII+14J)s FKITsJ) o HT (I#+19J)oHT (T4 J)sZ1141,4J
VaZ0Tad) oDELY(I+19J) 4DFLY (Tod) oDELX(I413J)yDELX(Iod) sGUI+10J)46
(I.J0)

AlI4J)=CHMATRXINT,IC)

RIGHT (D)

CMATRXINTSID)=PARAM(FK(JDJ+1) FKITosJIa ET(IDJ+1) 4KTITI,J)42Z(JD,
J#1) 37 (I9J) 4 DELXUJD, J+1) +DELX(TsJ) yDELY (JD,Je1),0ELY(I,J)4GlJD,
JH1) G (I J0)

BII+JI=CHATRX(NT IO}

CALL NSCONT (HOJAyJ=1)sHT(JR4J=1) 3 FTIT4J)aZ (JAsJ=1)4Z(I4J)CHAT
RXUINT 1) 4CHATRX (NT,IM) ,CRUIKTY)

CALL NSCONT (H(I=14J) 4yHT(I=14J) oHTIT o J) 4 Z(I=19J)sZ(TsJ)yCFATRXI
NT 4IB) CMATRX (NT4IM) 4CRINT))

CALL NSCONT (HUI+#14J) yHT (T#14J) o HT (I 43 Z0I+14d14ZtT,J)CHATFXI
NT+IC) s CMATRX ANT 4IM) 4CRINT )

CALL NSCONT (H(JDsJdri) yHTIUDJ vl ) vnT(Iad)oZ(J0oJvl) 42 (T4J)4CFAT
RUYINT+ID) 4CHMATRXINT 4 IM),CRINT))
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S
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v

cu

b
50
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120
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140
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160
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JAL

L3
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45¢
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IF (ICFAQuLL.0) GO TO 130
IF (HT (T4 ) aLESGET WYY GO TO L XD

ATCORFRPHIC (T 4 )

69 TGO 1m0
120 STCOEF =PHI(I 4 J)
160 CONTINUE

CMATRX (NT, IM)=CHMATRX INT, IV)=(CMATRX(NT,1) +CMATRX(NT,TIB) ¢CMATRX I
1 MTLIC) #CMATRX(NT 4 T0)+ (STCOFF*DELX (T4 J)*0FLY(T4J))/CFLT)

CRINTI=CRINT)=(HT (T4 JI*STCCEF*CELXIT4J) *CELY(T+J)) /CELT=Q(I,J)"
1 43560.0

GO TO 160
150 CHATRX(NT.IM)=1.0
CRINTI=HT(I,J)
160 CONTINUE
REWIND 7
HRITF (T) CHMATRX,.CR
CALL BSOLVE (CMALTRX,IP,IR,CR)
NT=C
DC 170 J=2.NC1
DO 170 I=2.NR1
HT=NT+1
HT(I4JI=CRINT)
. HF(I,J)=CRINT)
170 CONTINUE
IF (ICFADLLE.0) GO TO 230
REWIND 7
READ (7) CMATRX,CR
ICAC=0
NT=0
DO 210 J=24NC1
DO 210 I=2,NR1
NT=NT+4
IF (HT(14J)uLE«GI(I4J)) GO TO 140
IF (HP(I,J)=G(I,J)) 19G,1¢0,21C0
1A0 IF (HP(I,J)=GII,J)) 210,210,200
190 ERROR=(GUII4JI*(PHIII J)=PHIC(I +J))i*DELX(TIJI*0ELY(T4J)/0ELT
CRINT)=CR(NT)+ERROR
CHMATRX CNTyNR 1) =CMATRX(NTyNRL) ¢ (PHI (I, J)=PHIC (I,J) ) *DELX(I,J)*DE
1 LYC(L,J)/DELT
WRITE (Be240) I.J
ICAC=1

GO TOo 210
200 ERROR=(G(I,J)*(PHI(IJ)=PHICI(I,J)))*DELX(T,JI*DELYITI ) /0FLT
CRINT)=CRINT ) =tRROR
CMATRX (NTyNR1)=CMATRX(NT yNRL) # (PHIC(I 4J)=PHI(I+J)) *DELX(I+J)*DE
1 LYUI,J)/DELT
HRITE (B4250) I.J
ICAC=1
210 CONTINUE
IF (ICAC.ED.0) GO TO 2320
CALL BSOLVE (CMATRX.IP,IR,CR)
NT=0
D0 220 J=2.NC1
DO 220 I=24NR1
NT=NT+1
HT(I,J)=CRINT)
HF (T4 J)=CRINT)
220 CONTINUE
230 RETURN

240 FORMAT (41H 443X, UWLHGRID,2I5,5Xs 22HUNCONFINED TC CONFINED)
250 FORMAT (1H 43X, WHGRID,2I5,5%, 22HCCNFINED TC UNCONFINED)

FND

FUNCTION PARAM

FUNCTION PARAMIAKL ¢AK2Z 4 AHTL 4 AHT2 4 B2 4 AZ2 oA X1 AX2,AY1,8Y2,AGL,AG2.

THIS SUBPROGRAM COMPUTES TdE COEFFLICTIENTS USED IN MAYSCL AND
BYFLOW. IT IS APPLICABLE TC CASES CF VARIAOLE OXs CYs FK.
AND SATURATED THICKNESS.
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COMMCN /BLKL/ DT oSTLICFANZILKANWLCIEsLCINSLCJESLCINFRTOP

IF (ICFAQOJLE.O0) GO TO 110
A=AMINL(AHT1,AG1)

R=AMINL1(AHT2,AG2)
SATHCK=AMAX1 (A, B)=AMAXL(AZL ,A22)

GO TO 1237
SATHCK=AMAX1(AHT1,AHT2)=AMAX1(AZ1,AZ2)
PARAM=(2.,*AKLYAKZ*AYLI*AY2*SATHCK) /1 (AXL1*AK2"AY2 )+ (AX2 YAK1®*AYL))
RETURN

END

SUBROUTINE NSCONT

oooOoo000 00

110
120

131

160

SUBROUTINE NSCONT (HA HTAWHTM,ZA,ZM4CRXA,CRXM,CRL}

THIS SUBRNUTINE TRANSFERS THE CCEFFICIENTS, MULTIPLIED BY THEIR
RESPECTIVE H=VALUE, TN THE RIGHT HAND SIDE VECTOR MATRIX IN
CASE OF ADJACFNT CONSTANT HFAD OR KNCWN BCUNDARY COMDITIONS.
IT ALSO SETS COFFFICIFNTS EQUAL TO ZFRC IN CASF OF ACJACENT
IMPERMEABLE BCUNDARIES.

IF (HA.LT.20000.0) GO TO 110

C&L=CRL=CRYA*HTA

CRYXM=CRXM=(RXA

CRYA=0.0

GO TO 120

IF (HALGE.10000.0) GO TO 130 )

IF ((HTH=ZM) sLE«1.0.AND.HTH. GT.HT#) GO TO 12C
IF ((HTA=ZA)aGTule00RHTALLE cHTH) GC TO 140
CRXA=C4d k

RETURN

END

SUBROUTINE BSOLVE

o ooooon

120

130

SUBROUTINE BSOLVE (DsNsMse\)

THIS SUBROUTINE SOLVES THE MATRIX, SET UP Ih MATSOLs BY GAUSS
FLIMINATION.

DIMENSION OD(NsM),y VIN)

LRk=(M=1) /2

DO 120 L=1,LR
IM=LR=L*1

DO 120 I=1.,IM
DO 110 J=2,M
DILyJ=11=0(L+J)
KN=N=L
KM=M=1
DIL+M)=0.0

DUIKH+1,KM+1)=0.0

LFE=LR+1

IH=N=1

DC 190 I=1,IM
NPIV=I
LS=I+1
00 13C L=LSsLR

IF (ABSIDIL+1)).GTLA3SIDINPIV,1))) NPIV=L

CONT INUE
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As
Bs
as
BS
as
8s
Bs
8s
as
As
B8S
ns
as
as
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T
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IF (NPIV.LE.I) GO TO 15C

N0 Lad J=1.M
TEMP=0(TI4J)
DILyJ)=D(HPIV4J)

DINPIV,J)=TEMP

TEMP=VI(I)

VIIY=VINPIV)

VINPIV)=TEMP

VII)=V(I)/D(I41)

N0 160 J=2.M

DI+ =D(I4J)/DNIT, 10

no 184 L=LS.LR
TEMP=N(Ly1)
VILY=VIL)=TEHP*VIT)
00 170 Js24M
DILyJmid=D(Ly JI=TEMP*NIT )

NiL«MI =040

IF (LP4LTaN) LF=LR¢}

CONTINUE
VIN)=VIN)/DIN,L)
JH=2

co

210 I=1,IM
L=N=I
DO 2GC J=2.JM

KM=L+J
VILI=VIL)=N(LyJ) *VIKHN=1)
IF (JMeLTaM) JHM=JIMeL

CONT INUE

RETURN

FHD

SUBROUTINE BJUST

sun

QOUTINE BJUST (NRJACsHsHT +HP DX4CY4I)

THIS SUAROUTINE ADJUSTS THE UMDERFLCW BOLNDARY WATER TABLE OF
EAD ELEVATIONS. MOUMDARY ELEVATIONS ARE HELD CONSTANT FOR
N0 TIME STEPS. GRADIFATS ARF COMPLTED THREE GRIOS IN AND
PROJFCTED NACK TO ORTAIN NFW WATFP LFVEL ELFVATICNS CR

H
0

H

DIMENSION HINRy KNG,

IF

NF 1
NC1

Do

EAD ELEVATIONS AT BOUNDARIES.

((I/2%2)«NEaI) RETUPN

=NR=1
=NC=1

120 I2=2,NCL
IF (H(1,12).GE.30000.0) GO TO 140
IF (H(1412).LT.20600.0) GO TO 11G

OITP=(HT(2,12)=HT(3,T2))%(DY(1,I2)+DY(2,12))700Y(2,12)+0Y(2,12)

)

HT(1,12)=HT(2,12)4NITP

IF (HINR+I?).GE.3C000.0) GO TO 12C
IF (HINRsI2).LT.20000.0) GO TO 120

DIAT=(HT (NR=2 yT2)=HT (NRw= i, I2) ) * (DY I(NR4I2)vDY(NR=1,12))/7(DYINF=2

+I2)+DY(NR=1,12))
HT (NR, I2)=HT INR1,12)=DIBT

120 CONTINUE

130

i

oo

140 I1=24NRL v
IF (H(I1s1).GE.300CC.0) GO TO 13C
IF (H(I1,1).LT7.2000C.0) GO TO 3¢

DILT=(HT(I142)=HT(I1+43))*(DX(I1+s1)+DX(I1,42))/700X(I1,2)4DX(I1,3)

]
HT(T141)=HTUIL142)#0DILT

IF (HUI14NC) <GE.30000.0) GO TO 140
IF [H(IL14yNC)LT.20000.0) GC TO 140 .
DIRT=(HT(IL14NC=2)=HT (ILyNC=1) ) ¥ (CX(IL14NC)+DOXIIL+NC=1))/(0OXIILsN

C=2)1+DX(I14NC=11))
HT(I14NCI=HTIIL+NCL)=DIRT

140 CONTINUE

RETURN

END

HTINR4NC) 4 HP (NRsNC)y DX INR4NC),

CYUINR,NC)
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SUBROUTINE ODFLOD

SUIROUTINE ODFLOD (NR4NCsHeHT+ZyGeS+DX40Y4SC)

oo 0000

o

THIS SUARNUTIN
NDACFYT=0VT=T1
FACFTTaFVT =T
NACFTA=OVAw)
FACFTA=FVA=A

DIMENSION HUNR
1sNG) s DYINR¢NC

COMMON /BLK1/
COMMCN /RLK2/

OACFTT=0.0
FACFTT=Ga0
OACFTA=0.0
FACFTAZ0.0
SVOoLO=0.C
SVOLF=1.0
KCT=0
D0 180 J=1,NC
DO 180 I=1,4NR
IF (H(I,J).
IF (HT(I4J)
O0FT=Z(I,4J)
FACFT=0.0
FFT=0.0
SS=S(I,J)
IF (ICFAQ.LL
$S=SCI(I,.J)
IF (HT(I.J)
110 OCACFT=DDFT
IF (H{TI,J).
SVDLO=0NACF
120 HT (I, J)=2(1
GO0 TO 150

E CHECKS FOR OVFRDRAWN CR FLCODFD AREAS.
OTAL OVEPNRAW (AF)

DTAL AMCUNT FLCCLED (AF)
VERDRAW NETWEEN NUFFER JONF ACUNDBARIES (AF)

MOUNT FLOONKD EFTWFFN PUFFER 7CNF BOUNDBRIFS (AF)

WNC)y HTENRGNCY, Z(NRWNC)y GUNR4NC)y SU(NR,NC), DXINR
Vs SCUNR4NC)

DT+ST,ICFAQ,ILKAQ,LCIE,LCIH,LCJE+LCJIH,FRTOP
STAsSTOL,STT,S0A,S0T4SCRA,SCBA,SQRT+SQBT,CVA,0OVT

GE.10000.0) GO TC 180
«GE.ZITI+J)) GO TO 120
=HT(I4J)

E.0) GO TO 113

«LE«GI(IHJI) SS=S(IJ)
*OX(IaJI*DY (I 4J)*SS/43GE0.
GE.20003.0) GO TO 120

T

Wd)

130 IF (ICFAR.GT.C) GO TO 180

IF (HT(I,J)

«LE.GII,J)) GO TO 180

FACFT=FFT*DX(14J)*0Y(L,J)*S(1,J)/L25h0.

ODFT=(.0
ODACFT=0.0
SVOLO=0.0
IF (HII.J).
SVOLF=FACFT

GO TO 150
140 HT(I4J)=GI(I

SVOLF=0.0
150 DACFTT=0ACF

FACFTT=FACF
IF (J.LT.LC
IF 1J.GT.LC
IF (I.LT.LC

GT.20000.0) GO TO 140

vJ)

TT+SVOLO
TT+SVOLF
IW) GO TO 1A0
It) GO VO 1hk0
JW) GO TO 1k0

IF (I.GT.LCJE) GO TO 1RO

OACFTA=0ACF
FACFTA=FACF
160 IF (KCT.GT.
WRITE (he20

WRITE (he21
KCT=1

TA+SvVOLO
TA#SVOLF

0) GO TO 17C
D]

0

170 WETTE (64220) I4Js00FT40DACFT4FFT4FACFT

180 CONTINUE
IF (CACFTT.EQ.
WEITF (6,230)
190 OVA=CACFTA
OVT=0ACFTT
RETURN

0.0.ANDLFACFTT.EQ.0.0) €O TO 190
OACFTT+FACFTT,CACFTA,FACFTA

200 FORMAT (1H1,14H=RONW = COL NR.,EX415H0 V E R C R A Hs2X413HF L 0 O
10 E Dy5%,BHAREA OD.y4XyBHAREA FO./»

210 FORMAT (1H L1AX,2(5X,11HFT ACFY) yEX, 4FACFT ,8X s 4HACFT /)
220 FOIMAT (2H 2ILy9X,4FA,2) )

230 FCRMAT (12HOT O T A L SeAXa2(8X,F8aZ) 42X oFRL2,4XyFB.2/7)

END

oF
oF
OF
OF
OF
0OF
0¥

0F
oF
oF
OF
oF
oF
oF
oF
OoF
oF
oF
oF
OF

oF
OoF
oF
oF
oF
OF
OF
oF
oF
OF
oF
oF
OF
oF
oF

oF
OF
oF
OF
oF
oF
oF
OF
oF
oF
OoF
oF
OF
OF
oF
oF
OF
OF
OF
OF
oF
OF
oF
oF
oF
oF
OF
oF
oF
OF
oF

oF
oF
OF
oF
oF
JF
oF

681
695
706
T1iG
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Tyl
754
T60
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SUBROUTINE BYFLOW

SUBROUTINE BYFLOW (NRyNCyNAJNBsFKsHyHF4Z40X40Y4SQGGI4S0GGJ4SOAR,CHA
LTEX s AgByHP 4Gy ITIME 4CO4CTyPHI 4 FHIC +CS+CPPT 4 QAPH, CRCHR 4 CFHR,QPUM, CLE

oOoOoOoooO000onDOoO0nD0 0

o000

oooo

[z=1+]

2AKCPPT,CAPW,CRCHR ,CS50OR,

110
120
120

140

150

160
170

180

NyCPUM,CLEAK CPHR)

THIS SUNROUTINE COMPUTES FLOWS FOR [ACH GRIC.s FLOW THROUGH
NOUNDAR [F5 AND FROM CONSTANT Wi AD GRINDS TS CALCULATED.

THIS SUNKOUTINE COMPUTFS NFW WFLATIVF CONCFNTRATIONS FCR FAGH CGRID

PASEN ON ALL INPUT AND ODUTPUT VARIAPLES 10 EACH GRID.

SAGGI=FLOW BETWEEN GRINS IN I=-NIRECTION

(aF)

SQGGJ=FLOW BETWEEN GPINS IN J=DIRECTION (AF)
SOAT=TOTAL INFLOW THROUGH BCUNDARIES (AF)
SQRA=INFLOW THROUGH BUFFER ZONE BCUMDARIES (AF)
SQR=INFLOW FROW CONSTANT HEAD GRIDS
SART=TOTAL INFLOW FROM RIVEF CP CONSTANT HEAD GRIDS (AF)

SORA=INFLOW FROM RIVER OR CONSTANT FE

ZONE BOUNDARIES (AF)
DIMENSION FKINR4MC), HINR,NC

| R

HF {NR s hCH »

AD GRIDS WITHIM BUFFER

ZINR4KC)y DXINR4NC)y C¥YI(

INRGNC)y SAGGI(NR,NC) 4y SOGGJINRWNC)y SOR(NR4NC)y CMATRX(NALJNB), FIN
ZR4HC) yBINRGyNC) 4 HP(NRyNC)y GINRZNC)yCOUINRGNC) 4CT INR4AC)4PHI(NRAC)
34PHIC(NRy NC) +CS (NP 4NC) 4 OPPT(NR4NC) 4 DAFH (NR4NC) 4 GRCHR (AR ¢ NC) 4 GPHR (
LNF 4y NC) 3 OPUMINRyNC) 4 OLE AK (NR 3 NC) s QINF 42 C) 4CFUMINRy NC) » CLEAKINR,NC)
SCPHR(NR4NC) 4 CPPT (NR4NC) +CAPHIMRyNC) yCRCHF (NF4NC)4CSQR (NR,NC)

COMMON /8LKL/ DT4STHICFAD,ILKAQ,LCIE4LCIW,LCJE4LCIH,FHTOP
COMMCH /BLKZ/ STA,STOL+STT,S0A.SOT,SCRALSORALSARTSQAT,0VA,0VT

LS=LCIE
LN=LCTH=1
NS=LCJE
NH=LCJH=1
NE{=NFwy
NCL=NC=y
sonla=p
SnnJA=(Q
TUNTA=0.0
TOIJA=0.0

00 20 LOOP COMPUTFS FLOW IN THF I ODIRECTICN
STATEMENTS 10 AND 12 FOPCES CISCHARGES AT THE FIRST AND LAST
GRIDS TO AE COUNTED AS BOUNDARY GRIDS

STATEMENT 14 AND 16 COMPUTES RIVFR FLCHWS.

FIVER MUST BE INTERICR

TO GRIDS 3 AND NR1 OR INTFRICR TO LCIF AND LCIW.

DO 210 J=1,.NC
SAGGIINR,JI=040
DO 210 I=1,NR1

CHECK FOR IMPERMEABLF ROUNDARY
CHECK FOR ADJACENT CONSTAMT HFAD OR CCNSTANT GRACIENT CCNOITICNS

KK=(HII+J)/10000a)vd
KL=(HII+14J)/1000Cs)+1
GO TO (110+1604120,132),
GO TO (140,160,140,140),
GC TO (140D4160,160,160),
GO TO (14041604+163,140),

IF (Af{I+J)NE.O.0) GO TO

SOGGI(I+J)=PARAMIFK(I»1aJ) oFK(TIod) sHP (T vl 4J) yHP (T4 J)sZ(I+14J),2
1 (T9J)aDYUI414J)9DY (Tad)yDXNCI+14J) 40X (T4 J)aGUI*L4J),GIJ))*(FF L

2 I, J)=HF (I+1,J))*NT/L3560,
GO TO 170

K¥
KL
KL
KL

150

SOGGINTJ)=A(I+J)*(HF (I, J)=HF(TI+1,J))*DT/435€0,

GO TO 170
SAGGI(T+J)=0.0

IF (I.NEel) GO TO 1RO
IF (KK<ED.4) GO TO 190
SARI=SAGGIIIJ)

SUM CF I=FLOW THROUGH BOUNDARTES

SONIA=SNBTA+SQNRT

GO To 199

IF (T.NE.NRL) GO TO 190
IF (KK.EDQ.4) GO TO 192
SCNT==SNGGIM14.J)

BF

HF
BF
nF
ur

BF
nF
aF
3F
aF
AF
BF
nF
BF
aF
aF
nF

BF
BF
nF
AF
aF
BF
HF
AF

BF
BF
AF
aF
OF

9F
8F
BF

RF
aF
8F
RF
8F
F
aF
aF
8F
aF
ar
AF
BF
arF
BF
BF
BF

aF
BF
BF
aF
aF
aF
oF
AF
AF
8F
aF
nF
arF
8F
aF
AF
nF
BF

]
=

=

TG

ac

9c
10C
118
12C
13¢C
14.
150
162
170
187

19:
20¢
5 N
22(
23,
240
254
2E0

2T.
2R,
29¢
L
I,
el
33d
Iul
50
I6L
70
284
39
UL
41c
425
430
L.
45u
LEL
47e
4a .
490
50¢
s1tC
o
532
cup
55¢
56.
57¢
€83
£ag
EO0%
81cC
E20
630
By
650
19
ETL
ERL
690
700
TG
rau
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190

210

220
230
2u0

250

N

260

270

290

320

110

SUM OF I=FLOW THROUGH ROUNDARIES

SNAIAsSNATA«SQR]

IF (I«NL«NN) GO TOD 200
IF (JeLTLGIW) GO 1O 210
IF (JuGT.LCIE) GO TO 210
IF (KK tQs4) GO TO 210
TCBTI=SAGGI(I N

SUM OF I=FLOW THROUGH BUFFER ZONE BOUMDARIES

TOBIA=TOBIA+TOBI

GO TO 210

IF (I«NEeNS) GO TO 210
IF (J.LT.LCIW) GO TO 210
IF (J.GTeLCIE) GO TO 210
IF (KK+EQ.4) GO TO 210
TORI==SOGGI(I4J)

SUM OF I=FLOW THROUGH RUFFER ZONE BOUNDARIES

TOBIA=TQBIA+TQBI
CONT INUE
WRITE (6,400) ITIME
CALL MATROP (NRyNC,SQGGT)

DO 40 LOOP COMPUTES FLOWS IN THE J=DIFECTION.

DO 320 I=1,4NR
SOAGGJII,NCI=0.0

00 320 J=1,NC1
KK=(HIT4J)/10000.)¢1
KL=(H(I4J*1)/710000.)+1
GO TO (2204+2704230,2400, KK
GO To (250.270,250,2500, KL
GO TO (250427042704270), KL
GO TO (250+270+27042500 s KL

IF (B(I,J).NE.0.0) GO TO 260

SOGGI(I+J)=PARAMIFKIT yJrl) oFKIToJ) sHPII s el ) oHPII 4J) s Z(Tsdel),2
(IaJ) DX T oJed) 4OXAT o) o CY T I *L) oY (TInd)oGUIad4l)CUTLJ))*(FFI

IeJ)=HF (I,J¢1))*DT/L35E0.
GO T0 2

80
SOGGIIIWJI=BII4JI*(HF (T4 J)=HF(I4Je1))*DT/43560.

GC To 2480
SOGGJII,J)=04.0

IF (J.NE.1) GO TO 290
IF (KK.EQ.4) GO TO 300

SCBJ=SOGGJ(I,J)

SUM OF J=FLOW THROUGH BOUNDARIES

SORJA=50RJA+5QRJ

GO To 3040

IF (J.NELNCL1) GO TO 300
IF (KK.FQ.4) GO TO 300
SOAJ==50GGJILI,J)

SUM OF J=FLOW THROUGH BOUNDARIES

SNAJA=SQABJA+SORY

IF (J.NELLN) GO TO 310
IF (I.LT«LCJW) GO TO 27
IF (I.6GT«LCJE) GO TO 320
IF (KK.tQ.4) GO TO 320
TABJ=SAGGJIII+J)

SUM OF J=FLOW THROUGH BUFFER ZONF BOUNDARIES

TQNJA=TOBJA+TOBY

GC TO 320

IF (JJNE.LS) GO TO 320
IF (I.LT.LCJUW) GO TO 320
IF (I.GT.LCJE) GO TO 323
IF (KK.EQ.4) GO TO 320
TABJ==S5AG6J(I+J)

SUM COF J=FLOW THROUGH GUFFER ZONE BOUNDARIES

TOBJA=TQBJA+TORYJ
CONT INUE

nF
BF
inF
i
nr
e
aF
aF
oF
nF
nE
8F
BF
arf
BF
nF
arF
aF
8F
aF
arf
8F
RF
BF
aF
BF
AF
BF
aF
nF
aF
arF
ar
BF
BF
aF
aF
BF
BF
RF
BF
aF
BF
aF
aF
aF
aF
aF
arF
BF
BF
aF
F
arF
nF
aF
AF
BF
8F
BF
aF
BF
aF
AF
af
aF
ar
aF
AF
nF
IF
gF
aF
AF
aF
8F
aF
aF
oF
EF
aF
aF

130
Tha
5
Tbu
e
i
79,
BOC
B1.
g2l
a3,
BuG
BS.
BF .
ATU
88L
ec,
992
91i
2L
935
94,
a5
960
970
€8
qqu
100¢
101
1020
102,
1042
105¢C
106:
107
108¢
169¢
110,
111
1122
1130
1145
1150
1163
1174
1180
1194
12CC
1218
122
1237
1262
125L
126,
127.
1280
129
1204
1112
1320
1338
134y
1253
1360
127¢
138,
1290
1400
1410
1420
143
1440
1457
1460
147
1488
1490
1506
1514
1520
1520
1540
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480 CT{I,J)=CO(I4J=1)*SQGGIIT4J=1)+4CO(I=1,J)*SACCI(I=1,J)=COLIJ)*(

490
500
510

520

530

330

3u0

350

360

370

380

L1

HRITE (hybi0) ITIMF
CALL MATEOP (NRJNC4S5NGGJ)

RELATIVF CONCENTRATION CALCULATIONMNS

CALCULATE CHANGE IN RELATIVE CONCENTRATICAS CUE TO ALL VARIAELES

EXCEPT CONSTANT HEAD SOQURCES INSICE THE BOUNDARY GRIDS.
SOURCE GRINS ARE TAKEN AS C=1.0

D0 10 J=1,4NC

00 10 I=14NR

CPUMI(I,J)=CO(I,J)
CLEAK(I,J)=CO(I,J)

CPHRII,J) =040

CONTINUE

D0 520 J=2,.NC1

DO 530 I=24NR1

IF (CS(I.J) «GTa 2.0) GO TO £30

IF (HP(I,J) «GTs G(I,J)) GO TO LBO

CTII+JI=CO(I4Jml) *SOGOIIT 4 J=1)+CO(I=14J)*SNCCI(I=14J)=CO(IJ)*(
1SCGGII,LJ)+SAGGJII4J))+0PPTIIZJI*CPPT(IJ)+QRCHRI(T4J) YCRCHRI(IJ) ¢+
2OAPHIT4J) *CAPHIT 4 J)=0PUMIT,J) ¥CFUM(T 4 J)=CPHR(T4J) *CPHR (I ,J)=CLEBK(

3I+J)*CLEAK(IJ)
GO TO &30

1SOGGI(I I +SAGGIITI 4 J))I=APUM(TJ)*CPUMI(I,J)
IF(SOGGI(I=14J) «GE«dusG) GC TC 500

CTUIZI=CTUT )+ (COIT 4 )=CO(I=1,J))¥SAGCI(TI=1,1)
IFISAGGTIT,J).GF.0.0) GO TO 510

CTUI N=CTUL 4 ) =(CO(TrlsJ)=CCUT4J))*SOGGILI,Y)
IFISOGHICIJ=1) JGEL 0. U) GO TC 520

CTUIZII=CT (L) +(CO(T,J)=COIT4J=1))*SAGCIII,U=1)
1F(SOGGJII4J)GEL0.0) GO TD 530

CTIL D =CTII ) =(CO(IsJrl)=CO(I+J)) *SCGGILI I
CONT INUE

SORT=0.0

DC 330 J=14NC
SOGGIfT1,J)=0.0
SAGGIINRL,J)=0.0

CONTINUE

D0 340 I=i4+NR
SGGGJ(Is10=0.0
SAGGJ(I+NC1)=0.0

CONTINUE

00 350 I=24NR1

0C 150 J=24NC1
SAR(I+J)=0.0
KK=(H{IyJ)/10G000,.}+¢1
IF (KK.NE.4) GO TD 350
SOR(I4J)==SAGGI(I=14J)+SAGGI(I+J)=SCGGJ(T4J=1)+SAGGJI(I4J)
SORL=SAOR(I.J}

TOTAL INFLOW FROM CONSTANT HEAD GRIDS

SORT=SQRT+SORL
CONTINUE

TOTAL INFLOW THROUGH ROUNDARIES

SOBT=SQAJA+SQABIA

IF (SOPT«LF<0.0) GO TO 3A0
WRITE (heu20) ITINME

CALL MATROP (NR4NC,SQR)

SORA=0.0

DO 370 J=LCIW4LCIE
SNGHI(NNgJ)=( a0
SNGGI (NSeJ)=C.0

CONTINUE

DO 3AG I=LCJW,LCJE
SAGGIII+LNI=0.0
SEGGJ(T4LS)=0.0

CONT I NUF

DO 390 I=LCJW,LCJE

00 33C J=LCIW4LCIE
SOR(T,J)=0,0
KK=(H(I+J)/Z7100C0.) "1
IF (KKNE.4) GO TO 29q
SORI(I,J)==SAGGI (I=1,J) ¢SQGCI(T,J)=S0GCI(I,J=1)+50GCJ(I,J)
SQPL=SAR(I,J)

TOTAL INFLOW FROM CONSTANT CRIDS WITHIN BUFFER ZCNE B(UNDARIES

nf
112
aF

AF
qF
BF
BF
BF
AF
3F
BF
BF
aF
BF
BF
HF
BF
BF
BF
BF
BF
aBF
BF
BF
BF
AF
aF
BF
BF
aF
BF
aF
BF
aF
AF
BF
BF
aF
BF
BF
BF
BF
AF
BF
aF
8F
BF
8F
BF
aF
BF
8F
BF

154,
1‘:‘“1
15740

158.
159.
1€05
161.

162,
1E3Z
1645
1652
166
1674
1€80
1€9.

176
1714
ir2c
173,
174
1750
1760
177¢C
178,
1790
180¢
1810
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190.
1914
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1964
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1¢<83
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203¢
e0hg
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207u



oo0 ooo

390

580

591
570

Yar

400
L10
420

430

112

SOEA=50F AesSanL
CONTINUE

TCTAL INFLOW THROUGH BUFFER ZCNE DOUNCARIES
SORA=TOAJA+TARIA
CALCULATE NEW RELATIVE CCNCENTRATIONS FOR EACH GRID.

0o 570 J=2,.NC1

DO 570 I=24NR1

IF (CS(I4J) .GT. 2.0) GO TO 5S¢0

IF (HP({I+J) «GT. G(I«J)) GO TO 5AQ]

CTUT+JI=COMLJ) #(CTITJY4SOR(I 4 ) *CSORII 4 J)I* 142560,/ (DX(I,J0%DY(]
LoJ)*PHIMT WJI*(HP (I yJ)=7(I14J)) +Q(14J) % DT + SQR (L))

GO TO S7C

CTUIZJI=COMT+J) #(CTUT J)4SARIT+JI*CSORIT )1 * 142560,/ (CX(T,J)*DY(I
Ly J)*(PHI(T 4 J)* (G T4 )=Z (T4 J))#PHICITI ) *(HPU(L,J)=GI(I,J))) =0FUMILI,
2J) *SCOR(I,J)))

GO TO STC 5

CTII4JI=CS(I4J) =2,

CCNTINUE

TIME=ITIME®DT

WRITE(bW430) TIME

CALL MATROP (NR4NC,CT)

0O 197 J=1.NC

DO 397 I=1.NR

COLTsd)2iTHI )

CONT INUE

HETURN

FORMAT (1H1,29X, S6HDISCHARGE IM I=DIFECTICM (AC=FT/DT) FCR INCREVM
LENT NUMRER,I6)

FORMAT (1H1,29X, SEHOISCHARGE IN J=DIRECTICN (AC=FT/CT) FOR INCREV
1FNT NUMRER,I&)

FORMAT (iH1,.22X, T4HRIVER FLCW IN EACH GKIOD MINLS MEAMS FLOW FRCM
1AQUIFER (AC=FT/0T)4/41H 449Xy L1EHINCREMENT MUMBER,IE)

FORMAT (1H1,3CXy EZ7HRFLATIVE CONCENTRATICM (CA)4G10.2+4HODAYS)
END

SUBROUTINE BALCOP

(] oooOo00OoOoO000 00

SUBRCUTINE BALCOP (J14,J2+I+STTTEM,STATEM)

THIS SUBROUTINE WRITES OUT THE BALANCE CCMPUTATICAS FCR EACH
TIME INCREMENT. ALL UNITS ARF IN AC=FT PFR TIMFE INCRFMFNT.

SNA,SOT = APPLIED WATER, AETWEEN STATICAS, TOTAL AREA.
SARA,SART = IHFLOW FROM RIVER, NETWEEN STATICAS, TOTAL ARER.
SOBA,SOBT = BOUNDA®Y INFLOW, BFETHEEN STATICNS, TOTAL AREA.
STT.STTTEM = TOTAL ARFA STORAGF ANC DECREASE CF STOFAGE.
STALSTATEM = BETWEEN STATICAKS STOFAGE AND DFCREASE CF STORAGE.
STOL = STORAGE OF OVEPLAP AREAS.

OVA4OVT = ILLEGALLY WITHDRAWN,

ASTALASTT = TOTALS. NFTHWEFN STATIONS, TOTAL ARFA.

COMMCN /BLK2/ STA,STOL4STT,S0R,SOT,SORA,SORA,SARTSABT,CVA,0VT

WEITE (641100 J1,J2,1

WFITE (6,120) SNA,SOQT

WRITE (6,4120) SORA,SNRT

WRITE (6,140) SOBA,SOBT
STTTFHM=STTTEM=STT
STATEM=STATEM=STA

WRITE (B+150) STT,STTTEM
HWFITE (641606) STALSTATFM
WHITE (64170) STOL

WEITE (By1B0) OVA,OVT
ASTA=SOA+SOKA+SCOA+STATEM+OVA
ASTT=SOT+SORT+SABT+STITEM+OVT
WHITF (b4190) ASTA,ASTT
ReTURN

F
HF
nF
AF
aF
aF

BC
BC
ac
ac
nc
ne
ac
ac
nc
ac
BC
Ac
ne
AC
AC
HC
BC
ac
ne
i1¥
1
9C
BC
ac
ac
ac
ac
3C
BC
BC
BC
aC

CURL
209«
eic.
11
2122
€13y

2140
2150
€160
€1T¢
2180
219L
H
g210
g2y

223:

2:
30
LR
5C
by

By
%
10&
115
120
130
140
154
160
17s
18,
19
20..
21c
220
230
245
250
260
gTd
a0
290
300
21C

324
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110 FORMAT (1H1413X, S55HMASS PALANCE COMPUTATIONS (AC=FT/DT) FOR SIMUL
1ATED TIME,I9, 1H=,I9, 26AH AS AT THE END CF PERIOC,I3./7/)

120 FORMAT (50H0 APPLTED WATER (RETWEEN STATICNS = TOTAL AREA),20%,
12F15.2)

1310 FURMAT (54HD INFLOW FROM RIVER (DETHEEN STATIONS = TOTAL AREA),
116X,2F15.2)

140 FORMAT (52HO BOUNDARY INFLCW (BETWEEN STATIONS = TOTAL AREA),LE
1X42F15.2)

150 FORMAT (4LT7HO TOTAL AREA STORAGE ANC DECREASE CF STCRAGE.8X,F15.
124,15%,F15.2)

160 FORMAT (53HO BETHEEN STATICNS STOFAGE ANC DECREASE CF STORAGE,2
1¥42F15.2)

170 FORMAT (29HO STORAGE OF OVESLAF AREAS,26X,F1%.2/)

180 FORMAT (56HD ILLEGALLY WITHCRAWN (BETHEEN STATIONS = TOTAL AREA
1) 414X,2F15.2)

190 FORMAT (49H= TOTALS (PETWEEN STATIONS = TOTAL ARFA),21¥%,2
1F15.2)

END

SUBROUTINE MATROP

SURRCUTINE MATROP (NOROW.KOCCL,.A)

c
c
¢ THIS SUBRQUTIMNE OFGANIZES DATA CP RESLLTS INTO A SUITARLE FCRM
c FCR PRINTING AND PRINTS.
c
DIMENSION B(NOROW,NOCOL)
c
NOCOLM=NOCOL
ICONT=1
NO1=NOCOLM
IF (NOCOLM.GT«12) NO1=12
110 NO2=NOCOLM=12
WEITE (651400 (JJyJJ=ICONT,4NC1)
DO 120 I=1,NORPONW
120 WEITE (6+4150) I4(BI(I4J)4J=ICCNT,NC1)
IF (NO2.LE.() RETURN
NOCOLM=NOCOLM=12
ICONT=ICONT#12
IF (NOCOLM.LE.12) GO TO 130
NOL=TCONT =11
GO TO 110
130 NO1=ICONT=14¢NOCOLM
GO TO 110
c
140 FORMAT (4H o//+3X.12(7X, 1HX,I12)/)
150 FORMAT (1H , 1HY,I2,12F130.3)
c

END

SUBROUTINE READC

SUBRQUTINE READC (NR4NC,CAPW,CRCHR,CSCR,CO4LBCsFRC,TBC,BBC,AGGIE)

THIS SUSROUTINE READS IN RELATIVE CONCENTRATICNS OF SCURCE WATERS
WHICH MAY CHANGE WITH EACH TIME IMNTERVAL.

CAPW=CONCENTRATTION IN APPLIEC WATFR

CrCHR=CONCFNTRATION TN ARTICICIALLY RFCHARGECD WATERS

CSOR=CONCENTRATION IN WATERS FROM CONSTANT HEAD GRIDS

CN=CONCENTRATION IN QCUNNARY GRTNS WHFRE WATER FLOES TNTO THE GRID
SYSTEM

aoooo0oOooOO00

ic

L
3
4L

v
6¢
TL
B0
9L

108
110
12.
13¢C
140
150
160
170
18.
196
20¢
21c

>

23
240
250
26L
2Ty
2R
290
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DIMENSTION CAPW(NRGHCY s COMHREINEZNC)y CSOF(NF4NC),CO(NRyNEC)
IF (AGGIE +ED. Cel) GO TO LA
IF (AGGIE JLT. 0.0) GO TO 23]

HR 1=NP=1
FEAD (5,500) CCAPW
IF (CCAPH 4LT. Ce0) GO TO 130
D0 110 J=1,NC
D0 110 I=1,NR
110 CAPHI(I+J)=CCAPW
Co 10 122
100 READ (5,510) CAPW

120 FEAD (54500) CCFCHR
IF (CCRCHR LT Ga0) GO To 120
D0 140 J=1.NC
00 140 I=1,4NR
140 CHCHRI(TI,J)=CCRCHR
GO TO 150
130 FEAD (5,510) CRCHR

150 PFAD (5,500) CCcOR
IF (CCSAR .LT. 0.0) GO TO 1E€C
00 170 J=1sNC
0C 170 I=1,NR
170 CSQR(I,J)=CCSOR
GO TO 180
160 REAC (5,510) CSOR

180 IF (LBC .NE. 10C00.) GO TO 190

280 IF (RAC «NF. 10000.) GO TC 200

290 IF (TAC .Nt. 10C0U0.) GO TO 216G

300 IF (BBC .MNE. 10003.) GO TO 227
GO TO 23¢C

190 FFAD (5,510) (CO(I.1), I=2,MR1}
GO TO 28¢C

200 READ (5,510) (CO(I4NC), I=2,NR1)
GO TO 2937

210 FEAD (5,510) (CO(1,J), J=14NC)
GO TO 30¢C

220 FEAD (5,510) (COINR.JIy J=1,NC)

500 FORMAT (1F10.1)

510 FOIMAT (BF10.1)

230 CONTINUF
LENA
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