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ABSTRACT

A new theoretical study of the migrating diurnal thermal tide was
carried out using classical tidal theory and placing particular emphasis
upon the response in the tropical troposphere. Recent observational
analyses indicate that preceding theoretical treatments have been in-
adequate to provide even a first-order understanding of the measurable
tropospheric diurnal variations. Rather than resorting to a more
sophisticated theoretical treatment, it was hypothesized that a more
careful application of classical tidal theory should be sufficient to
provide at Teast approximate agreement between the theory and the obser-
vations. Three methodological improvements were incorporated into the
calculation: (1) a more representative tropospheric heating function,
(2) the use of a greater number of basis functions to represent the
structure of the heating, and (3) greater horizontal resolution in the
results. Also, results were obtained for cases with realistic atmo-
spheric static stability profiles. Heating due to the absorption of
shortwave radiation by water vapor and ozone was considered to be the
primary forcing mechanism.

The present results were found to differ significantly from the
most detailed preceding theoretical treatment (Lindzen, 1967). An
interesting tidal circulation pattern was discovered which opposes the
Hadley circulation at the time of maximum heating. No physical explana-

tion was found for this phenomenon. The addition of a very approximate
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cumulus heating parameterization produced only a 10 to 20% anplitude
increase and a one to two hour phase shift in the diurnal variations.
Comparisons to local and regional observational results were inproved,
but still remained disappointing -- presumably because other effects are
operating on these scales. However, comparisons to three cistinct
observational analyses showed a consistent four hour phase difference
between the theoretical and observed temperature (and geopotential)
variations. The best comparison was to the global scale diurnal tem-
perature variation analysis of Foltz and Gray. It was concluded that
progress has been made in providing a theoretical understanding of the

observed global diurnal variations.
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1. MOTIVATION FOR A NEW THEORETICAL STUDY OF THE DIURNAL TIDE

To begin with, it 1is essential to identify and distinguish the
particular aspect of the atmospheric tide which has been investigated.
The results of a study of the migrating diurnal thermal tide are pre-
sented in this report.

It is, first of all, the thermally forced component of the atmo-
spheric tide which is to be discussed. Although, just as in the oceans,
the ¢ravitational forces of the sun and moon produce a tidal response in
the atmosphere, this mechanism accounts for only a minor fraction of the
observed atmospheric tide (Chapman and Lindzen, 1970). Instead, the
atmospheric tidal response is primarily a response to thermal forcing.
Very simply, what happens is that, when the atmosphere is diabatically
heated, it warms and expands, and the wind components begin to adjust so
as to be consistent with the new temperature and geopotential fields.
In the opposite part of the heating cycle, there is a net cooling of the
atmosphere, and it contracts again. Computing the dynamic response to
this diabatic heating on a rotating sphere with a realistic atmospheric
structure becomes a fairly complicated problem. This is the thermal
tide which is discussed in this report. In particular, three components
of tre diabatic heating will be considered: heating due to the absorp-
tion of shortwave radiation by (1) water vapor molecules and (2) ozone
molecules, and heating due to (3) latent heat release and precipitation

of, particularly, tropical cumulus convection.



Second, it is only the diurnal component of the thermal tide which
is considered. For any particular fixed point in the earth's atmo-
sphere, the curves representing the daily cycles of shortwave heating
and latent heat release can be subjected to Fourier analysis. The tidal
response forced by the first non-constant Fourier component of the
heating (which has a period of 24 hours) is the only component of the
thermal tide considered in this report.

Finally, it is only the "migrating" component of the diurnal ther-
mal tide which is considered. Due to inhomogeneities around ¢ny par-
ticular latitude circle (such as land/sea contrasts, varying czone or
water vapor distributions, topography, variations in the diurnel cycle
of latent heat release, etc.), the amplitude of the diurnal compunent of
the thermal tide will vary around a latitude circle. The curve rep-
resenting this amplitude variation can also be subjected to Fourier
analysis. Again, it is only the first non-constant component (with a
zonal wavenumber of one) which will be considered in this repori. This
component is called the "migrating" component because it propagates
around the earth in 24 hours -- following the sun. None of the higher
order components (which also migrate, but with slower velocities) have
been studied in this treatment.

It is important to remember exactly what part of the atmcspheric
tide it is that is being discussed. Many of the standard criticisms
levied against the type of tidal calculation used in this research can
be obviated by retaining a clear understanding of what is being con-
sidered here. Likewise, much confusion about the meaning of the results

of the tidal calculation and of the comparison between the thecretical



results and the observed results can be avoided by remembering that only
a ve~y specific component of the diurnal thermal tide is being con-
sidered here.

It must also be mentioned at the outset here that this study

focuced exclusively on the tropospheric tidal response. Historically,

most of the attention regarding atmospheric migrating tides has focused
on two distinct aspects of the meteorological response: (1) the wind
and femperature changes in the upper atmosphere (in and above the stra-
tosptere), and (2) the surface pressure oscillation.

The upper atmospheric tidal response has been investigated because
of the relatively large amplitude of the tidal variations in that
regicn. Two factors are responsible for these large amplitudes. First,
in the stratosphere, the substantial local heating due to the absorption
of shortwave radiation by ozone is in part responsible for the larger
stratospheric amplitudes. However, throughout the upper atmosphere
(above the troposphere), these Tlarge amplitudes also result, theore-
tically, from the conservation of energy for vertically propagating
waves. This causes the amplitudes to increase above the forcing regions
as tie mean air density decreases; so that to a good approximation,
amplitudes are inversely proportional to the square root of the mean
density. Because of these large tidal variations, rocket-borne ob-
serving systems have been able to quantitatively measure the daily
variability and verify the classical tidal calculations.

The daily surface pressure variation is miniscule and subtle com-
pared to the pressure changes associated with synoptic-scale systems in
mid-Tatitudes; but in the tropics, the semi-diurnal component of the

surface pressure variation is an obvious and dominating feature. By



differentiating between vertical propagation characteristics c¢f tidal
oscillations with various periods, the tidal theory has proven suf-
ficient as an explanation for the dominance of the semi-diurnal surface
pressure oscillation (as opposed to the dominance of the diurral com-
ponent in the upper atmosphere) and the dependence of its ampl tude on
latitude. Because surface pressure can be measured very accurately, and
because very long data records of surface pressure measurements exist,
it is a very useful indicator of tidal activity.

By way of contrast, the structure of the migrating tide within the
troposphere itself has been given very little attention. This s tuation

seems paradoxical given that:

(1) over 80% of the atmosphere's mass is in the troposphere;

(2) ‘"weather", as commonly understood, is confined primarily to
the troposphere, and the attention of most meteorolocists is
largely restricted to the troposphere;

(3) the troposphere is the most readily accessible regior of the
atmosphere, and vast amounts of data have been collected in
the troposphere; and

(4) a significant portion of the excitation of the solar m grating
tide occurs in the troposphere, where the bulk of tie water

vapor is located.

The relative neglect of the tropospheric tide probably stems in
part from the very low amplitude of the signal. Preceding calculations
(Lindzen, 1967) have suggested typical tropospheric amplitude; of 10
cm/sec for the westerly wind component, 0.1 K for temperature, and 0.1
cm/sec for vertical velocity. Such small amplitudes would »je very

difficult to measure accurately by using observations from the :<tandard



rawinsonde network; but even with very accurate measurements, the tropo-
sphere is a region characterized by ubiquitous 1érge amplitude varia-
tions caused by many different factors, so that it would still be dif-
ficult to isolate that small fraction of the variation for which the
diurnal tide accounts.

Perhaps another reason why the tropospheric tide has not been given
much theoretical attention is that geographically localized complicating
factors appear to have such a significant impact. Particularly over
continents, surface topography and sensible heat flux from the surface
affect the tidal variations, as do also the local sea-breeze circula-
tions caused by contrasts in the thermal capacity of the earth's surface
at the Tland/ocean boundary. Geographical variations in tropospheric
water vapor mixing ratio affect the local diabatic heating due to ab-
sorption of shortwave radiation. Likewise, the predominant local time
of thunderstorm activity, heavy precipitation, and, hence, of latent
heat release varies from place to place. From a study of inland data,
Wallac: and Tadd (1974) concluded that such factors as these strongly
influeice the diurnal fluctuations throughout the troposphere over the
North American continent. One might further conclude that if indeed
these factors are everywhere overwhelmingly dominant, there might be
little usefulness in studying such an insignificant component of the
diurnal tide as the one treated in this report.

However, it was maintained as a premise of this research that the
migrating diurnal thermal tide is not insignificant in the troposphere.
Furthermore, it was maintained (Chapman and Lindzen, 1970) that, from a
global perspective, the responses due to these irregularly distributed

local and regional factors should tend to destructively interfere



because their phases are so incoherent. If this is truly the ca.e, it
would be concluded that the migrating diurnal thermal tidal component
should comprise a major fraction of the observed diurnal variations --
globally, and even regionally.

Certain recent observational analyses appear to lend credeice to
this line of reasoning. In particular, attention should be drawn :o the
results shown by Foltz and Gray (1979). They analyzed the tempe-ature
and wind measurements from vast quantities of rawinsonde data col lected
all over the northern hemisphere. Their results showed a predomijantly
diurnal variation of the mean temperature through a deep layer (85 to 30
kPa) of the troposphere with a maximum peak-to-peak amplitude of about
0.5 to 0.7 K in the tropics and a phase such that the maximum tenpera-
ture was reached between 1200 and 1600 LT. According to Foltz and Gray,
this trend was definitely evident throughout the hemisphere, thougi they
noted that the amplitude of the variation decreases with incrzasing
latitude and decreased in summer relative to winter. The seasonal
change at lower latitudes was found to be minimal. Considering the
variation of insolation with Tlatitude, these results seem plausible.
More importantly, however, the authors also noted that there vas no
evidence of any systematic longitudinal bias. These consistent longi-
tude-independent temperature fluctuations point toward the existeace of
a migrating diurnal tide of measureable amplitude in the deep Ctropo-
sphere.

A similar analysis (Foltz and Gray, 1979) of sounding data from
five tropical marine experiments spread out around the globe and in

which soundings were taken four to eight times per day provided further



evidence for the existence of a migrating diurnal tidé. Again, tempera-
ture variations through a deep layer of the troposphere showed an
average amplitude of 0.58 K, with the temperature reaching a maximum at
1400 L1.

Fc1tz and Gray investigated the possibility of instrumental error
due to heating of the thermistor during daytime ascents. They deter-
mined that this effect could introduce errors no larger than about 0.2
K. This is a significant amount, but it cannot explain the major part
of the observed temperature variation.

Fcltz and Gray concluded that a dynamic mechanism for producing
warmin¢ or cooling is required in order to explain the observation of a
temperéture maximum several hours before local sunset and a temperature
minimun several hours before 1local sunrise. Without any dynamics,
diabatic heating by shortwave solar radiation and cooling by atmospheric
Tongwave radiation would yield a temperature maximum at local sunset and
a temperature minimum at local sunrise. They suggested that the "re-
quired warming" that is needed to give an early morning temperature rise
results from the adiabatic heating of morning subsidence in a deep layer
of the troposphere. Similarly, afternoon and evening ascent produce
adiabatic cooling.

Fcltz and Gray found corroborating evidence for their hypothesized
mechanism for achieving this "required warming" in the results shown by
McBride and Gray (1978). McBride and Gray showed that over both the
westerr Pacific and the western Atlantic, clear area composites of many
years of summer months of data indicate relative subsidence (adiabatic
warming) in the morning hours and relative upward motion (adiabatic

cooling) in the evening.



The observed vertical motion field also provided strong, indepen-
dent support for the physical reality of the temperature observation (as
opposed to attributing all of the temperature variation to measiirement
uncertainty). The observed wind fields do not depend on the thermo-
dynamic data, but the first law of thermodynamics constrains the thermal
changes to be consistent with the motion field and the diabatic forcing.
The fact that the observed wind and temperature fields are at least
qualitatively consistent strengthens the credibility of each set of
observations.

These observations have not been adequately explained in ary pre-
ceding theoretical treatment of the diurnal tide. The objective ¢f this
study was to remedy the inconsistency between such recent observations
and the predictions of preceding theoretical treatments. A second
fundamental premise of this research was that classical tidal theory
should be sufficient to obtain a first-order understanding of the mig-
rating diurnal thermal tide if all the important forcing mechanisms are
taken into consideration in such a treatment.

Since this is by no means the first attempt to apply cléssical
tidal theory, it is necessary to justify the repetition of such a study.
The most recent thorough presentation of classical tidal theory was
given by Chapman and Lindzen (1970). The basic methodology used in this
study does not differ significantly from theirs. That is, the diabatic
heating is prescribed as a function of local time, subjected to Fourier
analysis in the longitudinal direction, and then used to force a linear
response in the atmospheric fields. The most detailed preceding treat-
ment of the diurnal tide (which applied classical tidal theor/) was

executed by Lindzen (1967, 1968). For the troposphere, the results



which 1e shows are inadequate to account for recent observations. 1In
particular,except right at the equator (where the agreement is somewhat
better , the amplitudes which his results predicted for the temperature
variations appear to be too small by a factor of five to ten. (It
should be mentioned that Lindzen's primary focus was on the diurnal tide
in the upper atmosphere, and that the results which he shows for the
troposphere are somewhat incidental.)

G ven this situation, there are two possible courses of action.
The first would be to abandon the classical tidal theory and to conclude
that i. is inadequate for obtaining even a first-order understanding of
the diirnal tide. Proponents of this course would suggest that unless
the tidal theory were modified (and greatly complicated) to include such
factors as topography, horizontal temperature gradients, and longitu-
dinal inhomogeneities, it will never provide satisfactory results com-
parable to the observational results.

I this study, it was believed that this extreme would not be
necessiry. If it is true that the migrating diurnal thermal tide is the
dominait component of the diurnal tide, and if it is true that this
componéent 1is primarily forced by shortwave heating and latent heat
release¢, then classical tidal theory should be capable of providing the
approx mate theoretical understanding of the diurnal tide which is still
lackinc.

Ir examining previous applications of classical tidal theory,
severa’! ideas evolved for improving upon the detailed methodology of
earlier studies. These improvements include the following: (1) a more

realistic tropospheric heating function, (2) the utilization of more
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basis functions for representing the horizontal structure of the heat-
ing, (3) a greater horizontal resolution in the output of the results,
and (4) a realistic tropospheric static stability profile.

It is crucial to remember that this treatment of the diurnal tide
cannot be expected to completely or exactly account for the observa-
tions. A complete treatment would have to take into account thes com-
plicating factors mentioned above and to consider other components of
the diurnal tide. The objective of this study was to carry out 3 more
accurate classical treatment of the diurnal tide, thereby providing a
theoretical explanation for a much larger fraction of the observed
diurnal variations while simultaneously retaining the simplicivy and
ease of interpretation afforded by classical tidal theory. As will be
shown, this objective was only partially attained.

The next chapter provides a discussion of classical tidal theory
and the assumptions and approximations which it entails. Chapter 3
covers the methodological improvements incorporated into this study.
Chapter 4 contains the results of this present study and comparisons to
preceding theoretical and observational results. Included ir this
chapter are studies of the sensitivity of the computer model whizh was
used and of the individual contributions to the total response provided
by the three components of the heating. The conclusions drawn from this

research will be summarized in the last chapter.



2. THE CLASSICAL TIDAL THEORY

The theory underlying the computer model wused to produce the
results shown in this report does not differ in any significant way from
that used by Lindzen 15 years ago (Lindzen, 1967). Slight variations
have been made in the notation to make it more consistent with the usual
meteorclogical conventions, but the assumptions and simplifications
incorpcrated in the theoretical formulation have not been changed. The
most organized and thorough treatment of this "classical" tidal theory
was presented by Chapman and Lindzen (1970). The purpose in reviewing
the theory here is twofold. First, to provide a framework for under-
standing the three methodological improvements used to obtain the
results presented in this report. Second, to enumerate the various
assumpiions and simplifications utilized here which must be considered
when assessing the significance of the results and their departures from
results derived from observations.

Ir order to simplify the tidal calculation and to obtain results
which are more readily subject to interpretation, a number of asssump-
tions ¢nd simplifications are made. Only the essential physics and what
are be'ieved to be the principle forcing mechanisms are retained. First
of all, as mentioned by Chapman and Lindzen (1970), there is a set of
almost universally accepted approximations which do not pose any real

limitat.ion on tidal theory. These include the following:



(1)

(2)

(3)
(4)

(5)
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The atmosphere is in local thermodynamic equilibrium. This
assumption breaks down in the thermosphere.

The atmosphere behaves as an ideal gas (p = pRT) anc is of
uniform composition (R is a constant). The latter assumption
breaks down above the turbopause.

The earth is regarded as a sphere (radius, a, is a con:.tant).
The atmosphere is regarded as a geometrically thin fluid, so
that r = a + z, where r is the distance from the center of the
earth and z is the distance above the surface. Thus ©/dr is
equivalent to 3/3z. Also, the acceleration due to grav ty, g,
can be regarded as a constant. This assumption is in error by
less than 3% below 100 km.

The atmosphere is assumed to be in hydrostatic equil brium.

A number of potentially significant factors are ignored. The

neglect of these factors is justified in various ways.

(1)

(2)

(3)

Neglect radiative cooling of the atmosphere. It is assumed
that the atmosphere cools at a uniform rate, without s gnifi-
cant diurnal variation.

Neglect sensible heat transfer from the surface. It can be
argued that over a predominantly ocean covered sphere, the
diurnal variation of sensible heat transfer to the atmosphere
should be relatively small.

Neglect gravitational tidal effects. Generally, the tidal
response due to the gravitational forces of the sun end the
moon is very small. It is assumed that thermal forcing is by
far the predominant factor in forcing the observed atmo<pheric

tidal response.
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(5)

(5)
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Neglect dissipative processes. Molecular viscosity, turbulent
viscosity, conductivity, and ion drag are all assumed negli-
gible. This assumption breaks down in the thermosphere.
Simple dissipations, such as Newtonian cooling and Rayleigh
friction, could have been included, but were not.

Neglect thermal forcing due to absorption of shortwave radia-
tion by dust and clouds in the atmosphere. Aside from being
very difficult to quantify and highly variable, the diurnal
variation of these effects is assumed to be of secondary
importance.

Neglect surface topography. The influences of mountain ranges
and land/sea distributions are assumed to provide no signifi-
cant coherent contribution to the forcing of the migrating
diurnal thermal tide. Whether or not this is a valid assump-
tion is debatable. The analysis of Foltz and Gray suggests a
lack of Tlongitudinal dependence for the diurnal tide in the
tropics (Foltz and Gray, 1979). Chapman and Lindzen also
argue that effects caused by these factors should be of secon-
dary concern (Chapman and Lindzen, 1970).

Neglect variations of water vapor concentration and ozone con-
centration around a latitude circle. Conceivably, the in-
fluence of these variations could be greater than any of the
preceding effects. However, it is assumed that over the vast
expanses of tropical oceans these parameters will be rela-
tively constant with longitude, and that any variations will
not produce any coherent contribution to the migrating diurnal

tide.
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This is not to say that these effects are of no importance in the
atmosphere. It is just to say that these effects either do not have
significant diurnal variations or are not of any significant consequence
in the region of the atmosphere which is included in the model célcula-
tion. As noted, several of the assumptions upon which the moiel is
based break down in the thermosphere. For this reason, the mecopause
was used as the upper boundary for the tidal calculation. Some of the
quasi-analytical results have shown that the specific mesospheric struc-
ture (and presumably the thermospheric structure as well) can still have
a surprising effect on the tidal response in the tropospher: (see
Appendix 3). However, it seemed very likely that including a simple
thermospheric structure without accounting for the breakdown of these
several assumptions would introduce just as much error as ignoring the
thermosphere all together.

A system of five linearized primitive equations in five unkncwns is
solved to obtain the tidal variations of the five variables. The system
consists of two horizontal momentum equations, a hydrostatic equaiion, a
mass continuity equation, and a thermodynamic energy equation (TEE).
When written in spherical coordinates, the equations appear in their

full non-linear form as follows:

du _ - -1 o¢

at =~ v T 3cose 50 (1)

dv _ -1 o9 |

‘TUTT 5 2)
od |

RT = 57% 3)
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1 au J . dw* _ ke b
a0s6 (35 e e +(ﬁ‘ At &
g + kwXT = J— (5)
dt Cp

Thte vertical coordinate z* is defined by the relation z*=—1n(p/p0),
where » is the pressure, and Po is a reference pressure taken to be
100 kPeé. The horizontal coordinates, for longitude ¢, and latitude 6,
increase in the eastward and northward directions respectively, with 8 =
0 at the equator. The velocity components u, v, and w* are, respec-
tively, the eastward, northward, and upward velocities, where w* =
dz*/dt = -w/p and w is the vertical velocity in pressure coordinates.
The parameters a, c, T, and & are, respectively, the radius of the
earth, the Coriclis parameter, the temperature, and the geopotential.
The quantity K equals R/Cp, where R is the universal gas constant and Cp
is the specific heat of air at constant pressure. The heating which
provides the thermal tidal forcing in the TEE is represented by J.

This set of equations incorporates many of the complexities and
non-lirear effects of the real atmosphere, and therefore contains far
more than is of interest in this study. The first step in producing a
set of equations useful for studying the diurnal tide is to linearize
the equations and subtract out the basic state equations. Several
assumptions are made in doing this.

(1) The tidal fields are assumed to be linearizable perturbations
about the basic state fields. That 1is, the perturbations
neither alter the basic state, nor interact with other pertur-
bation quantities. The way to apply this assumption is to

assume that the products of perturbation quantities are very



(2)

(3)
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small -- an assumption that would seem somewhat quest onable
for the large tidal variations in the upper atmosphere above
the region of primary interest. This assumption perm ts the
quantities u, v, w*, T, &, and J to be written as the ;ums of
mean and perturbation parts (e.g., u = u+u').

The basic state parameters are assumed to be steady "n time
(varying, at most, with time scales much longer thar tidal
periods) and to be constant around latitude circles. Tley are
assumed to satisfy the basic governing equations whzn the
perturbations are set equal to zero.

To simplify the problem considerably, it is assumed trat the
basic state is at rest; i.e., u=v =w*=0. This in turn
implies that T, p, p, and the static stability, I', zre all
constrained to be functions of only z*. This assumption is
justified by noting that the appropriate velocity scale is the
velocity of the migrating tide, which in the tropics is on the

order of 400 m/sec -- much greater than any mean wind.

After substituting the variables in the form u = u+u' into the

primitive equations and subtracting out the equations which characterize

the basic state, the following set of linearized equations is obtained:

au’
at

I

4

e |

CV' = 3cos6 3¢ {e)
i . =1 8¢

cu ——aﬁ— (?)

%'

(8)
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! ou’ {9 _ (1. z* 9 "ZF Ly s

3056 36 +(86 (v cosﬁ)) el oox (e w') =10 (9)
a_Tl + ['wX' = £ (10)
ot Cp

Here, T is the static stability and equals (8T/8z*)+T. It is
important to remember that I' is only a function of z*.

Although more will be said Tlater, it is appropriate here to say a
few words about the heating, J', in the TEE which provides the forcing
for the diurnal tide. Three kinds of thermal forcing are considered:
(1) shortwave (primarily infrared) absorption by water vapor, (2) short-
wave (ultraviolet and visible light) absorption by ozone, and (3) latent
heat release or so-called cumulus heating. The first and third kinds
provide tropospheric forcing, while absorption by ozone occurs primarily
in the stratosphere and lower mesosphere. In a linear treatment such as
this, the response produced by each kind of forcing can be computed
independently, and the total response is just the sum of the three
component responses. This makes it very easy to determine the relative
importance of the various kinds of forcing in producing a tropospheric
response and in causing the various features and characteristics of that
response. The first of the three methodological improvements incor-
porated into this research was to use a more representative structure
for the tropospheric forcing than the approximate functional form used
in the past by Lindzen and others (Lindzen, 1966).

Going back to the set of linearized primitive equations, the com-
ponents of the general solution to this system of equations which will

be considered here are those which are wave-like in ¢ and t, such that
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u', v, w*' @' T' ) and J' can all be expressed in this form:

o = uo,s(g’z*)e1(0t+s¢),

where the unprimed variables now have a different meaning than ir equa-
tions (1-5). At this point, the diurnal tide is isolated by ctoosing
particular (consistent) values for o and s: o = (2rn/day) and 5 = 1.
ATl other tidal components will be ignored. The o,s superscript tnique-
ly identifies which component of the tide is being examined. C‘ubsti-
tuting these wave-like solutions into equations (6-10) and cancelling

the exponential factors yields this final set of equations:

s - e - - I (11)
R L = (12)
DREE (13)
TRER (isuo’S + gﬁ (cose.vo'sé) + eZ* 5%* (e"Z*w*a,s):O (14)
ioT%?° + Fw*o’s = Jz;s ; (15)

With a little calculus and a fair amount of algebra, these equa-
tions can be reduced to one equation in one unknown. The simplest such
*
equation is the one for w 9% It has this form:

* =
5%~ da F| W 0" = garge FO7'®), (16)

ng
Nl N

where F is a complicated 0 operator which (with a change of varialles to

M = sin®) looks like the following:
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o (—:sz = %) FZ-p (f =z Tz )

Here, now, = g/2Q0 = 0.5 for the diurnal tide, and Q is the angular
velocity of the earth's rotation.
Naxt, for convenience, a new variable, QU’S, is defined such that

_— X
) S
a7 = o2 72 WS

Becaus: of the exponential decrease of density with height, a vertically
propagiting wave will produce velocity perturbations which grow expo-
nentially with height. It is nicer to work with a variable Tike W0®
which is more nearly constant with height. When applying the method of
separa:ion of variables to solve equation (16), this variable causes the
vertical structure equation to be in canonical form. Upon substitution,
equation (16) becomes:
-aX

b ] e s w

This is the tidal equation which must be solved. The usual method
for solving this problem is to apply the Galerkin (spectral) method in
the la:itudinal direction and a finite difference method in the verti-
cal. The failure of the attempt to solve the entire problem using
finite difference techniques is documented in Appendix 1.

Thke first step in solving this equation is to express %25 and J°°°
as sumnations of an as yet unspecified set of functions of 6 with coef-

ficients dependent on z*:

WS = ﬁ v (2%) ©,(6) (18)
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0,5 - % p
975 = 23,2490, (0) (19)

At this point, the second methodological improvement is sugjested.
Ideally, the sums should be infinite. In practice, they must bz trun-
cated at some point. Lindzen and others have assumed that fi/e mode
representations of the tidal parameters are sufficient. As will be
shown later, this assumption appears to be inadequate. The sixte>n mode
representations used in this research are much better.

Substituting these series expansions into equation (17), bringing
the summation signs to the front of each side, and taking the appro-

priate derivatives, the following equation results:

dzwn 1. Rrﬁn _Ke-z*/Z
ﬁ en dz%Z ~ 4 Yn) "1azgz F(en) - ﬁ 432()? JnF(en) (20)

If it is assumed that the basis functions are all mutually orthogonal,
the summation signs may be dropped and the equality holds for cach n.
Then, the equation can be easily separated into two second orde- ordi-
nary differential equations, one in 6 and one in z*:

g;:g - ;ﬂ l%r@n - xe 22 Jn] B = 15%57 fé?ﬂz = él— '21)

n

Because the left and middle parts of equation (21) are functions of
independent variables and yet are still equal to each other, thiy must
be at most equal to the same constant, written here in the form ~lfghn,
where g is the (constant) acceleration due to gravity. The midile and
right parts of equation (21) constitute Laplace's tidal equation. It
takes the form of an eigenvalue problem} and it is the set of fuictions

that satisfy this equation which has been chosen (by the assmption
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after ocquation (20)) to be the set of horizontal basis functions, en.
These functions are called Hough functions, and the corresponding eigen-
values, hn’ are called equivalent depths. It has been proven that the
set of Hough functions is complete and that they are all mutually ortho-
gonal (Flattery, 1967). Approximations to the Hough functions and
equivalent depths can be found by expressing the Hough functions as
series of associated Legendre functions, substituting the series expres-
sions nto Laplace's tidal equation, truncating the series, and solving
the matrix eigenvalue problem for the coefficients of the associated
" Legendre functions (which are known functions).

Tvio types of Hough functions result: those which are symmetric
about ihe equator, and those which are anti-symmetric. A1l calculations
in this¢ report were done for equinox, and it was assumed that all param-
eters ere symmetric about the equator for this condition (which is not
strict'y true for the real world). Thus, the set of anti-symmetric
Hough functions does not enter into the calculation and can be dis-
carded.

Applying the Galerkin method now to equation (20), a vertical

structure equation can eventually be derived:

R o
2 1 _ RC s _ KT /2
[g-fz z + aﬁ;] Wn - """"'——‘ghn Jn, (22)
where
+1
J| = 3%° o du,
) us-1 n

and
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- *
Jn Jn(z )

The quantity Jn now is the projection of the heating onto the nt) Hough
function and is in general a function of z*.

Given suitable bodndany conditions, equation (22) can be solved
using finite difference techniques in z*. There are n such egiations
which must be solved for the ﬁn(z*) functions required in equation (18).
Knowing the Qn's at each level and the Gn‘s at each latitude inc -ement,
it is a simple matter to compute w*G‘S at each grid point in the model.
Working backward through the steps required to obtain the single¢ equa-
tion in w*, the tidal variations of the other four variables in -he set
of primitive equations (11-15) can be computed. The finite dif ‘erence
forms used to compute these variables are recorded in Appendix 2. In
the computer model, the horizontal increment used in the 8 direct on was
A6 = 1° of latitude, and the vertical resolution was Az* = 0.02 which
is on the order of 100 meters.

Something must be said about boundary conditions as well. The
Tower boundary condition applied was w' = 0 at z* = 0. That is, the
geometric height velocity goes to 0 at the 100 kPa level. Thic is an
approximation for which Holton argues the validity (Holton, 197¢). By
expanding the total derivative dz/dt, linearizing the resultinc equa-
tion, applying the assumptions listed before, and applying the Gulerkin

method, the lower boundary condition can be expressed in thic form:

RT dw
o_1]}~ n _
g2 a0 =

where To is the basic state temperature at 100 kPa.
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It turns out that the upper boundary requires two conditions. If

the stetic stability, I'y, becomes constant near the upper boundary (the

T!
mesopause) and the heating goes to zero, equation (22) reduces to this:

2

j= 1

hn R[C 1
7% " \gho T q) ¥ 0 (24)

—

o
=

The set of symmetric Hough functions has two subsets: those with posi-
tive eguivalent depths and those with negative equivalent depths.
Positiva (and sufficiently small) equivalent depths imply solutions to
equation (24) which propagate vertically. These solutions exhibit
gravity wave type behavior and, like their associated Hough functions,
are pr marily confined to tropical latitudes -- i.e., they have very
small eémplitudes outside of the tropics (see Fig. 2.1). The boundary
condition for these modes is that energy cannot be allowed to propagate
in from the top of the model. Energy is only permitted to leak out the

top frcm below. As Wilkes has shown, this implies the elimination of
—ihnz* 5
the solition Be , where An = (RI‘T/ghn - %) (Wilkes, 1949). This

is call:d the radiation condition.

Nejative equivalent depths imply solutions to equation (24) which
are evaiescent -- i.e. which are non-propagating and decay exponentially
away from the source of forcing. These solutions behave like Rossby
waves and, like their associated Hough functions, are confined to lati-
tudes more than 30° from the equator. For negative equivalent depth
modes, the boundary condition is that the kinetic energy density of a
particu ar mode cannot be allowed to increase exponentially with height,

unbounded as z* goes to infinity. Again, as Wilkes shows, this elimi-
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Fig. 2.1 Hough functions. Left side: the first three gravity or
positive equivalent depth modes. Right side: the first
three Rossby or negative equivalent depth modes. Arbitrary
vertical coordinate.
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: “in : e
nates the solution Be , where An is now a pure positive imaginary
quantity. This is the boundedness condition.
Bcth upper boundary conditions can be accounted for by using a
single equation at the upper boundary, which is obtained after going

througt the same process as for the lower boundary condition:

- A =0 (25)

Fcr Laplace's tidal equation, a boundedness condition is applied at
the po es, which (for s = 1) actually causes all the symmetric modes to
go to iero at the poles.

Al this point, the general discussion of the classical tidal theory
is concluded. The assumptions and simplifications which are made in
order 1o make the problem tractable have been outlined. The initial set
of equations has been shown, and the method for obtaining solutions has
been d scussed. It may be debated whether or not the problem has been
oversinplified. However, if it is able to give an unambiguous first
order understanding of and explanation for the migrating diurnal thermal

tide, ihen the purpose of this research has been achieved.



3. METHODOLOGICAL IMPROVEMENTS

In this research, three methodological improvements have been
incorporated into the classical tidal calculation in an effort to obtain
theoretical values for the tropospheric tidal variations which are in
better agreement with values derived from observational data. Th: three
improvements are these: (1) A radiative transfer routine was lised to
obtain a more accurate tropospheric forcing function to put irto the
thermodynamic energy equation (TEE). (2) A greater number oi Hough
functions were used to represent the forcing and the responses of the
various tidal parameters. (3) The results were produced with a jreater

resolution in the latitudinal direction.

3.1 Improved Forcing

As mentioned in the preceding chapter, three types of heatiig were
used in this research to force the diurnal tidal response: heating due
to absorption of shortwave (SW) radiation by water vapor (he-eafter
called HZO heating), cumulus heating, and heating due to absorplion of
SW radiation by ozone (ozone heating). The first two sources lie mostly
or totally within the troposphere. 0zone heating occurs primarily in
the stratosphere and lower mesosphere.

The chief objective of this research is to obtain a better .heore-
tical understanding of the structure and amplitude of the diurnal tide
in the troposphere. In order to attain this goal, it is esseni.ial to

have a representation of the tropospheric forcing which is as a:curate
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as pos;ible. A theoretical argument can be given to support this claim
(Butler and Small, 1963). The only forcing which occurs above the
troposphere is (presumably) that due to ozone heating. Though this
forcing is very strong, it is almost totally ineffective in producing
any significant tropospheric response. The layer of ozone heating has a
depth >f about 60 km. Most of the forcing in the ozone layer of the
tropice projects onto the Hough functions with positive equivalent
depths - the modes which permit vertical propagation of energy. How-
ever, the vertical wavelengths associated with ihese modes are much
smaller than the thickness of the ozone layer, with the longest wave-
Tength being 27.9 km, the second longest being 11.1 km, and all the rest
being shorter. It happens that, for a thick band of forcing in which
waves with short wavelengths are initiated along a vertical continuum,
destructive interference among waves initiated at different points along
the continuum will effectively destroy any response above or below the
region of forcing. Thus, the ozone forcing produces 1ittle response in
the troposphere, and therefore almost all of the tropospheric response
must be the result of tropospheric forcing. It follows that the struc-
ture of the diurnal tide in the troposphere will depend very much on the
structure of the tropospheric forcing.

A radiative transfer routine was used only for computing the H,0

2
heating in the troposphere and lower stratosphere. (The reason why the
ozone leating could not be treated in the same way is discussed on the
following page.) Temperature and water vapor mixing ratio profiles were
entered into a simple broadband shortwave radiative transfer routine

developad under Stephen Cox (Cox, et al., 1976). Temperature profiles

(Fig. 3.1) for spring equinox were obtained by averaging the January and



Fig. 3.1
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Temperature profiles used in the radiative transfer roitine.
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July profiles in the U.S. Standard Atmosphere Suppliements, 1966. Water

vapor profiles up to 10 km (Fig. 3.2) were obtained from the same
source, while values at higher levels were obtained from Manabe and
Strickler (1964) and from Mastenbrook (1968). The radiative transfer
routine computed the HZO heating rate as a function of date, latitude,
time of day, and height. The examples shown for equinox at the equator
(Fig. 3.3) and for several heights (Fig. 3.4) show the variations of
structure which occur. The SW heating is, of course, taken to be zero
at night. At each height and latitude, the daily heating curve was
subjected to Fourier analysis in order to obtain the diurnal component

(Fig. 3.5). In terms of the notation of the preceding chapter, where

J' = Jﬂ’g (B,z*)ei(0t+s¢),
J9°% has now been determined at discrete values of 6 and z* for ¢ =
2n/day and s = 1. The fact that J%*% is not separable into independent
functions of 8 and z* adds some difficulty to the problem, in that J7s8
must eventually be projected onto the Hough functions at each Tlevel
where radiative heating values are obtained.

Lindzen, in his work on the diurnal tide, and others who have
followed him, used a simple functional form (separable in 8 and z*) to
describe the H20 heating (Lindzen, 1966). This function, based upon
some sinple physical considerations and a few numbers in the literature
on radiative transfer, was extended at least into the mesosphere, where-
as the H20 heating in this research only extended to about 40 km. A
comparison between the vertical structure of the two H20 heating func-
tions a. the equator is shown in Fig. 3.6. The specific vertical struc-
ture of the new function is quite different, but the general shape and

magnitule are not far different from Lindzen's.
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Fig. 3.6 Vertical profiles of the amplitudes of the diurnal com-
ponents of the heating: (a) the smoothed H20 heating

profile derived from the radiative transfer routine, (b)
Lindzen's H20 heating profile, and (c) cumulus heating. A1l

three profiles are for equinox at the equator.
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It was originally intended that ozone heating and carbon dioxide
heating would also be computed by using the same radiative transfer
routine. However, after tinkering with the initial results for quite
some time, the undocumented fact was discovered that the routine cannot
give valid results above 0.4 kPa. Both the ozone and carbon dioxide
heating extend to much greater heights than this. Lacking a more so-
phisticated radiative transfer model and being unable to locate the
desired data in the Tliterature, it was decided to utilize Lindzen's
ozone heating as a reasonable approximation to the real heating
(Lindzen, 1966). When the results of this research later showed the
tropospheric response to be quite insensitive to the exact structure and
magnitude of the ozone forcing, it was determined that this was a satis-

factory choice. The ozone heating function used in this research looked

like this:
0.0116(z-z,) Z2-2.)
3%45= of e B cin [oBis] + o),
0, °p (z72p)

where z is now the mean geopotential height and f(8) is very nearly a

cosine function. The ozone heating is confined between z, = 18 km and

B
z; = 78 km. The vertical structure of this heating function at the
equator is shown in comparison to the H20 forcing in Fig. 3.7.

The COZ forcing is negligible in the region where Cox's model is
valid, but it may not be neglibible everywhere in the atmosphere. Other
minor constituents might also contribute to the SW heating of the upper
atmosphere at various levels. However, it had to be assumed that their

contribution to the tropospheric diurnal tidal response would be negli-

gible.
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Fig. 3.7 Vertical profiles of the amplitudes of the diurnal ccm-
ponents of the H20 and ozone heating rates: (a) the

smoothed H20 heating profile derived from the radiative

transfer routine, and (b) Lindzen's ozone heating profile.
Both profiles are for equinox at the equator.
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Finally, while discussing the improved tropospheric heating func-
tion, it would also be appropriate to discuss cumulué heating. It was
hypothesized that diurnal variations in the rate of latent heat release
might have a significant effect upon the amplitude and phase of the
diurnal tide in the troposphere. To test this hypothesis, a very crude
cumulus heating function was added to the SW heating. Like the ozone
heating, the cumulus heating was assumed to be of a prescribed func-

tional form separable in 6 and z*.

X 1*-13 -(9—)2 -
Jggs(e,z*) = Aebz sin |n E;:Eg e 30 e1p,

T8

where A = 1.ZSX10_2w/kg, b = -0.806, za is the bottom of the latent heat
release at 95.1 kPa, z? is the top at 10.0 kPa*, and p is the phase of
the cumulus heating. In a more recent paper, Lindzen shows a table of
the amplitudes of the diurnal and semi-diurnal components of the rain-
fall rate for various tropical stations (Lindzen, 1978). The value
based upon the data from Jacobson (1976), which was an average for a
number of small tropical island stations, was chosen to be the value for
the amplitude of the diurnal variation at the equator for the purposes
of this research. At best, the assumed diurnal variation of the rain-
fall rate, with an amplitude of 0.126 cm/day and reaching a maximum at
0647 LT, is only approximate. The functional form of the latent heat
release written above is an educated guess. The values of b and A were
chosen so that when this function is integrated over the vertical extent
of the layer in which the latent heat 1is released, it will yield a

heating value equivalent to 0.126 cm of rainfall per day. The vertical
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profile of this heating at the equator is shown in Fig. 3.6. The hori-
zontal profile is just a Gaussian curve which falls off to a value of

1/e at 30° from the equator.

3.2 Improved Hough Mode Representation

In Lindzen's study of the diurnal tide, he projected the latitudi-
nal structure of his heating function onto only five Hough functions --
the first three positive equivalent depth modes and the first two nega-
tive equivalent depth modes (Lindzen, 1968). The sum of these five
projections makes a very rough approximation to the heating profile, as
is shown on the left side of Fig. 3.8. Even in the tropics, the shape
of the five mode representation does not very closely resemble the
actual structure of the heating; while in middle and upper latitudes,
the representation is quite poor. Presumably, these representation
errors might be reflected in the response calculated by using this
distorted heating function, thereby producing artificial and misleading
features -- particularly in the detailed latitudinal structure which is
investigated here, but which others have not examined.

In order to alleviate this problem, sixteen modes were used to
represent the Tongitudinal structure of the heating and of the different
tidal variable responses. Eight positive and eight negative equivalent
depth modes were used. The improvement that is made in representing the
heating is clearly shown on the right side of Fig. 3.8. Notice that the
largest representation errors occur between 25 and 40 degrees from the
equator and very near the pole. Somewhat unusual behavior in the cal-
culated responses might be expected in these areas.

An extreme example of the difference that can occur in the calcu-

lated response of a particular variable is shown in Fig. 3.9. This
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Fig. 3.9

Latitude (degrees)

Comparison of the horizontal (6) structure of the amplitude
of the tidal w response at 52.7 kPa using (a) five and (b)
sixteen Hough modes to represent both the forcing and the

response.

(Data are plotted at 5° increments.)
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example shows how the latitudinal profile of the w response produced by
the five mode representation of the heating differs from the w response
produced by the sixteen mode representation, where w is the vertical
velocity in pressure coordinates.

Although it is possible to speak of the latitudinal profile of,
say, the ozone heating being a cosine curve, what is actually meant is
that the heating profile is a sixteen mode representation of a cosine
curve. Some functional heating profiles cannot be well represented even
when projected onto sixteen Hough functions. The example in Fig. 3.10
is a sixteen mode representation of a Gaussian curve--the latitudinal
profile assumed for the cumulus heating. As is readily observed, the
representation is pretty unreliable at more than forty degrees from the
equator and cannot even give the right sign poleward of sixty dzgrees.
This example is shown because several of the tidal variables havz lati-
tudinal response profiles which have shapes similar to this Gaussian
curve. From this it was concluded that even a sixteen mode treatment of
the diurnal tide is inadequate for computing reliable tidal responses
poleward of about forty-five degrees latitude. For this reasor, com-
putational results poleward of this point will not be discussed in this

report.

3.3 Improved Presentation of Results

Since the chief focus of this research is on the diurna’ tidal
variations in the tropical troposphere, it was imperative to obtain
results with as fine a vertical and horizontal resolution as required to
resolve the structure of the tide. Lindzen presented vertical profiles
of the tidal response for several tidal variables at 15° increments of

latitude. It was felt that this might be inadequate to resolve the



Fig. 3.10

Latitude (degrees)

4 2
(a) A Gaussian curve (e (6/30) ) and (b) the sixteen Hough
mode representation of that curve. This was the 6-structure
of the cumulus heating.

17
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latitudinal structure of the diurnal tide; and that, conceivably, one or
more of the 15° increments could fall near nodes in the responses of
some tidal variables. Thus, the results presented by lindzen (1966)
could be misleading in these two respects.

In this research, it was possible to show results at 1° increments
of latitude. However, it was found that such fine resolution was not
necessary. Results presented at 5° increments were sufficient to re-
solve the structure of the diurnal tide. In fact, presentation of
results at 15° increments was inadequate or misleading only for the
vertical velocity variables (e.g., w, w*, w, I'w*). Fig. 3.11 shows how
the presentation of vertical profiles of w at 15° increments of Tatitude
would not adequately portray the horizontal structure of w. In the
troposphere, this does not happen for any other kind of tidal variable
in such an extreme way, though it is still much easier to visualize the
tidal structure when the responses of the tidal variables are presented
as contoured cross sections based upon data with a 5° horizontal resolu-
tion. The vertical resolution in all of the results presented in this
report was Az* = 0.04 -- twice the size of the increment used in doing

the tidal calculation.
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Fig. 3.11 A e-z* cross section of the amplitude of the tidal vertical
velocity field forced by SW heating. Contour interval: 0.1
kPa/day. The 15° latitude increments are the latitudes for
which Lindzen showed results.



4. RESULTS AND COMPARISONS

This chapter on results will be divided into three secticns. The
first section contains discussions of the results of a sensitivity study
and of the individual contributions of the three heating compcnents to
the tropospheric tidal response. The principal theoretical results of
this research will also be presented in this section. The second sec-
tion contains a comparison of the results of this research to those
shown by Lindzen in 1967. Reasons will be given to account for the
differences. There will also be a discussion of preceding eiforts to
include cumulus heating in the classical treatment of the diurnal tide.
The final section of this chapter contains several comparisons between
the theoretical results obtained in this research and the more recently
reported values of diurnal tidal variations derived from obse“vations.
It should be remembered that all of the results presented in this chap-
ter and any conclusions drawn from them are only for the tropical or

sub-tropical troposphere at equinox.

4.1 Results

Before presenting the principal results of this research, it would
first be appropriate to discuss the sensitivity study and the study of
the contributions of the three heating components which were carried
out. This will aid in providing a better understanding of the numerical
results presented later and in providing a greater confidence in their

significance.
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4.1.a Sensitivity study

In order to determine which parameters most sensitively influence
the structure of the amplitude and phase fields of the diurnal tidal
response five parameters were varied individually in different runs of
the tida! calculation. None of the variations produced order-of-magni-
tude changes in the amplitude fields; nevertheless, several produced
significint changes in the results that should be noted.

In the first test, the number of Hough functions (or modes) used in
the calcilation was varied. One model run used the same five modes used
by Lindz2n, while the second run used an additional ten modes. In
comparin¢ the results, significant differences were noticed in both the
vertical and horizontal structures of the responses. In the vertical
directior, the fifteen mode response tends to oscillate (with height)
around the vertical profile of the five mode response at the same lati-
tude. This is a result of the contribution of the higher order positive
equivalert depth modes with their shorter vertical wavelengths. There
are also significant differences in the horizontal structures of the two
tidal responses. Five modes not only provide a poor representation of
the 6-profile of the heating, but they are also inadequate to capture
the finer horizontal structure of the tidal response. In particular,
the fifteen mode run tended to concentrate a greater fraction of the
response in the tropics and subtropics than the five mode run did. At
more than ten degrees from the equator, the differences between the
vertical profiles of amplitude for the two runs were frequently 30 to 50
percent cr more through much of the troposphere. The phase differences
are generally less pronounced. It would be interesting to see what
changes vould occur if the number of modes were again tripled. Hope-

fully, thz: effects would be less observable.
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The second test was to observe the changes caused by mosing the
level of the top of the model. Generally, the model calcula:iion was
terminated at the mesopause. However, in one case, realistic thermo-
spheric temperature and static stability profiles up to 200 km were
added to the top of the model domain, and the results were computed
regardless of whether or not the thermospheric physics were correct.
The results showed that this change generally produced fair y minor
differences in the tropospheric response for both amplitude (1:2ss than
10%) and phase (less than one half hour). Also, the fractional size of
the changes in both phase and amplitude were nearly constant with
height.

The third test requires some explanation. In Laplace's tidal
equation, there is a quantity (u2 - f2) which appears in the denominator
of the 6 operator, where p = sin 6 and f = 0/2Q is the angular frequency
of the tidal component divided by twice the angular frequenc: of the
earth's rotation. The quantity o is determined from the length of the
solar day, while Q 1is dependent on the length of the sidercal day.
Thus, f has a value of very nearly, but not quite 0.5. At 30° from the
equator, p = *0.5, and consequently the value of (pz_fz)'l becomes quite
large. In the Galerkin treatment of the diurnal tide, this quantity
appears only at the end of the tidal calculation, when produ:ing the
graphical, two dimensional representation of the solution. Evzan then,
this quantity only appears in the computation of the horizon:al wind
components. As a test, f was set equal to 0.5 in order to produce an
apparent singularity at the grid point 30° away from the equator. The

vertical profiles of the wind perturbations were not computed at this
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point (“hough they could have been with an application of 1'Hospital's
rule). No significant change occurred in the wind fields away from this
point.

In the fourth set of tests, the structure of the HZO heating was
varied. The two basic vertical structures used are shown (at the
equator] in Fig. 2.6. The horizontal structure of the heating function
derived from the radiative transfer routine varies with height. The
horizonial structure of the other heating function was very nearly the
same as that used by Lindzen (1967) and did not vary with height. Two
versions of the heating function derived from the radiative transfer
routine were used. One was a slightly smoothed %unction (in the ver-
tical) of the other. A three point smoothing scheme was used, giving a
50% weighting to the center point and a 25% weighting to each neighbor-
ing point. (At the point in the calculation where the smoothing was
done, the vertical spacing between data points was 0.5 km below 10 km
and 1 kn above 10 km.) This smoothed profile is what is shown in Fig.
2.6. The tidal responses to the smoothed and unsmoothed heating func-
tions showed no significant differences. The smoothed function merely
resultec in a slightly smoother response. Since the smoothed profile
was considered to be a little more representative of the real atmo-
sphere, it was used for producing the results shown later in this
section.

Twe runs were made using an exponential H20 heating profile like
Lindzen's, where in the second case the heating function was just multi-
plied by a constant value of 1.26. The ozone heating used in both cases

was exactly the same. The result of making this change was just to
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multiply the amplitude profile by nearly the same constant (1.26)
throughott the troposphere while leaving the phase profiles very nearly
identica’. This provides evidence that the tropospheric response to the
ozone heating must be small. The changes in amplitude and phase were
much mor2 significant in the stratosphere where the differing relative
magnitudes of the two heating functions make a difference.

The greatest difference noted in this fourth set of tests was that
between :the response to the smoothed H20 heating function derived from
the radiative transfer routine and the response due to Lindzen's H20
heating function. Examples of this are shown in Figs. 4.1 and 4.2.
Notice in particular how radically different the vertical structures for
the ampl tude and phase profiles of the temperature perturbations are at
fifteen degrees from the equator. The effects are much less pronounced
for the amplitude and phase profiles of w at the equator, but they are
still s 'gnificant in the Tlower troposphere. Because of the fairly
complica:ed structure of the smoothed H20 heating function, it is not
easy to find any consistent differences between the structures of the
response; of the different tidal variables using the two heating func-
tions. Suffice it to say that the differences can be substantial.
Therefor2, as stated before, in order to obtain an accurate portrayal of
the diurnal tide in the troposphere, it is necessary to use a fairly
represen:ative tropospheric forcing.

It is also essential to use good temperature and static stability
profiles. Varying these profiles was the fifth test of the sensitivity
of this nodel. The results of this test indicate that the model results

~are quite sensitive to fairly small changes in the static stability
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Fig. 4.1a

Vertical profiles of the tidal temperature variations at 15°
frem the equator: (1) using the improved SW heating and the
stetic stability profile for 15°N; (2) same, except using
the static stability profile for 30°N; and (3) using
Lirdzen's SW heating and the static stability profile for
15°N. Amplitude of the temperature response.
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Fig. 4.2a Vertical profiles of the tidal vertical velocity (w)
variations at the equator: (1) using the improved SW
heating and the static stability profile for 15°N; (2) same,
except using the static stability profile for 30°N; and (3)
using Lindzen's SW heating and the static stability profile
for 15°N.
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profile. Figs. 4.1 and 4.2 display the differences between using equi-
noctial static stability profiles at 15°N and 30°N. (The temperature
and static stability profiles used are shown in Figs. 4.3 and 4.4.) The
differences in both phase and amplitude which arise from using these
relatively similar profiles can be as great or greater than those aris-
ing from using the two very different H20 heating functions. Lindzen
noted this sensitivity of the model to variations in the tropospheric
static stability profile, but he never showed any tropospheric compari-
sons of the results obtained by using different profiles (Lindzen,
1968).

In conclusion, the sensitivity study shows that the results of the
tidal calculation are sensitive to changes in several parameters. The
three most important factors as found in this research are, in order of
decreasing importance, the structure of the tropospheric heating func-
tion, the static stability profile, and the number of Hough modes used.
This should be remembered when examining the principal results of this

research and comparing them to other theoretical results.

4.1.b Component contributions

It is important to understand the relative importance of the three
components of heating in producing the tropospheric tidal response. A
useful way of making this analysis is to examine Fig. 4.5. These graphs
require a little explanation. They display amplitude and phase as a
function of latitude for the three terms of the thermodynamic energy

equation:

* g,s
i01%2% + rw 0°° = QE-
P
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Fig. 4.5a

Energy partitioning among the three terms of the thermo-
dynamic energy equation averaged through the layer from 81.9

to 28.9 kPa: J“*S/cp.(sw heating curve is indistinguishable
from the HZO heating curve). (1) Total (SW + Cumulus)
heating, (2) SW heating, (3) H20 heating, (4) cumulus

heating, and (5) ozone heating. Note that the amplitude
scale is different for all three terms.
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Each curve is a pressure weighted average for that term in the TEE
Lthrough a deep layer of Lhe Lroposphere (81.9 to 28.9 kPa). [Ihe phase
diagram shows the time when the maximum positive deviation occurs.

Fig. 4.5a displays the heating term, JU’S/CP. Several things
should be noted. First, there is no ozone heating in the troposphere.
Second, the H20 heating 1is much greater than the cumulus heating.
Because the cumulus heating is 78° out of phase with the water vapor
heating, the amplitude of the total heating (shortwave plus cumulus
heating) is increased over the water vapor heating less than might
otherwise be expected. Finally, the wiggles in the 6-profile of the
heating curves due to the finite Hough mode approximation are plainly
evident.

als S5

Fig. 4.5b displays the vertical motion term, I'w (Note that

the amplitude diagrams of parts b and c of Fig. 4.5 have different

X
vertical scales than Fig. 4.5a.) Since w o

is computed directly,
using the heating curves in Fig. 4.5a, it would be expected that some of
the wiggles in the 6 profiles of rw*o,s are directly correlated to those
in the JU’S/Cp curves. The structure equatorward of 25° is probably
significant, while that poleward of 25° is probably just a fictitious
artifact stemming from the approximate Hough mode representation of the
heating. The relative importance of the heating components in forcing
adiabatic lifting is less clear cut. The response due to ozone heating
is smallest, but it is still significant in shaping the total SW re-
sponse near the equator. The vertical motion forced by cumulus heating
is significant at all latitudes. However, being again nearly 90° out of
phase with the vertical velocity forced by the SW heating (at most
latitudes), the difference between the SW heating response and the total

heating response is not very great.
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Fig. 4.5c displays the temperature term, ioT. The situation is
quite distinct here. The stratospheric ozone forcing is almost com-
pletely incapable of directly producing temperature changes in the
troposphere. The cumulus heating is also relatively much less effective
in producing a temperature response than it was in producing a vertical
motion response. Thus, the temperature response in the troposphere is
almost entirely forced by the H20 heating, except very near the equator.
Notice two other things as well. First, the amplitudes of the tempera-
ture term responses are much greater than those of the vertical motion
term, indicating that the great majority of the energy in the tropo-
spheric diurnal tidal response goes into the temperature term. Second,
in the process of subtracting the vertical motion term from the heating
term to obtain the temperature term, most of the wiggles are Tost.

Three conclusions can be drawn from this study. First, the H,0

2
heating is clearly the most important heating component in forcing the
diurnal tide in the troposphere. This provides additional support for
the assumption that the use of an approximate ozone heating function
would provide reliable tropospheric results. Second, the cumulus heat-
ing, being much less than the H,0 heating and nearly 90° out of phase
with the H20 heating generally has only a small effect on the 6-profiles
of the responses and shifts the phases by an hour or less. Third, by
far the greatest fraction of the energy goes into the temperature term
in the troposphere.

It is worthwhile to make a few more comments about this last con-
clusion. In the troposphere, the static stability, I', is low and the

vertical motion forced by the heating is insufficient for there to be

X
much response in the TI'w 9»3 term of the TEE. As a result, this term
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behaves somewhat 1like a residual quantity, while the heating and tem-
perature (ioT) terms are more nearly equal in amplitude and have very
nearly the same phase. This implies that the temperature response,
TG‘S, always tends to lag the heating by very nearly 90° (or six hours).
Thus, if the heating reaches a maximum at noon (as the SW heating does),
the temperature reaches its maximum value at 1800 LT. For a realistic
static stability profile, the only way to achieve an earlier temperature
maximum in this model is to add an additional source of heating which
achieves its maximum at an earlier time than the SW heating does. The
cumulus heating is able to do this to some extent; though, as noted, its
effect was not very great. This will be important to remember later
when examining the results shown in the next section and when comparing
them to the observational results shown in section 4.3.

It was also observed that increasing the static stability in the
troposphere increased the fraction of energy that went into the vertical
motion term, and that the heating and temperature terms were then no
longer so nearly in phase. However, even with an isothermal atmosphere,
about 60% of the response energy went into the temperature term for this

thick layer of the troposphere.

4.1.c Principal results of this research

There are many results that could be shown in this section -- many
more than could feasibly be shown here. In order to try to obtain
insight into the global structure of the diurnal tide, model results
were obtained in three forms. First, amplitude and phase cross sections
in the 8-z* plane were obtained with resolutions of 5° in the 8-direc-
tion and 0.04 in the z*-direction. Second, instantaneous 6-z* cross

sections were obtained for various times during the course of a day.
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Third, instantaneous ¢-z* cross sections were obtained around several
latitude circles with a 15° horizontal resolution. Cross sections were
obtained for the following quantities: the three terms of the TEE; the
perturbation fields of temperature, geopotential, horizontal divergence,
and the horizontal wind components; and the perturbation vertical velo-
city fields in pressure, log-pressure, and geometric height coordinates.

The instantaneous cross sections were quite useful and illuminat-
ing. Certain features, 1like tilting axes and cellular structures,
become very apparent in these sections. It was also fairly easy to
confirm from these cross sections that the general features of the
results are internally consistent and are consistent with the governing
equations. However, because these instantaneous cross sections do not
convey information in a concise form, they will not be shown in this
report. Instead, only 6-z* cross sections of amplitude for a number of
variables will be shown here along with vertical profiles of phase at
0°, 15°, and 30° of latitude.

It was decided that the most representative results were obtained
by incorporating the following features into the model: sixteen Hough
modes, the static stability profile for 15°N, the same ozone heating
that Lindzen used, and the slightly smoothed HZO heating derived from
the radiative transfer routine. The results of two model runs are shown
here. The first run was driven only by shortwave heating (ozone and HZO
heating). The second run contained the additional forcing due to cumu-
lus heating as well. The results are shown on the following pages in
Figs. 4.6 to 4.12, and a comparison can be made between the tidal re-

sponses with and without cumulus heating.
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Fig. 4.3b Same as Fig. 4.6a, but for the amplitude of the total (SW
+ Cumulus) heating.
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Fig. 4.6c ‘teating. Vertical phase profiles at 0°, 15°, and 30°
from the equator. The shortwave heating is maximum at
roon at all latitudes.
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Fig. 4.7a Temperature response. Contour interval: 0.04 K. Amplitude
of the response to SW heating.
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Fig. 4.7b Same as Fig. 4.7a, but for the amplitude of the response
to total heating.
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Fig. 4.7c  Temperature response. Vertical phase profiles at 0°, 15°,.
ard 30° from the equator for responses to both SW heating
ard total heating.
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Fig. 4.8a Westerly wind response. Contour interval: 0.1 m/sec.
Amplitude of the response to SW heating.
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Fig. 4.8b Same as Fig. 4.8a, but for the amplitude of the response
to total heating.






Fig. 4.8c Westerly wind response. Vertical phase profiles at 0°,
15°, and 30° from the equator for responses to both SW
reating and total heating.
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Fig. 4.9a Vertical velocity (w) response. Contour interval: 0.03
cm/sec. Amplitude of the response to SW heating.
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(B) Amplitude: w (Tetal)
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Fig. 4.9b Same as Fig. 4.9a, but for the amplitude of the response
to total heating.






Fig. 4.9c Vertical velocity (w) response. Vertical phase profiles
ai. 0°, 15°, and 30° from the equator for responses to both
SV heating and total heating.
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Fig. 4.10b Vertical phase profiles of the geopotential response to SW
heating at 0°, 15°, and 30° from the equator.
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Fig. 4.11 Diurnal surface pressure variations due to (a) total heating
and (b) SW heating. (c) The response calculated by Lindzen
(1967) is given for comparison.
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Fig. 4.12a Amplitude of the southerly wind response to SW heating.
Contour interval: 0.1 m/sec.



91

03 dsuodsau puim A|4dyinos ay3 jo sa|Ljouad aseyd LeOL3udA qzT 'y ‘B

"403enba ayy wouy ,of pue ‘ST ‘50 e Burqeay ms

UMWTXEn JO QWTJ

i e
L Rt ,”H:”.f, :_wxw._“ML}LtilJIWm.”m-:rm-|1=:
5 Mm [ 350 colle - m
¥ eyl | _
2 S - P n _
2 5 s _ = e v = ; o S S
i S o Seaks. ey _M .
e ey oy
e ah St ek - S
i ST ik il .-..w”.—..” ........ o . ! 4
.\”_.@w,.{ o weloi | WOE : OEMS —— ]
S REEREPES STy oSIMS ——
Mr\” ___________ e > .“meuu_ e W m _\ 3
\ ke I a_ nldmﬁ_ﬂgrxi
Sl = S e GERRE S Vo
= = = > o e imhate St A et el i i ylr.Ll.lw. -
s Ht P e e mwrj\;wwﬂxwaquﬁl”f._WWWﬂ_ Sy
T STESERES b wu s W.m\\”@y b o SIS ””“3_.m.f__uf_
i B e E e o DL Sl B .| gLy A = 0 € i g 0 3%
L fi: o B L e | e et O] A0 e L gl i

0071

08

09
9

Of

o€
52

0¢

ST

0t

(Bd¥®) sanssaaq



92

The results stand pretty much by themselves without requiring much
explanation. Only a few features will be commented on here. The first
set of comments pertains to the changes which occur with the addition of
the cumulus heating. The amplitude and phase of the heating for the two
runs are shown in Fig. 4.6. Il is evident Lhat the addilional heating
due to latent heat release somewhat intensifies the tropospheric heating
and produces a second maximum at about 45.0 kPa. The additional heating
also shifts the time of maximum heating to somewhat earlier in the
morning, the exact amount being dependent on the latitude and height,
but nowhere by more than three hours. As mentioned earlier, the SW
component of the heating is still clearly the dominant component of the
heating. As would be anticipated with the addition of a relatively
minor source of heating, the results of the tidal calculation are not
profoundly altered by this addition. In general, it serves only to
increase the amplitude of the tropospheric response by ten to twenty
percent and to shift the time of maximum response from zero to two
hours. No important structural changes in the tropospheric tidal re-
sponse are caused by the addition of cumulus heating.

The second set of comments is first motivated by an examination of
the vertical velocity field. There is a cellular structure in this
field in the tropical troposphere which at the equator provides downward

vertical motion at the time of maximum heating, and at twenty degrees

from the equator provides upward vertical motion at the same time. This
was a rather surprising and bothersome result for which a simple physi-
cal explanation has not been found. As is demonstrated in Appendix 3,

even the mathematical explanation for this phenomenon is not very
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straightforward. However, the mathematical veracity of the solution has
been confirmed by two completely independent analytic solutions, and the
phenomenon appeared to be quite persistent, even when fairly radical
changes were made in the shapes of the forcing and the static stability
profile. Apparently, even with the assumption of fairly simple stiruc-
tures for the atmosphere and the forcing, the problem of computing a
tidal response in a thin atmosphere on a rotating sphere is still so
complex that a simple physical or intuitive explanation for the results
cannot easily be found.

The net circulation driven by the tidal forcing is diagrammed for
the time of maximum heating in Fig. 4.13. The tidal response takes the
form of a cellular circulation in the tropics. Thus, a diurnal varia-
tion is superimposed on top of the tropical Hadley circulation which
tends to oppose the Hadley cell during the day and enhance it at night.
(Though, of course, for the purposes of this problem, a resting basic
state was assumed. But if the computed tidal response is at all charac-
teristic of the real atmospheric tidal response, this is the effect that
the computed response would display.) More will be said about this
later when these results are compared to the results derived from obser-

vations.

4.2 Comparison with Earlier Theoretical Results

It seems that Lindzen is the only one who, using classical tidal
theory to compute diurnal tidal variations in the troposphere, has
recently shown a fairly complete set of results (Lindzen, 1967). Figs.
4.14 to 4.16 show Lindzen's amplitude and phase protiles at 0°, 15°, and
30° of latitude for the perturbation fields of temperature, westerly

velocity, and vertical velocity. The corresponding results obtained
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Fig. 4.13 Schematic 6-z* cross section of the tidal wind circulation
at the time of maximum heating.
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Fig. 4.14a Comparison between the new results (NR) and those presented
by Lindzen (L) (1967). Vertical profiles of the amplitude
of the temperature response at 0°, 15°, and 30° from the
equator at equinox.
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Fig. 4.14b Same as Fig. 4.14a, but for the vertical profiles of the

phase of the temperature response.
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Fig. 4.15a Comparison between the new results (NR) and those presented
by Lindzen (L) (1967). Vertical profiles of the amplitude
of the westerly wind response at 0°, 15°, and 30° from the
equator at equinox.
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Fig. 4.15b Same as Fig. 4.15a, but for the vertical profiles of the
phase of the westerly wind response.
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Fig. 4.16a Comparison between the new results (NR) and those presented
by Lindzen (L) (1967). Vertical profiles of the amplitude
of the vertical velocity (w) response at 0°, 15°, and 30°
from the equator at equinox.
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Fig. 4.16t Same as Fig. 4.16a, but for the vertical profiles of the
phase of the vertical velocity response.
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from this research are also shown. Both sets of results were obtained
using only SW heating.

It is difficult Lo find any consistent differences belween the Lwo
sets of results. About all that can be said is that Lhe differences are
frequently quite large through most of the troposphere. The vertical
structures of both the amplitude and phase profiles are quite different
at al’' three latitudes and for all three variables.

Three factors are responsible for the differences between these
sets of results. First, Lindzen used only five Hough modes in his
calcu ations, whereas 16 were used here. Second, the two sets of re-
sults were obtained using very different HZO heating functions (see Fig.
3.6). However, the most significant contributor to the difference is
the fact that all of the results which Lindzen shows were obtained using
an isothermal atmosphere (260 K). This assumption especially affects
the vertical profiles of phase. In light of the sensitivity of the
model to changes in the static stability profile, it is quite surprising
that no one has published complete results using a more realistic pro-
file.

-indzen did compute the diurnal tidal response using more realistic
static stability profiles, but he showed no results below 30 km
(Lindzen, 1968). He makes the observation that variations in the tropo-
spheric static stability profile are the most effective factor in modi-
fying the tidal fields throughout the atmosphere. However, nothing was
published showing the changes that occur in the tropospheric tidal
respense as a result of using these different profiles. Consequently,

most subsequent observational studies have made comparisons to the



107
inadequate theoretical results obtained by using an isothermal atmo-
sphere. Hence, the need to show the results given in this report is
made plain.

Hong and Wang (1980) used classical tidal theory with realistic H20
and ozone heating functions and with a realistic static stability pro-
file to determine the dynamic tidal responses in the atmosphere. Their
primary objective was to obtain a better agreement between theory and
observations for the semi-diurnal tide, and consequently they were
concerned mostly with Lhe ozone heating function which is much more
effective in producing the semi-diurnal tropospheric response. However,
they also looked at the diurnal tidal responses in the surface pressure
field and the northerly component of the wind. It is unforiunate they
did not present more results for other perturbation variablass. As it
stands, the forms in which they present their results provide little
enlightenment into the nature of the tropospheric diurnal tidal re-
sponse.

In the same paper, Hong and Wang also consider the effeci. of latent
heat release in forcing tidal oscillations. They compute the amount of
cumulus heating required to account for the difference between observed
surface pressure variations and the predicted surface pressuie oscilla-
tions using only SW heating. Assuming a particular vertical profile of
latent heat release, they then compute the diurnal variation "n rainfall
rate implied by this amount of cumulus heating and compare th s value to
observed diurnal variations in rainfall rate. They show results only
for the semi-diurnal tide. They make the valid observation that com-
puting the diurnal component of latent heat release from rainfall data
probably substantially underestimates the magnitude of this diurnal

heating component. The droplets which reach the ground as rain account
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for only a fraction of the amount of water which is condensed in a
cloud, and many clouds may form withoul. ever producing rain that reaches
the grotnd. Water droplets which do not fall out of clouds may later
evaporate and extract heat from the atmosphere. Thus, this process does
not contribute to the net heating of the atmosphere, but it does contri-

bute to the oscillations of the atmospheric heating. Diurnal variations

in clouciness or cloud water content may be of the same order of impor?
tance as diurnal variations in rainfall, and therefore the simple param-
eterization of latent heat release used in this research may signi-
ficantly underestimate the total latent heat release.

Horg and Wang further point out that latent heat is released at the
time of condensation -- not at the moment the rainfall reaches the
ground. Consequently, the maximum heating due to Tatent heat release
should occur sometime before the maximum rainfall. However, Lindzen
(1977) cuggests that this time delay should only be a few minutes. In
light o7 the many other factors which introduce inaccuracies into the
tidal cilculation, it seems useless to quibble about small phase dif-
ferences (less than about 1 hour) between theory and observations for
whatever reason they may arise.

In any case, for the semi-diurnal tide, Hong and Wang determined

that cunulus heating probably produces a larger tropospheric response
than HZ( heating and less than ozone heating. This is contrary to the
case for the diurnal tide. However, it is possible that latent heat
release could produce more significant changes in the tidal responses
than have been shown in the results of this research.

Earlier, Lindzen (1977) studied the role of cumulus heating in

forcing the semi-diurnal tidal response by using a similar technique.
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Concerning the diurnal tide, Lindzen only notes that the diurnal com-
ponent of rainfall seems to be rather incoherent in phase around the
globe, and that, relative to the SW heating component, the cumulus
heating is fairly small. He assumed, therefore, that tropical latent
heat release would not contribute significantly to the migrating diurnal
tide. Lindzen also notes the greal difficulty of computing Lhe diurnal
rainfall component from real data and the large uncertainties in the
results of such analyses. (This, by the way is a crucial problem which
generally arises in all attempts to compute tropospheric tidal varia-
tions from observational data, though the problem is particularly acute
in computing rainfall variations.) The results of this reseaich tend to
confirm Lindzen's conclusion that the cumulus heating is sma’1 relative
to the SW heating; though it was found in this study that, e¢ven in the
possibly underestimated form used here, the cumulus heating can produce
a significant response.

Hamilton (1981) tried to examine the effects of the geographic
distribution of 1latent heat release in forcing tidal oscillations.
Again, most of his work investigated the impact of this factor on the
semi-diurnal tide. However, he did also briefly examine the effects on
the diurnal tidal response. Unfortunately, he made a critical assump-
tion which, in light of the observational results presented ty Gray and
Jacobson (1977), appears to be quite poor. Gray and Jacobson discovered
that globally, the diurnal component of deep convection and rainfall is
predominant -- especially over the oceans. Hamilton, using cata mostly
from continental and coastal stations concluded that the diurnal com-
ponent of latent heat release is much more important (both in terms of

amplitude and in terms of phase coherence among stations) over land
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areas than it is over the oceans, and that it is the semi-diurnal com-
ponent of latent heat release which dominates over the oceans. Con-
sidering the highly variable effects of topography and sensible heat
transfer over continents, one would hardly expect to find the diurnal
tide to be more coherent over land than over the oceans (see Wallace and
Hartranft, 1969). In any case, Hamilton proceeded to postulate a global
cumulus heating function which was equal to zero over the oceans and had
a funct onal form over land with an unphysical discontinuity at cloud
top. As would be expected from ignoring the diurnal variation of latent
heat release over 70% of the earth's surface, he found the diurnal tidal
response in the perturbation field of the southerly wind component to be
quite snall.

As has been shown here, the most recent theoretical calculations of
the tropospheric diurnal tidal variations using classical tidal theory
are inadequate. The work that has been done has tended to focus on the
semi-diurnal tide. Since Lindzen's work in 1967, no one has given a
detailec presentation of significantly improved values for diurnal tidal
variaticns in the troposphere. The role of latent heat release as a
forcing mechanism for the diurnal tide has also been discussed in the
past. lowever, no adequate presentation has been given to compare the
diurnal tidal responses which are produced with and without the inclu-
sion of this additional forcing. The results obtained in this research
differ significantly from Lindzen's results. The need to update his
results and to present new results showing the effects of cumulus heat-

ing is evident.
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4.3 Comparison with Observations

In order to achieve advancement in the understanding of the atmo-
sphere, there must be interplay between theoretical and observational
analyses of the same phenomenon. This section focuses on this aspect of
scientific inquiry. The theoretical results of this research will be
compared to a number of recent observational studies of diurnal tropo-

spheric variations.

4.3.a General remarks about observed diurnal variations

Before making individual comparisons, it would be well to make a
few general comments about how the theoretical results conpare to the
observational results. Unfortunately, even with the improvements incor-
porated into this treatment of classical tidal theory, it wa: found that
the agreement between theoretical and observational results was not
improved as much as had been hoped. Usually, the difference in ampli-
tude was still a factor of two or three or more, while the phase struc-
tures of the theoretical tidal responses still did not agree well with
the observed phases either.

Obviously, some way must be found to account for this ciscrepancy.
Two factors can be mentioned here at the outset. First, it is apparent
either that the magnitudes of the forcing components used in this re-
search must be underestimated or that some of the neglected effects must
be important. Second, there is still a pretty large amount of uncer-
tainty in the observational analyses.

With regard to the second factor, it is always temptinjy in a the-
oretical treatment of a phenomenon to blame the descrepancy with the
observations on the poor quality of the observations. This should not

be done unless the fault in the observational techniques can be clearly
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elucidated. However, several things shoutd be said about how diurnal
tidal variations are deduced from observations. All tropospheric diur-
nal variations have been computed from rawinsonde data or from surface
pressure measurements. The possibility of inherent and systematic
errors in rawinsonde measurements of wind and temperature are well
known. It has been argued by some that improved technology and accurate
schemes to account for systematic errors have sufficiently reduced these
sources of error to the point that the diurnal variations observed in
the data are clearly significant (Foltz and Gray, 1979; Wallace and
Patton, 1970). It should be remembered though that even with all in-
strumental error removed, it would still be difficult to discover the
amplitudes and phases of diurnal variations in the troposphere. This is
the most variable and complex part of the atmosphere in many respects,
and the signal which is being sought is very small. Consequently, large
amounts of data over long periods of time and at frequent time intervals
during the day are required in order to obtain statistically significant
values of the diurnal tropospheric variations. The necessary quantity
of data is seldom (if ever) available for a single station -- much less
for a large region. As a result, most observational studies report
large margins of error. Often these error bounds, being as great as 30,
50, or 100 percent or more, are sufficiently broad to allow agreement
with the theoretical results through much of the atmosphere. However,
the fact that almost all observational studies are consistent in report-
ing larger amplitudes for the diurnal variations than the theory would
allow seems to be significant.

The possibility that neglected effects are important is the other

factor which must be considered. Numerous observational analyses have
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argued for the significance of surface sensible heat flux, continent/
ocean distributions, topography, the mean wind field, and longitudinally
dependent heat sources (see for example Nitta and Esbensen, 1974,
Wallace and Tadd, 1974; and Yoshida and Hirota, 1979). It appears from
observations that there are local and regional effects everywhere around
the globe that have the net effect of increasing the amplitudes of
diurnal variations while significantly altering the phase structures
from what theory would predict. However, one point should be remember-
ed. This research focused exclusively on that migrating component of
the diurnal tide which has zonal wavenumber one in the assumption that
this should be the clearly dominant diurnal component and that these
neglected factors would not contribute much to this component (see
Chapman and Lindzen, 1970). If it is still true that these neglected
factors do not contribute much to this component, it is then quite
evident that the component with zonal wavenumber one is not the single
dominant component.

So, in light of these factors, what kind of data should provide the
best comparison to the theoretical results in this research? Single
station observational analyses are not Tikely to be very enlightening,
especially if they are over or anywhere near to a continent or some
other relevant surface inhomogeneity (such as a warm ocean current) or
atmospheric irregularity (such as a regional variation in water vapor
content). Regional analyses utilizing data from a number of stations
over a large area are less likely to be subject to local effects and
inhomogeneities, but larger scale effects (particularly continent/ocean

effects) are still likely to be important. If data could be collected
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at small islands, atolls, or ships far from any continent, these region-
al effects could be minimized. However, the migrating diurnal tide is a
global effect, and (as is typically suggested by idealistic theorists)
probably only a global collection of data would be sufficient to obtain
cancellation of regional and local effects so as to yield a data set
which could be analyzed for the amplitude and phase of the diurnal
component with zonal wavenumber one -- a pretty tall order.

From the observations, it appears that the nature of the diurnal
tropospheric variations is not simply or adequately explained by the
classical tidal theory as treated in this report. However, without the
global analysis mentioned above, it is also difficult or impossible to
ascertain whether or not this treatment is adequate for quantifying the
characteristics of this one component of the diurnal tide -- the mig-
rating zonal wavenumber one component. As will be shown, though, there
appears to be a fairly significant phase discrepancy of some three or
four hours which could be explained in more than one way, but which may
indicate that a significant tropospheric forcing mechanism has been

neglected in this treatment.

4.3.b Observational comparisons

Keeping these precautions in mind, comparisons will be made between
the theoretical results of this research and the results derived from
observations which are shown in six papers. In addition, the observa-
tional results presented in several other papers will also be commented
on. It should be noted that comparisons will be made here between the
theoretical results at equinox and observational results obtained in the
tropics regardless of the season in which the observations were col-

lected. The added assumption made here is that, in the tropics, the
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seasonal variation of the diurnal tide is negligible. Certainly the SW
heating will not vary a great deal in the tropics during the ccurse of a
year, and thus the tidal response would not be expected to vary signi-
ficantly either.

The first comparison will be made to results presented by Foltz and
Gray (1979). They analyzed rawinsonde data from five tropical experi-
ments (GATE, ATEX, LIE, Operations Redwind and Hardtack, and BOMEX) in
order to compute the diurnal temperature variation in the 85.0 to 45.0
kPa layer. Each of the five curves of the daily temperature cycle had
very nearly the same character and phase (to within two hours), though
the amplitude of the daily variation varied by about a factor of three
among the experiments. When the five curves were averaged together,
they produced the daily temperature curve shown in Fig. 4.17, which
shows a peak-to-peak amplitude of 0.58°C and which reaches a maximum at
1400 LT. This is a nice result with which to make a comparison because
these five experiments were spread out around the globe, were located in
different parts of the Atlantic and Pacific Oceans relative to the
continents, were located either on small islands or ship arrays, and
were all within about #5° of latitude from 10°N. So, a good comparison
might be expected. Using SW heating only, the calculated temperature
variation in the same layer at 10° from the equator has a peak-to-peak
amplitude of 0.42°C and reaches a maximum at 1800 LT -- a delay of four
hours from the observed time of maximum. Adding the cumulus heating
increases the peak-to-peak amplitude at 10° away from the equator to
only 0.44°C and only pulls the time of maximum back to 1630 LT. Thus,
the theory predicts a response about 3/4 as large as what is observed

with a phase that implies a maximum several hours later. One conclusion



116

L | | | 1 1 | 1 |
00 03 06 09 12 15 18 21 00
Local Time

Fig. 4.17 Mean hourly temperature deviation in the 85.0 to 45.0 kPa
layer for the five tropical experiments (GATE, ATEX, LIE,
Operations Redwind and Hardtack, and BOMEX). (Adapted from
Foltz and Gray (1979).)
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that could be drawn from this comparison is that quite a significant
additional amount of heating would be required to produce exact agree-
ment between these results, whether this might be from a source of
heating not considered in this treatment or whether it might just mean
that the additional heating source (cumulus heating) here has been
underestimated. On the other hand, it must be remembered that Foltz and
Gray stated that the magnitude of the instrument error caused by solar
radiation absorption "is generally believed to be less than 0.2 K".
Presumably this implies that the value of 0.58 K could be ir excess by
as much as 0.2 K and that, therefore, the theoretical result lies within
the error bound of the observational result.

A second comparison can be made to a result given by McBride and
Gray (1978) which is shown in Fig. 4.18. They show vertical velocity
profiles at 0700 LT and 1900 LT for a background composite over the
western Atlantic. By background composite they mean a composite over
many years of summer months of data for this region and a composite over
all weather conditions. The twelve hour difference between these curves
is shown as the solid curve in Fig. 4.19. In making this twelve hour
difference, all of the contributions by even (temporal) tidal harmonics
in the ¢-direction will automatically be eliminated, and the assumption
is made that the diurnal component is of much greater importance than
all higher order odd harmonics. The objective was to reproduce this
curve. Initially, it was assumed that the theoretical resu ts at 20°
from the equator would be most representative of this region. As is
shown in Fig. 4.19a, several different twelve hour difference curves
were computed to compare with the result shown by McBride and Gray. It

seemed that the closest fit was the theoretical twelve hour difference
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between 0300 and 1500 LT -- again a four hour difference between the
theory and the observations. But of course, little can be determined
about thas phase and amplitude of the vertical velocity profile from the
two profiles, twelve hours apart, presented by McBride and Gray. So,
this four hours may be merely coincidental. However, pursuing this line
of thought yields other interesting results. Fig. 4.19 shows the
latitudinal variation of the (w0300 - mlSOD) vertical profile. In that
between ten and thirty degrees from the equator Lhere is quite a marked
variation in the vertical profile, it is concluded that regional aver-
ages of the tidal vertical velocity field derived from observations must
not span more than five or ten degrees of latitude. Averages should
only be taken over stations within a fairly narrow latitude belt. Fig.
4.19c shows the average of the (w0300 = w1500) vertical velocity pro-
files at 15°, 20°, and 25° from the equator in comparison to the profile
shown by McBride and Gray. The similarity, is quite surprising. If
nothing else, it at least shows that theoretical tidal oscillations are
large enough in amplitude and (potentially) have appropriate structure
to explain some observed diurnal variations. Fig. 4.19d shows the
effect of adding cumulus heating and computing the same 15° to 25°
average at three different times. The closest fitting curve here would
be approximately (w0130 " w1330). Because the time when the maximum 12
hour difference would occur cannot be determined from the results shown
by McBride and Gray, the meaning of this time difference between when
the two curves are most comparable is not clear; but in light of the
comparison to the theoretical result without cumulus heating, it does

not look like a step in the right direction.
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The next comparison will be to results shown by Riehl and Haurwitz
(1982) based upon an analysis of GATE data. They computed the diurnal
variation of the heights of pressure surfaces at 10 kPa increments
through the depth of the troposphere. Their new results from GATE and
two older sets of results from Bermuda and San Juan, Puerto Rico are
shown a'ong with the theoretical results at corresponding latitudes in
Fig. 4.20. The amplitude profiles are quite disappointing, because the
observational results show amplitudes anywhere from two to twenty times
the theoretical amplitudes. The phase profiles are more interesting
though. Above about 700 mb, the observational profiles, which come from
both sides of the Atlantic, very consistently show a time of maximum
between 1230 and 1400 LT. The theoretical profiles for SW heating alone
are likewise very consistent above 700 mb and show times of maximum at
very nearly 1800 LT. Adding cumulus heating (not shown) reduces the
phase d fferences between the two sets of profiles by about one to 1%
hours. These phase results are very consistent with the phase results
shown by Foltz and Gray for the temperature variations, but the ampli-
tudes of the height changes appear excessive.

The next comparison is for data from the western Pacific. Observa-
tional results from two papers are shown in Fig. 4.21 and 4.22: Carlson
and Hastenrath (1970) and Hastenrath (1972). In the latter paper,
rawinsorde data from eight stations in the tropical western Pacific,
seven 0° which are between 0° and 12°N, and all of which are between
155° anc 175°E were averaged together. This may be the best region on
the globe for trying to obtain tidal observations, because it is far
from cortinents, consists of small islands and atolls, and does not span

too broed a latitude band. Regional and local effects would be expected
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Fig. 4.20a Comparison between the observed geopotential variations as
reported by Riehl and Haurwitz and the theoretical varia-
tions for the same latitudes: observed amplitude profiles
for GATE (8°N) (RHG); for San Juan, P.R. (18.5°N) (RHS);
and for Bermuda (32.4°N) (RHB); and the theoretical ampli-
tude profiles for 8°, 18°, and 32° from the equator.
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Fig. 4.21b Same as Fig. 4.21a, but for the observed and theoretical
phase profiles of the temperature variations.
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Comparison of the vertical profiles of westerly wind varia-
tions derived from observations over the western Pacific by
Hastenrath (H) (1972) and Carlson and Hastenrath (CH) (1970)
to the theoretical amplitude profile (8) for the average
station latitude: (H) eight station average for which the
hatched area delineates the margins of error shown by
Hastenrath, (CH) Eniwetok (12°N), and (8) theoretical
amplitude profile for 8° from the equator.






Fig. 4.22b Same as Fig. 4.22a, but for the observed and theoretical
phase profiles of the westerly wind variations.
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to be minimized here. The averaged temperature and westerly wind re-
sults ar2 shown in Figs. 4.21 and 4.22. Hastenrath also showed error
bounds on this data. For the temperature profiles these error bounds
are quit: restricted; whereas for the westerly wind profiles the errors
may possibly be quite significant even for this eight station average.
For comparison, the results for Eniwetok presented earlier by Carlson
and Hastenrath are also shown. The large similarity between the single
station srofiles and Lhe eight slalion average may be an indication that
the tidel variations are fairly uniform over this whole region. The
theoretizal results for 8° from the equator are also given for com-
parison. For the temperature profiles, it can be seen that the ampli-
tudes arz fairly comparable in the lower half of the troposphere, though
they ar: quite disparate in the upper troposphere. However, more
notably, for the temperature phases, this three to four hour phase
difference appears once again throughout most of the troposphere. This
phenomenon seems to be quite pervasive in the temperature and the re-
lated geopotential fields. For the westerly wind profiles, the agree-
ment beiween amplitude profiles is pretty good in the lower (below 70
kPa) and upper (above 30 kPa) troposphere. In fact, the theoretical
amplituce profile lies within the error bound on the observational data
throughcut the troposphere except between 37.5 and 67.5 kPa. This is
not so true for the phase profiles of the westerly wind, though they are
still within four to five hours of each other throughout most of the
troposplere.

Yochida and Hirota (1979) showed results for the tidal variations
in the horizontal wind at various stations in Japan. It would naturally

be expe:ted that topography would significantly affect the tropospheric
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tidal veriations over Japan, and thus it might be expected that aver-
aging all the stations around Japan might minimize the discrepancy
between the theoretical and observational results. So, the average
annual profiles of the southerly wind component for eight stations were
averagec together. The result of this procedure is shown in Fig. 4.23,
where the theoretical results at the average station latitude of 36°
from the equator are also shown. The agreement is not very good. The
amplituces are two to ten times greater than those predicted by theory,
and the vertical structures of the phase profiles are quite different.
With thz proximity of the Asian land mass, the rugged topography of
Japan, c:the Kuroshio current, and the very strong mean jet stream over
Japan, ‘'t would be hypothesized that local and regional effects might be
very imdortant. Thus, it is not very surprising that the theory and
observal.jons are not in very good agreement for Japan. It should also
be poin:ed out that even the single station annual averages of Yoshida
and Hirota show very large error bounds (50-100%) and that their results
are not therefore statistically very significant. However, it probably
is sigrificant that an eight station average of their results quite
consistently shows larger variations at all levels than this treatment
of classical tidal theory would predict, and this is almost certainly an
indication that various influencing factors (such as those mentioned
above) are playing a substantial role in producing the diurnal varia-
tions oser Japan (as Yoshida and Hirota themselves concluded).

Th: results presented in several other papers will now be discussed
without showing any figures. Nitta and Esbensen (1974) analyzed BOMEX

data to the 50 kPa level to determine the characteristics of the diurnal
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Fig. 4.23a Conparison between an eight station annual average amplitude
prcfile of diurnal variations in the southerly wind com-
porent over Japan computed from data shown by Yoshida and
Hirota (YH) (1979) and the theoretical amplitude profile for
the average station latitude of 36°N (36).
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variations in this area. They analyzed the variations for the horizon-
tal wind components, temperature, horizontal divergence, and he verti- .
cal velocity in pressure coordinates. They found much larger variations
than were predicted in this treatment of classical tidal theory (though
their claim that the observed and the theoretical variations differ by
an order of magnitude is exagerated if the whole layer between 100 and
50 kPa 1is considered). In particular, they show strong maxima in the
diurnal variations of all ftields at aboul Lhe /0 kPa level. [lhese
maxima are not present in the theoretical results. Except for the
westerly component of the wind, the phase profiles are not at all in
agreement either.

There are two other papers which also show vertical profiles of
twelve hour differences. Wallace and Patton (1970) show twelve hour
difference profiles of temperature and westerly wind for several sta-
tions. They show that stations at similar latitudes have similarly
structured vertical profiles. One of their figures displays three
twelve hour difference profiles from three island stations in the
Carribean Sea at about 18°N. When averaged together and compared to the
difference profile taken from the theoretical results, it is iound that
the agreement is not very good. Of course, little can be said about the
amplitude or phase of the curve presented by Wallace and Patton, but it
appears that the amplitude of the temperature variations are generally
larger than the theory would predict, especially in the upper tropo-
sphere and lower stratosphere. However, through much of the tropo-
sphere, this factor is probably less than two. At this poini., it must
be remembered that this is once again a comparison to an observational

result from a small region, and therefore that it is possible that
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regional or local influences may have played a significant or perhaps
even a dominant role in producing the observed diurnal variations.

Murakami (1979) presents vertical profiles of temperature and the
vertical velocity in pressure coordinates at six hour intervals com-
posited over the period of GATE. From these, two twelve hour difference
profiles can be computed for each variable. These twelve hour dif-
ference profiles were then compared to corresponding profiles computed
from the theoretical results. For the vertical velocity, it is quite
apparent that the amplitude of the observed variations through much of
the troposphere are two to three times greater than the theory would
allow. For the temperature differences, the situation is quite dif-
ferent. Below about 45 kPa, the tidal theory predicts temperature
variations with larger amplitudes than were observed. Above this level,
the amplitude of the observed variations are several times larger than
that for which the theory can account. It is well known that the GATE
region i a somewhat atypical oceanic area. It has been proposed that
squall Tines propagating from West Africa and arriving in the GATE
region most frequently in the late afternoon may provide (in a composite
sense) a significant local diurnal forcing mechanism with a much dif-
ferent phase than the theoretical tidal forcing. Therefore, it is not
surprising that the diurnal variations inferred from GATE observations
differ s gnificantly from the variations predicted in this treatment of
classica  tidal theory.

In answer to the question, "Does the diurnal tide have any impact
on the day to day weather?", one other paper will be referenced.
McBride énd Gray (1979) discussed six different factors which contribute

to the large-scale 85 kPa vertical motion forcing (see Table 1) in the



TABLE 1

Estimated typical magnitude of various large-scale 850 mb vertical motion forcing components in mb/d.

(A) (B) (C) (D) (E)
Magnitude of Lower = f1ITCL + /Diurnal + fEasterly\* /Frictional\ + /Cluster
Tropospheric Vertical Forcing Modulation Wave Convergence Scale
(~ 850 mb) Motion in of ITCZ Forcing Diurnal
a Convective Weather Forcing Modulation
System
Region Term (1) (2) (3) (4) (5)

AM/PM Trough/Ridge AM/PM

Western Pacific -30 mb/d 0 mb/d +20 mb/d -7 mb/d 60 mb/d
Western Atlantic +10 mb/d  +5 mb/d +15 mb/d -4 mb/d +40 mb/d
GATE -80 mb/d  +45 mb/d +30 mb/d -3 mb/d +30 mb/d

(From McBride and Gray, 1978.)

(F)
Convective
Feedback

in Cluster
Region

(6)

-20 mb/d
-25 mb/d
-40 mb/d

6€L
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tropics. They estimated the amplitude and phase for each of these terms
for composited data over the western Pacific, the western Atlantic, and
the GAT: array. The term which is of particular interest here is the
diurnal modulation of the ITCZ forcing. This is a very large-scale,
global effect, just as the diurnal tide is also a global effect.
McBride and Gray estimate the magnitude of this term to be small over
the wes.ern Atlantic and Pacific, Lhough it was found to be very large
over the GATE array. The tidal theory predicts a vertical motion varia-
tion at 85 kPa which of course varies with latitude, but which can be as
much as 3 to 4 mb/day. This is a very small variation relative to the
other forcing terms in the forcing equation, but it is of the same order
of magn tude as the diurnal modulation of the ITCZ forcing computed from
observai.ions over the western oceans. The role of this modulation in
producing weather events is diagrammed by McBride and Gray (shown here
in Fig. 4.24). As shown in the third diagram, there may be times when
this smiall diurnal variation may be able to provide that little extra
bit of forcing needed to reach the threshold required to obtain convec-
tive feedback. Or, it could sometimes provide just enough subsidence to
prevent the forcing in an otherwise disturbed region from reaching this
thresho'd. Admittedly, the times when this small diurnal variation
would be sufficient for triggering or suppressing weather events should
be infrequent. However, the tidal variation in the vertical motion
field may also be able to slightly enhance or reduce disturbances which
were triggered otherwise. Thus, in the tropics where the diurnal tidal
variations are largest and where the large-scale forcing mechanisms are

smaller (than in mid-latitudes), the diurnal tide may play some small
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Fig. 4.24

Idealized association of ITCZ vertical motion forcing with
ditrnal cycle (top curve) and easterly wave modulation
(second curve). Third curve is sum of top two curves.
Dotted region denotes required upward vertical motion such
thét cloud region feedback will occur. Second from bottom
curve denotes cloud region feedback. Bottom curve denotes
the sum of ITCZ, diurnal, wave and feedback forcing. (From
McEride and Gray, 1978.)
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role in triggering and enhancing weather disturbances. Foltz and Gray
(1979) also discuss the possible diurnal tidal enhancement of subsidence
over continental size areas which, if concentrated in selective loca-
tions, could be locally significant. However, there are phase discre-
pancies between the tidal theory and the hypothesis proposed by Foltz

and Gray. In particular, Foltz and Gray indicate that, for all lati-

tudes, there should be maximum subsidence during the morning hours. The
results of the current study do not show this, but show instead a cellu-
lar structure not observed or anticipated by Foltz and Gray. The pre-
sent results show more downward motion at the equator during the daytime
than at night, but they show more upward motion during the daytime than
at night. for all latitudes between at least 15° and 40° from the equa-
tor. Thus, if the observational analysis of Foltz and Gray is correct,
then sone other mechanism other than that provided by classical tidal
theory nust be sought to explain it; and it appears more appropriate at
present to think of the tidal circulation in terms of its opposition to
the Had'ey circulation during the daytime and its enhancement of the

Hadley circulation at night.



5. SUMMARY OF CONCLUSIONS

In this research, the classical tidal theory has been used to study
the migrating diurnal thermal tide. Several refinements in th2 standard
methodology outlined by Chapman and Lindzen (1970) were in:zorporated
into the present calculations.

First, a greater number of Hough functions were used to represent
the Tlatitudinal structures of the tidal variables. It was discovered
that even when using sixteen Hough functions, horizontal structures
resembling Gaussian curves could not be well represented at higher
latitudes. Since several of the tidal variables have thi; type of
horizontal structure, it was concluded that even the results of this
sixteen mode treatment are unreliable at more than about 45° from the
equator.

Second, results were presented with a greater horizontal resolution
than had been shown before. It was found that this was only necessary
for the vertical velocity field. The earlier results presented by
Lindzen (1967), which showed a 15° horizontal resolution, are adequate
for resolving the horizontal structure of all but the vertical velocity
fields. From an observational standpoint, this result also imylies that
regional or global observations of diurnal variations of, particularly,
the vertical velocity must not be averaged over an area spanning more

than 10° of latitude.



145

The third improvement was to use a radiative transfer scheme to
obtain & better tropospheric heating function. As it turned out, the
available radiative transfer model only allowed an improvement to the
componert of the heating due to the absorption of shortwave radiation by
water vipor molecules. It was found that the simple functional form
used by Lindzen (1967) differed quite significantly from that derived
with the radiative transfer model.

A tensitivity study showed that the theoretical results are fairly
sensitive to three factors. In order of decreasing importance, these
are (1) the structure of the tropospheric heating, (2) the tropospheric
static «tability profile, and (3) the number of Hough functions used to
represert the heating. The only other detailed presentations showing
the theoretical tropospheric diurnal variations (computed by using
classicé] tidal theory) are those of Lindzen (1967, 1968). His calcula-
tions ulilized a significantly different tropospheric heating function,
an isottermal atmosphere, and only five Hough functions for representing
the hor-zontal structure. Thus, it was not surprising that the present
results were quite different from Lindzen's in amplitude, phase, and
structure. However, in general, the new results differed from the old
results by much less than an order of magnitude. It was difficult to
find ans consistent differences between the two sets of results. For
some variables and in some parts of the troposphere, Lindzen's results
showed ¢reater responses. In other cases the new results showed greater
responses.

An analysis was done to determine the relative contributions to the
tropospteric diurnal tidal response provided by each of the three heat-

ing mechanisms. Of the three (HZO heating, ozone heating, and cumulus
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heating), H20 heating was clearly the component responsible for pro-
ducing the largest fraction of the tropospheric response. For reasons
discussed earlier, the stratospheric ozone heating, even witk its much
greater amplitude, produces only a very minor tropospheric response.
Cumulus heating was put into the calculation in a very approcimate and
possibly underestimated form. Though the cumulus heating produced a
greater tropospheric response than the ozone heating, it was still a
relatively minor response compared to that produced by HZO heating. In
general, the effects of the cumulus heating were to increase :he ampli-
tude of the tropospheric response by 10% to 20% and to shift the phase
so as to reach a maximum one to two hours earlier in the day Another
implication drawn from this analysis was the great importance of having
an appropriate tropospheric forcing function for obtaining a r:ipresenta-
tive tropospheric response.

An analysis of the way the energy is partitioned among the three
terms of the thermodynamic energy equation proved to be quite enlight-
ening. In the troposphere, the temperature change term and tie heating
term remain pretty nearly in balance, while the vertical velocity term
behaves more like a residual quantity. In the troposphere, where the
static stability is low, the vertical motion forced by the heating is
insufficient for there to be much adiabatic heating or cooling by this
means. Also, the near balance between the heating and tamperature
change terms implies that the tempefature (and geopotential) variation
lags behind the heating curve by very nearly 90°. This is true at all
latitudes in the tropics and subtropics.

The new results showed an interesting circulation pattern iu the

tropics. During the daytime, a circulation is established which opposes
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the Hadley cell in all three wind components. This means that there is
downward vertical motion and adiabalic warming at the eguator al Lhe
time of maximum heating -- a curious phenomenon for which no satisfying
physical explanation was found. At night, the situation is reversed and
the diurnal tidal circulation would serve to enhance the Hadley cell.

Comparisons between the new results and observations were not as
favorable as had been anticipated. The most interesting discovery was
that of a three to five hour phase difference between the observational
and thecretical temperature (and geopotential) fields. This phase dif-
ference was found consistently in comparisons to three completely in-
dependent observational analyses.

Most of the empirically obtained measurements of tidal oscillations
showed significantly greater amplitudes (two to three or more times
greater) than the theoretical amplitudes computed in this study. The
empirical results also showed very different phase profiles and vertical
structures than predicted by the theory. Almost the sole exception to
this was the result of the global temperature analysis carried out by
Foltz and Gray (1979). However, even in this case, there was still a
four hotr phase discrepancy and a 30% amplitude difference.

It is important to try to account for this disparity between the
theoretical and observational results. From the theoretical side, three
factors could be contributing to the disparity. First, the diurnal
variaticn of cumulus heating may be substantially underestimated (Hong
and Wan¢, 1980). Second, it is possible that the diurnal variations of
one or more of the heating mechanisms neglected in Chapter 2 may be of
major significance. Third, because of longitudinal inhomogeneities in

topography and heating, it is possible that a significant portion of the
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observed diurnal tidal response resides in the components with zonal
wavenumbers greater than one -- components which have not been treated
in this study.

From the observational side, there are two factors which :ontribute
to the discrepancy. First, the diurnal tide consists of variations with
very small amplitudes -- much smaller than the ubiquitous tripospheric
variations forced by other means. The diurnal variations isolated even
from large quantities of data typically have error bounds of t30 to 50%
or more. There is also still some uncertainty as to whether conven-
tional rawinsondes provide sufficiently accurate data from which to
compute tidal variations having such small amplitudes. Second, most
observational analyses have been made for single stations or groups of
stations contained within a fairly small region. Regional and local
effects appear to dominate on these scales and to obscure the smaller
global effect investigated theoretically in this research.

One other consideration which was discussed was whether or not the
diurnal tide might have any impact on the weather in the tropics.
Generally, the theoretical amplitudes of the tidal variationt are much
smaller (by as much as an order of magnitude) than tropical tropospheric
variations forced by other means. However, as shown by McBrid: and Gray
(1978), the diurnal tidal variation of the Hadley circulaticn may, at
times, provide the extra kick required to surmount the threshhold and
initiate convective feedback in an otherwise inactive regian, or to
suppress convective activity in an otherwise disturbed region.

The conclusions of this study suggest two avenues for further

research. First, it would be useful to re-evaluate the signi‘ican.e of
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the neglected heating mechanisms and to further investigate the ampli-
tude and phase of the diurnal variation of latent heat release. Second,
it would be wuseful to have more global analyses of rawinsonde data
stratifi:d by latitude and longitude (as was done by Foltz and Gray
(1979)). lhis would parlicularly facilitale a study to determine
whether or not there is any evidence that a significant fraction of the
diurnal thermal tide resides in the components with zonal wavenumbers

greater than one.
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APPENDIX 1
THE FAILURE OF THE FINITE DIFFERENCE APPROACH

After linearizing the primitive equations, subtracting out the
basic state, choosing a wave-like solution, and combining the five
equatiors, the following single equation in the variable w’® is derived

(as was shown in chapter 2 of the main text of this report):

-z%/2

p4 . 1. R A0, Sy _ ~Ke 0,s v
[ede] - 7 = gezpp F (0770 = omm— FUT™ ), (A1-1)

where p = sin6 and F is the following 6-operator:

ihD D ynd (8 . B2t st
F: N (6 Bp) 6 (f & n ).

Here, n=1-p2 and 6=f2-p2. This is the equation that must be solved to

obtain the tidal field of the perturbation variable el

It is a
second order partial differential equation in both p and z*. The most
obvious approach to take to solve this problem is to make a straight
forward application of finite difference techniques in both dimensions,
and so this is the approach that was first pursued. It was unclear at
first why all previous tidal calculations had been carried out using the
conceptually more difficult Galerkin methods and why no one previously
had ever reported trying to solve the problem using finite-difference

methods However, it was not long before the shortcomings of the finite

difference approach became clearly evident.
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The major problem arises when trying to use the radiation’/bounded-
ness condition at the upper boundary. Following the method o° Matsuno
(1970), it turns out that, in order to apply the radiation condition at
the upper boundary, the method of separation of variables mus. be used
at the top of the model domain. The resulting two equations in their
finite difference forms can then be solved simultaneously with the
appropriate boundary condition equations. One of these two equations is

Laplace's tidal equation, which can be written in this form:

d n.dy . 1s, o2, %, _ -42%° N
T T S ) (22

Except for the apparent singularities at f2=p2=0.25 and at p=tl, this
equation otherwise satisfies all the criteria for being in a Sturm-
Liouville form. When put into a finite difference form (using centered
difference schemes for the derivatives and assuming that 0,=0 at the
poles), this equation can be solved as a matrix eigenvalue problem. It
was discovered, however, that even though the IMSL routines :IGRF and
EIGZF would solve the eigenvalue problem and would indicate an excellent
performance index, the eigenvalues would not converge to ihe right
values as the number of grid points was increased, and the eigenvectors
had peculiar features not characteristic of the Hough functioans (which
are the real solutions, or eigenfunctions, of Laplace's tidal equation).
The apparent singularity at f4=p? seems to render the solutions inacces-
sible by finite-difference methods, and no simple way was found to get
around this problem.

For the record, the three methods used in trying to s>lve this
problem will be shown. The results obtained using each method will be

briefly discussed.
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In the first method, the following equation was obtained by carry-
ing out the two differentiations in the left-hand term of equation
(A1-2):

2O
it G-y dp [4ZhQ -1 e —-)]@ =0. (A1-3)
n

This equation is now no longer in Sturm-Liouville form. In finite

differerce form, this equation looks 1ike the following:

grggj [uslerdsTo, spp + Ne-3 G +——)Je
[p-i0 (ﬂj]e - Aake? o (Al-4)
_5 n,j-1" “gh " "n,j§°

Evaluating the terms of this equation at each of the interior points
results in a tri-diagonal matrix. The first and last rows of the mat-
rix, deftermined by the boundary conditions, had only one non-zero ele-
ment on the diagonal. Solving this matrix eigenvalue problem, it was
found ttat the resulting eigenvalues and eigenvectors were very unsatis-
factory. The eigenvalues (a constant factor divided by the equivalent
depths) were not only not anywhere near what they should be, but some of
them were complex -- the imaginary part being very sensitive to the
exact vilue chosen for f, which, as mentioned in section 4.1 of the main
text, can be set equal or nearly equal to 0.5. Most of the equivalent
depths wvith smaller absolute values had associated eigenvectors which
appeared to indicate that the eigenfunctions would pass through #» at
the crif.ical latitudes.

The second method used to solve this problem was designed to retain
the quas;i-Sturm-Liouville form of equation (Al-2) in the finite-differ-

ence scieme. This required that p be evaluated at the midpoint of each
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increment in addition to evaluating it at each gridpoint. Tie finite-

difference equation then takes this form:

. . . 242 .
1 N+ 1 M+ Ni-% 1 ,s H 52
w7 55210, s [y Gl + (G ——t + 203, +
M7 T L AT, 05 S5 85 gt
g1 [n"!i-l 0 = _432Q2_) (A1-5)
(Ap)? j‘h- B, j=1 gﬁn n,j’
where §. = (f2-p2..,) and n.,,. = (1-p2.,.). This method produced

ith it
somewhat better results, but they were still unsatisfactory. It was

found that, as the gridpoint density was increased from 12 to 48 points
between the poles, the eigenvalues did converge to limiting values.
However, the values were not anywhere near the values shown b/ Flattery
(1967) or others. The eigenvalues were found in this case to be fairly
insensitive to variations of f in the range between 0.49 and 0.50, but
the behavior of the eigenvectors around the critical point did vary
noticeably as f was varied. In particular, setting f equal t> 0.49 and
using a 48 point grid placed the critical point equatorward of the p
grid point nearest to, but less than 0.5. This made all the eigen-
vectors go to zero poleward (for positive equivalent depth modes) or
equatorward (for negative equivalent depth modes) of this point. Also,
for f=0.500, it seemed that the numerical method was causing the deriva-
tive of 0, to go to zero near the critical point. This behav or, which
was undesirable, motivated the third method.

Since the difficulty appeared to be related to evaluating the
finite-difference equation very near the critical point, an alternate
equation was sought for evaluation at this point. Equation (Al-3) was

multiplied by 62 and evaluated at p=tf=t0.5. Assuming that € is non-
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singular, this reduces equation (Al-3) to the following:
2 den S (§244,2
2].1(1'f ) -CTIT_ - T (f +u )en = . (Al‘ﬁ)

In finite-difference form at p=+0.5 and for f=0.5, this equation looks

like the following:

0.375 = .375 _ 2
S () AT L W TR i W R W

Equation (Al-5) was used at all points except at the critical points,
where eqguation (Al-7) was used instead. This still did not solve the
dilemma. It was found that multiplying (Al-7) by 1, 100, and 1000 made
quite a difference in the results, whereas no difference should have
arisen i° there were no numerical problems involved. Multiplying (Al-7)
by 1000 produced some eigenvalues very close to the correct values, but
it also >roduced a number of complex equivalent depths. Using (Al-7) as
shown above (multiplied by 1) produced equivalent depths which were all
real anc which, with the exception of two very large equivalent depths,
were closer to those produced by the second method. This appeared to be
proof that there was some kind of numerical instability at the heart of
the problem. Both of the IMSL routines mentioned before were used to do
this third method. Though the two routines use different methods to do
the matrix eigenvalue problem, both yielded very similar, but not iden-
tical results.

This was a baffling obstacle which appeared insurmountable. For
the diurnal tide, where f is smaller than one, the 6-operator, F, ap-
pears to be unmanageable with finite-difference methods, and no way

could be found to avoid having to handle this operator. Although using
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a different upper boundary condition (e.g. Newtonian cooling¢) obviates
the need to solve Laplace's tidal equation, this operator must still be
handled when solving the differential equation in the interior part of
the model domain. It was decided that the results of such a calculation
would be, at best, suspect. So, it was understood why no one uses
finite difference methods in two dimensions (6 and z*) to compute diur-
nal tidal variations, and it was concluded that the finite-difference

approach would have to be abandoned.



APPENDIX 2
NOTES ON THE COMPUTER MODEL

In tiis appendix, a brief sketch is given of the routines, equa-
tions, and methods used to perform the tidal calculation. The six
programs used in the calculation are discussed individually. The course
of the calculation is summarized in the schematic diagram shown in Fig.
A2.1. At the outset of this discussion, one point should be made. For
convenience, various parameters will be said to be "functions" of par-
ticular variables. In fact, only a couple of the parameters handled
were actually in a functional form. Here, "function" will mean a set of
discrete values for a one, two, or three dimensional grid of points.

The first program in the sequence was the radiative transfer rou-
tine, IRADSOL. This program was developed at Colorado State University
and was mnore fully documented by Cox, et al. (1976). It was modified
somewhat so as to omit unnecessary routines and to obtain results in a
format suitable for the next program. As stated in Chapter 3, this
routine w~as used only to obtain a representation of the HZO heating
function. For this purpose, the only data which were required were the
vertical profiles of temperature and water vapor mixing ratio at a
number of latitudes. The routine must be executed once for each Tati-
tude and each time of day at which a vertical profile of the heating
rate is desired. For this equinoctial study, the temperature and mixing

ratio da:.a were interpolated to 10° increments of latitude. IRADSOL was
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T(6,p) Radiative Transfer > J@ or t, 0,p)
q(6,p) Routine (IRADSOL) /,

Fourier Analysis

Routine (FOURIER) —> J% %(q,p)

Projection Coeftficients:
Ozone, Cumulus Heating
\\Eﬂ Hough Function Projection

Hough Functions ————> Routine (COMAJS) ——> J%7 (z%)

T€z*); T(2%), 2(2%)

Differential Equation
Solving Routine (TIDE) —> Qn(;*)

Computation of Tida1££////////

Variables (TIDEPR)

Routine to Routine to Routine to Rcutine to
Produce 6-z* Produce Pressure Produce Instan- Produce Instan-
Cross Sections Weighted Averages taneous 6-z* teneous ¢-z*

of Amplitude of TEE Cross Sections Cross Sections
and Phase Components (INSTANT) (LATCIRC)
(TIDEPR) (TIDEPR)

Fig. A2.1. Schematic diagram of the system of routines used to do
the tidal calculation.
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then run for each 10° latitude increment and for each half hour from
0630 to 1200 hrs. It was assumed that the daily heating curve was
symmetric about local noon, and that the shortwave heating is zero
between 1600 and 0600 hrs. From this routine, the HZO heating rate was
obtained a4s a function of time (or longitude), latitude, and pressure-
height.

In o~der to extract the diurnal component of the heating, the HZO
heating function was subjected to Fourier analysis (in time or, equiva-
lently, in longitude) at each latitude increment and pressure-height.
This was accomplished in the routine FOURIER. The equations used for
the analy;is were obtained from Panofsky and Brier (1958). It was found
to be most convenient to obtain the amplitude and phase of the diurnal

component in this form:

J%% (8,p) cos (ot + p),

where J “s the amplitude of the heating rate as a function of latitude
and pressure, p is the phase, and o equals 2n/day. For the equinoctial
case witl t = 0 at midnight, the phase of the diurnal component of the
H,0 heating is * 180°.

The task of the next program, COMAJS, was to compute as a function
of z* the sixteen Hough function projection coefficients of the total
(HZO’ ozoyne, and cumulus) heating or any component thereof. For the
amplitude of the diurnal component of the H20 heating function,
JU’S(B,pW, a Hough analysis was carried out by doing the following

integraton for n = 1 to 16:
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+1
J 39°° (8,2%)+6 (8)-cosode = J 7*°(z%).
-1

Because the H20 heating was not separable in 6 and z*, this; had to be
done at all of the thirty to forty levels where heating rates were
obtained. The integration was done using Simpson's me.hod, where
JU’S(S,Z*) was first interpolated to 1° increments. The Houch functions
were also required for this integration. The values of the sixteen
Hough functions at 1° increments were taken from a data file developed
in earlier work on the diurnal tide. After computing the projection
coefficients at thirty to forty levels, the results were interpolated to
obtain values at z* increments of 0.02.

The ozone and cumulus heating, for which the 8 and z* dependences
were separable, were handled somewhat differently. For these two heat-
ing components, the amplitude of the diurnal component of the heating

can be written in this way:

J%°% (8,2%) = A-f(2%)-g(8),

where f and g are normalized functions, and A is an amplitide factor.
Here, f and g were originally continuous functions for both the ozone
and cumulus heating. However, even though they were contiiuous func-
tions, they had to be evaluated at discrete points. The sixteen Hough
mode projection coefficients for the function g were compu.ed using a
separate program and were just entered into COMAJS on a data file. At
each increment of z* (for Az* = 0.02), the projection coefficients were
multiplied by the constant A and the appropriate value of f(z*) in order
to obtain the same type of vertical profiles of the proje:tion coef-

ficients as were obtained for the H20 heating. This proce:ss was done
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twice -- snce for the ozone heating and once for the cumulus heating --
and then all three sets of vertical profiles were summed togelher mode
by mode. It should be remembered at this point that if the three heat-
ing functions do not all have phases of 0° or * 180°, then these projec-
tion coefficients will be complex quantities.

The vertical profiles of temperature, static stability, and geopo-
tential h2ight (as functions of z*) were stored on a separate data file.
This date was entered into the calculation in COMAJS. Here again, the
increment of z* was 0.02. The profiles were for a specific latitude
(15°N or 30°N). The temperature (as a function of pressure) was ob-

tained from the U.S. Standard Atmosphere Supplements, 1966. A coor-

dinate t-ansformation was made, and the temperature profile was inter-
polated “o z* increments of 0.02. The IMSL cubic spline interpolation
schemes 1CSICU and ICSEVU were used to do this interpolation, and second
order ore-sided second derivative schemes were used to provide the
boundary conditions for the interpolation routines. The static sta-
bility fprofile was obtained by differentiating the interpolated tem-
perature profile using a simple centered difference scheme. This
yielded the poor profiles shown in Fig. 4.3b, indicating that this was
not an advisable sequence to follow. The geopotential height was ob-
tained ty integrating the hydrostatic equation using the interpolated

temperature profile:

*

T(x)dx,

N

1

N

+
(=] b==)

O N

where z_ is the geopotential height of the 100 kPa surface.
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The fourth program, TIDE, was the differential equation solver.
For each of the sixteen vertical profiles of projection coefficients,
this routine solved the vertical structure equation (equiztion 22 in
Chapter 2) to obtain the sixteen component profiles of tie vertical
velocity that is, to obtain ﬁn(z*). The program was based upon a method
shown in a note by Lindzen and Kuo (1969). It is basicelly just a
version of Gaussian elimination which is particularly useful for solving
a tridiagonal matrix problem. The method was designed to solve the more

general equation,
2
c(x) $F + g0 G-+ h(Of = r(x),

with the following two boundary conditions:

df = 2
and
df s "

The program was structured so as to be flexible enough tc solve the
general problem; however, with the coefficients required for this speci-
fic application of the routine, the problem was effectively reduced to

solving the following set of equations:

d2w
n

R 1. _ Kk _-z%/2
= (aﬁ; ¥, = gh- © Ins
dwn RT
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and
- %
dwn+(ir—T-l) =0 at 7%=z
dz* gh, 2 T?

where x ard f(x) are now replaced by z* and ﬁn, I is a function of z*,
T0 is the temperature at the lower boundary, and Mt is the static sta-
bility at the upper boundary. Lindzen and Kuo reported their method to
be very reliable for all of the inhomogeneous, well-posed problems to
which they had applied it. Lindzen applied this method to the classical
tidal cal:ulation (using the radiation condition) in 1968. The output
from the frogram consisted of the sixteen vertical profiles of ﬁn; where
again, ﬁn is generally a complex quantity.

The next program, TIDEPR, performed three functions. First, it
reconstituted the heating function (equation A2-6), computed the total
vertical notion variable Qn (equation A2-1), and from these computed all
of the other tidal fields. The sequence observed in the computation of
the tidal fields is diagrammed in Fig. A2.2. For reference, the finite
differenc: equations which were used are shown below. The subscripts j
and k are the latitudinal and vertical indices, respectively, where
generally j = 1 at the equator and k = 1 at z* = 0. The latitudinal
increment was again 1° and the vertical increment was again 0.02. The
index n refers to the number of the Hough function. Sixteen Hough modes
were used in the representation of all of the tidal variables. The
constants Py and T0 are the pressure and environmental temperature at z*
= 0. The variable Tk is the environmental temperature. All other

notation is the same as in Chapter 2.
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Fa¥
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J — T w
Vert{ical
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v

Fig. A2.2 Sequence used in computing the different tidal
variables.
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ij = i(ﬁnkﬂnj) (A2-1)
(k-1)Az*
Xg. sl . 2 X ¥
wjk e wjk (A2-2)
~{k=1)Az*
g,s I _ 2 ~ "
Wik Poe ik (A2-3)
(k-1)Az*
0,5 . 2 . i
X5k © e i (xnkﬁnj) (A2-4)
. " W kel ~ Wy k-l.l
ok =% ok T T A | aErag
W W - W
n,1 = g,l ) n’zaz* L (A2-4b)
W W - W
\ = T . RsT n,i-1 S
T T\ 72 Az* (A2-4c)
(k-1)Az*
: Z
-igh_e
g,5 L n o,s "
%Gk T Xjk (A2-5)
0,5 . :
ij 3 (Jnk an) (A2-6)
0,5 _ :
J (k-1)Az*
P = =11 "ok _ 2 roe (A2-7a)
nk = o q ¥ k ¥nk 3
6%5 =5 (6.0 .) (A2-8)
jk nk “nj
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- . 0 X5 i
%1 "% ", (A2-8a)
N N R A, (A2-8b)
nk . 2 n,m n,m-1
m=2
: RT
G,S ig ,0,S k *o.s
Wal" =2 2" e gy e ’
ik ~g %k T g Yk (A2-9)
S L s (6 .E ) (A2-10)
jk 4Qza(s1n39j—f4) nkonj
E .= _U.ie_nl - 20sin6 en;j"'l ) en,j—l )
nj cosej A j 2A6 (A2-10a)
0s0 - 1.50_ .+20_ ,-0.50_.
o n 1 _ . n,]_ n,z .. n.- v
Er1 = cos6, 2s1ndy ( B *) (A2-10b)
L
G5 _ i : )
Vik Fa(sin% 1) 4 (@nNys) (A2-11)
25Qs1in6 . 0 ... -06_ .
SR | " n,J+1 n,J'l:l _
Nnj COSBJ. an Ul: I (A2-11a)
2sQsin6 - 1.5 _ ,+20 - 0.50
e o il = Nyl R n,3 !
N1 ™ cosf; Ohj ~ © [ X ] (A2-11b)

There are several things to note about these equations. First,
these quantities are again generally complex. Second, there are two
ways to compute the geopotential field. One involves a simple vertical
integration of the hydrostatic equation (equation A2-8). The other

method is not as obvious. Eliminating TS

between the thermodynamic
energy equation and the hydrostatic equation (equations 13} and 15 of
Chapter 2), it can be inferred that ¢%9°% and w*9*° (and henc> xa,s) have

the same horizontal structure. After a fair amount of manipulation, the
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horizontal momentum equations and the continuity equation (equations 11,
12, and 14 of Chapter 2) can be combined into one equation in the two

5 g,S
unknowns ¢’*° and > G

With some use of Laplace's tidal equation, it
can finally be shown that ¢9°% s equal to a (pure imaginary) constant
times xg’s (equation A2-5). As a cross check, both methods were used,
and it was ftound thal they yielded results which differed by less than
1%. A third thing to notice is that the computation of the horizontal
wind components involves a horizintal differentiaion, and that the basis
functions which represent the horizontal structure of the wind com-
ponents are different than the basis functions (the Hough functions) for
all of the other variables. The structures of these new basis functions
were compared to the corresponding structures shown by Chapman and
Lindzen (1970). The agreement was good. The horizontal wind components
can only je computed at the poles if 1'Hospital's rule is applied. The
same is true at 30° from the equator if f=0/20=0.5. Finally, the
methods used for integration and differentiation should be noted. For
computing xg‘s, the vertical derivative of Qn was computed using a
simple ceatered difference scheme in the interior and first order one-
sided difference schemes at the boundaries. The integration of the
hydrostatic equation was carried out using the trapezoidal method. For
the computation of the horizontal wind components, a simple centered
difference scheme was used for the interior differentiation, while a
second order forward difference scheme was applied at the equator.

The second function of program TIDEPR was to print out amplitude
and phas: cross sections (in the 6-z* plane) for each of the tidal

variables. The following equations were used for computing the ampli-

tude and phase of the (complex) tidal variables:
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¥ + iwi
1
e o "

w + for W >0
W - for wi <0

Here, W, and w, are the real and imaginary parts of w respectively, le
is the amplitude of w, and p is the phase. The phase was defined such
that 0° corresponded to a time of maximum at local midnight, and so that
increasing the phase to +180° corresponded to a backwards shift in the
time of maximum to local noon. The amplitudes for each viriable were
divided by a power of ten chosen such that all of the amplitudes printed
out in the cross section would be between zero and ten. The phases were
divided by one hundred so as to yield a phase cross section with values
between -1.80 and +1.80. The results were printed to three decimal
places relative to the largest amplitude of the cross section. The
cross sections were printed in a two dimensional array with data at 5°
increments of latitude and with a vertical increment of 0.04

The third function of TIDEPR was to compute pressiire-weighted
averages of the three terms of the thermodynamic energy equation and of
the temperature variation for the layer between 81.8 and 2£.9 kPa (or,
in one case, between 81.8 and 44.9 kPa). These averages were computed
at 5° increments of latitude for each of the four quantities JO‘S/cp,
Fw*U’s, i01°°° and TO‘S, and the results were printed out in terms of

amplitude and phase. The equation used to compute the pressire weighted

average was of the following form:
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*
|
-7k
] J?is e % dz*
X
z
Tg,8 = B s
’; T
(e toE )

for which the integration was executed using Simpson's rule.

The tidal fields computed in TIDEPR were also saved (as complex
numbers) o1 permanent files and used later as input for the routines
INSTANT and LATCIRC. Both of these routines utilized the following

equation:
W= le cos (ot + s¢ + p), (A2-12)

where ¢ was chosen to be zero for use in these two routines. The pro-
gram INSTANT produced 6-z* cross sections with the same specifications
as the amplitude cross sections produced by TIDEPR. However, in this
case, a particular time, t, was chosen, and the equation was evaluated
at each grid point in the cross section. The cross sections so derived
therefore provided an instantaneous portrayal of the tidal fields along
the particular meridion ¢=0. The time was varied so as to obtain cross
sections at two hour increments from 0000 to 1200 hrs.

Finally, the program LATCIRC utilized the same data produced in
program TIDEPR to produce 24 hour time sections of the various tidal
fields for a chosen point (¢=0) on a specified latitude circle (or,
viewed another way, if a fixed time were chosen instead, to produce
instantaneous cross sections around the specified latitude circle).
Equation A2-12 was used again; however, in this case, the time was
varied by one hour increments, and the vertical profiles of the tidal

variables were computed at the specified latitude for each hour. Such
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t-z* (or ¢-z*) cross sections were computed for 0°, 10°, 20°, and 30°
from the equator with a horizontal resolution of one hour (cr 15° longi-
tude).

The instantaneous 8-z* cross sections and the 24 hour time sections
were quite easy to produce and proved to be very helpful in the inter-
pretation of the amplitude and phase profiles produced by program
TIDEPR. Trends, relationships, and the three dimensional structure of

the diurnal tide all became much more recognizable.



APPENDIX 3
STUDY OF ANALYTIC AND QUASI-ANALYTIC SOLUTIONS

When Lhe method of separation of variables is applied to the single

oo

tidal equation in w *°, (Eq. 17 of chapter 2), the following vertical

structure equation is obtained:

d2w -z%/2
e e = (A3-1)
n
where

An=(-§—E--%)%.

n

This is the equation which is solved (using appropriate boundary condi-
tions) in order to determine the vertical velocity field, and from that
to determine all the other tidal fields.

Solutions to this equation were obtained in three ways. First,
solutions were obtained analytically by applying the straight forward
method of undetermined coefficients to solve this non-homogeneous or-
dinary differential equation. Second, another solution was obtained
analytically using Green's functions. Third, numerical solutions were
evaluated using the same numerical model (with slight modifications)
that produced all of the results shown in the main text of this report.

Thera were three reasons why it was deemed desirable to obtain,

evaluate, and compare the solutions obtained by these three methods.
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First of all, it was essential to be sure that the numerical model was
yielding the same results as the analytical solutions. It was verified
that the results were the same to at least three decimal places. It was
also found that the numerical results in the troposphere are not very
sensitive to where the top of the model is placed.

The second reason was to test the sensitivity of the results to
changes in the heating and static stability profiles. Very simple
static stability profiles and functional heating profiles ware put into
the model to see if they would give realistic results. Thase profiles
were varied in simple ways to see how the character of the rasults would
be altered.

However, it was really a third reason that motivated this exercise.
Simple analytical solutions were obtained and evaluated in order to try
to find a mathematical explanation for the results obtainad from the
full numerical calculation using real data. It was hoped that once a
mathematical explanation was found it would be possible to find a physi-
cal explanation as well. In particular, an explanation was sought for
why there should be downward vertical motion at the equator at the time
of maximum heating. In this respect, this exercise failed. It was
found that this phenomenon occurs for even very simple appro»imations to
the real atmosphere and that the phenomenon is not very sensitive to
changes in any particular parameter. It was encouraging to find this
insensitivity in the results, but no new physical insight was gained.
In fact, even the mathematical insight was not very satisfying. This

was disappointing.
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Various heating profiles were plugged into equation (A3-1):

x
(1) J = Apnez /2

’ cospz* for pu = 6/7

*
e 2.25

X
(2) M, = Apnez /‘?cos(;_:z"'< + ¢) for p = 6/7, ¢ = -0.358

z? = 2.25
(This will be called the "phase shifted profile".)
(3) Jn = Apncospz* for p = 0.75, 1.00, 1.50
42523
(4) J, = ﬁpncos(uz* + ¢) for y = 6/7, ¢ = -0.358
z% = 2.25
(5) b = Mpnezm’{6
z? = 3n, %ﬂ
=E*3

(6) J_=Ap_e

The top of the heating layer was z#, the constant A was the amplitude of
the total heating, and P, was the projection coefficient for the cor-
respondinc Hough function projection of the heating. The straight
forward ordinary differential equation solutions were obtained using
only the third and fifth heating functions. Only one solution was
obtained by using the Green's function method, and the fifth heating
profile was used in that case. Once it was verified that the numerical
model was giving the same results as the analytic solutions, all sub-
sequent tests were run using the numerical model. These tests will be
called here "quasi-analytic" because they could have been done analy-
tically without too much difficulty, but it was more convenient to use

the model
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In running these tests, several parameters were varied to see what

effects would be produced:

1. Effect of changing the boundary conditions.
a. Perfect energy reflecting boundaries (w = 0 at top and
bottom).
b. Perfect energy reflecting bottom (w = 0) and radiation/
boundedness condition at the top.
c. Rigid bottom (w' = 0) and radiation/boundedness condition
at the top.

-
Effect of putting in the e z*/2 factor.

]

3. Effect of varying the static stability profile.
a. Constant everywhere (I' = 25).
b. Two I''s: T =25 K in the region of heating, 80 K above.
c. Three I''s: same, but with T reduced to 45 in the meso-
sphere.
4. Effect of a vertical discontinuity in the heating at a given

height.

Cross sections in the 6-z* plane were made by assuming the 6-
structure of the heating to be a cosine function. Individual 6-z* cross
sections were produced for the responses in each of the first six modes
(the modes with the three largest positive equivalent depths and the
three largest negative equivalent depths). Also, 6-z* cruss sections
were produced for the sum of the responses in the first five modes
(three positive and two negative equivalent depth modes) and for the sum
of sixteen modes (eight positive and eight negative).

It should be noted that each of these heating profiles involves

different amounts of energy. No effort has been made to make them
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involve the same integrated amount of energy or any other quantity. The
only constraint is that they all have the same maximum heating value at
the surface (or near the surface in the case of the phase shifted pro-
files).

Quite a1 number of things were observed in the results.

(1) 7he rigid 1id case produced a much greater (16 mode summed)
response than did the cases using a radiation condition at the upper
boundary. (The rigid 1id was set very low -- just above the top of the
heating.) Presumably, this is because energy is trapped between the
boundaries. However, the phase of the response at the equator was still
such that there was downward vertical motion at the time of maximum
heating.

(2) Changing the lower boundary condition from w* = 0 to w =0
only produced a small, consistent decrease in the amplitude of the
response and a small shift in the phase of the response throughout the
troposphere.

(3) In changing the wavenumber of the heating, p, two effects were
sought. I1 the coefficient in front of all the terms of the analytic
solution, the factor (Aﬁ - u?) appears in the denominator. It was
thought that, as p switched from being smaller than A (= 0.899) to
being larger than Al, the sign of the response in the mode with the
largest positive equivalent depth would switch sign. Such was not the
case. When averaged throughout the troposphere, all three cases (p =
0.75, 1.00, and 1.50) produced downward motion at the equator very near
the time of maximum heating. The reason for this was never really

discovered.
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The second effect sought was evidence of resonance. The quantity
(h% = uz)_1 should grow without bound as p approaches Al' 1t was veri-
fied that the amplitude of the response at the equator was everywhere
greater as p grew closer to kl' At 20° from the equator where the
Hough function corresponding to Al, has a node, it was verified that
little change occurred as p was varied.

(4) It was found that it is possible for an exponential heating
profile (like Lindzen's) and a cosine heating profile (more like the H20
heating derived from the radiative transfer routine) can ive nearly
identical equatorial responses in both phase and amplitude.

(5) Changing the static stability from a constant va ue of 25 K
everywhere, to 25 K in the heating region and 80 K everyvhere above
that, had no significant effect on the equatorial amplitude profile.
However, there was a large decrease in the amplitude of ‘he strato-
spheric vertical velocity.

(6) Adding a reduced mesospheric static stability of ¢5 K to the
preceding case (to make a system with three I''s) had a surprising ef-
fect. For the equatorial amplitude profiles, a greater change was
incurred by going from a two I' system to a three I' system than by going
from the constant I' system to the two I' system; though ihe largest
change in amplitude was still only about 20%. Thus, the s.ructure of
the upper atmosphere does affect the tropospheric response. ilowever, it
is not the predominant influencing factor by any means.

For the phase profiles, going from a two I' system to a three T
system produced almost no distinguishable change, whereas gcing from a
constant T system to the two I' system pushed the time of maximum to

between one and two hours later in the troposphere.
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(7) Ore purpose of these quasi-analytic tests was to try to dupli-
cate the t dal response to the H20 heating by using a simple static
stability profile and heating function to represent the real atmospheric
system. The two ' system with the phase shifted heating does this quite
well for both phase and amplitude. However, there are some structural
differences in the amplitude profiles. In general, the quasi-analytic
case yielded greater amplitudes in the lower (85 to 60 kPa) and upper
(22.5 to 9 kPa) troposphere. The differences were as much as a factor
of two, but they were smaller than the differences caused by many of the
other changes made in this series of tests. Presumably these differ-
ences were caused more by the different tropospheric static stability
profiles than by the different heating profiles.

The next step was to examine the contributions of the responses
within ind vidual modes to the total response. The case which had a
response most closely resembling that due to H20 heating was chosen for
analysis -- i.e. the case using the phase shifted cosine heating func-
tion and a two I structure. Two latitudes were chosen for examination:
the equator and 20° away from the equator.

First consider the situation at the equator. Three things should
be noted. First of all, no single mode is clearly and dominantly re-
sponsible “or the character of the response at the equator. Through all
of the traposphere, except the lowest 20 kPa, the gravest positive
equivalent depth mode (the mode with the greatest positive equivalent
depth) prcduces the largest response; however, it is clearly evident
that the second and even the third positive equivalent depth modes are
not neglicible in their contributions to the amplitude profile. From

the phase profiles, it appears that the total response (5 or 16 modes)
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tends to be a compromise between the responses in the first and second
modes. The negative equivalent depth modes, on the other haxd, provide
no significant response at the equator.

Second, it should be noted that when averaged through the tropo-
sphere, it is the first and second positive equivalent depth nodes which
are primarily responsible for the downward motion at the equator at the
time of maximum heating. The response in the gravest mode chianges phase
quite slowly through the troposphere. The response in the s2cond mode,
when averaged through the troposphere, still yields downward motion at
the equator, but there is greater than a 180° phase variation through
the troposphere for this mode. The higher the order of tie positive
equivalent depth mode, the more rapidly the phase of the inode varies
with height. This is because of the decreasing vertical wavelength with
higher order modes. As a general conclusion, it can be hypotiesized and
verified that it is the higher order modes, with their more rapid varia-
tion of phase with height and their more frequent sign chanjes between
the equator and the pole, which are primarily responsible for the tilted
cell in the total (16 mode) vertical motion field. The respinse in the
gravest mode cannot do it alone.

There is also a third trend which is quite interesting. The total
forcing on the right side of equation (A3-1) can be written in its
complete form as follows:

F = (z e Jn(z*)en(e)) g0,

n <'n
where Py is the nth Hough mode projection coefficient of the horizontal

structure of the heating (a cosine function). In the case that the
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forcing is separable in 0 and z* (as it is for the analytic solutions),

a single component of the forcing can be written in this form:
A [P — %
£ =8 (Jl) e 772 320 (0) (A3-2)
n ] hn n

At the eqiator, and considering only positive equivalent depth modes,
the only parameter which varies from mode to mode is (pn/hn). This
parameter increases by a factor of three in going from the gravest mode
to the eighth positive equivalent depth mode, thereby implying that
forcing ircreases as one goes to higher order modes, whereas the frac-
tion of the heating projected onto an individual mode decreases as one
goes to higher order modes. However, the response decreases with the
higher order modes, despite the fact that the forcing increases. Con-
sidering ihe particular form of the solution (which is roughly propor-
tional to l/Aﬁ), it is not difficult to see how this decrease comes
about. However, physically it is a little hard to understand what this
means. It should probably be visualized in terms of trying to force
oscillaticns with differing vertical and horizontal scales in a stable
atmospher¢. It is apparently easiest to get the atmosphere to respond
to the forcing with long wavelengths. This seems intuitively plausible.

Now :onsider the situation at 20° from the equator. At this lati-
tude, the gravest mode is near a node, and the forcing in this mode
produces only a very small response. The responses in the second and
third modes are of very similar amplitude, with the third mode domin-
ating below 30 kPa, and the second mode dominating above this point.
The individual responses in the first three negative equivalent depth
modes are small; but when summed together, because they all have the
same phase, they do make a significant contribution to the total re-

sponse.
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What is to be concluded from these observations? At Lhe equator,
the first and second positive equivalent depth modes are primarily
responsible for producing the downward motion at the equator at the time
of maximum heating. That is, the equatorial response s primarily
forced by the heating in these two modes. These two mode; also force
upward motion away from the equator at the same time, bul. not in the
same place. In examining the 0-z* cross section of the total (16 mode)
vertical motion field, it is quite evident that the higher order posi-
tive equivalent depth modes cannot be neglected in an explanation of the
total response. Nor can the negative equivalent depth modes be neglect-
ed completely beyond about 10° or 15° from the equator. Whereas two
modes are primarily responsible for the equatorial response, it cannot
be said of even all the tropics that these are the only important or
even the largest contributors to the total response. One other evidence
to support this statement comes from a comparison of the five and six-
teen mode summed responses at 20° from the equator. The difference
between the amplitude profiles of these responses is much greater at
this latitude than at the equator. In fact, the sixteen mide response
is more than 30% greater than the five mode response through most of the
troposphere.

Does the solution obtained by using a Green's funct on approach
provide any further insight? No, it really does not. A solution was
obtained for the case with a simple cosine heating having 31 maximum at
the ground, with a single constant static stability, and with the boun-
dary condition w* = 0 at z* = 0 and the radiation/boundedne;s condition
at the top. The solution (in the region for which 0 < z* < 1; takes the

following form:
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* X
1 ihnz* = I ihnx
~ *____ . * o * *
wn(z ) = n e I sink z F(x)dx - sinA z .L e F(x)dx ,
0 z

where z? it the top of the heating, and F(x) is the same forcing as in

equation (/3-2). This quantity, w_, must of course then be multiplied

o
by the appropriate Hough function to obtain the vertical motion field in
a given moce.

It car be argued that, if the forcing is a monotonically decreasing
function of height, the first integral will always be positive, and
hence that the coefficient in front of the exponential phase factor of
the first .erm will always be negative. It should also be noted that,
at the tor of the heating layer, the second term will vanish. This
permits th: determination of the sign of the vertical velocity at or
near the typ of the heating. However, even in the case for which this
solution was derived and evaluated, there was weak upward vertical
motion at Lhe equator at the Lime of maximum heating for the first two
positive ejquivalent depth modes. So, this is not a very helpful piece
of informai.ion.

Neither term of the solution is clearly dominant throughout the
tropospherc for either of the first two positive equivalent depth modes.
In the lower half of the troposphere, the second term is responsible for
the majority of the response in these two modes; while in the upper
tropospheri:, the situation is reversed. Since the character of the
vertical mition field produced by the second term is rather obscure, it
is hard to say whether or not this term will produce downward vertical
motion. Likewise, it is not obvious from looking at the terms what the
vertical notion field will Tlook 1ike when the two contributions are

added toge .her.
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So, from the Green's function approach, it has been concluded that
the sign of the vertical velocity at the top of the heeting can be
determined, but that it can be of either sign, depending on how high the
heating extends. The vertical velocity will have the same sign down
into the heating layer for some distance, but not too far. In general,
the first term is more important (especially for higher orier positive
equivalent depth modes), but the character of the soluticn cannot be
determined without considering the contribution of the second term. It
appears that no new mathematical or physical insight is gainad from this
approach.

The three terms of the solution obtained by applyin¢ a straight
forward method of undetermined coefficients to solve the differential
equation were also evaluated. No insight was gained. The final result
takes the form of a small difference between much larger numders. Thus,
it could not be said which term was most important.

This study of analytic and quasi-analytic solutions to the vertical
structure equation was fruitful, but not totally successful. Much
confidence was gained from the knowledge that the numerical model could
produce the same results as a completely independent analytic solution.
Also, a much better understanding of the sensitivity of the nodel and of
the relative contributions of the responses in each mode wiis obtained.

However, the physical interpretation sought after remained uidiscovered.



APPENDIX 4
REQUIREMENTS FOR A SOLSTICE CALCULATION

Accorcing to the original design for this project, the tidal varia-
tions were to be computed for the time of solstice as well as for equi-
nox. This part of the project was deleted for two reasons. First, in
the 1ight of the results presented in this report, it appeared that
doing a calculation at solstice would probably not provide much better
agreement between theory and observations than was obtained for the
calculatior at equinox. As discussed in section 4.3 of this report, it
does not ieem 1likely that in the tropics the seasonal changes of the
tidal variations should be very great, and therefore it did not appear
probable ‘hat any significant new understanding would be gained from
doing a calculation for the time of solstice. The results of such a
calculaticn might be quite different in middle and upper Tatitudes, but
the results are of somewhat questionable reliability there anyway.

Secord, considering the limited gain in understanding expected to
result from doing a solstice calculation, the amount of work required to
do it did not seem justifiable. As will be shown here, the changes
required ire significant.

Becaise of the differences in the solstice calculation, the fol-

lowing st:ps would have to be taken.
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(1) Vertical profiles of temperature, water vapor m xing ratio,
and ozone mixing ratio would have to be obtained at a number of Tati-
tudes for both the summer and winter hemispheres. Thes: should be
obtained as functions of pressure -- not of geometric height.

(2) It would be wise to use a radiative transfer model which is
valid at least to the mesopause. Perhaps some functional form of the
ozone heating could be deduced from physical reasoning, but it would be
much better to use a reliable radiative transfer routine. Perhaps the
routine developed by Hong and Wang (1980) could be used. I: would also
probably be good to include SW absorption by COZ'

(3) The Fourier analysis of the daily heating curves lerived from
the radiative transfer routine would be somewhat more conplex for a
solstice calculation, because the length of the day wouli vary with
latitude. If radiative transfer data are used, one cannot aisume 6- and
z*-dependences for the diurnal component of the H20 and ozon: heating as
Lindzen did. This implies that Fourier analysis would have to be done
at every pressure level where heating rates were obtained and for all
three heating components.

(4) If radiative transfer data are used, the heating function is
no longer separable in 6 and z*. Consequently, Hough analysis (pro-
jecting the diurnal component of the heating onto Hough funciions) would
have to be done at every pressure level where heating rates were ob-
tained.

(5) The antisymmetric Hough functions would have to ke computed.

(6) The methods incorporated into the programs used in this re-
search (especially the program which prints out all of the t dal fields)

would have to be significantly altered to handle 32 modes.
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(7) Results would have to be printed out from pole to pole rather
than from equator to pole. [his would also imply a significant altera-
tion to the routine used to print out the data for equinox.

(8) If cumulus heating were used in a solstice calculation, it
should prcbably be shifted so as to have its maximum about 10° into the
summer henisphere in order to simulate the shift of the ITCZ.

(9) A more satisfactory interpolation scheme should be found. Or
at least 1 better way should be found to handle the boundary conditions
for the IMSL cubic spline interpolation scheme. Two important inter-
polations need to be done. The amplitudes of the diurnal component of
the heatiig must be interpolated to obtain data at 1° increments of
latitude. This must be done at each pressure level and is requisite for
the Hough analysis. Then, the projection coefficients resulting from
the Hough analysis must be interpolated to a very fine grid spacing in
the z*-di‘ection. This is for the differential equation solving rou-
tine. The limited amount of real data makes the interpolation quite a
severe te;t for any interpolation routine. It might be sufficient to
use second-order forward and backward differenced second derivative
expressiors at the boundaries for a cubic spline interpolation routine.

(10) One other problem arises. What static stability profile
should be used? It was assumed in developing this model that I is not a
function of 6. Therefore, the logical latitude at which to take the
static stibility profile would be at the equator. But this profile is
pretty neerly constant throughout the year; and thus, 1ittle change from
the equinix calculation would be expected. In a study of the mid-
latitude 1idal response, perhaps the summer and winter profiles of I' at
45°N could be put into the model in separate runs, keeping in mind that

the resulis in the opposite hemisphere should be disregarded. It would,
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however, be interesting to see how different the tidal respoise would be
for, say, the winter hemispheres, using the two different profiles for
45°N.

A1l of this would require a great deal of work beyond what has
already been done, and the insight gained from such a calculation would

probably be limited, or perhaps even misleading.



