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ABSTRACT

SPATIAL FREQUENCY MODULATED SINGLE DETECTOR IMAGING

This thesis presents images of absorbing and �uorescent objects captured by modulating

a time varying spatial frequency to an illumination beam. The modulator produces a �eld intensity

with a linear increase in temporal modulation frequency across its spatial extent. The linear temporal

modulation is preserved after square law integration over the area of the detector and present in its

electronic signal. Recording the temporal signal out of the detector with analog to digital converter

and then Fourier transforming recovers the pro�le of the spatial �eld intensity distribution on the

detector. This imaging modality o�ers the possibility of relatively simple and high speed imaging

of objects with an single element detector. The modulator can be produced at low cost by printing

a mask onto a clear CD-ROM substrate. The theory developed explains how the parameters of the

modulator and optical system relate to the resolution and number of points in the electrical image.

Numerical simulations are used to explore the optical limits of the electrical image in the presence

of optical aberrations. Experimental results verify theoretical relations and images are captured of

a Air Force test pattern and prepared �uorescent patterns.
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CHAPTER I

INTRODUCTION

Optical imaging is widely used though out science to reproduce a representation of a object. The

ability of lenses to perform optical imaging was known to the ancient Romans and Greeks. Yet, the

philosophy of the ancients didn't conceive of anything worth seeing smaller than what is visible [1].

Shortly after the start of the modern age(16th century), the �rst printed works in science were

being produced. One of the �rst widely disseminated printed works in optical imaging was [2]

published by Robert Hooke in 1665. In the introduction of [2], Hooke lays out the philosophical

thoughts of his time on Microscopes and Telescopes. He also describes a microscope apparatus that

he used to image numerous specimens though out [2]. Hooke's diagram of his apparatus is shown in

Fig. 1.1. The detection backed used by Hooke to record his images was Hooke himself. He viewed

the microscopic objects using his eye and then recorded them with his hand.

Figure 1.1: Hooke's Microscope(Fig. 6) with lens diagram(Fig. 4). The illumination source was
light focused using a water globe illumination source(Fig. 5). Schematic from Micrographica [2].

Up to the 19th century, imaging system designers had no choice but to use the eye as the

detector. The detection side changed in the 19th century with the discovery of the photosensitivity

of silver salt and the chemical methods to �x it. Fixing or the stoping of the photosensitivity of

the salt was essential for generating a lasting image. The �rst known �xed photograph was made

by Joseph Niépce [3] titled, "View from the Window at Le Gras". Niépce process was imperfect
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and he used a varnish to �x the image. His partner and collaborator Louis Daguerre would later

develop a di�erent process called the Daguerreotype that would become one of the two mainstream

photographic processes of the 19th century [3]. The French government realized the importance of the

Daguerreotype process and decided to purchase the patent from Daguerre and Niépce's surviving son

in return for an annual pension of 6,000 and 4,000 Francs respectively and made the Daguerreotype,

"Free to the World" [3].

The other mainstream photographic process of the 19th century is the Calotype invented by

Henry Fox Talbot [4]. Talbot developed the Calotype photographic process in England independent

of the work of Daguerre. The Calotype process di�ered from the Daguerreotype process in that it

employed a negative in the reproduction step. One would be remissed if the work of John Herschel

was not mentioned [5], as Herschel developed the soda that would become common in the �xing of

photographs [6].

Currently, photographic �lm has been displaced by electronic detection. The interest in electronic

detection was peaked by the demonstration of the photoelectric e�ect in 1887 by Henry Hertz [7].

The photoelectric e�ect coupled with the discovery of secondary electron emmison [8], allowed for

the invention of the photomultiplier tube(PMT) by 1935 [9].

The PMT is a single element detector and doesn't provide two dimensional(2D) image informa-

tion, also referred to as wide-�eld, without additional optical multiplexing. Some of the early interest

in electronic detection was lead by the desire to broadcast video signals. Di�erent electronic tube

designs were used to record 2D images electronically with the one of the �rst employed called the

Iconoscope patented by Vladimir Zworykin of RCA in 1935 [10]. In a Iconoscope the optical image

is captured on a photosensitive surface inside of a cathode ray tube consisting of multiple discrete

elements which take on a positive charge corresponding to the optical intensity of the image. The 2D

image is then read out by scanning the electron beam of the cathode ray though the photosensitive

surface discharging it.

The photosensitivity of semiconductors is another physical property now commonly employed to

perform electronic photo detection. It also has 19th century roots. In 1833, Michael Faraday was one

of the �rst to examine the photoconductivity of silver sulphide reporting that its (photo)conduction

increased rapidly when light from a lamp was applied to it [11]. Initial interest in semiconductors was

more for their rectifying electrical characteristics than for their photosensitivity. The development

of semi-conductors eventually lead to the p-n junction diode which can be used as photodetector in

both photovoltaic and photoconductive modes [12].

Today, semiconductor array detectors are common in wide �eld image acquisition. The �rst
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widely used 2D semiconductor imaging array was the charge coupled device(CCD) invented by

Boyle, and Amelio in 1970 [13, 14]. The CCD and their MOS counterparts have now replaced the

tube detectors deriving from Iconoscopes as the dominant wide-�eld detection method.

The use of 2D array detectors avoids the need to optically multiplex the image onto a single

element detector. In wavelength regimes, such as the mid-infrared, the bandgap of developed semi-

conductor materials such as Si, Ge, and GaAs do not match the photon energies. These wavelength

regimes require the use of more exotic semiconductor materials such HgCdTe making them more

di�cult to construct and increasing their cost. In the mid-infrared(λ = 3 − 20 (um)) these arrayed

optical detectors are called focal plane arrays(FPA) and are the subject of current research [15,16].

At the Terahertz(f = .3 − 3 (THz)), 2D detectors are even more rare and a 2D array detector

with 15 pixels is the state of the art [17]. Even in the millimeter wavelengths, 2D image arrays

are more developed but do not produce excellent quantity images [18]. In these wavelength regimes

methods of optical multiplexing allowing for the collection images on a single detector have become

important [19].

Optical multiplexing can lower the systems cost by reducing the dimensionally the detector.

In some cases this also improves system performance by allowing for the use of a more sensitive

detector or by improving optical performance. The most common form of optical multiplexing is

raster scanning. In a raster scan, one point of the image is relayed to the detector at a given time and

the signal intensity is recorded. In this sense, the raster scan can be viewed as a time domain(TD)

spatial multiplex. Raster scanning is commonly employed in laser scanning confocal microscopy [20].

In confocal microscopy, a laser beam is focused onto the sample and either the Rayleigh scattered

or in the case of �uorescence frequency shifted light from the sample is descanned though a spatial

�lter [21] onto a sensitive single element detector such as a PMT or avalanche photodiode(APD).

Descaning the signal though a spatial �lter the depth localization in the image. The increased

localization is also known as optical sectioning and is the reason why confocal microscopy has wide

spread use in the life sciences [22]. Passing the beam though a single spatial �lter allows only one

part of the specimen to be measured at a time leading to the natural use of raster scanning.

In this thesis, another optical multiplex for recovering one dimensional(1D) wide-�eld spatial

information on a single element detector is presented. The method scans spatial frequencies across

the sample and records their intensity on a single element detector. In by doing this, the spatial

information of the sample is present in the electronic frequency domain(FD) signal of the detector

simply recorded with an analog to digital(ATD) converter and recovered through Fourier transform.

In this sense the technique is the FD conjugate to raster scanning and can be considered frequency
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domain(FD) spatial frequency multiplex. We call this method, SPIFI , for SPatIal Frequency mod-

ulated Imaging. We acknowledge the acronym is a bit of a reach but it's just a name, and we desire

a name that is easily pronounced.

An asymmetrical version of the mask pattern implemented in this work(Sec. 3) to perform SPIFI

is referred to as the Lovell reticle [23]. The initial interest FM reticles such as the Lovell reticle was

to generate a electrical signal containing optical target position tracking [24]. In 1991, Sanders,

Driggers, Halford, and Gri�n realized that the FM reticle would also provide wide-�eld 1D spatial

information and demonstrated this ability experimentally [25].

We encountered the Lovell reticle in looking for a method to produce the modulation described

in Eq. 2.2. In Ch. 2 the optical theory on how modulating the �eld with Eq. 2.2 encodes spatial

information into the electrical signal of a single element detector is developed. The theory includes

what parameters of the modulator and optical system set the object resolution and �eld of view

which leads to the number of points SPIFI can resolve and includes how this relates to the image

refresh rate.

The Lovell reticle has be modi�ed to be symmetrical and we have produced a version of it on a CD-

ROM substrate(Ch. 3). The object resolution of SPIFI images is ultimately limited by the highest

periodicity that could be produced on the CD-ROM substrate and the largest demagni�cation that

the optical system could perform. A detailed analysis of the general optical system characteristics

is performed in Appendix B with additional numerical simulations in terms SPIFI in Appendix C.

Using the disk modulator of Ch. 3 mounted to a electrical motor, electronic images were captured

with a line update rate of 80 Hz. In the disc implementation of SPIFI presented here, the line update

rate of the 1D image is exactly the same as the motor rotations speed in rotations per second(RPS).

A motor's spin rate is typically measured in rotations per minute(RPM), and 80 RPS corresponds

to 4,800 RPM. The disk modulator mounted on the motor is similar to a CD-ROM in a CD-ROM

drive. Spindle speed of a CD-ROM drive increases with the drives x factor, and a 52x CD-ROM

speeds corresponds to a maximum spindle speed of 200 (RPM) x 52 or 10,400 (RPM) [26,27]. 10,400

RPM is already past the critical speed of the optical disk [28] and it is di�cult to construct drives

with even higher angular velocities due increasing disk vibrations [29], which can cause disks to

shatter at around 23,000 RPM [30]. Our motor was unable to exceed 6,000 RPM due to its small

size, but from the observations of CD-ROM spin speeds it seems reasonable that the update rate

could be increased by a factor of 2.1 to 174 Hz(10,400 RPM) with a motor upgrade.

Using the disc modulator implementation of SPIFI for one dimension and a translation stage

for the second(Ch. 4) images of absorption(Fig. 4.4) and �orescent objects(Fig. 4.10) have been
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captured. The absorption objects showed a image resolution down to 150 (um). The resolution

of the absorption objects was ultimately limited by the demagni�cation of the optical system and

could be brought to a di�raction limited performance(Sec. 2.3.1, Appendix B). The recording of

�uorescent objects by using SPIFI to modulate the illumination(Sec. 2.1.3) was new and Fig. 4.10

contains �rst reported images recorded.

SPIFI 's impact is focused on in the conclusion(Ch. 5). Emphasis is placed on applying SPIFI

in regions of the electromagnetic spectrum where 2D array detectors are less developed such in the

terahertz. Improvement to SPIFI , in the 1D sense using the disc modulator presented in this work,

are discussed in the future work and are applicable regardless of the spectral region of interest. In

addition the longer term research goals taking SPIFI 2D are also discussed and the high speed 2D

version of SPIFI using an 1D array detector for the second dimension is purposed.

1.1 Contributions

This imaging method was �rst demonstrated by [25]. We have developed the imaging theory of this

method which we are calling SPIFI . Our theory explains the mapping from space to electrical fre-

quency, resolution limits, the e�ects of time windows, the number of points, and dynamic range(Ch.

2). Additionally, we developed a model of disc non concentricity(Sec. 3.2), and a method to correct

for it(Sec. 3.3).

We have implemented opto-mechanical modulator to produce the required modulation of SPIFI .

The modulator is similar to the pattern �rst created by [23]. The modulator consists of an absorption

pattern printed onto a clear CD-ROM disc and is presented in Ch. 3 and Ch. 4.

Using this modulator we have captured images of a 1954 Air Force test pattern in a absorption

con�guration(Fig. 4.4). These images appear of higher quality than that in [25]. We are the �rst

to use a reticle modulator to perform imaging of �orescence(Fig. 4.10) and we have compared the

SPIFI modulated �orescence to SPIFI absorption images(Ch. 4).
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CHAPTER II

THEORY OF SPIFI

2.1 The Modulated Field at the Detector

The underlying principle of SPIFI is that by varying the modulation frequency across the spatial

extend of the �eld spatial information of the �eld is encoded into its temporal content. Having a

�eld with temporally encoded spatial information allows for recovery of its spatial information on a

single element detector.

For the sake of simplicity, the magni�cations between modulator, object, and image planes have

been dropped, and the �eld is assumed to be completely captured on the detector's area. For an

analysis that includes the magni�cations see Appendix A.2.

2.1.1 SPIFI modulated illumination

t

x̂

x̂ b

w
(t
)

−30 (mm) −15 (mm)  0 (mm) 15 (mm) 30 (mm)

−T
m

/6 

 −T
m

/3 

 0 

 T
m

/3 

 T
m

/6

w
(t
)

Figure 2.1: Diagram of the unwrapped modulator, m(x, t) of Eq. 2.2, white indicates transmission
and black absorptoin/re�ectance. The region the illumination beam occupies is shown in yellow, it's
centroid position, xc is indicated by the yellow vertical line.

When SPIFI is setup in a modulated illumination con�guration, an illumination �eld, E0u(x)e
jw0t,

shown in yellow Fig. 2.1 is �rst modulated with the SPIFI modulator, m(x, t), the black and white
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pattern in Fig. 2.1 such that immediately behind the modulator the �eld is a product of the illu-

mination �eld and modulator, u(x)m(x, t). This �eld is imaged to the object plane, containing an

absorptive object with transmission function, g(x), producing a �eld distribution behind the trans-

mission object of E0u(x)g(x)m(x, t)ejw0t. This transmitted �eld through the object is then relayed

with a second imaging system onto the single element area of a electronic photo-detector.

Assuming the detector to be square law in nature, such as is the case for a photo-diode, the

detector produces a output signal s(t) = γ
∫
I(x, t), where the multiplied constant γ is the detector

e�ciency, and I(x, t) is the square law intensity of the �eld on the detector

I(x, t) = I0|u(x)g(x)m(x, t)|2 (2.1)

where I0 = 1
2ηϵ0E

2
0 .

For the electronic square law signal to contain spatial information, a modulator that maps local

space to temporal frequency is required. A amplitude modulator, m(x, t)

m(x, t) =
w(t)

2
[1 + cos (2πκxt)] (2.2)

has a local temporal frequency chirp of, κx, and a local spatial frequency chirp of κt. Since neither

of these things can increase inde�nitely, the chirped cosine is windowed by a rectangular window,

w(t) = rect
(

t
Tm

)
, where Tm is the duration of the modulation.

This modulator is shown unwrapped in time in Fig. 2.1. It is origin, x = 0, point is displaced from

the center of the illumination �eld by distance xc such that the illumination �eld does not extend

beyond the DC frequency of the modulator. If the illumination �eld crosses the DC frequency of

the modulator each electronic frequency will correspond two to spatial locations.

The shifted modulator, m(x− xc, t), will generate the square-law signal out of the detector

s(t) = γ
I0
4

∫
|u(x)g(x)|2|w(t)|2

[
3

2
+ 2 cos (2πκtx− 2πκtxc) +

1

2
cos (4πκtx− 4πκtxc)

]
dx (2.3)

which can be separated in terms of harmonics and scaled by γ and I0, to be written as s(t) =

1
4I0γ [s0(t) + s1(t) + s2(t)]. s0(t) = |w(t)|2

∫
3
4 |u(x)g(x)|

2dx is a constant power term stationary

in time. The time dependent signals s1 and s2 are the �rst and second harmonic bands of the

modulation frequency,

s1(t) = |w(t)|2ej2πκtxc

∫
|u(x)g(x)|2ej2πκtxdx + c.c. (2.4)

s2(t) =
1

4
|w(t)|2ej4πκtxc

∫
|u(x)g(x)|2ej4πκtxdx + c.c. (2.5)
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Figure 2.2: Experimental Setup

centered at temporal frequencies fc = κxc, 2fc = 2κxc.

Eq. 2.4 is of the form of a spatial Fourier transform, where the spatial frequency fx → κt. With

this identi�cation and de�ning the spatial Fourier transform as

G′(fx) =

∫
|u(x)g(x)|2 ej2πfxxdx ≡ F

{
|u(x)g(x)|2

}
, (2.6)

we obtain an expression for the time-varying photodiode signal of

s1(t) = 2|w(t)|2|G′(κt)| cos (2πfct+ ∠G′(κt)) (2.7)

where ∠G′ is the phase of the spatial frequency distribution, G′, and the center frequency is fc = κxc.

The Fourier transform of the temporal signal, Ŝ1(f) = F {s1(t)}, shows a spectrum with conjugate

symmetric sidebands decomposed as Ŝ1(f) = κ−1Ŝ1+(−f) + κ−1Ŝ1−(f). The sidebands are the

spatial extent of the illuminated intensity limited in resolution by convolution with the temporal

window. The upper side band can be written as

Ŝ1+(x
′ = fκ−1) = W(κx′)~ |u(x′)g(x′)|2 (2.8)

where f is the frequency of the electronic signal, and ~ is the convolution operator. The Fourier

transform of the �nite time window of the modulator de�nes the equivalent point spread func-

tion(PSF) of the system given by W(x′) = F
{
|w(t)|2

}
f=x′κ−1 .

2.1.2 Field Modulated SPIFI

The order of the two imaging systems can be reversed. If the input beam contains just a line of the

�eld of interest,u1(x), this can be imaged onto the modulator can be inserted at this place. The

modulated �eld u1(x, t)m(x, t) can be relayed onto the square-law single element detector producing

a signal out of a square law detector of

s(t) = γ
I0
4

∫
|u1(x)|2|w(t)|2

[
3

2
+ 2 cos (2πκtx) +

1

2
cos (4πκtx)

]
dx (2.9)
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This is the con�guration used in [25].

This signal is of the form as Eq. 2.3, setting u(x)g(x) = u1(x) one sees in the spectral domain of

the electrical signal contains a waveform of the incident �eld |u1(x)| convolved with a point spread

function of W (κx′).

Ŝ1+(x
′ = fκ−1) = W(κx′)~ |u1(x

′)|2 (2.10)

2.1.3 SPIFI Pumped Fluorescence

Sec. 2.1.1 considered recovery of the transmission object, g(x), illuminated with the modulated

monochromatic illuminating �eld E0u(x)m(x, t)ejw0t. The loss of transmission could be to re�ections

or absorptions of the �eld a the object plane. If the object is purely absorptive, then the spatial

extent of the intensity absorbtion of the object can be written as

|a(x, t)|2 = |a(x)|2|m(x, t)|2 (2.11)

where |a(x)|2 =
(
1− |g(x)|2

)
I0|u(x)|2 the spatial extent of the absorbed intensity

If the object �uorescence a percentage, β, of the �eld power will be readmitted at new optical

frequency, w0, the readmission will can be modeled as a impulse response of

h(t) =


βe

− t
τf e−jw1t; t > 0

0 ; otherwise

(2.12)

where τf is the �orescent life time producing a emitted �eld at a new wavelength

v(x, t) = h(t)~ |a(x)||m(x, t)| (2.13)

The �uorescent �eld can be separated from the pump �eld with optical �lters and be imaged

onto the area of a square law detector. The square law detector will produce a output signal of

s(t) = γ
I0
4
|h(t)|2 ~

∫
|a(x)|2|w(t)|2

[
3

2
+ 2 cos (2πκtx) +

1

2
cos (4πκtx)

]
dx (2.14)

This is the same integral as Eq. 2.3, setting |u(x)g(x)|2 = |a(x)|2 the integral can be separated

into the three harmonic terms, s0(t), s1(t), and s2(t) the same as in Sec. 2.1.1. The recovered signal

can be written as

s(t) = γ
I0
4
h(t)~ [s0(t) + s1(t) + s2(t)] (2.15)

Transferring the impulse response Eq. 2.12 to the frequency domain, Ĥ(f) = F
{
|h(t)|2

}
the �rst

upper side band of the electrical signal,

Ŝ1+(x
′ = fκ−1) = H(κx′)W(κx′)~ |a(x′)|2 (2.16)
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contains the information about the distribution of the absorption |a(x′)|2. Absorption time constants

are typically in the high nano to pico second regimes. Therefore the bandwidth of the frequency

response H(f) is just equal to the �orescent e�ciency H(f) = |β|2 and the frequency response is

assumed to be �at over this regime leaving

Ŝ1+(x
′ = fκ−1) = W(κx′)~ |βa(x′)|2 (2.17)

where |βa(x′)|2 is the intensity distribution of the �orescence emission.

2.2 SPIFI Derivation Using Parseval's Theorem

The signal out of the square law detector can also be derived in the spatial frequency domain using

Parseval's relation. This derivation gives more physical insight as to the terms that are mixing in

the generation of the three harmonic signals, s0(t), s1(t), and s2(t).

For SPIFI the �eld distribution on the detector can be written as

e(x) = w(t)v(x)

(
1

2
+

1

2
cos 2π(fc + κx)t

)
(2.18)

where v(x) = u(x)g(x). As usual the interest is in the square law signal coming out of the spatial

integrating detector, which is equivalent in space and spatial frequency from Parseval's Theorem,

s(t) =

∫ ∞

−∞
|e(x)|2dx =

∫ ∞

−∞
|Ê(fx)|2dfx (2.19)

where F{e(x)} = Ê(fx) is the spatial fourier transform of e(x). Ê(fx) can be written as

Ê(fx) =
1

2
V̂ (fx) +

1

4
V̂ (fx − κt)e−j2πfct +

1

4
V̂ (fx + κt)e+j2παt (2.20)

we are interested in |Ê(fx)|2. This is

|Ê(fx)|2 = |w(t)|2
(
1

2
V̂ (fx) +

1

4
V̂ (fx − κt)e−j2πfct +

1

4
V̂ (fx + κt)e+j2πfct

)(
1

2
V̂ ∗(fx) +

1

4
V̂ ∗(fx − κt)e+j2πfct +

1

4
V̂ ∗(fx + κt)e−j2πfct

) (2.21)

Performing the multiplication leads to a equation for |Ê(fx)|2 with nine terms

|Ê(fx)|2 = |w(t)|2
[
1

4
V̂ (fx)V̂

∗(fx) +
1

8
V̂ (fx)V̂

∗(fx−κt)e+j2πfct +
1

8
V̂ (fx)V̂

∗(fx+κt)e−j2πfct

+
1

8
V̂ (fx−κt)V̂ ∗(fx)e

−j2πfct +
1

16
V̂ (fx−κt)V̂ ∗(fx−κt) +

1

16
V̂ (fx−κt)V̂ ∗(fx+κt)e−j4πfct

+
1

8
V̂ (fx+κt)V̂ ∗(fx)e

+j2πfct +
1

16
V̂ (fx+κt)V̂ ∗(fx−κt)e+j4πfct+

1

16
V̂ (fx+κt)V̂ ∗(fx+κt)

]
(2.22)

This looks like a Hermitian matrix with conjugate symmetry about the diagonal. This makes sense

since the signal is real. The DC terms are across the diagonal and consist of the DC, and the two
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modulated spatial frequencies mixing with themselves. The o� diagonal terms are they only ones

that carry a temporal modulation. The �rst harmonic terms are the ones multiplied by ej2πfct and

e−j2πfct and are associated with the mixing of the sweeping spatial frequency distribution V̂ (fx±κt),

mixing with DC spatial frequency distribution, V̂ (fx). The second harmonic terms are caused by

the mixing of V̂ (fx+κt) with V̂ (fx−κt).

The �rst harmonic signal can be separated out as

s1(t) = |w(t)|2
∫ ∞

−∞

1

8
V̂ (fx)V̂

∗(fx − κt)e+j2πfct +
1

8
V̂ (fx)V̂

∗(fx + κt)e−j2πfct+

1

8
V̂ (fx − κt)V̂ ∗(fx)e

−j2πfct +
1

8
V̂ (fx + κt)V̂ ∗(fx)e

+j2πfct dfx

(2.23)

We are interested in recovering the spatial intensity of the �eld, |v(x)|2 = |u(x)g(x)|2. We previously

de�ned the Fourier transform of |v(x)|2 as G′(fx), this is also the autocorrelation of the �elds spatial

frequency distribution

F{|v(x)|2} = G′(fx) =

∫ ∞

−∞
V̂ (f ′

x)V̂
∗(f ′

x − fx)df
′
x (2.24)

The terms in Eq. 2.23 are just this autocorrelation function G′(fx), evaluated for fx = ±κt. Making

the substations

s1(t) =
1

4
|w(t)|2

[
G′(kt)ej2πfct + G′(−kt)e−j2παt

]
(2.25)

Since |v(x)| must be real G′(−kt) = G′∗(kt). This allows s1(t) to be written as

s1(t) =
1

2
|w(t)|2|G′(kt)| cos (2πfct+ ∠G′(kt)) (2.26)

which is Eq. 2.7 times a multiplicative constant.

2.3 E�ect of optical di�raction on the SPIFI image

So far the distribution of the �eld on the square law detector hasn't considered the e�ect of di�raction.

Di�raction has the e�ect of windowing the spatial frequencies that can be transferred onto the area

of the detector. Here we will look how di�raction e�ects the SPIFI image for SPIFI modulated

illumination in the coherent case, and for �eld modulated SPIFI in the incoherent case.

2.3.1 Optical di�raction in coherent SPIFI modulated illumination

For SPIFI modulated coherent illumination of a transmission object, such as performed in Ch.

4, there are two optical relay systems that modify the �eld distribution of the SPIFI square law

signal. The e�ect of these systems can be modeled with a complex point spread function(PSF),

p(x), and complex amplitude transfer function(ATF), P̂ (fx). These two functions are related by

fourier transform F{p(x)} = P̂ (fx).
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Since there are two optical systems, two PSFs/ATFs will be used to separate their di�raction

e�ects The �rst F{p1(x)} = P̂1(fx), is associated with the optical system that transfers the mod-

ulated illumination �eld, u(x)m(x, t) to the object plane. Considering the di�raction e�ect of this

optical system, the �eld at the object plane can be written as

eobj(x) = w(t)u(x)

(
1

2
+

1

2
cos 2π(fc + κx)t

)
~ p1(x) (2.27)

or in the spatial frequency domain as

Êobj(fx) =
1

2
w(t)

[
Û(fx) +

1

4
Û(fx − κt)e−j2πfct +

1

4
Û(fx + κt)e+j2πfct

]
P̂1(fx) (2.28)

The spatial extent of the �eld at the object plane is multiplied against the transmission object, g(x),

and imaged with a second imaging system described by F{p2(x)} = P̂2(fx) onto the square-law

detector. With the di�raction e�ect of the second system also considered, the �eld on the square

law detector can be written as

edet(x) = w(t)

[
u(x)

(
1

2
+

1

2
cos 2π(fc + κx)t

)
~ p1(x)

]
g(x)~ p2(x) (2.29)

or in the spatial frequency domain as

Êdet(fx) =
1

2
w(t)P̂2(fx)

{[
Û(fx) +

1

4
Û(fx − κt)e−j2πfct +

1

4
Û(fx + κt)e+j2πfct

]
P̂1(fx)~G(fx)

}
(2.30)

As discussed in Sec. 2.2, the signal out of the square law detector can be written as

s(t) =

∫ ∞

−∞
|Êdet(fx)|2 dfx (2.31)

|Êdet(fx)|2 contains nine terms similar to Eq. 2.22. It can be written out as

|Ê(fx)|2 = |w(t)|2|P̂2(fx)|2
{
1

4

[
Û(fx)P̂1(fx)~ Ĝ(fx)

] [
Û∗(fx)P̂

∗
1 (fx)~ Ĝ∗(fx)

]
+

1

8

[
Û(fx)P̂1(fx)~ Ĝ(fx)

] [
Û∗(fx − kt)P̂ ∗

1 (fx)~ Ĝ∗(fx)
]
e+j2πfct

+
1

8

[
Û(fx)P̂1(fx)~ Ĝ(fx)

] [
Û∗(fx + kt)P̂ ∗

1 (fx)~ Ĝ∗(fx)
]
e−j2πfct

+
1

8

[
Û(fx − κt)P̂1(fx)~ Ĝ(fx)

] [
Û∗(fx)P̂

∗
1 (fx)~ Ĝ∗(fx)

]
e−j2πfct

+
1

16

[
Û(fx − κt)P̂1(fx)~ Ĝ(fx)

] [
Û∗(fx − κt)P̂ ∗

1 (fx)~ Ĝ∗(fx)
]

+
1

16

[
Û(fx − κt)P̂1(fx)~ Ĝ(fx)

] [
Û∗(fx + κt)P̂ ∗

1 (fx)~ Ĝ∗(fx)
]
e−j4πfct

+
1

8

[
Û(fx + κt)P̂1(fx)~ Ĝ(fx)

] [
Û∗(fx)P̂

∗
1 (fx)~ Ĝ∗(fx)

]
e+j2πfct

+
1

16

[
Û(fx + κt)P̂1(fx)~ Ĝ(fx)

] [
Û∗(fx − κt)P̂ ∗

1 (fx)~ Ĝ∗(fx)
]
e+j4πfct

+
1

16

[
Û(fx + κt)P̂1(fx)~ Ĝ(fx)

] [
Û∗(fx + κt)P̂ ∗

1 (fx)~ Ĝ∗(fx)
]}

(2.32)
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In Sec. 2.2, the term V̂ (fx±kt) = Û(fx+±kt)~Ĝ(fx) was of interest, consideration of the di�raction

e�ect of the �rst relay system modi�es this to be

Û(fx ± kt)P̂1(fx)~ Ĝ(fx) =

∫ ∞

−∞
Û(f ′

x ± kt)P̂1(f
′
x)Ĝ(fx − f ′

x)df
′
x (2.33)

which is still a cross correlation integral but windowed by the amplitude transfer function of the

system P̂1(fx). For a abberation free hard aperture system, the ATF take the form

P̂1(fx) = rect

(
λfx

2NA1

)
(2.34)

A broad illumination beam, as one would use to illuminate wide �eld of view, has a narrow

spatial frequency distribution, Û(fx). For the time dependent spatial frequency terms, the center

spatial frequency of this distribution sweeps as a function of time. As long as this narrow spatial

frequency distribution is under the aperture window,

Û(fx ± kt)P̂1(fx)~ Ĝ(fx) = Û(fx ± kt)~ Ĝ(fx) (2.35)

otherwise, Eq. 2.33 is equal to zero. This allows the rect() to be pulled out front,

Û(fx ± kt)P̂1(fx)~ Ĝ(fx) = rect

(
λκt

2NA1

)(
Û(fx ± kt)~ Ĝ(fx)

)
(2.36)

or P̂1(fx)Û(fx ± kt)~ Ĝ(fx) = rect
(

λκt
2NA1

)
V̂(fx ± kt). P̂1(fx) also limits the convolution of the DC

term. Assuming that Ĝ(fx) is already band limited shorter than the rectangular ATF, the e�ect is

minimal and

Û(fx)P̂1(fx)~ Ĝ(fx) = V̂ (fx). (2.37)

Taking assumption of broad illumination beam, Eq. 2.35, and assuming the e�ect of P̂1(fx) to

the DC part of input beam to be negligible, Eq. 2.37, the mess of Eq. 2.32 can be rewritten as

|Ê(fx)|2 =
1

4
|w(t)|2|P̂2(fx)|2V̂ (fx)V̂

∗(fx) + |w(t)|2|P̂2(fx)|2rect
(

λκt

2NA1

)[
0 +

1

8
V̂ (fx)V̂

∗(fx−κt)e+j2πfct +
1

8
V̂ (fx)V̂

∗(fx+κt)e−j2παt

+
1

8
V̂ (fx−κt)V̂ ∗(fx)e

−j2πfct +
1

16
V̂ (fx−κt)V̂ ∗(fx−κt) +

1

16
V̂ (fx−κt)V̂ ∗(fx+κt)e−j4πfct

+
1

8
V̂ (fx+κt)V̂ ∗(fx)e

+j2πfct +
1

16
V̂ (fx+κt)V̂ ∗(fx−κt)e+j4πfct+

1

16
V̂ (fx+κt)V̂ ∗(fx+κt)

]
(2.38)

The second optical system simply acts to set the limits of integration of the autocorrelation

integral, Eq. 2.24. This integral is thus changed to

Q′(fx) =

∫ ∞

−∞
|P̂2(fx)|2V̂ (f ′

x)V̂
∗(f ′

x − fx)df
′
x (2.39)
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and the time domain signal is

s1(t) =
1

2
|w(t)|2rect

(
λκt

2NA1

)
|Q′(kt)| cos (2πfct + ∠Q′(kt)) (2.40)

|P̂2(fx)|2 sets the limits of integration on the autocorrelation integral. Since this is the magnitude

square of the ATF of the second optical system, the phase on the ATF doesn't e�ect the SPIFI

image. The phase on the ATF can be associated with either the object or detector being displaced

from their conjugate planes. Since is |P̂2(fx)|2 this displacement doesn't matter, all that is important

is that the modulated spatial frequency bandwidth of the object is captured.

If second optical system is assumed to be associated with a hard aperture then |P̂2(fx)|2 =

rect
(

λfx
2NA2

)
and

Q′(fx) = rect

(
λκt

2NA1

)∫ ∞

−∞
rect

(
λf ′x

2NA2

)
V̂(f ′x)V̂

∗(f ′x − fx)df
′
x (2.41)

When the autocorrelation sweeps outside of the aperture, Q′(fx) is not approximately equal to

G′(fx), thus the modi�ed �rst harmonic signal windowed by the two apertures can be written as

s1(t) =
1

2
|w(t)|2rect

(
λκt

2NA1

)
rect

(
λκt

2NA2

)
|G′(kt)| cos (2πfct + ∠G′(kt) (2.42)

Assuming a rectangular modulator window, w(t) = rect
(

t
Tm

)
, the e�ective time window should can

be written as the minimum of the time window of the modulator and that of the NA ,

Teff = min{Tm,
2NA1

λκ
,
2NA2

λκ
} (2.43)

which produces the result

s1(t) =
1

2
rect

(
t

Teff

)
|G′(kt)| cos (2παt + ∠G′(kt)) (2.44)

2.3.2 Optical di�raction for incoherent �eld modulated SPIFI

For the case of incoherent �eld modulated SPIFI we assume the line �eld of interest, now simply

denoted as v(x) is modulated by the SPIFI modulator m(x, t). Then imaged onto the area of the

square law detector, by the imaging system characterized by the complex function p(x). The square

law �eld at the detector plane can be written as

|e(x, t)|2 = |v(x)m(x, t)|2 ~ |p(x)|2 (2.45)

This changes Eq. 2.3 to

s(t) = γ
I0
4
|w(t)|2

∫
|u(x)g(x)|2 ~ |p(x)|2

[
3

2
+ 2 cos (2πκtx− 2πκtxc) +

1

2
cos (4πκtx− 4πκtxc)

]
dx

(2.46)
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and leads to a �rst harmonic signal of

s1(t) = 2|w(t)|2Ô(κt)|G′(κt)| cos (2πfct+ ∠G′(κt)) (2.47)

where Ô(fx) = {|p(x)|2}. Ô(fx) is called the optical transfer function(OTF) of the optical system

and is equal to Ô(fx) = P̂ (fx)~ P̂ (−fx) where P̂ (fx) = {p(x)}

For the case of a di�raction limited system, P̂ (fx) = rect
(

λfx
2NA

)
and

Ô(fx) = tri

(
λfx
2NA

)
(2.48)

where tri(x) = rect
(
x
2

)
(1− |x|), also de�ned as F{tri(x)} = F{rect(x)}2. Eq. 2.47 can be written as

s1(t) = 2|w(t)|2rect
(

λκt

4NA

)
tri

(
λκt

2NA

)
|G′(κt)| cos (2πfct + ∠G′(κt)) (2.49)

The recovered spatial information is now convolved with the point spread function, |p(x)|2 in addition

to the time window

Ŝ1+(x
′ = fκ−1) = W(κx′)~ |p(x)|2 ~ |u(x′)g(x′)|2 (2.50)

2.4 Resolution and Number of Points

For any imaging system, two of the most relevant system characteristics are the spatial resolution

and the number of points resolved. The ability to resolve two closely spaced points in an image is

characterized by the numerical aperture, NA, of the imaging system [31]. The numerical aperture

is de�ned through NA = n sin θmax, where n is the local index of refraction, and θmax is the largest

angle collected by the imaging system [32]. The de�nition of spatial frequencies, fx, of an object

fxλ = sin θ [33] means that the numerical aperture can also be given by NA = nλfxmax , where fxmax

is the maximum spatial frequency collected. This is discussed in detail in Appendix B.

In SPIFI, time in the electronic signal is linearly related to the spatial frequency through the

chirp parameter, fx = κt. As a result, the equivalent numerical aperture is given by NA = 1
2λκTm,

where Tm is the duration of the modulator time-window, w(t). The Rayleigh spatial resolution is

then (in 1D) δx = λ(2NA)−1, equivalent to δx = (2fxmax)
−1 which for SPIFI gives a resolution

δx = (κTm)−1, the highest spatial frequency sampled on the mask.

The number of spatially resolved points, N , is given by the beam width, W divided by the spatial

resolution, δx. Making the substitutions for SPIFI, the number of spatial points is N = W/δx =

κWTm, which is the same as the space-spatial frequency bandwidth product, N = 2Wfxmax . For the

temporal signal, the number of points is the modulated bandwidth, ∆fm, divided by the resolution

bandwidth, δf . The resolution bandwidth δf is the inverse of the acquisition duration, Tm, leading
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to the time-bandwidth product, N = ∆fmTm. For SPIFI the signal bandwidth is ∆fm = κW , and

the resolution bandwidth of the trace is T−1
m , giving a temporal number of points κWTm, identical

to the spatial-spatial frequency bandwidth product. One limit on both the number of points and

the resolution is seen to be based on the modulator design and is independent of the wavelength of

the illumination.

2.5 Dynamic Range

SPIFI captures the modulated spatial information on a single element photodiode. Photodiodes

generate an electron hole pair for each absorbed photon leading to a current out of the device. The

current out can thus be written as

s(t) =

∫ ∞

−∞
γI(x, t)dx (2.51)

Sec. 2.1 showed that the transform of this contains the spatial information of the beam.

We will now explore the signal to noise ratio of the SPIFI image. The SNR will be de�ned in the

electrical sense as the ratio between the electrical power spectral density(PSD) of the signal, Ps(f)

divided by the electrical PSD of Pn(f) the noise.

SNR(f) =
Ps(f)

Pn(f)
(2.52)

The electrical PSD of the signal can be written in terms of its current PSD |S(f)|2 or its volt-

age PSD |Vs(f)|2 as both are related by ohms law through the sensing resistance Rs. For noise,

the same relation holds, and the current, σ2
N (f) or voltage PSD can be used. In terms of SNR,

changes between, the use of electrical power, electrical current, or electrical voltage doesn't matter

as the resistances cancel and all three ratios are equal. Since the signal in the experiment is the

photoconductive current from a diode, the electrical current SNR is

SNR(f) =
|S(f)|2

σ2
N (f)

(2.53)

where, S(f) = F {s(t)}.

σ2
N (f) can have multiple contributors. The common ones are shot noise, σ2

s(f) and thermal

noise σ2
T (f), both are white. Systems may also have instrumentation noise, σI(f). Since these noise

mechanisms are uncorrelated, they add in PSD and sum in σ2
N (f)

σ2
N (f) = σ2

s(f) + σ2
T (f) + σ2

I (f) (2.54)

The current power spectral density of shot noise is given by the simple relation

σ2
s(f) = qSavg (2.55)
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where q is the charge of the electron.

The current power spectral density of thermal noise is

σ2
T (f) =

2kBT

Rs
(2.56)

where kB is Boltzmann's constant, T is the absolute temperature, and Rs is the sensing resistance.

Johnson and Shot noise are the two most common sources of noise. Both processes are white,

meaning they have a uniform power spectral density. The noticeable di�erence between them is that

shot noise is signal dependent while Johnson noise is not.

In SPIFI the signal of interest is the �rst harmonic upper side band of the S(f). From Eq. 2.10,

and the scaling constants the upper sideband current is

Ŝi1+(x
′ = fκ−1) =

1

2
I0γκ

−1W(κx′)~ |u1(x
′)|2 (2.57)

Leading to a current power spectral density of

P̂s(x
′ = fκ−1) =

1

4
I20γ

2κ−2
[
W(κx′)~ |u1(x

′)|2
]2

(2.58)

This scales quadratically with optical signal power. To calculate the amount of shot noise we need

to �nd the average current coming out of the detector, which is proportional to the DC term, s0.

Savg =
1

2
γI0s0 (2.59)

The total signal to noise ratio can be written as

SNF (x′ = fκ−1) =

1
4I

2
0γ

2κ−2
[
W(κx′)~ |u1(x

′)|2
]2

1
2qγI0s0 + 2kBT

Rs
+ σ2

I (κx
′)

(2.60)

Since the signal varies in frequency over the spatial extent of the beam, it is not a constant value

as it would be for a time domain signal, but changes with spatial position. If the SNR is dominated

by shot noise, it will increase linearly with the optical power, if it is dominated by thermal noise

it will increase quadratically with the optical power. We also note, that by using a real optical

modulator the average optical power on the detector is 3
8 of what it was would otherwise be lowering

the shot noise �oor by over 5
8 .

2.5.1 Dynamic Range of Analog to Digital Converter

The typical rule of thumb to �nd the dynamic range of a analog to digital converter(ATD) is the 6

dB per bit rule, which will now be derived.

As usual the signal to noise ratio(SNR) will be de�ned as the ratio of powers,

SNR =
Psig

Pnoise
=

A2
sig

A2
noise

(2.61)
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The signal to noise ratio in dB is

SNRdB = 10 log10 (SNR) (2.62)

Let us suppose that we are interested in the peak SNR of a n bit signal, where only the last bit

is corrupted.

SNRdB = 10 log10

(
2n − 1

1

)2

(2.63)

2n− 1 is the maximum value of a n bit integer, and the squaring is to convert into power. One �nds

SNRdB = 10 log10
(
2n(1− 2−n)

)2
(2.64)

SNRdB = n 20 log10(2) + 20 log10(1− 2−n) (2.65)

the second term 20 log10(2
−n − 1) goes to zero rapidly and for n = 5 is −.27 (dB). This term can

be dropped, and the SNR can be approximated by the �rst term

SNRdB ≈ n 6.0205 (2.66)

or about 6 (dB) per bit. The frequency domain the SNR ratio is actually slightly better than the 6

(dB) per bit rule due to overcalling. Maximum gives the FD SNR as

SNRdB = n 6.0205 + 1.76 + 10log10

(
fs

2fmax

)
, (2.67)

where fs is the sampling rate, and fmax is the maximum bandwidth of the input tone [34]. The last

term 10log10

(
fs

2fmax

)
is called the processing gain.

To consider if the number of bits for good SPIFI dynamic range, the 6 dB rule provides an

adequate estimation, which is actually better when the processing gain is considered. For the 16 bit

DAQ used to perform the experiment Ch. 4, the 6 dB rule gives a dynamic range of 96 dB.

2.6 Symmetrical vs. Asymmetrical Modulation

The SPIFI pattern as proposed in Sec. 3 sweeps the spatial frequencies over the range +
−

∆k
2 during

each rotation of the modulator, with each spatial frequency modulated twice. The information

appears redundant, if a time delay of −.5
Tm

is introduced to the modulator, then over its acquisition

period the time domain signal of Eq. 2.4 would capture the 0 to ∆k spatial frequencies of intensity

spatial frequency distribution G′(fx). Since |u(x′)g(x′)|2 must be real, G′(fx), must be conjugate

symmetric, meaning G′(−fx) = G′(fx)
∗.

The half time domain shalf (t) trace with spatial frequencies ranging from 0 to∆k can be collected,

and added to a �ip time domain conjugate of it's self to produce a double sided time domain signal

that can be transformed by the computer to yield Eq. 2.50.
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Figure 2.3: Measured Time Domain Signal (a) and Reconstructed Time Domain Signal (b) compared
against non reconstructed signal (blue) in measured electrical power spectral density (c) and in
spatial electrical power spectral density (d)

The new trace will have a time duration of 2Tm and thus a resolution bandwidth of half that

and thus spatial resolution of twice that of the original trace. The other di�erence is that using the

time o�set has a maximum spatial frequency in the trace of ∆k vs ∆k
2 in the �rst instance. The

value of ∆k should thus be lowered by a factor of 2 to have the same maximum spatial frequency

for comparison thus resulting in a equal resolution trace.

Veri�cation that the there is no di�erence between the methods was done numerically. Working

with the parameters of Table 3, and setting M1 = −.25, M1 = −1 the single sided trace for the

same �eld spatial distribution was generated, as shown in Fig. 2.3 (a) without propagation. This

trace was added to a �ipped and rotated version of itself generating and the trace of Fig. 2.3 (b).

The trace was then transformed to the frequency domain, shown in Fig. 2.3 (c) and plotted with

the that generated by the typical symmetric TD trace.
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It appears that both frequency domain traces occupy the same area, under inspection of Parseval's

Relation, it was found that the time domain traces generated with both methods have the save

average power. When the traces are mapped to the spatial domain shown in Fig. 2.3 (d), one sees

that they overlap nearly perfectly, thus verifying the that the method of �ipping, has no substantial

e�ect on the spatial content of the traces.

The only di�erence between the two traces when plotted in spatial coordinates, is that the �ipped

method occupies twice the space and the un�lled method. This is due to the points being at the

same spacing, but the �ipped trace having twice the points. We decided not to use the method of

�ipping, as it would complicate the processing during real time acquisition.

2.7 Analysis of the time window
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Figure 2.4: Electronic time domain signal (a), and electronic frequency domain signal (b)

All recorded traces have an implicit rectangular time window, w(t) = rect
(

t
Tm

)
. The implicit

rectangular time window, |w(t)|2 causes the object to be convolved with a sinc in the FD, causing

edge ripple as shown in blue in Fig. 2.4 (b). Here we demonstrate that the ripple can be eliminated

by applying alternate window functions, in this case a hamming window, to the time domain trace.

A TD and FD traces of the simulation without di�raction is shown in Fig. 2.4. These simulations

had resolution limited notch object of the type shown in Fig. C.1. In the purple trace in Fig. 4(b)

(b), a Hamming window was applied to the TD trace before transforming, this is shown compared

against the implicit rectangular window with FD trace shown in blue. Using the Hamming window

suppressed the edge ripple previously present with rectangularly windowed TD trace. The cost of

using the Hamming window is a slightly broader FD function is convolved with the image. This

seems to be a reasonable trade o� since the ripple caused by the rectangular window can make the
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image very di�cult to interpret.
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CHAPTER III

THE DISC MODULATOR

Figure 3.1: Example Mask with ∆k = 1.5 (mm)−1, k0 = 0, and ∆θ = .98 (2π) (rad)

The modulation function m(x, t) of Eq. (2.2) can be realized by printing a pattern of absorbing

features onto a transparent disc. Slicing the incident beam with the disc then spinning it will create

a beam with the desired modulation. The beam to be modulated is focused to a radial line focus,

so that the amplitude modulation frequency depends linearly on radial position R. We have created

masks with the family of patterns de�ned by

m(R, θ) =
1

2
+

1

2
cos [(k0 +∆kR)θ] (3.1)

where θ is the angular coordinate relative to the center of the disc. An example print of this pattern

is shown in Fig. 3.1. The prints of the mask had m(R, θ) rounded to either 0 or 1 to avoid dithering

of the print, making the printed mask

m(R, θ) =
1

2
+

1

2
sgn (cos [(k0 +∆kR)θ]) (3.2)

, where *

sgn(x) =


1 if x ≥ 0

−1 if x < 0

(3.3)

The simulated e�ect of the rounding is treated in Sec. C.2, it has the e�ect of dampening the second

harmonic signal. In this section we will approximate the modulator as Eq. 3.1.

The radial line is sampled at an angle θ0 = 0. To get time modulation, the mask is spun

around its origin at a constant angular velocity, 2πf0, causing a constant angular displacement of
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m(R,−2πfmt). This leads to a radially, time dependent equation at θ0 = 0.

m(R, t) =
1

2
+

1

2
cos [2πfm(k0 +∆kR)t] (3.4)

Substituting R with x, Eq. (2.2) and Eq. (3.4) are of the same form. Comparing the terms, the

center frequency, fc is fmk0, the chirp parameter κ = fm∆k. In the lab, the beam and the modulator

will not be centered on the same coordinate axis. The coordinate systems are displaced spatially by

x0. The changes the center frequency to

fc = fmk0 + fm∆kx0 (3.5)

3.1 Number of Points and Resolution

In Sec. 2.4 the performance quality of the SPIFI image was evaluated in terms of they key parameters

of resolution and �eld of view leading to the total number of points resolvable in a SPIFI trace. It

was found that the SPIFI resolution was inversely proportional to the highest spatial frequency

produced by the modulator, δx
2 = fxmax = 1

2κTm. Though, the famous relation, δx = λ(2NA)−1 this

the modulator can be associated with a NA .

For the disc modulator, κ = fm∆k, and Tm = (fm)−1. The maximum spatial frequency produced

by the modulator, fxmax = ∆k∆θ
2 is just a function of the mask print parameters ∆k, ∆θ. The NA

is then just a product of the highest spatial frequency of the disc modulator with the wavelength,

NA =
λ∆k∆θ

2
(3.6)

where n is the index of refraction of the medium, taken to be air n = 1.

The number of resolved points, N , is given by the illumination �eld width, W , divided b the

spatial resolution, δx. Making the substitution,

N = W (δx)−1 = W∆k∆θ (3.7)

which is just a function of the spatial extent of the beam and the print parameters of the mask, and

is the same as N =
Wnkxmax

π .

For the temporal signal, the number of points is the modulation bandwidth, ∆fm, divided by

the resolution bandwidth, δf . The resolution bandwidth is the inverse of the acquisition duration,

Tm, leading to the time bandwidth product, N = ∆fmTm. For the SPIFI disc modulator, the signal

bandwidth is ∆fm = fm∆kW , and the resolution bandwidth is fm(∆θ)−1 leading giving a temporal

number of points, W∆k∆θ, identical to the spatial number of points.
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3.2 Wobble

A high number of points in SPIFI requires a high value of ∆k leading to dense features on the disc.

For a ∆k = 100( 1
mm ), the structure of the disc would have feature size of 10 (mu). It is reasonable

to expect that if the disc wobbles an amount greater then the features size 10 (mu) per revolution

then the spatial resolution of the points will blur together in the FD.

A simple deterministic model for the frequency blurring attributes it solely due to nonconcentric

mounting between the modulating disc and the motor. The nonconcentric mounting can be viewed

as a coordinate shift to the modulator, Eq. 3.1 as shown in Fig. 3.2. The o�set is represented by x⃗

in Fig. 3.2.

Figure 3.2: Coordinate Shift Diagram

x⃗ is added to R⃗ and the new vector p⃗ represents the shifted coordinate system. The disc now

rotates around the new origin. Points in this system can be written in polar coordinates as (ρ,ϕ).

The new values for R and Θ are

R2 = x2 + y2 + ρ2 − 2ρ(xcos(ϕ) + ysin(ϕ)) (3.8)

Θ = tan−1(
ρsinϕ− y

ρcosϕ− x
) (3.9)

Substituting this into the modulator equation, 3.1, one �nds the mask function in the new

coordinate system to be

tmod(ρ, ϕ) = .5 + .5cos((k1 +∆k
√
x2 + y2 + ρ2 − 2xρcos(ϕ)− 2yρsin(ϕ)tan−1(

ρsinϕ− y

ρcosϕ− x
)) (3.10)

To get the time modulation function ϕ should be substituted for 2πf0t, leading to the messy expres-

sion

tmod(ρ, ϕ) =.5 + .5cos((k1 +∆k
√
x2 + y2 + ρ2 − 2xρcos(2πf0t)− 2yρsin(2πf0t) . . .

tan−1(
ρsin(2πf0t)− y

ρcos(2πf0t)− x
))

(3.11)

Since the distance from the origin is ρ typically larger than the o�set of the disc placement, the

square root term inside the �rst cosine is dominant in the expression. The x2and y2 terms are o�
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little concern because they remain constant in time. The cross terms between 2xρ and 2yρ are not

constant in time and modulate the argument of the �rst cosine.

The e�ect of the wobble will further analyzed numerically in Sec. 3.3. It will also be measured

in Sec. 4.1.

3.3 Wobble Correction

A model of FD trace distortion to non-concentric disc mounting leading that we refer to as wobble

was presented in Sec. 3.2. In this section we simulate the disc wobble and present a method that to

remove it.

Two traces, one concentricity mounted and one with a non-concentric mounting of 100(um) are

shown in Fig. (b). The spital extent of the illumination beam with the object for both traces, back

propagated to the object plane is shown on in Fig. 3.3 (a).
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Figure 3.3: Spatial Distribution (a) and FD Distribution (b)

The from the simulation parameters, resolution of this trace is 1
∆k = 20(um). For just twice the

resolution limit in disc o�set the trace becomes distorted, and with increasing o�set like 5 times the

resolution used in Fig. 3.3 (b) the distortions become worse. Ripple appears on the sharp edges in

the trace.

Another way to understand the frequency distortion due to the wobble is to look at the wobbles'

e�ect on a point object at the or past the SPIFI resolution limit. Ideally such a point would appear

as a single point in the FD. Under wobble, the single function will blur out. This e�ect is shown in

Fig. 3.4.

At least for deterministic distortions, such as those of Sec. 3.2, the wobble may be thought as

time varying change of the center frequency of a focused signal. This focused signal, like that shown
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Figure 3.4: Wobble Probe Traces without o�set and with x o�set of 100(um)

in Fig. 3.4 will be refereed to as the wobble probe. To assess if this is the case, the Gabor transform

of the time domain trace with the wobble signal was taken.

Gx(t, f) =

∫ ∞

−∞
x(τ)e

(
tau−t
wg

)2

e−j2πfτdτ (3.12)

The Gabor transform is one of many transforms that can produces a 2D phase space distribution

between time and space. The width of the gaussian, wg in Eq. 3.12, e�ects the localization between

frequency and time in the distribution. The Gabor transform for the signal corresponding to the

wobble trace of Fig. 3.12 is shown in Fig. 3.5. The width of the Gabor time domain gaussian was

taken to be wg = 1.7 (ms).
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Figure 3.5: Gabor Transform of Probe Wobble Trace

An approach to compensate for the wobble is to rescale the time axis such that the wobble probe

stays at a constant frequency becoming a singular point again. We wish to rescale the time axis such

that as the Gabor transform centroid drifts towards higher frequencies have time domain points that

are stretched to be farther apart, and when the centroid drifts towards lower frequencies the time
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domain points are changed to be closer together. The time separation between the points dt will be

linearly scaled.

The amount to scale dt depends on the ratio between centroid as shown in red in Fig. 3.5, and

the centroid's center frequency, taken to be the time average of the centroid frequency. Thus dt will

be multiplied by the compensation factor such that

dt′[t] = dt ∗ fcentroid[t]

fcenter
(3.13)

The new time points spacings are then cumulatively summed to make a new time axis.

tnew[t] =
∑

dt′[t] (3.14)

This axis still has the same number of points as the original trace but the time points are no

longer evenly spaced. Since the time points need to be evenly space to do the FFT, the new points

are interpolated from the original data set.

Performing this on the wobble trace of Fig. 3.4 produces a new wobble trace shown for comparison

with the original in Fig. 3.6. The focused trace looks narrower than the original measurement.
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Figure 3.6: Comparison of Original and Correct Probe Traces in the FD

The new time axis is then applied to the signal trace and interpolated to generate a compensated

signal. The original trace and the new trace are compared in Fig. 3.7.

The compensated signal trace looks close to the original shown in Fig. 3.3 (a).
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CHAPTER IV

EXPERIMENTAL

A diagram of the constructed system used to perform the SPIFI imaging is shown in shown in Fig.

4.1. The system was based on a �ber-coupled continuous wave(CW) laser with center wavelength

1550 nm that was set at 20 % power to produce output 20 (mW) at the output of a �ber collimator.

A 25 mm lens was used to make the beam converge to tight waist, which was measured with a

gaussian �tting beam pro�ler(Bullet) to have a waist of wy = 11.23 (um) in the plane perpendicular

to the table and a waist of wx = 10.91 in the plane of the table. The �t pro�ler produced M

squared(M2) measurements for these waists of M2
x = 1.04 and M2

y = 1.03.

Modulation Object

Imaging Telescope

Collection

Lens

Laser

C ylindrical

Lens

f=38mmf=50mm f=25mm f=75mm

Figure 4.1: Optical System

Since the M2 values for the waists are very close to one, the illumination beam path can be

designed using the complex beam propagator, q. LaserCanvas 5, developed by P. Schlup, is a

program that allows for the design of optical beam paths by allowing the 2D movement optical

elements. LaserCanvas uses the q propagator the show the spatial extent of the beam.

The optical beam path �rst the transforms the circular beam into a line focus, which illuminates

the modulator, which is then followed by two imaging systems. The imaging systems were used to

relay the �eld between modulation, object,nd detector planes.

The �rst line was created by columnating the beam with a f = 62(mm) lens and then focusing

the collimated beam in the y-axis with a f = 50 (mm) cylindrical lens. The line focus was used to

illuminate the modulator at the modulation plane. At the modulation plane the line focus had a

measured waist in the y-axis of wy mod = 12.65 (um), and M2
y parameter of 1.42. The beam size in

the x direction was measured to be wx mod = 2.92 (mm) and not convergent enough to measure it's

speci�c location nor the M2
x value.
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The modulation plane was then imaged with a demagnifying M = −.80, f1 = 62 (mm), f2 =

50 (mm) telescope to the object plane. The object under examination was placed in the modulated

illumination beam at the object plane. At the object plane the illuminating line focus was measured

to have a focus of wy mod = 12.65 (um) and M2
y = 2.51 and a beam width of wx = 1.92 (mm).

The �eld of the illuminating line focus perturbed by the object was collected with a f = 75 (mm)

lens con�gured to demagnify by -1.36 times onto the area of a 10 (mm) area of a Ge photodi-

ode(ThorLabs DET50B).

TIFF �les of the mask pattern were generated with a Matlab code. The mask �le used in

the experiment is shown in Fig. 4.2. The transparent stripe at the +
−π boundary was used for

timing. The �les were printed by courtesy of MAM-A with a 400DPI thermal printer onto a clear

polycarbonate CD-ROM substrate stamped out by U-TECH Dallas. The mask �le was generated

with parameters, k1 = 0 and ∆k = 7
mm . The value of ∆k was limited by the DPI of the thermal

printer. A chuck was made to mount the mask to a 1628 brushless DC Faulhaber motor with a

maximum angular speed of 477 rotations per second. The motor was spun at the slower rate of f0 =

40(Hz) to lower the burden on the data acquisition computer. The companioning Faulhaber SC1801

speed controller provided a timing signal corresponding to the motor period used to synchronize the

data acquisition.
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Figure 4.2: The mask �le used for the data with parameters ∆k = 14 ( 1
mm ) and k0 = 0, demagni�ed

(a) and zoomed to the area of low frequencies (b) and zoomed to an area of high frequencies (c).

The output current from the Ge detector was transimpedance ampli�ed at 1 mA
V and was sampled

at 80 (kHz) with a NI-6251 DAQ using in-house software(Squid). The in house software transformed

the time domain traces and displaced their frequency domain power spectral density in real time for

use in the lab. The software provided ease in synchronizing line(frame) window and outputted the

data to a MATLAB .mat �le for postprocessing. A time domain trace for the unperturbed beam
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is shown in Fig. 4.3 (a). The time domain trace is a Gaussian modulated by the carrier frequency.

The in the FD the beam the Gaussian is shown in units of PSD in Fig. 4.3 (b) blue, and the �tted

trace for the beam pro�led waist is in the red dashed line. The theoretical pro�le is similar to what

is measured.
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Figure 4.3: The unperturbed gaussian beam in time (a) and frequency (b) (blue) �tted to measured
gaussian (red)

The center frequency of the trace is at 13.2 (kHz). From theory of Sec. 2.1, and for the mask

parameters and system magni�cations, the beam is determined to be centered 47 (mm) from the

center of the disc. The pro�led Gaussian had waist parameter w0y = 2.92(mm), maps to 1.29 kHz

of bandwidth in the SPIFI FD, this gaussian pro�le is shown overlaid on the data in Fig. 4.3. Since

the PSD is the 2nd power of the measured intensity, the plot is the 4th power of the �eld. (b). The

expected resolution at the object plane is, 5.32 points/mm.

To further demonstrate the SPIFI theory, an spatial image was taken. A 1954 air force test

pattern was placed in the object plane, and translated in the y-axis to resolve the other necessary

axis. The 2D image is shown in Fig. 4.4, to demonstrate ability of SPIFI . It is noted that there

is little ripple from the sharp edges in the mask, and that the numbers are also resolvable. Other

higher speed methods to resolve the y dimension such a galvos or AOBD could also be used. Row

6 in the test pattern appears at the pixel limit. The period of lines in row 6 is 280 µm apart. The

vertical lines appear to span 2 pixels.

4.1 Wobble Correction

A HeNe laser, λ = 632.8 (nm), was added to the system as a probe beam. Its beam was focused to

a measured waist of w0 = 10(um) in the modulator plane. This waist is smaller than the resolution
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Figure 4.4: Image of 1954 Air Force Test Pattern

of the system, and this point should be the width of the Fourier Transform of the time window

centered at the frequency determined by the centroid of the point on the wheel. The FD signal as

the probe trace as shown in Fig. 3.6.

The probe beam was collected after the measurement focus with a f = 25(mm) lens onto a

single element diode(ThorLabs DET10A). This trace was acquired simultaneously with each FD

SPIFI trace, sampled at the same sampling frequency fs = 80 (kHz).

The 400 SPIFI traces used to generate the Air Force test pattern of Fig. 4.4 were acquired

simultaneously with the wobble probe beam. Producing 2 400 sets of traces. To look at the statistics

of the wobble probe measurement. First a representative trace, the �rst trace taken in the probe

Fig. 4.5 (a), and it's Gabor transform, Fig. 4.5 (b), with Gabor gaussian wg = 5 (ms) is shown to

the reader for reference.

The Fourier transform of 400 Wobble traces are shown super imposed in and the centroid of the

Gabor transform for each trace is shown in Fig. 4.6. This is to give the reader an appreciation of

the high frequency noise.

To understand the repeatability of the wobble traces between shots, the average frequency and

the standard deviation of the gabor transform as a function of frequency were taken. The standard

deviation is plotted around the mean values in Fig. 4.7

At the beginning and end of the traces the standard deviation increases due to the centroid not

being well localized.
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Figure 4.6: Probe traces superimposed (a) and in phase space ??

The simples method is to generate the correction from just one of the probe signals and apply

this to all of the image traces. Since the probe trace is being acquired simultaneously with the image

traces, the probe trace corresponding to a given image trace can be used to generate the correction

factors for each of the signal traces. Finally, the centroids of the gabor transform are sown in Fig.

4.7 (b). This can also be used to generate the correction factor and can then be applied to all of the

traces, similar to the �rst case.

If the correction is working well it should narrow the probe trace. Applying these corrections to

all of the probe traces, an additional mean and standard deviation can be found. The mean and

standard deviation for the three methods in correction to the probe traces are shown in Fig. 4.8.

From the correction to the probe traces, Fig. 4.8, one sees that correcting using just one measured

correction value produces a su�cient result, and it is probably unnecessary to correct in real time

33



6 6.5 7 7.5 8
0

2

4

6

8
x 10

−4Mean and Variance of Probe Signal

Frequency (kHz)

P
S

D
 (

ar
b/

sq
rt

(H
z)

)

(a) The FD trace with error bars

0 0.005 0.01 0.015 0.02 0.025
6

6.5

7

7.5

8
Superimposed probe signal gabor centroid

Tau (s)

F
re

qu
en

cy
 (

kH
z)

(b) Gabor centroid with error bars
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Figure 4.8: Comparison of corrected probe traces using di�erent methods, using the �rst probe
trace (a), using the corresponding probe trace (b), and using the centroid of the probe traces (c).
The uncorrected trace

to each of the probe traces simplifying the acquisition.

The correction to the Air Force test pattern using all three methods discussed is shown in Fig.

4.9, in comparison with when no correction is applied.

The wobble correction algorithm appears to have little e�ect on the airforce test pattern image.

This is probably due to the mount concentricity after much improvements in centering through

interaction being nea 142 (um) the point at which the concentricity becomes a problem for the

∆k = 7 (mm) wheel. The power axis between the traces shows that the wobble corrected trace has

slightly less dynamic range than the original. The lost of dynamic range may be an e�ect from the

interpolation where the cosine becomes rounded o�.
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Figure 4.9: Comparison of corrected Air Force test patterns traces using the three methods, using
the �rst probe trace (a), using the corresponding probe trace (b), and using the centroid of the probe
traces (c). The uncorrected trace for comparison Fig. (d).

4.2 Fluorescent Imaging

The illumination source was changed λ = 532(nm) laser(Coherent DPSS 532) to demonstrate SPIFI

modulation transfer to �orescent emission.

The SPIFI modulator illumination and optical imaging system transferring it to the object has

remained the same. For the �uorescent images the SPIFI modulated �orescence was then imaged

though two optical �lters and a grating to reject the pump beam, leaving just the �eld of �orescent

spectrum. The �lters were removed and the grating was rotated to pass the fundamental to capture

the absorption images.

A �uorescent object was created consisting of a glass slide with a image imprinted on it with

�orescent ink. The slide was prepared by dry coating hairspray onto its surface. The felt tip of a

orange highlighter(Sharpie) was rubbed onto the surface of a rubber stamp, coating its surface with
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ink. The stamp was then pressed onto the surface of the slides transferring the pattern to the slide.

Images of the �orescent dye pattern, taken in both absorption (a) and emission (b) con�guration

is shown in Fig. 4.10. The images have been normalized relative to the leak through excitation or

illumination intensity measured in the absence of a sample. Inhomogeneity of the dyes application

to the slide caused blotchiness of the tips the edges of the star. Each image is the composite of 3

2D SPIFI image segments, with a manual translation stage used to o�set the image relative to the

line focus for each scan.
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Figure 4.10: Absorption image of star stamp Fig. (a), Florescence Image of Star Fig. (b)

The images captured by the large area diode(ThorLabs DET10A) were ampli�ed using a tran-

simpedance ampli�er with a gain of 1 mA
V for the �orescence images and 1 V

mA for the absorption

images. A bandpass �lter on the ampli�er was engaged with -6 (dB) corner frequencies of 3 kHz

and 100 kHz. The voltage signal was collected with a DAQ using custom in-house software(Squid).

Although the motor was not able to spin at acquisition speed of SPIFI could be raised to 500

lines per second, potentially enabling acquisition of a 500x500 point image 1 second. Ways to push

SPIFI to higher speeds will be proposed in this section. These methods can be generally grouped

into two categories. Methods to multiplex more information into the bandwidth of the detector and

methods increase the number of detectors elements.
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CHAPTER V

CONCLUSION

Theory and experimental results for a 1D single detector image acquisition method called SPIFI have

been presented. Many modulator formats are possible. In this work a opto-mechanical modulator

was implemented. With this modulator the update rate of the SPIFI 1D line images is the rotation

speed of the modulating disc(Ch. 3). Using this technique, an absorption image of a Air Force test

pattern was collected with resolution of 120 (µm). The modulation is slow enough to be transferred

from a illumination beam to �orescent emission, and images of a �orescent pattern were acquired.

SPIFI o�ers the ability to do high resolution wide �eld imaging leading to a high number of points.

For example consider visible wavelength radiation, with a λ = 700 (nm), assuming a optical system

NA = .5, and the pattern covers the full angular distribution of the disk, ∆θ = 1 the maximum value

of ∆k that can be reproduced on the detector is ∆k = 2NA
λ∆θ = 1, 428 ( 1

mm )(Eq. 3.6). If a modulator

was �lled with 10(mm) of a �eld of interest then imaged under unity magni�cation none of the �eld

of view would be lost on the area of a 10 (mm) x 10 (mm) such as a ThorLabs DET100A [35]. The

detector would then collect 14,285 points per line scan, at a resolution of δx = 700 (nm). Currently

available digital cameras use array detectors that support up to 10 megapixels. In one dimension,

this is 3,464 points so SPIFI images with 14,285 points per frame is a interesting proposition due

to the large �eld of view. Critics may still point to array detectors as being able to produce 2D

wide-�eld images quicker, and arguing against the additional complication to the imaging system to

do SPIFI when a sensitive or fast 2D array detector could be purchased.

In the even redder wavelengths bands such as the mid-infrared, far-infrared, terahertz(THz),

and millimeter wave regimes array detectors are costly, with limited commercially availability(mid-

infrared, far-infrared), if any at all(terahertz, millimeter). In particular the THz region remains one

of the least tapped of the electromagnetic spectrum even though there is perhaps nowhere else in

the spectrum with so much information about chemical species [36]. It is in these spectral regions

that wide-�eld optical multiplexing methods such as SPIFI may have a big impact.

Currently, optical multiplexing in the terahertz region mostly consists of raster scanning. If a

laser beam can be employed to scan across the target, raster scanning can be a viable option as

was done in [37]. If passive wide-�eld imaging is desired, the 1
N , where N is the number of points
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collected, loss in signal makes raster scanning unattractive. Compressed sensing may o�er an answer,

but even these methods used in the terahertz have yet to produce impressive results [38].

In the THz constructing a line camera with SPIFI mask such as [25] may be a good answer. SPIFI

is ultimately limited in resolution by the maximum periodicity that can be reproduced between the

mask and detector planes(B). If 3 THz, is the optical frequency of interest. This would correspond

to a wavelength of 100 (um). Again assuming the optical NA = .5, the maximum value of ∆k = 10.

An a image resolution of δx = 100 (um). The experiment is made interesting by generating a high

number of points in the electronic signal. This requires a large �eld of view and 1D detector with

large area. If the �eld of view was made W = 50 (mm) and imaged onto a rectangular detector,

this would correspond to N = 500 points per 1D line scan allowing for discernable images. Many

detectors exist in the THz [36], one rectangular detector that would suit the needs of area and

response time is a large area bolometer [39].

Regardless of the wavelength band of interest, there two issues should be addressed in order

to capture SPIFI images with a high number of points as proposed. These are the increasing the

periodicity of the optical mask ∆k, and removing aberrations from the optical systems such that ∆k

is reproduced on the detector's area. These two issues are addressed in the future work section(Sec.

5.1.1, 5.1.2). Then in Sec. 5.1.3 non-optimal use of the detectors's electrical bandwidth and spatial

area is considered and is used to lead into the question of 2D modulation methods. Finally, the Sec.

5.1.5 considers the possibility of SPIFI imaging with high frame rate and high number of points used

a 1D array detector.

5.1 Future work

5.1.1 Improvements to the disk modulator

In this work, the experimental disc modulator used had a ∆k = 7 1
(mm) . This modulator was

produced by printing the mask with a thermal printer onto a clear polycarbonate CD-ROM substrate

care of MAM-A in Colorado Springs, Co. Other methods, such as ink-jet printing laser printing

onto acetate were also explored but produced results that su�ered in either resolution(ink-jet, laser-

printing), pixelation(ink-jet) or mounting di�culties(laser, ink-jet). Additionally, MAM-A explored

the used of UV printer but even it didn't produce the desired resolution, ∆k.

Patterns of arbitrary features can be produced on glass substrates, but they are expensive $

2000, and will require mounting to a suitable motor, and could shatter if the disks are spun at high

speeds.

Additional work on the production of masks with high ∆k values is warranted. It would be even
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more desirable for these masks be re�ective rather than absorptive. Such as could be done with

metal patterning on the CD-ROM substrates. Such a mask may be usable infrared and well as in

the visible and if based o� of existing CD-ROM & DVD technology could be produced at a relatively

low cost.

5.1.2 Removal of aberrations from the optical system

In Sec. C.1 showed though simulation that aberrations in the optical system lead to distortions to

the envelope of the recoded temporal spatial frequency pro�le, leading to hard ripples on the edges

of the object. Sec. B.4.2 & Sec. B.3.2 showed that optical systems composed of spherical lenses

do su�er from abberations which are related to phase on the systems OTF. The best way to design

a optical system free of aberrations is to use computer ray tracing [40]. A common computer ray

tracing program is ZeMax [41]. An analysis of the optical systems in SPIFI should be undertaken

using program like ZeMax would lead to a di�raction limited system regardless of wavelength.

5.1.3 More e�cient use of time-bandwidth product detector bandwidth & 2D

For illustration, a reversed biased ThorLabs DET100A, is a 10(mm)x10(mm) detector with 23Mhz,

-3dB corner frequency. If the full 23 (MHz) bandwidth of detector could be used in SPIFI , at a

line refresh speed of 100 Hz, it would allow for of 230,000 points per frame. In 1D SPIFI multiplex

this is not possible, since in a 10 (mm) detector distance, with 550 (nm) radiation, the optical limit

to the maximum number of points is 18000 = 10 (mm)
550 (nm) . This gap between the number of points the

bandwidth of the detector can support and the number of points SPIFI could produce on its area,

suggests the DET100A detector that is not being fully utilized in SPIFI .

This detector could be better utilized if the SPIFI modulator spun at a higher angular velocity,

say around 1.2 (kHz) which would lead to 18,00 points per frame. This is not currently possible

with the existing SPIFI modulator which has a motor that tops out at around 100 RPS. Instead,

the other method to improve the use of the bandwidth of the detector is to further increase it's area.

Increases in detector area will lower the bandwidth of the detector [12] detector while increasing the

SPIFI bandwidth collected on its area.

An additional method to further put to use the electronic bandwidth of the detector is to devise

a SPIFI modulator that encodes 2D information into the FD of the detector. Assuming the 2D

information could be encoded across the detectors entire 2D area, then the 10(mm)x10(mm) detector

could support 330, 000, 000 = 100 (mm2)
550 (nm2) up to points. To collect this amount of points the frame rate

of the detector would need to be lowered. If this is undesirable, simple reduction in the detectors
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area corresponding to a decrease in the number of points may be acceptable.

5.1.4 Additional Modulation Methods

When we considered modulation formats, two additional formats seemed promising to produce

frequency domain images. These are acousto-optic modulators(AOMs) and spatial light modula-

tors(SLMs). SLMs have been developed for the projection TVs, and development kits are available.

AOMs were of particular interest due to their high bandwidths, and reasonable cost.

Acousto-optic modulators(AOMs) and their larger aperture cousins acousto-optic beam de�ec-

tors work on the principle of photon-phonon interaction. The phonons are generated with a piezo

transducer adhered to the side of the crystal, and driven by a RF waveform. When momentum and

energy conservation conditions are meet, the two particles mix and a photon shifted in frequency

can be generated. The frequency shift is equal to the RF drive frequency, and the de�ection angle

is also proportional to the RF drive frequency. This is the mapping that is desired.

By varying the drive frequency, beam steering is possible and AOBDs are often used for this

purpose. AOBDs are sold in 1D and 2D versions and the number of points depends on the size of

the active device area and the RF bandwidth of the crystal. Since phonon energy and momentum are

linearly related(dispersion), the position may be recoverable from the frequency of a RF heterodyne

signal. The line update rate of a AO device is the time it takes for a photon to travel through

the crystal. A typical device may have update rate of 10 (µs), or 200,000 kHz. This would o�er

extremely high speed imaging.

Modulation with a SLM has been the least considered modulation method of current investiga-

tion. The cost of development goes up due to the computer interfacing requirements of the SLM.

There the developer must spend time to learn the device and how to program it. The response time

of SLMs is in the mili to 100 micro second range.

5.1.5 SPIFI onto a 1D array

The modulator presented in this work performs a 1D mapping between space and electronic fre-

quency. The 1D spatial information was captured on a single element photodiode and the second

dimension for the 2D images was acquired by scanning the sample though the beams focus. It is the

second dimension of multiplexing the one currently done by SPIFI that is currently limiting the 2D

SPIFI update rate.

If instead the beam was prepared to be square at the object and imaged onto a 1D photodiode

array, each photo diode would have 1D spatial information encoded into its electronic signal while the
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second dimension of this signal would vary as a function of the 1D array element. This would allow

the line refresh speed to be brought up the rotation speed in the opto-mechanical modulator, 400Hz

or potentially to 200,000 kHz in the acousto-optical format. Such a method would be extremely

high speed imaging.
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APPENDIX A

ADDITIONAL MATHEMATICAL DERIVATIONS AND

CALCULATIONS

A.1 Direct transform frequency domain distribution

Starting with Eq. 2.4,

s1(t) = |w(t)|2
∫ ∞

−∞
|u(x)g(x)|2 cos [2πκtx] dx (A.1)

Taking Eq. A.1 immediately to the frequency domain though Fourier transformation

S1(f) =

∫ ∞

−∞

∫ ∞

−∞
|w(t)|2|u(x)g(x)|2 cos [2πκtx] dx ej2πft dt (A.2)

The spatial term, |u(x)g(x)|2 has no time dependence so the orders of integration between time

and space can be reversed, allowing the integral to be written as

S1(f) =

∫ ∞

−∞
|u(x)g(x)|2

∫ ∞

−∞
|w(t)|2 cos [2πκtx] dt dx (A.3)

The time domain integral

g(f, x) =

∫ ∞

−∞
|w(t)|2 cos [2πκtx] dt (A.4)

is the shifted fourier transform of the window function W(f) = F
{
|w(t)|2

}
.

g(f, x) =
1

2
W(f + κx) +

1

2
W(f − κx) (A.5)

Leading to a frequency domain waveform

S1(f) =
1

2

∫ ∞

−∞
|u(x)g(x)|2W(f + κx) + |u(x)g(x)|2W(f − κx) dx (A.6)

Making the substitution, x = f
κ shows this is just a two convolution integrals

Ŝ1(x
′ = fκ−1) =

1

2
|u(x′)g(x′)|2 ~W(−κf) +

1

2
|u(x′)g(x′)|2 ~W(κf) (A.7)

with an upper side band identical to Eq. 2.50.
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A.2 Map from space to frequency with magni�cations between

planes

The optical imaging systems to relay the �eld between, object, modulator, and image planes can

easily be constructed to have non unity magni�cation. Incorporating the magni�cations into theory

adds magni�cation constants to the theory of Sec. 2.1.

This appendix presents the same derivation as but with the magni�cations. The resulting math

is very similar except number of arguments to the equations is increased due to the magni�cations.

This section will assume a magni�cation, M1 between the modulator and object planes, and a

second magni�cation M2 between the object and detector planes. The square law intensity signal

of Eq. 2.1 now becomes

I(x, t) = I0

∣∣∣∣u( x

M1M2

)
g

(
x

M2

)
m

(
x

M1M2
, t

)∣∣∣∣2 (A.8)

Using the same modulator, Eq. 2.2, this intensity distribution generates the square-law signal

out of the detector

s(t) = γ
I0
4

∫ ∣∣∣∣u( x

M1M2

)
g

(
x

M2

)∣∣∣∣2 |w(t)|2 [32 + 2 cos

(
2πκt

M1M2

)
+

1

2
cos

(
4πκt

M1M2

)]
dx (A.9)

that can be separated in terms of harmonics and scaled by γ and I0 to be written as s(t) =

1
2 [s0(t) + s1(t) + s2(t)]. s0(t) = |w(t)|2

∫
3
4

∣∣∣u( x
M1M2

)
g
(

x
M2

)∣∣∣2 is a constant power term stationary

in time. The time dependent signals s1 and s2 are the �rst and second harmonic bands of the

modulation frequency with

s1(t) = |w(t)|2
∫

|u(M−1
1 M−1

2 x)g(M−1
2 x)|2e

j2πκtx
M1M2 dx + c.c. (A.10)

s2(t) =
1

4
|w(t)|2

∫
|u(M−1

1 M−1
2 x)g(M−1

2 x)|2e
j4πκtx
M1M2 dx + c.c. (A.11)

The �rst and second harmonic sidebands contain replicate information about the �eld distribu-

tion. We will concern ourselves with the �rst harmonic sideband, s1(t). The center frequency for

the side band is determined by the centroid of the illumination �eld on the disc, xc =
∫
x|u(x)|2dx.

Shifting to the coordinate system of the �eld of interest the �rst harmonic side band term is

s1(t) = |w(t)|2ej2πκxct

∫
|u(M−1

1 M−1
2 x)g(M−1

2 x)|2ej2πκM
−1
1 M−1

2 tx′
dx′ + c.c. (A.12)

This integral takes the form of a spatial Fourier transform, where the spatial frequency, fx →

κM−1
1 M−1

2 t
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G′(fx) =

∫
|u(M−1

1 M−1
2 x)g(M−1

2 x)|2ej2πfxxdx ≡ F
{
|u(M−1

1 M−1
2 x)g(M−1

2 x)|2
}
, (A.13)

we obtain an expression for the time-varying photodiode signal of

s1(t) = 2|w(t)|2|G′(M−1
1 M−1

2 κt)| cos
(
2πfct+ ∠G′(M−1

1 M−1
2 κt)

)
(A.14)

where ∠G′ is the phase of the spatial frequency distribution, G′, and the center frequency is fc = κxc.

The Fourier transform of the temporal signal, Ŝ1(f) = F {s1(t)}, shows a spectrum with sidebands

decomposed as Ŝ1(f) = M1M2κ
−1Ŝ1+(−f)+M1M2κ

−1Ŝ1−(f). The sidebands are the spatial extent

of the illuminated intensity limited in resolution by convolution with the temporal window. The

upper side band can be written as

Ŝ1+(f) = W(f)~
∣∣u(κ−1f)g(M1κ

−1f)
∣∣2 (A.15)

By inspection, the relationship between the spatial and frequency extent of the beam at the

detector is x′ = M1M2κ
−1f , and the positive frequency side band can be written as

Ŝ1+(x
′ = M1M2κ

−1f) = W(M−1
1 M−1

2 κx′)~
∣∣u(M−1

1 M−1
2 x′)g(M−1

2 x′)
∣∣2 (A.16)

The mapping between space and frequency at the object plane is x′′ = M1κ
−1f . Using this

relation the upper side band can be written as

Ŝ1+(x
′′ = M1κ

−1f) = W(M−1
1 κx′′)~

∣∣u(M−1
1 x′′)g(x′′)

∣∣2 (A.17)

From Eq. A.15 the magni�cation from the object to the detector plane, M2 has no e�ect on the

frequency content of the signal. M2 should be set to maximize the area of the �eld that is collected

onto the detector, and should be set to demagnify. There is an optical limit on M2, and the �eld

cannot be demagni�ed through the di�raction limit. Also from Eq. A.15 the bandwidth collected on

the detector is determined only by the size of the distribution of illumination �eld on the modulator,

u1(x).

On the other hand, the magni�cation between the modulator and illumination planes, M1 does

have an e�ect on the spatial resolution of the object. From Eq. A.17 The spatial width of the

window function W to be convolved with the spatial extent of the object |g(x)| is M1κ
−1. If this

system is demagnifying then |M1| is less than one, and increasing the demagni�cation increases the

resolution of the object.
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A.2.1 Number of Points

If the time window of the traces is T , this corresponds to a resolution bandwidth of

BWres =
1

T
(A.18)

From Eq. A.15, this determines the minimum amount of space that can be resolved by the

system to be

dx =
M1M2

κT
(A.19)

The taking the size of the beam at the modulator plane to be ∆W , due to the magni�cations at

the detector plane it is of size

∆W ′ = M1M2∆W (A.20)

The number of points at the detector is the size of the illumination beam at the detector divided

by the spatial resolution Eq. A.19. The magni�cations cancel and the number of points is

N = ∆WκT (A.21)

The number of points is dependent only on the time window, the parameters of the beam at the

modulator, and the modulator sweep parameter α, and does not change with magni�cation between

planes.

A.3 Parameters for Disc Modulator

The implemented SPIFI imaging system utilized both the modulating disc of Sec. 3 and used imaging

systems with magni�cations between the planes. A presentation of the space to electronic temporal

frequency mapping with magni�cations was derived in Appendix A.2. In this section we map the

disc and motor parameters, to the �nal equation of Appendix A.2, Eq. A.15.

As was written in Sec. 3 for the disc modulator the parameter

κ = fm∆k (A.22)

and the center frequency is at

fc = fmk0 + fm∆kx0 (A.23)
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, where fm is the rotation speed of the disc in rotations per second. The upper side band with

the disc modulator can be written as

Ŝ1+(f) = W(f)~
∣∣u((fm∆k)−1f ′)g(M1(fm∆k)−1f)

∣∣2 (A.24)

or realizing the mapping to space in the object plane x′ = M1f
−1
m ∆k−1f

Ŝ1+(x
′ = M1f

−1
m ∆k−1f) = W(M−1

1 fm∆kx′)~
∣∣u(M−1

1 x′)g(x′)
∣∣2 (A.25)
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APPENDIX B

GENERAL OPTICAL CONSIDERATIONS

In Ch. 2 we have written the �eld distribution on the detector as a scaled(Appendix A.2) multiplica-

tive function of the �eld distributions in the planes of the modulator and object. Experimentally,

to reproduce the �eld distribution between the two planes two optical imaging systems will be

employed.

The �rst method for dealing with the e�ect of the optical systems is to describe them using their

PSF and ATF(Sec. B.1). This was done in Sec. 2.3.1. This appendix chapter deals with what the

PSF and ATF for the optical system should be modeled as for general optical systems.

The ATF is a complex quantity which for hard apertures has a bandwidth determined by the NA

of the optical system(Sec. B.1). Many optical systems su�er from abberations and have a OTF with

phase(Sec. B.4.2, B.4.3). A optical system with �at phased OTF is considered di�raction limited

and corresponds to a transform limited PSF (Sec. B.4.2).

For the di�raction limited optical system the maximum periodicity that can be reproduced is

dependent on the NA of the system [31]. Thus the NA sets the maximum time window of the SPIFI

trace. For the case of the system with abberations the PSF broadens(Sec. B.4.2) due to phase on the

OTF and makes the system unable to reproduce the �ner periodic structures of the mask leading to

an expected shortening of the e�ective SPIFI time window w(t)(Sec. 2.3.1) and a loss in electronic

image resolution.

It is most common to construct imagers in the lab either in a single lens or telecentric con-

�guration. The signal lens imager is just a lens placed with conjugate planes satisfying imaging

conditions(Sec. B.3.1). Telecentric imagers, such as a telescope or modern in�nity corrected micro-

scope, consist of two lenes separated by their combined focal length with conjugate planes in the

front and back focal planes of the input and output lenes(Sec. B.3.2).

The construction of these systems is typically done with spherical lenes and su�er from spherical

abberations(Sec. B.4.2, B.3.2). The �rst order method to correct for this is to use a parabolic

lens as the parabolic lens produces a di�raction limited spot when propagated with paraxially (Sec.

B.4.2) [33]. Unfortunately with the exact propagator for theF1 lens simulated the parabolic lens

does not produce a signi�cantly smaller PSF than the spherical lens(Sec. B.4.2, B.4.3). The way
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to produce a on-axis di�raction limited system is to ensure the on-axis point satis�es the Abbe

sine condition [32]. A single lens imager designed in this method is undertaken using Fourier optics

methods in Sec. B.4.2.1.

As the resolution on the SPIFI mask, ∆k, becomes smaller the mask becomes more di�cult

to manufacture and get concentrically mounted, thus if one is interested in performing di�raction

limited microscopy with SPIFI this interest will guide them to push the demagni�cation between

the modulator and object planes to produce a spatial pattern in the object plane with the highest

possible spatial frequency. It is for this reason that in Sec. B.3 the NA of two common optical

systems is considered in detail as a function of the lens F
# and system magni�cation. Magni�cation

also adds the complication as relative to what plane one discusses the PSF and OTF(Sec. B.2). The

e�ect of magni�cation was also considered in the vignetting simulations of Sec. B.5.

Optical systems are not shift invariant, and their PSFs and OTFs should be considered as the

point object moves transversely way from the origin of the system. This is called vignetting and

is simulated in Sec. B.5 for the same two common optical systems as Sec. B.3 under 3 system

magni�cations. To characterize the vignetting the simulated width of the systems PSF in terms of

FWHM was measured as a function of the objects o�set from the optic axis. The inverse of the

width function is a point density(Fig. B.22).

The point density in the vignetting plots falls o� as the object point moves away from the

optical axis(Fig. B.22). Thus these plots quantify both optical resolution and �eld of view, with

the integral of the point density leading to the total number of points one would expect the optical

system to support. The �eld of view of the optical system ultimately limits the maximum width of

the illumination distribution and sets the electronic bandwidth of the SPIFI trace.

In choosing the optical systems, lenses, and magni�cations to use between the SPIFI planes, one

would expect that when and where the point density(Sec. B.5) is smaller than ∆k there will be a

loss of spatial frequencies leading to an e�ective shortening of the local SPIFI time window. From

the vignetting plots(Sec. B.5), one should be able to choose a system, even a degraded one composed

of spherical lenses out of a lens kit, that pushes the SPIFI resolution and �eld of view to the optical

limits.

Bringing the numerical discussion to conclusion, the next chapter(Ch. C) simulates the SPIFI

traces for optical systems that support the∆k point density and systems that do not. Demonstrating

what actually happens to the object resolution.
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B.1 Spatial Frequency, NA, and Abbe Resolution

An optical imaging system primarily consists of lenes and mirrors separated by distances satisfying

imaging conditions. Perhaps the two most common imaging systems are the single lens and telescope.

The propose of both systems is to reproduce the distribution of the optical �eld between input and

output planes referred to as conjugate planes.

These systems can easily be con�gured to magnify or demagnify the �eld distribution. Under

ideal conditions the �eld distribution at the image and object planes are related by

uimg(x) = uobj

( x

M

)
(B.1)

where M is the magni�cation.

The conjugate variable to space is spatial frequency. Spatial frequency has units of
(

1
m

)
and

its angular counter part, angular spatial frequency has units of
(
rad
m

)
. The �eld's angular spatial

frequency distribution is related to the �eld's spatial distribution by Fourier transform.

Û(kx) =

∫ ∞

−∞
u(x)e−jkxx dx (B.2)

From the relation between the spatial distribution of the �eld at the two planes, Eq. B.1, and

Fourier transform relations Eq. B.2, the angular spatial frequency distribution of the object and

image �elds are related by

Ûimg(kx) = Ûobj (Mkx) (B.3)

equivalent to the spatial relation of Eq. B.1.

kz

kx

~k

θx

x̂

ẑ

Figure B.1: 1D k-vector diagram

In addition to mathematical utility spatial frequency also has physical meaning. Fourier optics

explains that the spatial frequency distribution of the �eld tells the distribution of angles in which

the �eld propagates. The vector relationship is shown in Fig. B.1, where k is the wave number,
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k = 2π
λ . k~ is proportional to the momentum of the photon, with controversy existing about where

to put the index of refraction, n when in a medium [42] . The vector component, kx is the physical

interpretation of kx from Eq. B.2. From the vector relation shown in Fig. B.1, kx can be rewritten

as the angle θx the �eld is propagating in relative to the optic axis, ẑ, through the simple relation

sin θx =
kx
k

(B.4)

Fourier optics, see Goodman [33], explains that the phase e−jkzz, should be added to the k-space

distribution to propagate the �eld a distance z in the ẑ direction. Additionally, quantum mechanics

says that momentum is the generator of translation, and that e−jkzz is the translation operator in

the ẑ direction. Assuming the spatial �eld distribution at a plane, u(x), with corresponding angular

spatial frequency distribution, ˆU(kx) from Eq. B.2. To propagate the �eld in ẑ, the phase e−jkzz

should be added to the �eld but the �eld is not in a eigenbasis kz it is in the basis kx. Fortunately,

if the wavenumber is known, the kz can easily be related to kx through the vector relationship

k2 = k2x + k2z (B.5)

allowing the k-space propagator to be written in the kx to be

Hprop(kx; z) = e−j
√

k2−k2
xz (B.6)

Eq. B.6 can also be derived from the Helmholtz equation [33].

To propagate the �eld this angular spatial frequency phase term is simply multiplied against to

the angular spatial frequency distribution

Û ′(kx; z) = e−j
√

k2−k2
xz Û(kx; 0) (B.7)

This geometry shows angular spatial frequencies kx of the spatial frequency distribution that exceeds

the wave number, k, the square root becomes imaginary and the propagator becomes evanescent.

These components of the distribution decay in a few wavelengths and are not appreciable between

the systems' conjugate planes, refereed to as the far-�eld. The propagator thus windows the spatial

frequency distribution and does not pass angular spatial frequency components when |kx| > k.

The geometry of the input to a optical system is shown in Fig. B.2. From the geometry, the

aperture at the input to the optical system and the distance from the object plane to the aperture

limits the spatial frequency bandwidth of the system. The maximum spatial frequency angle θx max

is related to the maximum angular spatial frequency by
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~kmax

θx max

z0

ẑ

D

Figure B.2: Input aperture diagram

kx max = k sin θx max (B.8)

In optical terminology, sin θx max is called the numerical aperture(NA) [32]. It is determined by

geometry

NA = n sin θx max = n
R

z20 +R2
(B.9)

where R = D
2 is the radius of the aperture, and n is the index of the medium between the object and

lens had been added. In this discussion was have assumed this medium is air and n = 1. From Eq.

B.8, the maximum spatial frequency can be written simply in terms of the NA and wave number by

kx max = k NA (B.10)

The spatial frequencies collected by the system are thus bandlimited by the aperture, and the

object �eld spatial frequency distribution transmitted though the system can at best be written as

Û ′
obj(kx) = rect(

kx
Wk

) Ûobj(kx) (B.11)

where Wk sets the width of the window, and is twice kx max or in terms of Eq. B.10,

Wk = 2 k NA (B.12)

The multiplying rect() function is the input optical transfer function(OTF) of the system, and will

be denoted as ˆPobj(kx).

P̂obj(kx) = rect(
kx
Wk

) (B.13)

This means that to take account of the �nite input aperture of the system, the spatial frequency

distribution in the image plane should be written as

Ûimg(kx) = P̂obj(Mkx)Ûobj (Mkx) (B.14)
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An diagram of the spatial frequency windowing by the aperture is shown in Fig. B.3.
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Figure B.3: Aperture spatial frequency windowing

The inverse Fourier transform of the OTF is the coherent point spread function(PSF) of the

system. For the OTF of Eq. B.13 the PSF is

p(x) =
1√
2π

sinc(
Wkx

2π
) (B.15)

where sinc(x) is the normalized sinc function de�ned as

sinc(x) =
sinπx

πx
, (B.16)

that has zeros at x = ±1, ±2, ±3, ... .

From Fourier transform relationships, and assuming spatial invariance, the PSF is convolved

with the object �eld distribution causing image plane �eld reproduction of the object plane to be

blurred

u′
obj(x) =

1√
2π

sinc(
Wkx

2π
) ~ uobj(x) (B.17)

The e�ect of spatial variance leads to vignetting which will be dealt with in Sec. B.5.

The blurring of convolution causes features smaller than the sinc function width, 2π
Wk

not to be

resolvable. There are many de�nitions the minimum distance between spots in which the spots

are distinguishable. One of the most common is the Rayleigh criteria. The Rayleigh criteria of

the resolvable separation of sinc functions, dr, is the separation in which the main lobe of the next

nearest point is on the �rst null of it's nearest neighbor as shown in Fig. B.4. Then this occurs

when the argument of the sinc is equal to 1 thus

dr =
2π

Wk
(B.18)

from Eq. B.12, and the de�nition of the wave number, the resolution is found to be
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Figure B.4: Rayleigh sinc spatial resolution

dr =
λ

2n sin θxmax
=

λ

2NA
(B.19)

Eq. B.19, is referred to as the di�raction limit and is considered to be co-discovered by Helmholtz

[43] and Abbe [31]. [43] was the �rst to present its theoretical derivation although he claimed that

the relation had been previous derived by J. Lagrange. Abbe also knew of Eq. B.19 and produced

microscope objects that reached the Eq. B.19 limit, demonstrating it experimentally [31].

In [31] Abbe wrote,

�Though this expression applies in strictness only to the visibility of periodic structures
composed of regularly arranged elements, it may be taken as a approximate measure
of delineating power in general, i.e. in regard to structures of every composition. My
theoretical investigations and experiments show that with objects of every shape and
arrangement, the microscopical image will not present any indications of structures, the
dimensions of which are perceptibly below the value of dobj, given (for any aperture) by
the above formula.�

B.2 Conjugate Plane Resolution and NA

It has just been shown that the object's spatial resolution is limited by the spatial frequency band-

width of the object OTF set by the input geometry to the system. On the output side of the system,

Fig. B.5, the geometry limits the bandwidth of spatial frequencies focusable in the image plane. This

can be once again quanti�ed by the geometrical parameter NA , in this case labeled with subscript

img denoting focusing into the image plane.

NAimg = sin θx max =
R

z21 +R2
(B.20)

NAimg corresponds to the width of the image optical transfer function,

P̂img(kx) = rect

(
kx

2kNAimg

)
(B.21)
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Figure B.5: Output aperture diagram

which de�nes the bandwidth of spatial frequencies that reach the image plane.

Including the e�ect of the input aperture, P̂obj(kx), output aperture, P̂img(kx), and magni�cation,

M , the object plane spatial frequency distribution is modi�ed from Eq. B.14 to be

Ûimg(kx) = P̂img(kx) P̂obj(Mkx) Ûobj (Mkx) (B.22)

In the case of hard apertures, P̂img(kx) & P̂obj(Mkx) are described by the rect() and Eq. B.22 is

Ûimg(kx) = rect

(
kx

2kNAimg

)
rect

(
Mkx

2kNAobj

)
Ûobj (Mkx) (B.23)

This is equivalent to

Ûimg(kx) = rect

(
Mkx

2kNA′
obj

)
Ûobj (Mkx) (B.24)

where

NA′
obj = min(NAobj, |M|NAimg) . (B.25)

This brings up a point which should now be clari�ed. In which plane do we reference when

referring to resolution. If a 10x magnifying system minimum object resolution is 1 (um) spot

this corresponds to a minimum image spot of 10 (um). Clearly, these values just scale by the

magni�cation, but they are di�erent.

In this thesis, unless otherwise speci�ed, resolutions, PSFs, and OTFs, are referenced against the

object plane. For example, if a imaging system produces a resolution limited point of 10 (um) in

the image plane, with a magni�cation of 10x between the image and object plane, the system will

be referred to of having a (object) resolution of 1 (um).

Combining the two OTFs to one scaled in to the object plane,

P̂ ′
obj(kx) = P̂img

(
kx
M

)
P̂obj(kx) . (B.26)
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It's Fourier transform considers the e�ect of both input and outputs to the system and is the image

plane PSF scaled back to the object plane convolved with the object plane PSF.

p′obj(x) = pimg(Mx) ~ pobj(x) (B.27)

The ′ denotes a PSF or OTF scaled to the object plane.

B.3 NA Analysis of Common Optical Systems

The NA of the optical relay system can limit the SPIFI image resolution(Sec. 2.3.1). For constructing

imaging systems the common con�gurations of a single lens and telescope are often employed and

in this section their NAs are analyzed as function of magni�cation.

The single lens imager is a lens with the conjugate planes spaced to satisfy the single lens imaging

condition. The telescope is a two lens imaging system with the lenses separated by their combined

focal lengths. The telescope con�guration commonly used in the construction of a in�nity corrected

microscope a objective �rst lens, which is a short focal length high NA compound lens, and the

second longer lens, typically between 150 and 200 (mm) depending on manufacturing, referred to as

the tube lens used to produce real image.

From the discussions of the previous two sections(Sec. B.2, 2.3.1, for the case of the hard input

and output apertures Eq. B.24 and NA′
obj puts a upper limit on the electronic image resolution.

The input NA and output NA scaled to the object plane will now be analyzed for these systems as

a function of magni�cation to determine which NA is lower limiting the image resolution.

B.3.1 Single Lens Imaging System

~kmax obj
~kmax img

θx max obj θx max img

z1 z2

ẑ
D

object image

Figure B.6: Single lens imager diagram

The simplest and perhaps most common imaging system is one composed of a single lens. A

single lens imaging system is shown in Fig. B.6. The distance from the object plane to the lens, z1,

and the distance from lens to the image plane, z2 must satisfy the simple lens formula
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1

z1
+

1

z2
=

1

f
(B.28)

where f is the focal length of the lens. The optical magni�cation is directly proportional to the ratio

of the distances z1 and z2,

M = −z2
z1

(B.29)

and the image is inverted between the planes as represented by the negative sign. Combining Eq.

B.28 and Eq. B.29, z1 and z2 can be written in terms of the desired magni�cation and the focal

length of the lens

z1 =
M − 1

M
f (B.30a)

z2 = (1−M)f (B.30b)

Since z1 and z2 are both dependent on the magni�cation so is the input NA and output NA,

NAobj(M) =
R√

z21 +R2
(B.31a)

NAimg(M) =
R√

z22 +R2
(B.31b)

where R is the radius of the aperture. Combining with Eq. B.30, these NA can be written as

NAobj(M) =
R√

(1− 1
M )2f2 +R2

(B.32a)

NAimg(M) =
R√

(1−M)2f2 +R2
(B.32b)

To separate the physical properties of the lens from how it is used, the dimensionless parameter

ζ will be de�ned as

ζ =
f

R
(B.33)

and is twice the f-number, f
# , of the lens. For example a

f
2 would correspond to a ζ = 4, and a f

3

would correspond to a ζ = 6. Separating the parameters of the lens from how it is used the NAs of

the lens is

NAobj(M) =
1√

1 + ζ2
(
1− 1

M

)2 (B.34a)

NAimg(M) =
1√

1 + ζ2 (1−M)
2

(B.34b)
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NAimg
vs. M . Functions do not overlap.

The ratio of NAobj(M) to NAimg(M) is not M as one may expect from Eq. B.24. Instead the

ratio is slightly o� with the di�erence increasing with decreasing f
# as plotted in Fig. B.7 This

means that when NAimg(Eq. B.34b) is rescaled to the object plane it is not equal to NAobj instead

it is equal to

NA′
obj(M) =

M√
1 + ζ2 (1−M)

2
(B.35)

At best it can be written as

NA′
obj(M) =

1√
1

M2 + ζ2
(
1− 1

M

)2 (B.36)

with a leading 1
M term instead of a 1 in the square root. Hence, when the NAobj is compared against

NAimg scaled back to the input using Eq. B.36, under any magni�cation except for M = −1, one

will be smaller than the other. In the case of M = −1 the system is symmetrical and they are equal.

This comparison is shown in Fig. B.8 for three di�erent f
# lenses.

Additionally, as suggested by Fig. B.7, and seen in Fig. B.8 as the f
# increases the di�erence

between object NA and image NA scaled to the object plane is reduced.

Although it is perhaps not clear, for magnifying systems, |M | > 1, the NAobj(M) is always

smaller than the NAimg(M), scaled to the input, NA′
obj(M), and for the demagnifying case the

opposite is true. This means that when using a single lens a to magnify system, the NA on the input

limits the image resolution and when used to demagnify the NA at the output limits the image

resolution.
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Figure B.9: Telecentric imager diagram

B.3.2 Telecentric and In�nity Corrected Microscopes

A telecentric imaging system(Fig. B.9) consists of two lenses separated by their combined focal

lengths. The optical system has conjugate image planes in the front focal plane of the �rst lens and

the back focal plane of the second lens. The magni�cation between the conjugate planes is the ratio

of the focal lengths

M = −f2
f1

(B.37)

For positive focal lengths, the magni�cation is negative and the image is inverted between image

and object planes.

The input NA and output NA of the system are determined by the focal length of the lenses and
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lens diameters

NAobj =
R1√

f2
1 +R2

1

(B.38a)

NAimg =
R2√

f2
2 +R2

2

(B.38b)

The NA s can be written to be a function of the F
# . We de�ned the parameter ζ (Eq. B.33) related

to f
# to make it easier to work with the algebra of these parameters.

ζin =
f1
R1

(B.39a)

ζout =
f2
R2

(B.39b)

�nding

NAobj =
1√

1 + ζ2in
(B.40a)

NAimg =
1√

1 + ζ2out
(B.40b)

From Eq. B.25, for NAimg to be worse than NAobj it must be smaller than
1
M times NAobj, and for

them to be equal

NAimg =
NAobj

|M |
(B.41)

From Eq. B.41, for a magnifying system, |M | > 1 and the NA requirement on the input lens

is higher than the NA requirement on the output lens. To reach the maximum imaging resolution,

the highest NA lens available should be used as the input lens to the system. From Eq. B.40 the

lens with the largest NA is the lens with the smallest f
# . The NAobj though the magni�cation(Eq.

B.41) de�nes the smallest value of NAimg such that the input optic is limiting on the resolution(Eq.

B.24). Since NA is inversely dependent on F
# ( Eq. B.40b) this then sets the maximum F

# lens that

can be used in the output of the system by

NAobj

M
=

1√
1 + ζ2out

(B.42)

or

ζout =

√
M2

NA2
obj

− 1 (B.43)
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Larger magni�cations lessen the requirement on the f
# of the output lens. Eq. B.43 only applies

for, |M | > 1, as long as NAobj is less than one the value of ζout will be real. Substituting Eq. B.40a,

into Eq. B.43, the relation between input F
# and output F

# can be written directly as

ζout =
√
M2 (1 + ζ2in)− 1 (B.44)

For the case of |M | = 1, the expected symmetric result ζout = ζin is found.

In the case of demagni�cation, |M | < 1 the NA requirement on the output lens is higher than on

the input(Eq. B.41). Thus to reach the maximum resolution, the highest NA lens should be used

for NAimg. From Eq. B.41, this lens then sets the minimum NAobj, which determines the maximum

F
# lens that can used at the input without limiting the resolution. Thus the maximum F

# of the

input lens is related to the magni�cation and out NA by

M NAimg =
1√

1 + ζ2in
(B.45)

or

ζin =

√
1

M2NA2
img

− 1 (B.46)

For larger demagni�cation the minimum F
# increases. Substituting Eq. B.40a into Eq. B.46, one

�nds

ζin =

√
1 + ζ2out
M2

− 1 (B.47)

which converges to ζin = ζout for the case |M | = −1.

So for the telescope the highest NA lens should be used on the input if magni�cation is desired.

This NA then sets the maximum F
# that can be used in the output. For the case of demagni�cation

the highest NA lens should be used on the output setting the maximum F
# lens that can be used on

the input.

B.3.3 Comparison between NA of Single Lens and Telescope

In Sec. B.4.2 the minimum object NA was inversely dependent on the lens F
# and the magni�cation

in which it was used. In Sec. B.3.2 the highest lens NA available, associated with the lens with

lowest F
# , should be used at the input when magnifying and the output when demagnifying. This

lens then set the maximum F
# lens parable to complete the telescope.

These systems can be compared as a function of magni�cation assuming the minimum F
# lens

is the one used in the single lens imager, and that this lens governs the minimum resolution of the

telescope. This comparison with the NA scaled to the object plane is shown in Fig. B.10 for three
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Figure B.10: Comparison between telescope and single lens NA for three f
# . The NA of the

telecentric imager is always higher than that of a single lens.

F
# lenses. From Sec. B.3.2 telecentric imager's magni�cation should be changed by altering the focal

length of the second lens. Thus for magni�cation the telecentric imager has a object NA that is a

function of just the lenes f
# , in Fig. B.10.

From Fig. B.10, for a given minimum F
# the telecentric imager has a higher object plane NA

than the single lens imager. For increasing magni�cations, the NA of the single lens approaches

the NA of the telecentric imager, and for demagni�cation, the telecentric imager also has higher

NA approaching that of the single lens. The kink in the telescope object plane NA transferring to

demagni�cation is due to switching the low F
# optic to the output where its NA scaled to the input

becomes limiting.

B.4 Simulations

In the laboratory the single lens imager and telescope are typically constructed from spherical lenses,

often just taken out of a already available lens kit. Using spherical lenses to build these systems,

creates a imaging systems that su�ers from abberation.

The spherical lens �eld transmission function is given by [33],

t(x) = exp (−jk∆0) exp (jk(n− 1)∆(x, y)) rect
( x

D

)
(B.48)

∆(x, y) = ∆0 −R1

(
1−

√
1− x2

R2
1

)
+R2

(
1−

√
1− x2

R2
2

)
(B.49)

where D is the diameter of the lens, and R1, R2 are the radii of curvature, the parameters, ∆(x, y)

and ∆0 are shown in Fig. B.11. The �rst order method to correct for spherical abberations is to

change the lens phase function to a parabolic form,

t(x) = exp

(
−j

kx2

2f

)
rect

( x

D

)
(B.50)
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Figure B.11: Diagram of spherical Lens from Pg. 98 of [33].

[33] where f is the focal length. Even this doesn't fully correct the abberation and manufactures

produce aspherical lenses with even higher order terms [35].

This section presents the results of numerical simulations that investigate the ability of the single

lens and telescope to reproduce the object �eld in terms of PSF when constructed out of spherical

and parabolic lenses. The simulations in this section seek to answer the questions of what the

limits to the spherical lenes systems are, and compares their performance against the same systems

constructed higher cost parabolic lenses which is the �rst order correction.

Since the radiation used in the experiment(Ch. 4) came from a �ber laser with center wavelength

of λ = 1550 (nm), this was the wavelength used throughout the simulations.

The computational steps in each numerical simulation is outlined in the �ow cart of Fig. B.12.

For the telescope the steps in the box labeled, �For Each Lens� is repeated for each lens in the

imaging system.

Create Field

Distribution

Propagate

Distance z1

Multiply by

lens function

tl(x)

Propagate

Distance z2

x

u(x), x u1(x), x u2(x), x

uout(x), x

X

a(x) or 1

Create Space

u3(x), x

For each lens

Figure B.12: Flow chart of simulations

All �eld distributions, u(x), propagators, H(kx; z), and lens functions, tl(x), must be well sampled

in both space and spatial frequency. The sampling requirements setting the minimum number of

points for required for the simulation and is used in the �rst step of Fig. B.12 to create the space.
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The sampling requirements will be considered in the next section(Sec. B.4.1).

Using this space, the simulations results of the on axis PSF of the single lens and telescope in

a unity magni�cation cognition are presented in Sec. B.4.2 & Sec. B.4.3. A even more descriptive

view of these systems includes the changes to the PSF when the source point is o�set from the optic

axis. This is called vignetting and simulations of its e�ect on these are presented in Sec. B.5.

B.4.1 The Spatial Simulation Parameters

The number of points in a spatial simulation is determined by the size of the space, ∆x, and the

spacing between points δx, by N = ∆x
δx . δx de�nes the maximum band of spatial frequencies, kxmax

that can be supported in the numerical simulation though

kxmax =
ks
2

(B.51)

where ks = 2π
δx , is the angular sampling frequency. Since δx determines the maximum spatial

frequency supported in the simulation it also determines the smallest resolvable spot the �eld can

become. The second thing to consider is that kxmax must be greater than the absolute value of

the highest local spatial frequency, |kxloc(x)|, of the lens function. The local spatial frequency any

spatial phase function, ϕ(x) is its �rst derivative

kxloc(x) =
dϕ(x)

dx
(B.52)

kxmax For Parabolic Lens

The parabolic lens has a phase function of

ϕ(x) = −kx2

2f
(B.53)

and an instantaneous angular spatial frequency

dϕ(x)

dx
= −kx

f
(B.54)

We are interested in the maximum magnitude of the local angular spatial frequency, kxmax, this

occurs at the radius of the lens, R = D/2.

kxmax =
kD

2f
(B.55)

This is directly related to the f
# of the lens. For a f

1 lens kxmax = .5k, and kxmax goes down from

there with increasing f-number.
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kxmax For Spherical Lens

The spherical lens has a phase function of

ϕ(x) = −k∆0 + k(n− 1)

[
∆0 −R1

(
1−

√
1− x2

R2
1

)
+R2

(
1−

√
1− x2

R2
2

)]
(B.56)

and an instantaneous angular frequency of

dϕ(x)

dx
= k(n− 1)

−
x
R1√
1− x2

R2
1

+
x
R2√
1− x2

R2
2

 (B.57)

For a biconvex lens, R2 = −R1, leaving

dϕ(x)

dx
= k(n− 1)

− 2x

R1

√
1− x2

R2
1

 (B.58)

The maximum magnitude occurs when x = D/2, and the maximum spatial frequency increases

with decreasing radius of curvature, R1. For the
f
# f = 25 (mm) ThorLabs Biconvex BK7(LB1761)

lens considered in this section,

(n− 1)

− 2x

R1

√
1− x2

R2
1

 = .6244 (B.59)

would set kxmax = .6244k, which is higher than for the parabolic lens.

Choice of kxmax

In these simulations the ability of the optical systems to resolve a di�raction limited spot is

tested. The input to the system will be the square band of all propagating spatial frequencies, which

can be written as the a spatial frequency �eld

U(kx) = rect(
kx
2k

) (B.60)

No lenses with f
# shorter than f

1 are used in the simulation. The spatial frequency bandwidth

of the input �eld was higher than the maximum local spatial frequency for the f
1 lens. kxmax, which

determines the sampling frequency, set to twice k, allowing the input spatial frequency distribution

to occupy half of the simulation bandwidth, shown in Fig. B.14 (b).

kxmax = 2k (B.61)
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B.4.1.1 Choice of ∆x

Propagations are performed by multiplying the angular spatial frequency distribution of the �eld

Û(kx) by the spatial frequency propagator Eq. B.6. The phase of Eq. B.6, ϕ(kx) needs to be

sampled at least two time per period to satisfy the Nyquist criteria. Since the �rst derivative of

the spatial phase, ϕ(x) function is the angular local spatial frequency function, kxloc(x), the �rst

derivative of the angular spatial frequency phase function, ϕ(kx) would be called the local spatial

function xloc(kx).

xloc(kx) =
dϕ(kx)

dkx
(B.62)

Analogous to the spatial frequency discussion, the size of the space ∆x should satisfy

∆x ≥ 2max |xloc(kx)| (B.63)

This will sperate samples in spatial frequency by

δkx =
2π

∆x
(B.64)

which will sample the phase at least twice over 2π accumulation.

∆x for exact propagator, Eq. B.6

The phase of the exact angular spatial frequency free space propagator is

ϕ(kx) = −
√
k2 − k2xz (B.65)

A plot of this angular phase function is shown in Fig. B.13 (a).

Taking the �rst derivative of the spatial frequency phase function

xloc(kx) =
zkx√
k2 − k2x

(B.66)

z is just a constant multiplier against the term, kx√
k2−k2

x

, a plot of kx√
k2−k2

x

for λ = 1550 (nm). This

function has asymptotes that tend to in�nity as kx approaches +
−k.


lim

kx→+k

zkx√
k2 − k2x

= ∞

lim
kx→−k

zkx√
k2 − k2x

= −∞
(B.67)

Since the local space function goes to in�nity, as kx → k, the point separation in spatial frequency,

δkx can never be made small enough to properly sample the phase of Hprop, as kx goes through k.
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A maximum value, kxmax must be chosen to prevent the phase from aliasing. The value of kxmax

sets the maximum of xloc(kx) which determines the minimum size of the simulation space

∆x ≥ 2zkxmax√
k2 − k2xmax

(B.68)

To avoid aliasing the spatial frequency propagator Eq. B.6, must be windowed by kxmax making it

Hprop(kx; z) = e−j
√

k2−k2
xzrect

(
kx

2kxmax

)
(B.69)

The minimum required size of the transverse space, ∆x can be separated by the distance of the

propagation, z, and a unit less scaler

K(kxmax) =
2kxmax√
k2 − k2xmax

(B.70)

to be

∆x ≥ zK(kxmax) (B.71)
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Figure B.13: The real part of the spatial frequency propogator (a) increasing spatial frequency
density (b)

∆x for paraxial propagator

A approximation often made to the exact propagator is a parabolic expansion of the square root.

This is called the paraxial or small angle approximation. The paraxial propagator can be written in

spatial frequency as

H(kx; z) = e
−jkz

(
1− k2

x
2k2

)
(B.72)
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From the phase of the local spatial extent of the beam is

xloc(kx) =
zkx
k

(B.73)

which increases linearly with kx.

∆x ≥ 2zkx
k

(B.74)

like the exact propagator case, this can be separated into z times a function

K(kxmax) =
2kx
k

(B.75)

, the maximum propagating value is when kx = k, therefore the maximum value of the propagator

should be windowed by k making it

H(kx; z) = e
−jkz

(
1− k2

x
2k2

)
rect

(
kx
2k

)
(B.76)

and the maximum value of K(kxmax) = 2. A plot of (K)(kxmax) for the paraxial and exact

propagators are compared in Fig. B.13 (b)

B.4.2 Single Lens

The PSF and OTF of a single lens under unity magni�cation, z1 = z2 = 2f , was simulated for the

spherical and parabolic lens. The resulting PSF and OTF are compared to that expected from the

NA of the lens(Eq. B.15, & Eq. B.13). The lens parameters used are that of the shortest focal

length lens(f = 25.4 (mm)) in a 1 (in) diameter lens kit(D = 25.4 (mm)). In a unity magni�cation

condition, this system would have a NA = .2425(Eq. B.34), and Abbe resolution of dr = 1.87(um).

The di�raction limited OTF(Eq. B.24), refereed to as the Abbe OTF, and the theoretical PSF is

referred to as the Abbe PSF(Eq. B.27) and is related to the OTF by Fourier transform.

To allow for the smallest possible point to be created in the image plane of the simulations,

the angular spatial frequency �eld distribution in the object plane(Fig. B.14 (b)) consisted of all

propagating spatial frequencies

Ûo(kx) = rect

(
kx
2k

)
(B.77)

The maximum angular frequency supported by the simulation was twice the frequency band of the

object �eld, ks = 4k, making δx = 387 (nm).

The space was created to well sample the exact spatial frequency propagator to kxmax = .95k.

Since the total distance is 4f , the distance for the propagator was z = 101.6 (mm). The size of the
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Figure B.14: The input spatial (a) and spatial frequency (b) distributions used in the simulations.
The input spatial frequency distribution consisted of all propagating spatial frequencies.

space was set to

∆x = z1.5K(kxmax) (B.78)

with the 1.5 to add an additional tolerance to the minimum space required(Eq. B.70). The transverse

extent of the space was ∆x = 539.2 (mm), and contained spatial points separated by δx for a total

of Nsim = 4, 786, 241 = 222.19 points. The square-law intensity of the input spatial distribution,

|uo(x)|2 and input angular spatial frequency distribution, |Ûo(kx)| are shown in Fig. B.14.
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Figure B.15: Point Spread Function Comparison for f = 25 (mm), D = 25.4 (mm) lenses. The
spherical(blue) and parabolic lens(red) PSFs are larger than Abbe(gold) due to aberrations. If the
propagator is changed form the exact one to paraxial, the parabolic lens produces a di�raction limited
PSF(green) overlapping the Abbe PSF. The spherical lens still produces a aberrated PSF(maroon)
when used with the paraxial propagator.
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Method FWHM % Abbe
Abbe 2.83 (um) -

Spherical Lens Exact 19.4 (um) 14.5
Parabolic Lens Exact 13.0 (um) 21.7

Spherical Lens Paraxial 18.4 (um) 14.4
Parabolic Lens Paraxial 2.75 (um) 103

Table 1: FWHM for Single Lens PSF of Fig. B.15

The image plane PSFs, |pimg(x)|2 are shown in Fig. B.15, since M = −1 they are identical when

projected into the object plane. The pro�le of the PSF of the spherical lens(blue), and parabolic

lens(red) do not overlap the PSF of Abbe. Instead they are broader and have a pedestal.

One may expect that the parabolic lens should have performed better, if the �eld between the

parabolic lens conjugate planes is propagated with a paraxial propagator the phases cancel allowing

for ideal imaging [33]. Thus the simulations of PSF with the spherical and parabolic lens were

repeated with the paraxial propagator and are also compared in Fig. B.15. As expected parabolic

lens with the paraxial propagator produces a PSF(green) that overlaps that of Abbe(gold). For the

case of the paraxial propagator the spherical lens PSF(maroon) is only slightly smaller than with

the exact propagator.

The FWHM of all the cases are in Table 1. %Abbe = FWHMAbbe

FWHMcase
quanti�es how close each

aberrated PSF is to the di�raction limit.

The reason the other three cases aren't di�raction limited isn't because of a loss of spatial

frequencies. It is due to phase on their OTFs. The magnitude and phase of the OTF is shown in

Fig. B.16. The Abbe OTF phase is not shown since it is assumed to be �at. Phase on the OTF is

associated with lens abberations or deviations in their spatial pro�le for the ideal geometry.

The abberations caused both lenses to have a signi�cantly larger PSF that what is expect from

the NA . One may expect that the broader PSFs to smear out the �ner features of the SPIFI

modulator thus further shortening the time window. Since the size of the di�raction limited PSF

and NA are inversely related(Eq. B.19), one could quantify the aberrated PSF as one with reduced

NA by

NAabb = γNA (B.79)

where γ is the % Abbe number from Table 1. This leads to a modi�cation to Eq. 2.43 to

Tm =
2γNA′

obj

λκ
(B.80)

Since the paraxial propagator did not produce a the correct PSF, it was not used in any further

simulations. The exact propagator kxmax set to .95 was used to perform all following simulations.
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Figure B.16: The magnitude and phase of the of the �eld spatial frequency distribution at the
image plane compared against that of Abbe(Eq. B.22). The spherical(blue) and parabolic(red) lens
occupy the spatial frequency bandwidth of Abbe(gold) but have phase on their spatial frequency
distributions(blue and red dashed lines). The parabolic lens with the paraxial propagator(green) has
the same spatial frequency distribution as Abbe, but �at phase(green dashed line) thus produces a
di�raction limited PSF. The spherical lens with the paraxial propagator also shows reduced phase
on the OTF(maroon dashed line) but it is still signi�cant.

Next we will investigate if a more ideal spatial lens phase function can be found to bring the

PSF to the di�raction limit using the exact propagator.

B.4.2.1 Single Lens Ideal Phase Function

The simulations of the single lens imager with a f = 25 (mm), D = 25.4 (mm) spherical and

parabolic lenses both produced PSFs that are nearly a order of magnitude larger than the di�raction

limit. Out of curiosity, we wish to construct a lens phase pro�le that produces a PSF that reaches the

di�raction limit. For the unity magni�cation condition, the distances from the object to lens planes,

and lens plane to image planes are the same, we guess that the ideal lens spatial phase function

will have the opposite phase of twice the spatial phase distribution of object point propagated to

the lens plane. This lens phase is shown in Fig. B.18 (a) with the accumulated spatial phase of the

point source at the lens plane.

This phase was used as the lens function, and the same simulation as that of the previous section

was ran with the exact propagator. The PSF generated in the object plane using this lens is shown

in FIG B.17 (b) compared against the previous simulation of the spherical lens and parabolic lenses.

It is seen that with the "perfect lens" the PSF is the same as that predicted by Abbe, and better

than the PSF of the other two lenses.
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Figure B.17: Phase Distribution for a perfect lens (a). The accumulated phase(green) is in the apos-
tate direction of the perfect lens(black). (b) shows a comparison of PSFs of the perfect lens(black)
to the previous ones of the spherical lens(blue) and parabolic lens(red). The PSF of the prefect lens
overlaps Abbe PSF(gold).

Seeing that this phase function produced a di�raction limited PSF we which to compare it to the

phase function of the parabolic and spherical lenses. The unwrapped phase pro�les of the spherical,

parabolic, and perfect lenses are shown in Fig. B.18 (a) and the di�erence in phase between the

perfect lens and both spherical and parabolic lenses is shown in Fig. B.18 (b).

In Fig. B.18 (a), we see that the parabolic lens is in closest agreement with the phase function

of the ideal lens but is still multiple waves away from the pro�le of the perfect lens. The di�erence

is phases is shown in Fig. B.18 (b), the parabolic lens seems to su�er from a 4th order error in the

phase what the phase of the spherical lens appears to su�er from a mixture of 2nd, 4th and higher

orders errors.

Lens designers seek to make lenses that are free of abberations leading to a di�raction limited

PSF and this is a topic beyond the scope of this thesis. This section merely showed how far the

abberations of parabolic and spherical lens deviate from their ideal performance.

B.4.3 Telescope

Image resolution using a parabolic and spherical single lens imager has been shown to be signi�cantly

degraded from that predicted by Abbe for the 1-1 imaging condition. We now wish to analyze the

71



−10 −5 0 5 10
−2000

0

2000

4000

6000

8000

10000

12000

14000

Poistion (mm)

P
ha

se
 (

ra
d)

 

 

Accumulated Phase
Phase of Perfect Lens
Phase of Spherical Lens
Phase of Parabolic Lens

(a) Lens Phase vs. Accumulated

−10 −5 0 5 10
0

200

400

600

800

1000

1200

Poistion (mm)

P
ha

se
 (

ra
d)

 

 

Phase Diff. Spherical Lens
Phase Diff. Parabolic Lens

(b) Lens Phase Di�erence vs. Perfect

Figure B.18: Lens phase compared against propagated phase and perfect lens phase, (a), and
di�erence between perfect lens, and real lens phases (b)

Method FWHM % Abbe
Abbe 1.16 (um) -

Spherical Lenses 13.0 (um) 8.9
Parabolic Lenses 10.9 (um) 10.6

Table 2: FWHM for Telescope PSF of Fig. B.19 (a)

PSF and OTF of a unity magni�cation telescope composed of two f = 25 (mm), D = 25.4 (mm)

spherical and parabolic lenses. The PSFs and OTFs of these two telescopes is then compared against

that of Abbe(Eq. B.27 , Eq. B.24), determined by the NA of these F
1 lenses.

The PSFs and it's OTFs are shown in Fig. B.19. Once again the PSFs are degraded from that

predicted by Abbe and the considerations of Sec. B.3.2.

The plot of the OTF, and the phase across it is shown in Fig. B.19 (b). One sees that again the

phase pro�le is not �at for both the spherical and parabolic lens. Unlike in the single lens imager,

the bandwidth of the spherical lens is smaller than that of the parabolic lens which nearly matches

Abbe in spectral width. The spherical lens telescope also has spatial frequency phase that rolls o�

slightly earlier than the parabolic lens creating a slightly larger PSF.

Using FWHM the PSFs of the two telescopes are compared against that of Abbe in Table 2, and

the PSF of the spherical lens telescope is 11.2 times that o� Abbe, and the PSF of the parabolic

lens telescope is 9.3 times that of Abbe.
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Figure B.19: Simulated PSF (b) and OTF(b) Telescope for a M = −1 telescope made of two
f = 25 (mm), D = 25.4 (mm) spherical and parabolic lenses. The PSF of both telescopes is
broader than that expected by the PSF expected by the NA (gold)((b)). This is due to phase on
the telescopes OTFs.

B.4.4 2D Simulations

The 1D simulations of Sec. B.4.2 & Sec. B.4.3, are composed of N = 222.19 ∼ 222 points in

the transverse spatial extent. A similar 2D simulation, composed of 222 points would have 211 or

2048 points in each direction. Due to the sampling requirements for the exact spatial frequency

propagator(Sec. B.4.1), the maximum propagation distance would then be ∼ 793(um). Since

this is then the maximum distance between optics, the simulation of the optical system in 2D is

impracticable. To have a comparable simulation to the 1D one, a 2D simulation would require 244

or 1.75 trillion points. Assuming the FFT is limiting operation, each 2D FFT requires

Op = NM(log(NlogM) (B.81)

operations [44]. For the 222 points per dimension, for the 2D case 1.88x 1028 operations are required

per FFT. Using double precision �oats, the data alone would occupy 140 terabytes. Thus even

for reasonable distances, and moderately long near infrared wavelengths, the 2D simulation using

Fourier optics methods with the exact propagator is too computationally intensive to be practical,

if not currently impossible.
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Using the exact propagator, the only place left to stand is exploration the PSF and OTF of single

lens and telescope imagers is 1-D simulations.

B.5 Spatial Invariance and Vigneeting

Vignetting is the degradation of a image resolution away from the optic axis. Wide-�eld imaging

seeks to accurately reproduce the distribution of the �eld preserving Eq. B.1 through out the

transverse spatial extent. The previous analysis in terms of OTF and PSF assumed spatial shift

invariance. In fact only the free space optical propagator is shift invariant(Eq. B.6), real optical

systems are not due to the real size of their apertures.

The e�ect of spatial shift is seen when the object point(Fig. B.14) is transversely displaced. The

image point can be simulated easily by adding a linear phase, ejkxx0 , to the object plane spatial

frequency distribution before propagation though the system.

An example of simulated vignetted PSFs for a unity magni�cation spherical single lens(f =

25 (mm), D = 25.4 (mm)) is shown in Fig. B.20. In these simulations, the source point is o�set

from the optic axis by the distance in the legend and is then imaged by the lens under negative

magni�cation to be on the opposite side of the optical axis. For comparison the transverse o�sets

in the image plane of Fig. B.20 were then subtracted so the PSFs are centered on each other.

Fig. B.20 (a) shows the PSFs without the axis normalized to itself, the maximums of the PSF

falls when it is moved from the optic axis due to a loss of collected power. In Fig. B.20 (b) the PSF

is normalized so the shapes can be compared. Not only does the peak power fall but the distribution

of the PSFs also broadens with increasing o�set. The broadening is not signi�cant with in the �rst

mm but seems to increase rapidly afterwards.

To quantify the vignetting we need a metric of measurement of the PSF to associate the o�set

with. A �rst thought is to measure the standard deviation of the PSF as a function of position.

This measurement yields a spot size that is much larger than expected due to the broad pedestal

on the PSFs(Fig. B.20). Instead FWHM was used. The FWHM doesn't consider the reduction in

intensity away from the optic axis.

The FWHM of the PSF as a function of displacement for the f = 25 (mm), D = 25.4 (mm)

spherical single lens 1:1 imager is shown in Fig. B.21 (a). This plot quanti�es the overall performance

of the system including vignetting. If the inverse of FWHM as a function of displacement would be

a point density. The point density per millimeter for the FWHM of Fig. B.21 (a) is shown in Fig.

B.21 (b) and falls o� away from the optical axis. Fig. B.21 (b) incorporates the considerations or

resolution and �eld of view into one plot of the optical system.
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Figure B.20: PSF vignetting of f = 25 (mm), D = 25.4 (mm) lens. The intensity of the PSF is
reduced((a)) and the PSF becomes broader((b)) for increases in the object point o�set.

The fall o� in number of points can be modeled as a loss of NA away from the optical axis,

leading to an additional localized shortening in the time window. This can be incorporated as a

spatial fall o� in γ from Eq. B.79. Since the FWHM of the PSF of Abbe(Table 1) is twice the

Abbe Resolution(Table B.19). One may expect that when the number of points is less than κTm

4

the e�ective time window of the point becomes shortened. Thus for resolution limited by the SPIFI

time window the number of points in the optical system should be greater κTm

4 over the �eld of view.

Vignetting traces of the types in Fig. B.21 can be used to quantify these optical systems under

varying magni�cation. Plots of the vignetting traces for these imaging systems composed of f =

25 (mm), D = 25.4 (mm) under for M = −.25,−1,& − 4 are shown in Fig. B.22. Blue lines

are traces for systems made using spherical lenses, and the red lines are the systems made using

parabolic lenses. The solid lines show the single lens imager and the dashed lines show the telescope.

Under all magni�cations the system with the smallest PSF and the largest number of points is

always the telecentric one made of parabolic lenses. Also, the spherical lens telescope never out

performs the parabolic single lens, although for unity magni�cation their performance is nearly

equal.

The ripples beginning to appear at the edges of the number of points traces for the two telescopes

are due to either the image or object point leaving the diameter of one of the lenses of the telescope.
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Figure B.21: PSF vignetting over the �eld of view for a M = −1, f = 25 (mm), D = 25.4 (mm)
single lens imager. The FWHM of the PSF is measured as a function of transverse displacement of
the object(a). This inverse of this is a point density as a function of position(b).

For example under magni�cation of 4, the output o�set corresponding to the radius of the optics is

12.5 (mm), this corresponds to a input o�set of 3.125 (mm). At this point, the output PSF becomes

signi�cantly distorted. The same holds for demagni�cation but on the input side of the telescope.

This phenomena isn't seen for the single lens imagers.
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Figure B.22: Comparison of number of points for a spherical and parabolic 25 (mm) focal length, 25
(mm) diameter lens under various magni�cations, (red) telescopes, (blue) single lens imager, (solid)
spherical lens, (dashed) parabolic lenses
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Figure B.23: Using width �t to sinc instead of FWHM. Comparison of number of points for a
spherical and parabolic 25 (mm) focal length, 25 (mm) diameter lens under various magni�cations,
(red) telescopes, (blue) single lens imager, (solid) spherical lens, (dashed) parabolic lenses
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APPENDIX C

NUMERICAL SIMULATIONS

This appendix chapter explores parameters of the SPIFI disc modulator and a SPIFI imaging system

through numerical simulations. These results have not yet been veri�ed experimentally so this

content it has been taken out of the main part of the manuscript.

In the Ch. 2 and analytical model for SPIFI were presented showing how spatial information

could be recovered in the FD of the detected electronic signal. Ch. 3 optical limits to the resolution of

the electronic image, including NA and abberations. Demagnifying systems were seen to have lower

object plane resolution and over demagni�cation can limit SPIFI resolution due to a loss in spatial

frequencies. Sec. C.1 further develops the limits on SPIFI resolution by numerically propagating the

�eld and summing it's distribution on the detector as a function of time. We wish to see under what

total demagni�cation where the di�raction limited object in the simulation becomes unresolved and

compare this to Sec. B.5, using a notch object centered on the axis of the optical system.

C.1 Simulated Optical Limits to SPIFI Number of Points

Appendix B discussed how the numerical aperture and lens abberations limit the minimum size of

the PSF of the optical system. In Sec. B.5, the vignetting of some common optical systems were

quanti�ed in terms of a point density as a function of the object points' displacement from the

optical axis and is expected to limit the SPIFI resolution for a aberrated system. In this section,

the results of similar numerical propagation simulations are presented using the modulated SPIFI

illumination �eld as the input beam to see the e�ect on the SPIFI resolution limited object with

demagni�cation that exceed this resolution.

Similar to the experiment, the numerical propagation simulations start with a gaussian illumi-

nation beam with a beam waist, w0 ill = 5(mm). The Gaussian beam is centered xc = 40(mm) from

the center of the disc modulator of Ch. 3. The disc modulator is taken to have a ∆k = 28
(

1
mm

)
, and

spin at f0 = 60(rotations − Hz). The modulated �eld is imaged with a telescope of magni�cation

M1 to the object plane where a transmission notch object of the form,

tobj(x) = 1− rect

(
x

wobj

)
(C.1)
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Parameter Value
w0 ill 5 (mm)
xc 40 (mm)
D 10 (mm)
k1 0

∆k 28
(

1
mm

)
f0 60 (Hz)

Table 3: Modulation Parameters

masks the beam. This produces a object �eld with example shown in Fig. C.1 that is then

imaged to the detector. The detector is taken to have width D = 10 (mm), and integrates the �eld's

intensity over it's area creating a output signal. The simulation parameters are summarized in Table

3.
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Figure C.1: Spatial distribution of �eld for simulations

The �eld distribution is numerically calculated at the detector for 5600 time domain points, over

the time duration T = 1
f0
. The time separation between the points, dt, was set to �ve times the

center frequency of the �rst harmonic in the trace, 1
dt = 5 ∗ f0 ∗∆k ∗ x0.

The �eld distribution on the detector for each time domain point was found with two methods,

numerically propagating the �eld distribution from the modulator to object plane and detector, and

by scaling the �eld distributions at the modulator and object planes by the optical magni�cation,

the terms under the integral in Eq. A.9. The second method of scaling the �eld distributions by the

magni�cations doesn't model the e�ects of optical di�raction or abberations.

From the vignetting graphs of Sec. B.5, telescopes have a higher number of points under all

circumstances. Since spherical lenses are widely available, the imaging systems used for the simu-

lations were telescopes composed of spherical lenses, with lens focal length selected to get various

magni�cations. The spherical lens function corresponding to ThorLabs BK7 Bi-Convex lenses of
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diameter 25.4 (mm) were used for the focal lengths considered.

In all cases the size of the object, wobj , from Eq. C.1, was also set to the SPIFI resolution limit,

wobj = M1

∆k . The FD traces from some of the con�gurations are shown in Fig. C.2, and the time

domain signal associated with these traces is shown in Fig. C.3. The green line in the TD traces

is the envelop of the intensity of the spatial frequency distribution, G′(fx = f0∆kM−1
1 M−1

2 t) from

Eq. A.13.
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Figure C.2: Simulation of FD signal for varying optical relay systems. (Blue) Traces are found
by propagating the �eld through the optical system. (Red) is found without propagation from the
perfectly magni�ed signal at the detector plane.

Fig. C.2 (a) & (b) show a FD pro�le that is very similar between the simulations ran with and

without propagation. For Fig. C.2 (a) this isn't surprising since, the ∆k = 28
(

1
mm

)
would have

a maximum periodicity of 14 lines per millimeter, and this is higher then the point density of Fig.

B.22 (d), the �rst optical system should be able to reproduce this �eld at the object plane. The 14
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Figure C.3: Simulation of TD signal for varying optical relay systems. (Blue) Traces are found by
propagations the �eld through the optical system. (Red) is found without propagation from the
perfectly magni�ed signal at the detector plane. (Green) is the ideal envelope of the TD signal from
the �eld's intensity spatial frequency distribution of the �eld.

lines per millimeter is demagni�ed by the 4 : 1 telescope to 56 lines per millimeter, which again is

lower than the maximum point density supported by the 1:1 telescope, Fig. B.22 (e), used to relay

it to the image plane.

What is unexpected is that for the simulations of Fig. C.2 (b) is also well resolved on the detector,

in a manner very similar to without propagation. The vignetting simulations indicated that the 56

line per millimeter mask will not be well relayed to the detector plane since the maximum point

density of Fig. B.22 (d) is a little more than 21 points per millimeter. It seems as if the abberations

of the second imaging system have little e�ect on the resolved image.

In Fig. C.2, (d), the demagni�cation of the �rst telescope is changed to ∼ 8:1, for the propagation

simulation ripple appears near the object in the pass band. This ripple is not present in the simulation
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that doesn't perform numerical propagation. The cause of the ripple is not the temporal window

function, since the FD plots of Fig. C.2, have had a hamming window applied in the time domain

before transforming, further discussed in Sec. 2.7. From Fig. C.2, (d), the cause of the ripple from

the appears unclear. The time domain plot Fig. C.3 (d) is reveling.

The envelope of Fig. C.3 (d) should follow the intensity's spatial frequency distribution, G′(fx =

f0∆kM−1
1 M−1

2 t), shown in green. For lower spatial frequencies, top left inset of Fig. C.3 (d), this

is indeed the case, but as the spatial frequencies increase, shown zoomed in the top right inset of

Fig. C.3 (d), the envelope of the propagated signal appears to have acquired ripple. It is as if there

is an additional function modulating G′ such that

G′′(fx) = Msys(fx)G′(fx) (C.2)

, where Msys is this modulating function. Msys is likely related to the optical transfer function

of the system. It's pro�le is causing the distortion, and is likely due to spherical abberations from

the lenses.

Increased ripple is also seen in Fig. C.2, (c), (e), (f) and but here the cause is not lens abberations

but the numerical apertures of the second relay system. From the periodicity of the modulator, ∆k,

and the magni�cation of the �rst optical system, M1, the maximum spatial frequencies at the object

plane sweep over +
−

∆k
2M1

, as shown in Fig. B.2, and from Eq. B.8, when the spatial frequency exceeds

that of the aperture it is lost. This occurs when

2πf0∆kM−1
1 t = k

R√
f2 +R2

(C.3)

For the parameters of Fig. C.2, (e), this would occur at t = +
−6.14 (ms), and for Fig. C.2, (f),

t = +
−3.09 (ms) in agreeance with the fall o� in the signal intensity seen in the �gures at those time

points.

C.2 E�ects of Binary Printing

To avoid dithering in the printing of the modulator, the pattern of the modulator was such that

m(R, θ) =
1

2
+

1

2
sgn [cos [(k0 +∆kR)θ]] (C.4)

the di�erence in the mask for t = 1
2Tm

is shown in Fig. C.4.

The goal of this section is to explore the e�ect of binary printing on the SPIFI electronic signal.

The binary printing generates higher harmonic terms then the cosine modulation. To see the e�ect of
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Figure C.4: Binary(red) vs. Normal(blue) Masks

the binary printing the time domain signal will be simulated with and without numerical propagation,

the simulated outputs will be superimposed onto the traces of Fig. C.2. If the binary printing does

little to the output one would expect that the traces should overlap those of Fig. C.2. Di�raction

will also have an e�ect with binary printing just as it did with the cosine simulations in Sec. B.
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APPENDIX D

EXTENDED BACKGROUND INFORMATION

The human eye has been used as the detection back end of optical systems for centuries. It was the

invention of the photograph in the 19th century provided us with a new detector. The photograph

originally used silver salts on a hard plate. Later, methods of manufacturing �lm on �exible acetate

and cellulose substrates were invented.

Today, camera �lm has been replaced with CCDs, and CMOS arrays. High speed array detectors

do also exist but at cost. Other optical imaging modalities that do no use an array detector exist.

The most notable of these methods is scanning confocal microscopy. Spatial information in these

systems is time multiplexed onto a single detector. The single detectors often used in scanning

microscopy are photo-multiplier tubes, and avalanche photo diodes o�ering high sensitivities. Single

detection is natural in scanning systems since light must pass though a common pinhole to perform

optical sectioning.

D.1 High speed imaging

High speed imaging's ability to capture dynamics has been of great scienti�c interest since the

demonstration of strobe photography by Muybridge and Stanford in 1873 [45]. Stanford, the former

governor of California, recruited Muybridge, a photographer of note of his time, to prove that a

horses feet leave the ground when it gallops. Fig. [Scan Figure] shows the de�nitive results of

Muybridge's work.

Early high speed cinematography used sparks to supply the radiation needed to expose the �lm.

In the 1930s Dr. Edgerton developed sealed gas electronic discharge �ash lamps. The discharge

in these lamps took place in krypton, argon, or xenon gas improving the luminous e�ciency of

the source. [45] Dr. Edgerton and his company E. G. & G were able to develop �ash lamps with

light durations as short as 1-10 (µs), which were short enough for front lit high velocity projectile

work. [45] These experiments used a trigger to �re a strobe light after some delay.

Many dynamical processes of interest cannot be synchronized this way. Consequently, a signif-

icant e�ort has been mounted to develop imaging technologies that acquire images at high frame

rates. The bulk of this e�ort has been devoted to charge coupled devices(CCD) and complementary

85



metal-oxide semiconductor(CMOS) technologies. CCD and CMOS detectors are multi element, and

can be produced on chips with high bandwidth and low noise electronics to read out the detected

signal. As chips, they devices are mostly manufactured in mature silicon processes, limiting spectral

range to between 400-1100 nm.

D.1.1 Applications Requiring High speed Imaging

Interest in high speed imaging has increased signi�cantly since early pioneering work, making high

speed cameras indispensable tools in many scienti�c and industrial applications.

On the industrial and military side, many applications are pursued. In the automotive industry

high speed imaging is used for air bag deployment, rollover, and restraint, and hi-G crash testing. In

addition, high speed imaging is used for combustion testing, and to help improve engine e�ciency.

[46,47,48] Defense applications include ballistics [49], detonics [50], impact tests [51,52], and testing

turbine engines [53]. There are numerous other applications including non-destructive testing [54],

particle image velocimetry [55], crack propogation [56], and ink jet sprays, [57].

Fluid dynamics can be investigated with high speed imaging, showing droplet and bubble forma-

tion [58,59], �ow in micro�udic channels [60], wake �eld dynamics [61], and other e�ects. Limitations

of image speed can prevent detailed imaging of droplet formation, which can last only 100µS. [62]

MEMS devices and microactuator dynamics can be visualized [63, 64]. In this area, there is a need

to study dynamics with frame rates up 1 million frames per second(FPS).

Numerous medical and biomedical applications also require high speed imaging capabilities.

These include studies of biomechanics [65], diagnosis of vocal cord disorders [66], muscle contraction

dynamics [67], comparative physiology [68], blood �ow [69, 70, 71, 72], cardiac �uid �ow and forces

[73,74], and high speed neuron dynamics [75,76,77,78,79,80,81,53,82,83,84,85,86].

The applications cited above are an incomplete listing of the applications employing high speed

imaging. The list will be greatly expanded if the imaging speed can be increased particulary if costs

are reduced and if techniques of high speed imaging can be expanded beyond areas where high speed

silicon-based CCD and CMOS chips are currently used.

High speed imaging can be broadly classi�ed into imaging techniques using fast segmented detec-

tors like CCD and CMOS or fast time domain(TD) scanning systems for confocal or laser scanning

microscopy.
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D.2 CMOS and CCD Imagers

Since [13] described the CCD device in 1970, and [14] veri�ed that it works, the CCD has been the

dominate electronic imager. The CCD could be said to be invented by accident. Boyle and Amelio

by were in search of a new bubble array memory and ended up developing a light sensitive detector.

Boyle and Amelio were awarded the nobel prize in physics in 2009 for the invention of the CCD

owing the key to it's success being the CCDs simplicity. [87]

Metal Oxide Semiconductors(MOS) imager had been developed staring in 1960. However CCDs

became dominate over them since their invention in 1970 due to their relative freedom from �xed

pattern noise(FPN). [88] Development of CCD imagers continues constantly pushing the limits on

sensitivity and speed. [89] has published results of a custom developed 512x512 pixel CCD with 2

million frame per second capture rats. At the time of publication they claim this to be the "largest

and fastest back-illuminated CCD in the world" - [89]

After the invention of the CCD, development of MOS imagers slowed signi�cantly. Most reports

in the 1970s and 1980s compared performance parameters of MOS imagers unfavorably to CCD

detectors. [90] In the 1990s MOS imagers came roaring back. This was due to the desire for low

power and low cost single chip imaging systems and the achievements in the development of CMOS

process technology. [88]

CMOS technology allows more transistors and memory to be integrated on chip close to the

pixels. Most imagers su�er from a read out bottleneck of the need to multiplex 2D data into a single

analog to digital converter [91]. To overcome this limitation, [92] produced a CMOS device and

individual analog to digital converter(A/D) and memory per pixel to make it capable of massively

parallel readout. Their 352x238 pixels was capable of frame rates up to 10,000 frames per second.

Pushing parallel readout, [91] has proposed a 32x32 pixel design that can read at 1.25 billion frames

per second. CMOS has seen rapid development recently due to costs, but even [93] in his review of

CMOS senors, admits that CCDs are still produce higher quality still images.

Recent advances in highly optimized CCD and CMOS imaging technologies has been tremendous

and segmented detector architectures have been optimized for either speed or sensitivity depending

on the application. High speed CMOS and CCD Imagers have achieved remarkable imaging frame

rates. However, the speed comes at great expense, and costs increase rapidly for more complex high

speed imaging cameras. Many sensors cited in this section are not even commercially available.

More importantly, these speeds are restricted to wavelengths in the bands that silicon is a e�ective

optical detector. Generally, this is from 400 to 1100 nm. For wavelengths with a photon energy
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bellow the bandgap of silicon, many advances in segmented high speed cameras do not apply.

D.3 Reticle Imaging

The FM Reticle was �rst invented by [23]. This mask was �rst used to map the position of a point on

the reticle into a frequency domain signal, and was used for target tracking. [94] describes methods

how varying the parameters that de�ne the spatial pattern of the reticle, allows 2D information of

a point object through the frequency and phase of the output signal. Such a method isn't directly

expandable into 2D wide-�eld imaging.

[25] �rst described modifying the reticle pattern of [23] making it symmetric to perform wide-

�eld imaging. The reticle allows for a dimensional reduction of the detector array, and [25] used a

scanning mirror to multiplex the second dimension of their images. [25] showed experimentally that

their reticle would allow for the recovery of 2D information, they did not present the overall imaging

theory containing the number of points and image resolution that is presented here.

D.4 High Speed Scanning Microscopy

The most common optical sectioning microscope is the point scanning confocal microscope, a �eld

know as confocal microscopy. In confocal microscopy, out of focus light is rejected from the detector

using a pinhole causing increased localization in the z direction of the image. Initial implementations

of confocal microscopy were slow due to requirement of scanning the pinhole. Increased speeds in

confocal microscopy have been obtained using a disc architecture. High-speed confocal microscopy

at 1,000 (FPS) has been achieved using a microlens array disk in a pinhole array. [95] Spinning disk

confocal microcopy has been optimized for higher speeds with, 3D image stacks formed with 30

layers at a rate of 30 stacks per second. [96] High speed confocal microscopes are used for imaging

velocity pro�les in micro�udic structures [97], and for functional cell imaging [75].

D.5 Structured Illumination Microscopy

Confocal microscopy performs optical sectioning using a pinhole. Structured illumination mi-

croscopy(SIM) reproachers this problem by modulating the illumination beam. In SIM, illumination

masks are imaged onto the transmission or re�ectance of an object, and then captured with a CCD.

From captured images, and knowledge of the masks optical sections mathematical formula exist to

recover the optical section. [98].

Taking advantage of the downmixing e�ect of spatial frequencies, Moiré Fringes , [99,100] demon-

strated the use of SIM to beat the di�raction limit by a factor of two. [101] showed that coupled
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with non-linear harmonics, structured illumination could have theoretically unlimited resolution.

The unlimited resolution analysis does not take noise, and eventually harmonic strength will fall

below the noise �oor limiting resolution.
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