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ABSTRACT

OFF-RESONANT RF HEATING OF STRONGLY MAGNETIZED ELECTRONS IN

ULTRACOLD NEUTRAL PLASMA

Magnetic fields are common in many plasma systems. Ultracold neutral plasmas (UCPs) are

capable of not only accessing strong Coulomb coupling physics but also strong and extreme elec-

tron magnetization regimes, as well. These magnetization regimes, as defined by Baalrud and

Daligault [S. Baalrud and J. Daligault, Phys. Rev. E, 96, 043202 (2017)], are predicted to modify

screening or binary collision properties as the electron cyclotron radius approaches or subceeds the

relevant plasma length scales. UCPs provide an advantageous testing ground for measuring mag-

netized electron-ion interactions, such as collisional heating induced by applied off-resonant RF

fields. The experiments described in this thesis are focused on observations of RF heating in a UCP

made from a photoionized cloud of ultracold 85Rb at three electron magnetization strengths that

span the weakly-strongly magnetized boundary to the strongly-extremely magnetized boundary.

Relative comparisons between heating rates at different magnetic fields were measured with ~20%

precision, and an absolute determination of the heating rate near the weak-strong magnetization

boundary is determined with ~40% precision. The results from these experiments were compared

to theoretical predictions we developed that account for the finite-RF amplitude conditions used

in the UCP measurements. This finite-amplitude heating rate theory is shown to be an extension

of low-amplitude magnetized AC conductivity treatments as well as unmagnetized nonlinear colli-

sional radiation absorption treatments. Mixed agreement was discovered between our observations

and the theory for the three magnetic fields investigated: 10.6, 65, and 134G. The measured ab-

solute RF heating rate at 10.6G and the relative rate between 134 and 10.6G are in agreement

with predictions within uncertainty; the relative rate between 65 and 10.6G was observed to be a

factor of ~3 lower than the predictions, with an absolute difference—in terms of the measurement
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uncertainty—on the order of 10σ. The implications of this disagreement are discussed, and future

measurements that can be conducted with this technique are presented.
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Chapter 1

Introduction

1.1 Motivation

Plasma is important. 99% of matter in the universe exists in a plasma state in a vast range of

objects spanning things like accretion disks [1], stellar interiors and atmospheres [2], and solar

wind [3]. Plasmas hold promise for clean energy production through nuclear fusion efforts [4–6].

They can be used for the study of physics in extreme conditions, such as high energy-density mat-

ter [7] or matter in accelerators with relativistic particles [8]. They also have numerous commercial

and technological applications from microwave generation [9] to semiconductor fabrication [10]

to new applications in water purification [11] and medical treatments [12]. Performing measure-

ments in laboratory plasma systems well-suited for the measurements of interest can advance the

field by testing current theoretical understanding and pushing the limits of theory. This disserta-

tion is focused on measurements of off-resonant RF heating of strongly magnetized electrons in

ultracold neutral plasma, which allows the investigation of electron-ion collision rates in magne-

tization conditions more commonly observed in astrophysical or extreme matter systems. In this

introductory section, I outline the motivation for these measurements. I begin with an overview of

our ultracold plasma properties and their relevance in the physics we are interested in measuring.

This is followed by a list of summaries for the chapters as they have been organized in this thesis.

Ultracold neutral plasmas [13], or UCPs, were first reportedly created in Steve Rolston’s lab in

1999 [14]. Many UCPs, like the one studied in this thesis, are formed by photoionizing a cloud of

ultracold neutral atoms [15]. The resulting system of cold ions and electrons form a finite-sized,

quasi-neutral, two-component plasma. The ions, if not confined by an external potential, are free to

expand over a timescale determined by their mass [16]. The less massive electrons will experience

a confining force due to the development of a positive space-charge potential generated by the

inertially-localized ions. Measurements can be performed on these UCPs during their typical 10–
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100µs finite lifetimes before expansion destroys the plasma. UCPs can reach electron temperatures

on the order of 2K and particle densities as low as 106 cm−3 [17].

The orders-of-magnitude lower temperatures of UCPs compared to other types of plasma give

them access to interesting, exotic physics on laboratory scales. Furthermore, the lower charge

densities of UCPs slow down many of the time and frequency scales that govern plasma dynam-

ics to levels accessible by modern electronics [16]. UCPs are also relatively “clean” systems for

plasma physics investigations with regard to their weak interactions with neutral species contami-

nates [14]. These qualities, in broad terms, show that UCPs are excellent systems for performing

experiments to investigate basic plasma physics properties in a focused way.

One of the consequences of the temperature and density properties of UCPs is their accessibility

to strong coupling physics [13, 18, 19]. The Coulomb coupling parameter, Γ, is a dimensionless

ratio of average potential and kinetic energy scales in plasma. It compares the nearest-neighbor

Coulomb potential energy to the average thermal energy,

Γ ≡ 〈nnPE〉
〈KE〉 =

e2

4πǫ0kBT

3

√

4πn

3
.

Most “ordinary” types of plasma exist in a weakly coupled regime when Γ ≪ 1, but as plasma

reduces in temperature or increases in density Γ increases. When Γ exceeds unity, strongly cou-

pled physics will become considerable. One consequence of strong coupling is the development

of spatial correlations among the charges in the plasma. There are many types of plasma, partic-

ularly those in high energy-density (HED) regimes like fusion and astrophysical systems, where

strong coupling physics is important, and UCPs provide an efficient and accessible testbed for

investigating this physics [7].

Strong coupling is not the only interesting physics accessible to UCPs. Magnetic fields are

common in plasma systems. UCPs that rely on charge detection for measurements typically require

magnetic fields to guide the charges toward a detector [15, 20]. As an example in HED systems,

tokamak fusion reactors apply strong magnetic fields to control and confine the plasma [21, 22].

Considerable magnetic fields exist in many astrophysical plasma systems as well [23–25]. The
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effect of a magnetic field on a plasma depends on how parameters like the cyclotron frequency

and radius compare to other plasma frequency and length scales [26]. As the magnitude of the

magnetic field increases from zero the cyclotron radius becomes smaller. Plasma transport, then

Debye screening, then binary collision properties will be modified by the magnetic field as the

cyclotron length shrinks [27].

Figure Figure 1.1 shows a temperature-density parameter space diagram of where several types

Figure 1.1: Temperature-density plasma parameter space diagram with magnetization regime boundaries,
reproduced from Ref. [27]. The magnetization regimes are depicted for two magnetic field strengths B =
10−3, 104T. The enumerated areas correspond to 1. Unmagnetized, 2. Weakly magnetized, 3. Strongly
magnetized, and 4. Extremely magnetized electron regimes at the respective fields. See Section 2.5 for more
info.

of plasma usually exist, reproduced from Ref. [27] “Transport regimes spanning magnetization-

coupling phase space.” The diagram shows how UCPs exist in a region that straddles the strongly

3



coupled regime boundary around Γ = 1. Overlayed with the temperature-density diagram are

lines associated with boundaries that distinguish electron magnetization regimes. These regimes

are defined in more detail in Chapter 2, but here I identify the numbered areas as 1. Unmagnetized,

2. Weakly magnetized, 3. Strongly magnetized, and 4. Extremely magnetized. The magnetization

regime boundaries are depicted for two magnetic field magnitudes, 10−3 T and 104 T. This plot

highlights the fact that plasma physics associated with non-negligible magnetization in HED or

astrophysical systems with Tesla to mega-Tesla magnetic fields can be probed in UCPs with labo-

ratory accessible fields. The mass disparity between electrons and atomic ions in UCPs means that

the electron component is generally easier to magnetize than the ions. This is why we are studying

strongly magnetized electron effects in ultracold plasma.

Plasma dynamics can be characterized by the hydrodynamic properties, such as expansion,

and kinetic properties, like binary collisions [28]. The work presented in this thesis is focused on

collisional processes. The primary types of binary collisions in neutral plasma can be classified into

fundamental ion-ion, electron-electron, and electron-ion categories [26]. The ability to perform

systematic surveys in UCPs also make them prime candidates for precisely determining electron-

ion collision effects in parameter spaces that statistical theories struggle or fail to describe [7, 19].

Electron-ion collisions play an important role in evaluating neutral plasma kinetic theory coef-

ficients for transport and diffusion [27, 29–31] as well as collisional relaxation and thermalization

rates [32–38]. For example, experiments have been performed with the purpose of cooling heavy

ion beams in a storage ring by interactions with injected electrons [33, 34]. These observations

provide information about magnetized electron-ion collisions in some ways, but the properties of

those experiments lead to plasmas with large temperature anisotropies and little control over the

applied magnetic field strength. Electron-ion collisions are also relevant in many stopping power

calculations, in which the energy loss of a projectile charge due to interactions with a plasma

is evaluated [39–49]. Furthermore, electron-ion collisions play an important role in collisional

AC conductivity [50–52] and inverse Bremsstrahlung processes [53–59] where kinetic energy is

transferred to charges by absorbing radiation during binary Coulomb interactions. This physics is
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utilized in certain laser-heated plasma and direct-drive fusion experiments [60–62], and in some

ways it is comparable to off-resonant RF heating effects in magnetized UCPs.

The UCPs studied in this thesis have initial electron temperatures near Te ≈ 4K, densities

around n ≈ 107 cm−3, and applied magnetic fields up to about B ≈ 140G. We can compare

our UCP magnetization scales to other plasma systems by scaling up our temperature and den-

sities with fixed coupling Γ ∼ n1/3/T and scaling the magnetic field to match our cyclotron

radius:screening length or cyclotron radius:binary collision length ratios. For instance, at temper-

atures and densities relevant for magnetized plasma jet formation at the OMEGA laser facility,

the 33T field in that system produces a magnetization much less than our UCP [61]. At those

scales, MT-level fields would be required to match our UCP magnetization, like those proposed

for MagLIF experiments [62]. The magnetically-confined fusion experiment ITER has design

specifications that correspond to 1/10th of our UCP magnetization at 140G with respect to the

screening length ratio [22]. Magnetization scales comparable to our UCP exist in certain HED

systems, like laser-heated nanorods [63], as well as astrophysical systems, such as the crust of

white dwarf stars [23,24] and atmosphere of neutron stars [25]. It should be noted that while many

of these example plasma systems have dynamics governed predominantly by magnetohydrody-

namics, collisions can still be relevant in the underlying theories used in those treatments [64, 65].

At the time that the work described in this thesis started, literature on systematic surveys of

electron-ion interactions across magnetic field strengths backed by observations was practically

nonexistent. Theories and measurements in general agreement for non-neutral magnetized colli-

sion rates have been developed [66], but the same is not true of magnetized electron-ion collisions.

This is why we are interested in measurements of off-resonant RF heating of strongly magnetized

electrons in ultracold neutral plasma—the subject of this thesis.

1.2 Chapter summary

In Chapter 1, I present the motivation and applicability for measurements of RF heating rates

in magnetized ultracold neutral plasma. The Motivation section is followed by this one, the Chap-
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ter summary section, where I outline the organization of information presented throughout this

dissertation.

In Chapter 2, I define important plasma scales and parameters like the plasma oscillation fre-

quency, Debye screening length, and Coulomb coupling parameter. A description of unmagnetized

binary eletron-ion collisions in plasma is also provided. I reference the definitions of the magneti-

zation regimes mentioned in the Motivation, and describe the challenges associated with evaluating

magnetized binary collisions. This chapter concludes with a section summarizing key, distinctive

properties that apply to our UCP. This sets up the basic foundation and background knowledge

necessary to interpret the remainder of the dissertation.

The purpose of Chapter 3 is to develop a framework for understanding RF heating of magne-

tized plasma through theoretical approaches. I differentiate two independent treatments for plasma

behavior, the binary collision treatment and the dielectric theory treatment. The range of validity

of perturbative magnetized binary collision treatments is addressed, followed by a larger section

focused on developing an applicable linear response dielectric theory treatment. I identify assump-

tions and limiting approximations in magnetized AC conductivity theories that may be violated

in our experimental surveys. An alternative RF heating treatment based on stopping power-like

energy transfer (SPLET) is formulated with the intention of providing theoretical predictions for

magnetized RF heating rates that we can compared to our experimental observations. I evaluate

the SPLET treatment across Coupling strengths, magnetization strengths, RF field amplitude, and

RF frequency. The predicted effect of adding a collisional relaxation term to the dielectric function

is characterized and shown to be relatively minor ~5% modification in the RF heating results for

our conditions.

Chapter 4’s goal is to lay out the relevant experimental aspects of our measurement and appa-

ratus. The chapter begins with a general description of the chamber, lasers, and physics associated

with the preparation and production of photoionized ultracold neutral plasma. These aspects are

fairly ubiquitous among our group’s UCP investigations, so many specific details concerning sub-

jects in Section 4.1 can be found in previous student dissertations [15, 17]. I then go over in detail
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several key modifications we made to the apparatus in order to conduct our magnetized RF heating

experiments.

The second half of Chapter 4 concerns predicating measurements and calibration techniques we

developed and executed in preparation for our ultimate determination of RF heating as presented

in Chapter 5. Sections 4.3 and 4.4 describe the procedure and results for determining the charge

number, DC field strength, electron center-of-mass oscillation frequency, and plasma density. Sec-

tion 4.5 introduces the “partial extraction method” we developed for our measurements, as well

as a technique for calibrating the extraction response to precisely determined energy differences

via short electric field impulses, or “kicks.” This is called the kick-temperature rise (or kick-∆T )

calibration, and it allows us to compare heating rates across applied magnetic field strengths. The

following topic, the calibration technique we developed to determine the RF electric field ampli-

tude, is split between Chapters 4 and 5. The principle associated with the calibration technique

is introduced in Chapter 4, but the measurement procedure and final result ties directly into our

determination of RF heating rates presented in Chapter 5.

In Chapter 5, I complete the discussion on the RF amplitude calibration technique. I explain

how the procedure and results ultimately give us an evaluation of the absolute heating rate at

B ≈ 11G. I show that the absolute heating rate we measured is burdened by uncertainties in the

amplitude calibration factor that are not present in relative heating rate comparisons made using

ratios. The primary experimental results for the absolute heating rate at 11G and relative heating

rates at 65 and 134G as compared to that at 11G are presented in Table 5.1. This is followed by

a discussion on the mixed agreement observed between experimental measurements and theory

predictions. Chapter 5 concludes with a section focused on exploring future research directions

motivated by the work presented in this thesis.

Chapter 6 is a republishing of Ref. [67]. It can be considered supplemental to the primary UCP

research presented in this thesis, as it is not directly related to the measurements of magnetized

RF heating. In this chapter I detail work we did developing and demonstrating a scalable mean-

field model for the electron component of a UCP. Accurately modeling charge particle dynamics
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in finite-size plasma has challenges due to issues with inconsistent parameter scalings when one

changes the total number of charges to reduce computational complexity, so we developed a scal-

able mean-field model that produces self-consistent electron thermal equilibrium distributions to

address this problem. We demonstrate the model’s usefulness by producing precise determinations

of UCP potential depth as a function of applied DC field strength, for example.

8



Chapter 2

Basic plasma background

The purpose of this chapter is to introduce and define plasma parameters and properties neces-

sary for understanding the theory and experiments detailed in the following chapters. Most topics

covered can be found in additional detail in many introductory plasma textbooks. First, I iden-

tify important time, length, and dimensionless scales in the context of magnetic field-free plasmas

from macro- and microscopic pictures. Then I go over in summary some of the differences and

challenges that arise in treating plamas with strong uniform magnetic fields. Finally, I discuss key

properties distinctive to ultracold neutral plasmas. These concepts provide the foundation for de-

termining applicable physical models and interpreting experimental measurements as covered in

the remainder of the dissertation.

2.1 Plasma oscillations

A number of important, general plasma parameters can be deduced from relatively straight-

forward configurations [26, 28, 68]. For example, the electron dynamic response timescale can

be investigated using a simple slab model. Figure 2.1 shows a not-to-scale diagram of a plasma

composed of heavy ions (with unit charge Zi = +e and charge density ρi = Zin) and electrons

with equal charge density ρe = −en. If the slab is displaced an amount z then we can use Gauss’s

law to determine the electric field ~E within the region of the plasma where the charge density is

neutral. We assume the spatial extent of the plasma in the xy-plane is large compared to the z

displacement so that ~E is anti-parallel to the surface of a Gaussian pillbox ~dA,

|E| = enz/ǫ0. (2.1)

This can be interpreted as a linear restoring force that causes the electrons to oscillate about the

heavy ions with frequency ω. Newtonian mechanics predicts
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Figure 2.1: Slab model cartoon for exploring basic plasma properties.
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mezω
2 − e2nz/ǫ0 = 0

ωp =

√

e2n

meǫ0
,

(2.2)

where we have identified the characteristic plasma frequency ωp.

In the case of a finite ion mass, or other multicomponent considerations, the combined fre-

quency is given by [68]

ω2
p =

∑

ν

q2νnν

mνǫ0
=
∑

ν

ω2
pν , (2.3)

where ν represents the particle species. For our UCPs, the 85Rb ion mass is a factor of roughly

154,000 times larger than the electron [69]. Thus our plasma frequency is well approximated by

the electron plasma frequency ωp ≈ ωpe.

2.2 Debye screening length

Alongside timescale ω−1
p we also need to introduce an important characteristic length scale,

the Debye screening length. The Debye screening length appears frequently in calculations for

plasma collision parameters and dielectric response functions. It can also characterize how well

the interior of the plasma is shielded from edge effects. In this section we derive expressions for the

Debye length through different pictures that each provide context for this length scale’s important

role in plasma physics.

The derivation of the plasma frequency in Section 2.1 does not explicitly incorporate ther-

mal effects for the particles. Imagine the same picture as Figure 2.1 with cold, motionless ions

and electrons at temperature Te. With a characteristic timescale ω−1
p and thermal velocity vth =

√

kBTe/me, we can define a characteristic length scale

λ =
vth
ωp

=

√

ǫ0kBTe

e2ne

. (2.4)

In the context of the above slab configuration, we can identify the potential energy per electron

∆U(z). We find that a displacement z = λ corresponds to a balance between thermal and potential
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energy, [26]

∆U(λ) =
e2nλ2

2ǫ0
=

1

2
kBTe. (2.5)

These derivations demonstrate in a straightforward way the important relationships between

plasma length scales, thermal properties, and dynamic timescales. A more formal derivation solves

Poisson’s equation for the electric potential response to a test charge q inside a plasma in thermal

equilibrium with density n and temperature T [26, 28, 68]. The details of the derivation can be

found in many introductory plasma textbooks, so I will simply quote that the end result finds a

screened Coulomb response

φ(r) =
q

4πǫ0r
e−r/λD , (2.6)

where we’ve identified the characteristic lengthscale λ → λD as the Debye screening length

λD =

√

ǫ0kBT

e2n
. (2.7)

A more detailed derivation produces the multicomponent form [68]

1

λ2
D

=
∑

ν

q2νnν

ǫ0kBTν

=
∑

ν

1

λ2
Dν

. (2.8)

Even though this form suggests the ion contribution dominates the overall screening length when

Ti ≪ Te, the UCP phenomena we are interested in occur on timescales fast enough that ion motion

can be neglected. Therefore, we drop the ion contribution and revert to the form in (2.4) for λD.

2.3 Collisions & Coulomb Logarithm

The previous sections examined some macroscopic plasma behaviors by treating the electrons

and ions as a continuous charge density. In addition, certain plasma properties can be deduced

by analyzing the microscopic binary Coulomb interactions between individual charged particles.

Here we consider the case of momentum transfer of a projectile electron due to ordinary binary
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Figure 2.2: Coulomb collision between an electron and heavy ion, adapted from Ref. [68].

Rutherford scattering with a heavy ion q0 = +e as in Figure 2.2 [68]. The relationship between

the projectile’s velocity v, impact parameter b, and deflection angle χ is given by [26, 68]

b =
e2

4πǫ0mev2
cot

χ

2
. (2.9)

For the special case where χ is a 90 degree deflection we have the characteristic impact parameter

b⊥ = e2/4πǫ0mev
2. Vector geometry tells us the momentum transfer from the initial z direction of

travel is

∆pz = −2|p| sin2 χ

2
. (2.10)

Substituting the scattering angle from (2.9) into the above equation produces an expression for

the momentum transfer of an unmagnetized binary Coulomb collision as a function of impact

parameter and velocity.

Applying this in the case of an average rate of momentum transfer 〈ṗz〉 from multiple Coulomb

collisions in an spatially uncorrelated cloud of charges with uniform density n and characteristic

spatial extent σ yields

〈ṗz〉 =
∫ σ

0

∆pz(b)
︸ ︷︷ ︸

Transfer

Encounter

nv(2πb)db
︸ ︷︷ ︸

Encounters

Time

∝
∫

ζ

1 + ζ2
dζ (2.11)
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where ζ = b/b⊥. By inspection we see that this integral diverges logarithmically for large spatial

extents. To correct for this unphysical result, a maximum impact parameter bmax ∝ λD is often used

since this is the characteristic length scale over which plasma interactions decrease. This produces

a textbook momentum transfer rate formula which contains the familiar Coulomb logarithm term,

〈ṗz〉 = − ne4

4πǫ20mev2
ln

√

1 +
b2max

b2⊥
. (2.12)

Even though a maximum collision impact parameter is often utilized to correct for unphysi-

cal integral divergences, this particular solution using a hard, piecewise cutoff is itself unphysical.

More detailed approaches seek to use screened, regularized, or effective potentials in place of bare

Coulomb interactions [42, 70, 71]. Basically, the unmagnetized binary collision picture generally

works well at describing shorter range interactions but fails when considering long range phenom-

ena. This is in contrast to the dielectric linear response treatment, which will be discussed in more

detail in Section 3.2, that can handle long range and collective effects well but formally diverges

at small distances.

The ln Λ Coulomb logarithm term derived in (2.12) is ln
√

1 + b2max/b
2
⊥. Depending on the

formalism and context of integration used in analyzing Coulomb collisions, other forms for ln Λ

may appear like ln(bmax/bmin) or ln(λD/rmin) where rmin is the average classical distance of closest

approach [26,42,72]. These forms produce divergent and unphysical results when the length scale

ratios in the arguments approach unity or less. More detailed treatments that correct divergences

in collision calculations self-consistently, such as the effective potential theory [70], can be used to

find a generalized Coulomb logarithm. This generalized Coulomb logarithm can be approximated

for many plasmas by the form ln (1 + CλD/rmin) where C is a constant of order unity [27, 70].

The regime where the Coulomb logarithm is well-approximated by the expression ln(λD/rmin)

is called the weakly coupled regime for reasons that will be explained in the following section [28].

Rewriting rmin in terms of the density n and λD yields
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rmin =
e2

4πǫ0kBTe

=
1

4πnλ2
D

. (2.13)

So when weakly coupled

Λ ≈ λD

rmin

= 4πnλ3
D = 3ND, (2.14)

where we have identified ND = 4πnλ3
D/3 as the average number of charges in the volume of a

Debye sphere. Immediately we see that the weakly coupled limit corresponds to ND ≫ 1, and

conversely the strongly coupled limit implies ND < 1. The failure of basic plasma theory in the

strong coupling regime is underscored by this unphysical, contradictory prediction that particle

interactions are shielded by Debye screening over a distance λD even though there is on average

fewer than one charge within that screening volume.

2.4 Coulomb coupling parameter

In the previous section we found that binary Coulomb interactions within plasma can be char-

acterized using the “plasma parameter” Λ ∼ ND. We showed how this parameter could be used to

define a boundary between weakly and strongly coupled plasmas, and it can also be expressed

as a ratio of characteristic length scales. In this section we gain additional insight in plasma

parametrization by evaluating ratios of average particle energy scales.

Consider the average inter-particle potential energy between a pair of nearest-neighbor charges.

For density n the nearest neighbor to a charge will on average be one Wigner-Seitz radius away,

aWS = (4πn/3)−1/3. Substituting 〈|r1 − r2|〉 → aWS for the average inter-particle separation gives

a nearest-neighbor potential energy (nnPE)

〈nnPE〉 = e2

4πǫ0aWS

. (2.15)

Taking 〈KE〉 = kBT as proportional to the average kinetic energy per charge, we can define the

dimensionless ratio of energies
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Γ ≡ 〈nnPE〉
〈KE〉 =

e2

4πǫ0kBT

3

√

4πn

3

∼ n1/3

T
.

(2.16)

The defined quantity Γ is called the Coulomb coupling parameter [13].

From (2.16) we can identify another expression for Γ:

Γ =
1

4π

3

√

4π

3
n−2/3λ−2

D

=
1

3
N

−2/3
D =

3

√

1

3
Λ−2/3

(2.17)

(2.17) demonstrates the relationship between the Coulomb coupling parameter Γ and the “plasma

parameter” Λ. In the previous section we noted the relationship between Λ and the separation of

weakly and strongly coupled plasma regimes. Here we identify Γ ' 1 as the region where strong

coupling effects are important. It coincides with ND < 1 as noted in Section 2.4. Furthermore,

from the definition in (2.16), we see that the strongly coupled regime is characterized by nearest-

neighbor interactions overtaking thermal effects. When this occurs, exotic plasma effects could

become relevant such as the development of spatial correlations through caging or crystallization

of charges [13].

Additionally, the Coulomb coupling parameter is useful for scaling plasma parameters. As

mentioned in Chapter 1, Γ is important for translating the results from UCP research with their

low-to-moderate densities and extremely low temperatures to hotter, denser plasmas like those

involved in certain fusion experiments or found in some astrophysical systems. Direct links in

relevant physics between systems can be established as long as the densities and temperatures are

scaled to keep Γ fixed. To be more specific, UCPs can be directly compared to other plasmas at

comparable Γ so long as classical mechanics approximations apply. Our relevant plasma length

scales are orders of magnitude larger than the charges’ de Broglie wavelengths. Therefore we
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expect classical physics to dominate quantum effects1; this is not necessarily true of other strongly

coupled systems [42, 74].

2.5 Magnetized plasma

Up until now in the chapter we have considered magnetic field-free cases for introducing

plasma properties. Magnetic fields generate a Lorentz force term on plasma charges, and in this

section we explore a number of important plasma scales and regimes that depend on the strength of

the field. We begin by identifying parameters associated with individual magnetized charge trajec-

tories and finish with a discussion on challenges facing treatments of magnetized binary Coulomb

collisions.

2.5.1 Length scales and regimes

When a magnetic field is applied to a plasma the dynamics can change due to the additional

force on the charges. First, let us examine the effect of the Lorentz force F = qv × B on the

trajectory of a single particle with charge q and velocity v moving in a uniform magnetic field B.

We define a coordinate system relative to the magnetic field so that ẑ is parallel to B. The motion

of the particle is unaffected by the field in the parallel direction because the Lorentz force acts

in the plane perpendicular to the magnetic field. The force is also perpendicular to the velocity,

so the particle undergoes circular motion in the plane perpendicular to the magnetic field. The

three dimensional trajectory is therefore in the shape of a helix. In terms of cylindrical coordinates

where r = 0 is the central axis of the circular motion, the particle velocity can be expressed as

v = 0r̂ + (sgn q)v⊥φ̂ + vz ẑ. Figure 2.3 shows the helical trajectory of an electron moving in a

region with E = 0 and with speeds vz, v⊥ parallel and transverse to the direction of a magnetic

field B = Bẑ.

1The main exception to this is the formation of Rydberg atoms via three-body recombination (TBR) (see Sec-
tion 2.6.3). Even in the case of TBR in UCPs, semi-classical approximations describing dynamics of weakly bound,
high quantum n-number Rydbergs are sometimes applicable [73].
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Figure 2.3: Helical trajectory of an electron in a uniform magnetic field.

The helical trajectory can be characterized using the cyclotron radius rc (or Larmor radius,

gyroradius) which is the radius of the circular path to the central axis (or guiding center) provided

by the magnetic field. Newtonian mechanics finds

rc =
mev⊥
eB

. (2.18)

Likewise, the cyclotron frequency (or Larmor frequency, gyrofrequency) is the angular frequency

of the helical trajectory,

ωc =
v⊥
rc

=
eB

me

. (2.19)

The plasma species’ cyclotron frequencies can be compared to the plasma frequency. In par-

ticular, for the case of a UCP with ωp ≈ ωpe we find

β ≡ ωce

ωp

≫ ωci

ωp

, (2.20)

due to the large mass ratio between species. In (2.20), we have defined the dimensionless magnetic

field strength β. We see that this parameter depends linearly on the magnitude of the magnetic

field, and we expect it to be an important scale factor for parameterizing magnetic field effects in
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plasmas. Thus, for any magnitude of magnetic field applied to a UCP the magnetic field strength

for electrons is effectively larger by the square root of the ~105 mass ratio compared to the ions.

Along with the frequency ratio β, magnetic field effects on a plasma can also be characterized

by comparing length scales. In a typical weakly coupled plasma, each of the following length

scales are distinguishable and form a hierarchy, from largest to smallest: the Coulomb mean-free-

path λcol, the Debye screening length λD, the inter-particle spacing aWS, and the distance of closest

approach (or Landau length) rmin. The effects of a magnetic field on a plasma depends on where

the characteristic cyclotron radius r̄c compares to this hierarchy of scales. Starting from (2.18), we

can replace the projectile velocity assuming an isotropic Maxwell-Boltzmann distribution to define

a characteristic electron cyclotron radius

r̄c → rc ≡
√

kBTe

me

1

ωc

. (2.21)

We drop the bar over r̄c in (2.21) assuming context determines whether rc is for a single projectile

with transverse speed v⊥ or is a characteristic scale for a plasma with temperature Te.

Ref. [27] investigates transport properties in the context of one-component plasma magneti-

zation and identifies four regimes based on where rc compares to the other plasma length scales.

Since rc depends on both the strength of the magnetic field in addition to the plasma tempera-

ture these regimes span a basis in the β-Γ parameter space. Figure 2.4 shows a diagram of the

four magnetization regimes within this parameter space.2 When Γ ≪ 1 the four distinguishable

regimes are, with increasing β, unmagnetized, weakly magnetized, strongly magnetized, and ex-

tremely magnetized plasmas. As Γ approaches and exceeds unity, strong coupling physics predicts

a melding of length scales as the Debye length, inter-particle spacing (a in the figure), etc. become

comparable to one another. As mentioned in Chapter 1, certain UCP experiments are capable of

accessing and probing physics across these regimes.

2Reproduced from Ref. [27] with modifications as permitted by S Baalrud.
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Figure 2.4: Transport regimes spanning magnetization-coupling phase space [27].

When rc > λcol, the plasma is considered unmagnetized. λcol is the Coulomb collision “mean-

free-path”, vth/ν where ν is the collision rate. I put the “mean-free-path” phrase in quotes because

for weakly coupled plasma the charges undergo deflections due to the cumulative effect of many

small-angle collisions over the length scale λcol. If the cyclotron radius is larger than this length

scale then the magnetic field has negligible effects on both the microscopic binary collisions as

well as the average macroscopic transport properties as a whole.

If the cyclotron radius becomes comparable to λcol but does not subceed the Debye screen-

ing length λD, then the magnetic field is expected to modify some macroscopic behavior while

the microscopic collision dynamics remain largely unaffected. This is identified as the weakly

magnetized regime [27].

For plasmas coupled weakly enough to have distinguishability between the Debye screening

length and the classical distance of closest approach (or Landau length), we can identify a third

regime: strongly magnetized. When rc < λD the dynamic screening properties of the plasma will

be affected by electron magnetization. In terms of plasma kinetic theory (see Section 3.2), both the
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distribution function and the collision operator become modified by the presence of the magnetic

field.

The authors of Ref. [27] depict a boundary on strong magnetization given by rL =
√
2rmin.

If the magnetic field strength is large enough, then rc < rL and the cyclotron radius becomes

the smallest relevant collisional length scale. In this “extremely magnetized” regime the plasma

dynamics can be vastly different due to the confinement of electrons along magnetic field lines.

Graphic simulations of particle behavior for the extremely magnetized OCP shows the charges os-

cillating with quasi-one dimensional trajectories [27, in Suppl. Materials]. The charge scattering

angle distribution is greatly altered as the effects of cumulative, many low-angle collision interac-

tions are suppressed while high-angle, 180° events dominate.

In principle, another regime boundary should exist when the charge cyclotron radius app-

roaches the de Broglie wavelength. When this occurs, the cyclotron orbits become quantized

into so-called Landau levels and a quantum description of plasma dynamics is prescribed [42, 74].

As mentioned previously, the de Broglie wavelength is orders of magnitude smaller than all rele-

vant plasma length scales in our case, including the cyclotron radius, so a classical description is

appropriate and the effects of quantum mechanics on plasma magnetization can be neglected.

2.5.2 Magnetized binary collisions

It is reasonable to desire an analytic approach to magnetized binary collisions as was utilized

in Section 2.3 for the case of unmagnetized Coulomb interactions. However, the inclusion of the

magnetic field in the equations of motion generates an inseparable coupled system that does not

possess a general closed form solution [42]. The problem gets even more complex; the inclusion

of a magnetic field breaks rotational symmetries without introducing compensatory invariants,

therefore the Hamiltonian acquires additional degrees of freedom and becomes non-integrable [75–

77]. This is also true in the case of bound, magnetized hydrogenic and Rydberg systems, which

have been studied as diamagnetic Kepler problems [77–80]. The fact that the equations of motion
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(a)

(b)

Figure 2.5: Magnetized Coulomb scattering angles as a function of scaled impact parameter exhibiting
chaotic, fractal behavior [77].

are not integrable implies the possibility for regimes with chaotic behavior, and this is indeed

observed to be the case.

Classical trajectory simulations of magnetized Coulomb interactions exhibit the chaos of the

equations of motion. Figure 2.5 shows numerical results for the asymptotic final pitch angle

cosαf = vz/v for an electron scattering off an ion in a uniform magnetic field as a function of

scaled impact parameter b [77]. Evaluation of a small subsection in b plotted in the lower panel

Figure 2.5b reveals the fractal nature of the chaotic and nonchaotic windows [76]. The physical

justification for the classical chaotic picture becomes less clear with the inclusion of quantum me-

chanical effects. While analogies can be made between closed, periodic orbits and quantum me-
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chanical resonances through Einstein-Brillouin-Keller quantization and semiclassical eigenvalue

solutions [78–80], the fractal nature of the sensitivity to initial conditions predicted in irregular

classical trajectories unphysically infers variations over length scales shorter than the projectile de

Broglie wavelength [42, 75–77].

Under certain circumstances, such as at high charge velocities, a perturbative treatment can be

applied to the magnetized electron-ion scattering problem (see Chapter 3 of Ref. [42] and refer-

ences therein). The validity of analyzing cold or low velocity magnetized binary collisions through

perturbation theory is called into question in part due to the issues mentioned above. Further dis-

cussion of this treatment can be found in Section 3.1.

2.6 Ultracold plasmas

So far in this chapter I have introduced characteristic scales and parameters generally for any

type of plasma. Ultracold plasma systems have distinctive properties that deserve differentiation

from other plasma categories. In this section we continue to build on our introductory founda-

tion by presenting these typical UCP properties; the specific details applicable to our laboratory’s

research plasma are discussed in Chapter 4.

2.6.1 Formation

Most UCPs are created from a finite-size, laser-cooled atomic sample generated in a particle

trap [14,18,81–85] or from an atomic/molecular supersonic beam [86,87]. The cold neutral sample

can be ionized using, e.g., resonant photoionization [14, 18, 82–84], ultrafast field ionization [85],

or evolution from a Rydberg gas [81, 86, 87]. Under these circumstances the two charge species

are heavy cations (atomic/molecular ions) and light anions (electrons). Conserving momentum

and energy during the ionization process with such a large mass discrepancy between species

implies the excess energy beyond the ionization threshold is almost entirely imparted to the lighter

electrons. For a typical photoionized UCP beginning with a ~100µK neutral sample, this excess
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energy (∆E in temperature units) can range from many hundreds of Kelvin to below threshold

[14, 19].

Immediately after ionization the system is charge-neutral. Assuming the formation region is

mostly free of external fields (no Penning-type trap configurations for example), there is no force

confining either particle species to the charge-neutral electron-ion “cloud”, and the less massive,

more energetic electrons are free to escape. Over a relatively short timescale, a positive space-

charge potential develops as the most energetic electrons leave the region overlapping the cold

ions. The no-longer-perfectly-neutral ionic potential becomes deep enough to confine the remain-

ing electrons within the ion cloud once a large enough fraction of electrons have escaped. This

lost fraction is often referred to as the charge imbalance. The resulting finite-sized, quasi-neutral

system of electrons confined to the unbound, cold ions is what is identified as the ultracold plasma.

Depending on the conditions for formation, different total fractions of the initial neutral atomic/

molecular sample may be ionized. In our specific case of UCP formation through resonant pho-

toionization with a saturating laser field, ionization fractions are typically between 10 and 50%

[82]. Furthermore, the average initial atomic densities for our neutral cloud are on the order of

107 cm−3. These properties suggest interactions between the plasma species and neutral species

can be ignored [14]. The mean free path for the Rb-e interactions is much larger than the plasma

size since the cross-sections are so small [88, 89], and in our case there is not a large enough frac-

tional concentration of neutrals to compensate. The gist here is after photoionization the remaining

neutral Rb atoms have a negligible effect on the UCP, and the system can be treated as having only

the two charged species.

This establishes three distinct UCP properties: a finite-sized, quasi-neutral, two-species system;

a high mass ratio between the two species; and a significant temperature ratio between species

immediately after formation. Even though the charge imbalance after formation can be upwards

of 50% or more, screening effects will cause the remaining electron density distribution to roughly

match the ion distribution in the center of the cloud where they overlap. This is why UCPs are

classified as quasi-neutral; there can exist a significant imbalance in the total charge count as a
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whole, but the plasma physics of interest occurs in an effectively charge-neutral region. This

reasoning justifies the matching densities approximation ne ≈ ni wherever ne 6= 0.

At the very beginning of this chapter we introduced the plasma frequency ωp =
√

q2n/mǫ0.

Using the UCP properties we established, we can compare the ion and electron frequencies and

find a combined effective plasma frequency using (2.3). Since the charge magnitude and densities

of the two species are the same we have ωpe/ωpi =
√

mi/me. For 85Rb this ratio is approximately

400, therefore ωp ≈ ωpe; sensically, the electrons dominate the timescale for a wide range of

plasma dynamics.

Likewise, we can check the ramifications of UCP properties on the Debye screening length

λD. Section 2.2 defines λD =
√

ǫ0kBT/q2n. For Te ≫ Ti we have λDe/λDi =
√

Te/Ti ≫ 1, so

(2.8) would predict the effective plasma Debye length is predominantly ionic. This, however, is

somewhat in contradiction with the statement made above that the electrons dominate the general

plasma dynamics over the colder, heavier ions. This is rectified by simply neglecting the compa-

rably small ion mobility and keeping only the electronic contribution [68], so the effective UCP

Debye screening length is

λD ≈ λDe =

√

ǫ0kBTe

e2ne

. (2.22)

Since the UCPs we study are finite-size systems we can characterize their spatial extent with a

length scale σ, like the width of a spherical Gaussian distribution. It is essential that the UCP

screening length be shorter than this width, λD < σ, in order for there to be a plasma rather than

just a collection of charges. Else, the screened, quasi-neutrality assumption would be broken, and

the system as we have defined it in this chapter would not exist as a plasma.

2.6.2 Expansion

Up to this point we identified ultracold plasmas as finite-size, quasi-neutral systems of cold,

heavy ions and comparable or hotter electrons. The charge imbalance that begins developing

immediately after formation generates the confining potential for the electrons. This is illustrated

in cartoon format in steps I and II of Figure 2.6a. The ions, unlike the UCP electrons, are unbound
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(a)

(b)

Figure 2.6: Diagram illustrating key steps in the formation and evolution of a UCP: (a) a cartoon depicting
charge positions & velocities, and electric potential U as seen by electrons; (b) an example electron escape
trace showing signatures of the prompt peak, confinement, and evaporation at the corresponding steps.
Section 4.1.2 discusses the details for detecting UCP electron escape rates like that depicted here.

and free to expand, limiting the plasma lifetime. This final stage in the life of a UCP, where the ion

expansion becomes significant, is illustrated in step III of Figure 2.6a. It depicts the diminishment

of the ionic confining potential as the plasma expands, and this reduction in confining strength

implies an increase in electron escape rate.

Before continuing, it is worth mentioning an observational challenge for UCP experiments.

The ultracold nature of the plasma means any object near room temperature that becomes thermally

coupled will destroy the UCP. Therefore in situ measurements using typical hot plasma diagnostic

probes are impossible. This challenge can be overcome using other measurement techniques such
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as spatial imaging of ions [90] or charge detection on a microchannel plate detector (MCP) [14,20].

Charge detection with MCPs can be split into two categories, time-resolved currents and spatially

resolved distributions. Figure 2.6b shows an illustrative example of a time-resolved UCP electron

escape current traced by an MCP from ~300K plasma electrons where the regions denoted I, II,

and III roughly correspond to the steps depicted in Figure 2.6a.

With t = 0 as the moment of photoionization in Figure 2.6b, we see the early “off-the-charts”

peak in escape rate associated with the development of the charge imbalance in interval I; this we

call the prompt peak. Interval II, when the electrons are effectively well-confined, is characterized

by the minimum escape rate detected. During the early part of this time the expansion of the

plasma is practically negligible. While there are important early-time heating effects (see following

section), the initial ion spatial and velocity distributions for the most part are determined by the

ultracold neutral species’ distributions at the time of ionization.3

Continuing along with this picture, the third and final interval begins when the ion expansion

becomes significant. As the ions expand, the depth of the potential confining the electrons lessens.

The signature for this behavior in Figure 2.6b can be seen as the later, broader maximum observed

in electron escape rate. The escape current in interval III initially increases due to plasma expansion

then decreases to zero as the plasma eventually becomes emptied of electrons.

There are two independent mechanisms that drive the plasma expansion: Coulomb explosions

and thermal pressure. The Coulomb explosion mechanism is fairly straightforward: if an electron-

confining space-charge develops then that same space-charge must anti-confine the oppositely-

charged ions. The timescale associated with this ion-ion interaction process should be character-

ized by the ionic plasma frequency texplosion ∼ ω−1
pi ≫ ω−1

pe and becomes less significant closer to

neutrality. Numerical simulations of UCPs as a function of charge imbalance suggest the plasma

interior is relatively unaffected due to screening. However, the enhanced ion expansion at larger

charge imbalances can affect electron temperature [91]

3This approximation should hold true at least in cases when the ionization event (i.e. laser pulse) is shorter than
ω−1

p
.

27



The expansion mechanism due to thermal pressure is only slightly more complicated. Imme-

diately after formation, the ions have a characteristic thermal velocity comparable to the neutrals’

velocity and much smaller than the electron thermal velocity vi =
√

kBTi/mi ≪ ve. If the ex-

pansion is self-similar, as is predicted in the case with a Gaussian spatial distribution with size σ,

then one would expect the size to behave like σ(t)2 = σ(0)2 + v2expt
2 where naïvely the expansion

velocity vexp is the ions’ thermal velocity vi [92]. However, the coexistence of the electron species

alters this behavior. In terms of a thermodynamic picture, the ionic potential forms a containing

volume V that experiences a pressure P due to an electron gas with temperature Te, PV ∝ Te [93].

Assuming a static volume (i.e. vi = 0) predicts the ion expansion will evolve according to the elec-

tron thermal velocity. A thorough analysis reveals the effective thermal expansion velocity is a

weighted quadrature sum of species velocities, [92]

v2th = v2i +
me

mi

v2e

=
kB
mi

(Ti + Te) ≈
kBTe

mi

.

(2.23)

For typical UCPs this electron thermal pressure is the dominant expansion mechanism [16,20,92].

The characteristic expansion time scales with the ion mass, in contrast to the plasma oscillation

time ω−1
p , and in certain cases may be considered slow compared to the electron-ion dynamics of

interest.

2.6.3 Heating and cooling mechanisms

The objective of this thesis work is to investigate electron-ion collision rates across electron

magnetization regimes through utilization of RF heating of ultracold plasma. With this plasma

heating objective in mind, it is worth mentioning notable intrinsic heating mechanisms that exist

for UCPs. Here I will make brief remarks on disorder induced heating, three-body recombination,

and DC-field formation heating, among other temperature evolution effects.

One of the distinctive properties of photoionized UCPs mentioned in the previous section is

that the initial ion phase-space distribution immediately after formation corresponds to the neutral

28



(a) (b)

Figure 2.7: Sketch of the effect of disorder induced heating (DIH) on charge spacing and the pair correlation
function g(r): (a) immediately after formation the charges have uncorrelated positions with bunches and
voids; (b) DIH creates more uniform particle spacings and converts correlation energy present in (a) into
heat.

species distribution. Since the inter-molecular forces between the neutrals are predominantly close

range with a range much smaller than the average interparticle spacing, then it is safe to assume

the particle pairs are spatially uncorrelated to a good approximation. Once photoionized, if the

charges’ velocities do not change significantly, the uncorrelated initial pair positions imply that

there will be a significant number of close repulsive neighbors and voids. A diagram illustrating

these uncorrelated charges is shown in Figure 2.7a. The repulsion between close charges and rela-

tive attraction toward voids converts electrostatic potential energy into kinetic energy and eventu-

ally heat as the charges settle into spatially correlated potential wells, see Figure 2.7b. This is called

disorder induced heating (DIH) [13, 94], and its observed effect is a rapid reduction in coupling

strength as the charges approach a correlation temperature approximated by TDIH =
2

3

e2

4πǫ0kBaWS

over a time t ∼ ω−1
p,ν where ν is an index indicating charge species [95]. The large ratio between

electron and ion masses once again causes a timescale disparity such that DIH associated with the

electrons occurs much faster than the ions.

The fact that UCPs are cold and quasi-neutral means there is a probability for ions and electrons

to recombine into Rydberg atoms [96]. Electrons bound in Rydberg states with energies below the
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kinetic bottleneck are statistically driven away from reionization and instead toward more deeply

bound atomic states [73, 97]. These recombination and state-lowering interactions require a third

particle be included to carry away the excess binding energy. In plasmas, these particles can be

photons or charges. In the case of a photon it is called radiative recombination [26]. In the case

of a charge, the light electrons have a higher likelihood of acting as an excess energy carrier than

ions, so reactions with a secondary electron like

Rb+ + 2 e−(cold) → Rb∗ + e−(hot)

fall under the umbrella of three-body recombination (TBR) [96, 97].

Predictions for a weakly coupled UCP produce T−0.63 and T−9/2 temperature scalings for ra-

diative and three-body recombination rates, respectively [98]. For ultracold temperatures radiative

recombination is a much slower process compared to three-body recombination, and furthermore

the product of a radiative reaction is two neutral particles that effectively cease to interact with

the remaining plasma [26]. This is not true of three-body recombination. When a “bystander”

third-body electron carries away excess energy from an electron binding to an ion or from an n

level-lowering collision with a Rydberg, the bound neutral may effectively stop interacting with

the plasma, however the free electron does not. The UCP will heat up from the accumulation of

binding energy redistributed throughout the plasma as it gets transferred via third-body electrons.

Figure 2.8 shows electron and ion temperatures from molecular dynamics simulations with initial

conditions Ti = Te = 0 and random uncorrelated particle positions [71]. It clearly illustrates the

expected effects of disorder induced and three-body recombination heating.

Ultracold plasma experiments that rely on charge collection for observations, such as the one

studied in this dissertation, necessarily require external DC fields to guide charges from the plasma

toward the detector. Ref. [99] explores the influences of an electric field on plasma temperature

during formation using numerical simulations with parameters that correspond to our experimental

conditions. Unlike disorder induced heating and TBR, this electric field heating is predicted to be

independent of initial plasma temperature for our conditions. For our experimental conditions, we
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Figure 2.8: Simulated temperature evolution for electrons and ions starting with uncorrelated positions at
Ti = Te = 0 [71]. The electron temperature rise from disorder induced heating (DIH) and three-body
recombination (TBR) is apparent.

can use small enough external DC fields at formation that the associated heating effect is less than

20% of the initial electron temperature.

In addition to the above heating mechanisms, there are also known cooling mechanisms that

apply in UCPs. The two most obvious processes are adiabatic and evaporative cooling. In ideal

thermodynamic terms, in the absence of heating mechanisms like those described above, an un-

bound ultracold plasma will expand freely into the vacuum according to adiabatic expansion with

temperature evolution T ∝ V −2/3 [93, 100].

Since the electrons are bound by a finite potential the velocity distribution can be more ac-

curately described as a truncated Maxwell-Boltzmann or a Michie-King distribution rather than

a pure Boltzmann equilibrium distribution with a long “tail” of high velocity electrons [91, 101].

The cutoff on which velocity class of electrons that can escape the plasma moves to lower veloc-

ities when the ion expansion causes a reduction in depth of the electrons’ confining potential. In

principle, whether caused by expansion or an external field, the loss of electrons with statistically

higher energies leads to a relative reduction in the temperature [102].
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Heating and cooling effects in UCPs have been studied in great detail and often in the context

of predicting limits on the achievability of strongly coupled conditions [13, 71]. Temperature

increases of the electrons from disorder induced heating, TBR, DC-field formation heating, and

even continuum lowering suggest an upper limit on electron coupling Γe / 0.5 just after formation

[19]. The ion coupling typically ranges from Γi ≈ 3 and below, but in the context of laser cooling

UCPs, the ion coupling parameter can be upwards of 10 or more [18].

In this chapter we identified and described key basic properties needed for understanding the

physics in the rest of the thesis. We characterized a number of relevant physical scales and briefly

discussed how magnetization parameters like the cyclotron radius and frequency can be used to

define plasma magnetization regimes based on comparing these scales. We also concluded this

chapter with a section summarizing typical UCP properties. All of these concepts introduced

above will be referenced in some manner in the later chapters. The ultimate goal of this work is to

report and interpret measurements of RF heating of magnetized electrons in a UCP, and this will

be done in Chapter 5. In the next chapter we will explore and develop theoretical models in order

to find an applicable scientific prediction for magnetized plasma RF heating.
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Chapter 3

RF heating theory

The goal of this chapter is to develop a theory framework for understanding RF heating of mag-

netized plasma. We are motivated in part by the physics connection to RF heating of magnetically

confined plasma like what is planned for ITER [21, 103, 104]. Through scaling relations in tem-

perature and density, RF heating theory can also be mapped onto laser heating of plasma through

inverse Bremsstrahlung effects such as what is used in direct-drive fusion designs [53, 54, 105].

There are a number of ways of approaching this problem, which includes various binary collision

[30,42,45,106–109] and dielectric medium treatments [28,32,36,39,42–44,51,52,54,103,106]. In

this chapter we briefly explore binary collision theories and develop in further detail two separate,

yet related, dielectric linear response pictures: AC conductivity and stopping power-like energy

transfer (SPLET).

3.1 Binary collisions

As shown in Section 2.3, in the absence of a magnetic field we could use a binary collision

approach to determine an average momentum transfer rate for a projectile charge in a weakly

coupled plasma. However, the inclusion of magnetic field effects in such a picture is nontrivial

as even ordinary binary Rutherford scattering no longer has a general closed form solution for

the trajectory. Remedies for this issue have arisen in an analytical form through perturbation

theories [42, 45, 106, 109] or in a computational form through a modified collision operator [110].

The simple fact alone that a general analytic solution for magnetized collisions does not ex-

ist clearly makes their analysis a much more difficult beast, yet there are even more issues that

arise in both the analytical and numerical realms. For example, classical trajectory and molecular

dynamics-type simulations can require extraordinarily small timesteps to properly capture particle

motion when ωc is large or for hard scattering conditions when the impact parameter or velocity is

small. Even when the solutions for these trajectories are computed with the proper timesteps the
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picture is not simple. As mentioned in Section 2.5.2, there exist regions in parameter space where

the trajectories are intrinsically chaotic. This amounts to considerable regimes where we expect

perturbation theories to fail to apply.

Nevertheless, there are situations where a perturbative picture of magnetized binary collisions

is appropriate. While the work presented in this thesis is not analyzed in the context of binary

collisions where perturbative treatments are applicable, in the interest of inclusiveness, a brief

summary of the principles of that treatment will be supplied; more in-depth discussion can be

found in Refs. [42, 45, 109].

First, the many body interactions inherent in a plasma are approximated using a screened

Coulomb potential as an effective two-body interaction. The authors of Refs. [42, 45, 106, 109]

also "regularize" the interaction at the origin with a softening parameter to avoid issues that arise

in pertubative treatments due to the singularity. Using a suitable potential for the collision, the

interaction between the electron and target is treated as weak, i.e. the smallness parameter of the

perturbative expansion is the electron-ion coupling strength e2/2πǫ0λm 〈v0〉2 ∼ Γ3/2 < 1 where

〈v0〉 is the average initial relative velocity, λ the screening length, and m is the reduced mass which

in our case of a heavy ion can be well-approximated by the electron mass. Analysis of the equa-

tions of motion in this picture yields a first-order approximation for the perturbed helical electron

trajectory.

From the first-order perturbed trajectory of a single collision one can calculate the slowing force

experienced by a charge traversing a plasma using a stopping power treatment. As demonstrated

in Refs. [42, 45, 106, 109], calculating this slowing force using integrals based off the expansion

of the exp ik · r term in a Fourier transform can produce expressions for the first- and second-

order energy transfer of the collision. They show the first-order term is zero (for the cases with

and without magnetic field), and provide further discussion on the resulting non-zero second-order

energy transfer. In Ref. [106] it is shown this binary collision picture agrees with an entirely

alternate, yet complementary approach—the linear response treatment—in the weakly coupled
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and fast projectile velocity regime assuming one chooses the correct cutoffs for integration in each

treatment.

The wording used here is intentional; the solutions for charged particle energy transfer depend

on the user’s choice of cutoffs. There exists some physical justifications for cutoffs involving small

impact parameters such as a quantum statistical potential [111] that approximates possible quantum

diffraction effects [42]. Screening effects justify vanishing contributions from the largest impact

parameters, but even this method often involves an unphysical hard cutoff. Similar arguments

can be made for cutoffs used in divergent velocity integrals that appear within the treatments.

Regardless, the relatively constrained region of validity in addition to the introduction of ad hoc

cutoffs makes the applicability of this second-order perturbative energy transfer theory somewhat

dubious in many cases. Even so, these perturbative treatments have been successfully used in

establishing links to numerically evaluated magnetized collisions, even without proper handling

of chaotic trajectories, albeit without precise agreement over arbitrary parameter ranges as well

[42, 45, 106–109].

In light of these details we chose to approach an RF heating model using the complementary

linear response treatment in lieu of the binary collision picture. In addition, development of an ap-

propriate classical trajectory Monte Carlo simulation to predict charge energy transfer using binary

collisions in the presence of an oscillating driving field has been an ongoing project happening in

parallel to the work presented here. In principle, purely numerical analysis of RF heating in mag-

netized plasma using molecular dynamics (MD) simulations is also possible, but published results

for magnetized UCP MD simulations omit time-dependent external electric fields and do not ex-

amine RF heating [71,112]. In short, an appropriate treatment for RF heating of a magnetized UCP

using the binary collision picture is presently an ongoing effort.

3.2 Linear response

Rather than treating plasmas as collections of discrete charged particles they can instead be

treated as continuous, charged fluids. This fluid picture can be separated into two regimes based
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on the product ωτ where ω is a characteristic frequency of the studied phenomenon and τ is a re-

laxation time or characteristic timescale between particle collisions [28]. Using textbook estimates

for the electron-ion thermal relaxation time [26], 1/τ ∼ ωpΓ
3/2 ln Λ, we see that for moderate

(finite, nonzero) ωp the condition ωpτ ≫ 1 is satisfied when the Coulomb coupling is weak, i.e.

Γ < 1. In this regime high-order correlation effects are negligible, and the plasma is well approx-

imated using a microscopic description via particle distribution functions [28]. This is called the

kinetic approach. In contrast, when ωpτ ≪ 1 either the collisionality is extremely high such that

the mean free path length and τ become small or the sparseness is such that length scales of interest

are much larger than the mean free path as is the case with collisionless space plasmas [28, 64].

In these limits higher order correlation effects become important and the microscopic treatment

used in the kinetic approach can be replaced with a macroscopic approach. In such a case, instead

of evaluating distribution functions, quantities of interest can be expressed in terms of thermody-

namic state variables. This is called hydrodynamic behavior. The UCPs studied in this thesis work

qualify for the former treatment, the kinetic description.

The kinetic approach starts by describing the plasma with an N particle phase-space distribu-

tion function f (N)(r,v, t) which obeys Maxwell’s equations and the Boltzmann equation

df (N)

dt
≡ ∂f (N)

∂t
+

∂r

∂t
· ∂f

(N)

∂r
+

∂v

∂t
· ∂f

(N)

∂v
=

(
∂f (N)

∂t

)

coll

. (3.1)

In certain cases the collisional term on the right-hand-side can be neglected, and the system re-

duces to what is typically called the collisionless Vlasov-Poisson equations. The linear response

treatment is born from the practice of approximating the distribution function as a small departure

from the equilibrium distribution, f (N) = f
(N)
0 + f

(N)
1 , and solving the subsequently linearized

kinetic equations.

The AC conductivity and ion slowing models discussed in the following sections approximate

solutions to the kinetic equations using the Bogolyubov-Born-Green-Kirkwood-Yvon (BBGKY)

hierarchy [113–116] and first order Vlasov linearization [117], respectively. The BBGKY hierar-
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chy is a formally equivalent decomposition of
df (N)

dt
= 0 into a chain of equations that describe the

i particle distribution f (i) in terms of the i+1 particle distribution f (i+1) and lower order terms [28].

With the proper closure relation, this system can be truncated into a solvable system to approxi-

mate the Boltzmann equation. The smallness parameter justifying the truncation is essentially the

same coupling strength parameter used to justify the kinetic description, Γ3/2.

Oberman et al calculated the plasma high-frequency conductivity using this kinetic BBGKY

approach [50]. The equation is linearized assuming the perturbed one-particle and two-particle

distribution functions, f (1)
1 = f1 and f

(2)
1 = g1, are small departures from the equilibrium one-

particle and two-particle distribution functions, f (1)
0 = f0 and f

(2)
0 = g0, where we now drop

the superscripts out of convenience (including f (N) = f ). They truncate the BBGKY hierarchy

assuming the three-particle correlation function is of negligible order and solve for g1 in terms

of f1 and f0. Then, by substitution, the first order BBGKY equation describing f1 becomes a

solvable linear integral equation. The resulting calculations from this treatment will be discussed

in additional detail in Section 3.4.1.

In the interest of completeness, we also note the kinetic description formulated independently

by Lenard [118] and Balescu [119]. Rather than approaching the kinetic equations assuming a

binary collision approximation with long-range interactions handled ex post facto, Lenard-Balescu

treatments describe weakly coupled plasma dynamics from the solutions of the BBGKY particle

correlation equations assuming screening has been already built-in [72, 120]. Regardless, both

the Lenard-Balescu and linearized Vlasov pictures express plasma dynamics through the so-called

dielectric response function ǫ(k, ω).

3.2.1 Dielectric response function

The kinetic description of a plasma involves solving the Boltzmann equation in conjunction

with Maxwell’s equations for a polarizable medium. In the linear response treatment the polariza-

tion field P is assumed to be a linear function of the external field E, that is
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D = ǫ0(E+P) ≈ ǫ0(E+ χE) = ǫ0(1 + χ)E

D ≈ ǫ0ǫE,

(3.2)

where D is the dielectric displacement, χ is the susceptibility, and ǫ is the dielectric response [121].

Here we adopt a notation where ǫ is unitless so it may be straightforwardly compared with formulæ

expressed in Gaussian-cgs units, but we otherwise continue to use the SI unit system. In general for

anisotropic media such as magnetized UCPs the dielectric response is a tensor Di ≈ ǫ0
∑

j ǫijEj

[28].

Proper handling of anisotropic, time-dependent phenomena requires careful treatment of the

dielectric response. Foremost, a finite response time can be accounted for with the convolution

of the electric field with the retarded dielectric response ǫij(r − r′, t − t′). We adopt here the

formulation as presented in Ref. [74]:

Di(r, t)

ǫ0
= Ei(r, t) +

∑

j

∫ t

−∞
dt′dr′ǫij(r− r′, t− t′)Ej(r

′, t′) +O(E2). (3.3)

Assuming a homogeneous linear medium, performing the typical Fourier transforms in position-

momentum (r↔ k) and time-frequency (t↔ ω), and utilizing the convolution theorem produces

the expression

Di(k, ω) = ǫ0
∑

j

ǫij(k, ω)Ej(k, ω). (3.4)

It should be noted that while the inhomogeneous, time dependent dielectric tensor ǫij(r, t) is related

to the quantity ǫij(k, ω) they are not simply Fourier transforms of one another [122].

If there is no substantial temperature anisotropy then this dielectric response tensor can be

broken up into longitudinal and transverse parts,

ǫij(k, ω) =
kikj
k2

ǫL(k, ω) +

(

δij −
kikj
k2

)

ǫT (k, ω), (3.5)
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where kikj/k2 is the tensor product of unit vectors, δij is the Kronecker delta tensor, and ǫL (ǫT ) is

the longitudinal (transverse) dielectric response function. The aim of this work primarily concerns

the longitudinal behavior so we drop the affixed qualifier and superscript to write ǫL(k, ω) =

ǫ(k, ω) as simply the dielectric response function.

Depending on the nature of the plasma, such as the existence of a magnetic field, different

dielectric functions may be appropriate. For the typical collisionless case of infinite mass ions

with Maxwellian, unmagnetized electrons with thermal velocity vth one obtains [42]

ǫ(k, ω) = 1 +
1

k2λ2
D

(g̃ + if̃),

where g̃ = 1− 2ζe−ζ2
∫ ζ

0

dt et
2

, f̃ =
√
πζe−ζ2 , and ζ =

ω√
2kvth

.

(3.6)

In Ref. [36] the authors derive a dielectric function for the collisional, magnetized case with

electron cyclotron frequency ωc and collision frequency γ. The authors relate this collision fre-

quency to the electron-electron and electron-ion collision frequencies, γee and γei. Starting from

∂f

∂t
+ v · ~∇f + FEM · ~∇pf =

(
∂f

∂t

)

coll

, (3.7)

they treat the collisional term using a standard BGK-type relaxation time approximation [123]

(
∂f

∂t

)

coll

= −γ[f − n

n0

f0], (3.8)

where n =
∫
d3v f(r,v, t) is the spatial charge density and the 0 subscripts denote equilibria

functions.

Assuming a Maxwellian distribution for the equilibrium function f0, they arrive at the following

solution for the dielectric response function of a collisional plasma with magnetized electrons:

ǫ(k, ω, γ) = 1 +
1

k2λ2
D

[F1(k, ω) + iF2(k, ω)] (3.9)
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with

F1(k, ω) = 1 +
∞∑

m=−∞

1

ω +mωc

e−βkIm(βk)[ωG(xm, y)− γF(xm, y)]

F2(k, ω) =
∞∑

m=−∞

1

ω +mωc

e−βkIm(βk)[ωF(xm, y) + γG(xm, y)]

(3.10)

Here Im is the mth order modified Bessel function of the first kind, xm =
ω +mωc

|k‖|vth
, y =

γ

|k‖|vth
,

βk =
k2
⊥v

2
th

ω2
c

, and

G(x, y) = x√
2π

∫ ∞

−∞
dt

(t− x)e−t2/2

(t− x)2 + y2

F(x, y) =
xy√
2π

∫ ∞

−∞
dt

e−t2/2

(t− x)2 + y2
,

(3.11)

where the parallel and perpendicular subscripts refer to the orientation with respect to the magnetic

field vector.

Computing F and G numerically from their definitions in (3.11) can be computationally inef-

ficient. Instead we recognize them as Voigt functions [124, § 7.19] and reduce them to







G(x, y)

F(x, y)







=

√
π

2
x







−Im

Re







[

exp
(y − ix)2

2
erfc

(
y − ix√

2

)]

(3.12)

for which there are standard numerical libraries that can be used to calculate complex error func-

tions and the related Faddeeva function [125]. This form is also useful for identifying the real and

imaginary parts of these functions. From (3.12) we immediately see G and F are strictly real; this

implies F1 and F2 in (3.10) are strictly real. The form for ǫ(k, ω, γ) given in (3.9) can therefore

be used to effortlessly split the dielectric response function into its real and imaginary parts. In the

next section we show how this is helpful and expand on other properties useful in calculations that

incorporate the function.

40



3.3 Properties of the dielectric response function

Before continuing it is prudent to identify certain important properties of ǫ(k, ω, γ) in (3.9)

that are useful when using the function in calculations. In particular, symmetries, parities, and

limiting forms will be explored. In Section 3.4 we will be analyzing integrals with terms of the

form Im[−1/ǫ], the energy loss function (ELF) [36], so we begin here by rewriting the ELF using

(3.9) with our knowledge of its real and imaginary parts

ELF = Im
−1

ǫ(k, ω, γ)
=

k2λ2
DF2

(k2λ2
D + F1)2 + F 2

2

(3.13)

Furthermore, in our calculations we encounter evaluations of the ELF at frequencies ω = nω0

where n here is an integer summation index not to be confused with the density. In such cases we

write xm,n =
nω0 +mωc

|k‖|vth
.

3.3.1 Parity

We can evaluate the parity of our summations and functions under the substitutions m → −m

and n → −n. By inspection we see x−m,−n = −xm,n. Thus

G(x−n,−m, y) =
−xn,m√

2π

∫ ∞

−∞
dt

(t+ xn,m)e
−t2/2

(t+ xn,m)2 + y2

F(x−n,−m, y) =
−xn,my√

2π

∫ ∞

−∞
dt

e−t2/2

(t+ xn,m)2 + y2
.

(3.14)

Substituting t′ = −t produces

G(x−n,−m, y) =
−xn,m√

2π

∫ −∞

∞
(−dt′)

(−t′ + xn,m)e
−t′2/2

(−t′ + xn,m)2 + y2
= G(xn,m, y)

F(x−n,−m, y) =
−xn,my√

2π

∫ −∞

∞
(−dt′)

e−t′2/2

(−t′ + xn,m)2 + y2
= −F(xn,m, y)

(3.15)

Therefore, under the same n and m substitutions,
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F1(k,−nω0) = 1 +
−∞∑

m=∞

1

−nω0 −mωc

e−βkI−m(βk)[−nω0G(x−n,−m, y)− γF(x−n,−m, y)]

= 1 +
∞∑

m=−∞

(−1)

nω0 +mωc

e−βkIm(βk)[−nω0G(xn,m, y) + γF(xn,m, y)]

= F1(k, nω0)

(3.16)

and

F2(k,−nω0) =
−∞∑

m=∞

1

−nω0 −mωc

e−βkI−m(βk)[−nω0F(x−n,−m, y) + γG(x−n,−m, y)]

=
∞∑

m=−∞

(−1)

nω0 +mωc

e−βkIm(βk)[nω0F(xn,m, y) + γG(xn,m, y)]

= −F2(k, nω0).

(3.17)

Since we know F2 is odd and F1 is even under these transformations it’s trivial to show the ELF is

ultimately odd for m→−m and n→−n as well.

3.3.2 Symmetry

While it’s assumed there is cylindrical symmetry about the azimuthal direction, the dependence

of the ELF on the polar angle θ between k and B can be evaluated. Under the substitution θ → π−θ

we find that the arguments xm, y, βk are unchanged. Thus F1, F2, and the ELF all have even

symmetry about the θ = π/2 plane.

3.3.3 Limiting forms

Lastly, we can examine the form of the dielectric response function in the limit of no collisions

and no magnetic field. In the collisionless limit when γ → 0, Ref. [36] shows the functions G and

F reduce to the Fried-Conte dispersion functions [126]
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G(x, 0) = x√
2π

P
∫ ∞

−∞
dt
e−t2/2

t− x

F(x, 0) =

√
π

2
xe−x2/2

(3.18)

where P denotes the Cauchy principle value to account for the singularity at x = t. F1 and F2

become

F1(k, ω, γ→0) = 1 +
∞∑

m=−∞

1

ω +mωc

e−βkIm(βk)[ωG(xm, 0)]

= 1 +
ω√

2|k‖|vth

∞∑

m=−∞
e−βkIm(βk)π

− 1

2P
∫ ∞

−∞
dt

e−t2

t− xm√
2

(3.19)

and

F2(k, ω, γ→0) =
∞∑

m=−∞

1

ω +mωc

e−βkIm(βk)[ωF(xm, 0)]

=
ω√

2|k‖|vth

∞∑

m=−∞
e−βkIm(βk)π

1

2 e−
x
2
m

2

(3.20)

Substitution into (3.9) gives

ǫ(k, ω, γ→0) = 1 +
1

k2λ2
D

{

1 +
ω√

2|k‖|vth

×
∞∑

m=−∞
e−βkIm(βk)

[

π− 1

2P
∫ ∞

−∞
dt

e−t2

t− xm√
2

+ iπ
1

2 e−
x
2
m

2

]}

= 1 +
1

k2λ2
D

[

1 +
ω√

2|k‖|vth

∞∑

m=−∞
e−βkIm(βk)Z

(
xm√
2

)]

(3.21)

where Z(x) is the plasma dispersion function for the special case Im x = 0 [126]. This is precisely

the dielectric function used in e.g. Matsuda’s treatment of collisionless, magnetized plasma AC

conductivity [52].

Finally, we should expect this collisionless dielectric function to reduce to the standard form

used in (3.6) in the limit of zero magnetic field. To quote the authors of Ref. [36], "the limit of the

43



vanishing magnetic field in [terms in (3.21)] is not trivial." Thankfully, in an appendix, the authors

derive an equivalent integral representation of the collisional, magnetized dielectric function that

more readily shows the recovery of the field-free limit (see Eq. (A7) in Ref. [36]).

We are interested in the collisionless (γ = 0) case and can therefore simplify the aforemen-

tioned integral representation to

ǫ(k, ω, γ = 0) = 1 +
1

k2λ2
D

[

1 + is

∫ ∞

0

dt e−X(t)+ist

]

(3.22)

where s = ω/kvth and

X(t) =
t2

2

k2
‖

k2
+

k2
⊥v

2
th

ω2
c

[

1− cos

(
tωc

kvth

)]

. (3.23)

In the B = 0 limit we can Taylor expand the cos term in X(t) to find limωc→0 X(t) = t2/2, thus

lim
γ,ωc→0

ǫ(k, ω) = 1 +
1

k2λ2
D

[

1 + is

∫ ∞

0

dt e−
t
2

2
+ist

]

. (3.24)

We can re-express the integral in (3.24) using Cauchy’s theorem where the contour C is the

rectangle in the lower-half plane formed by the vertices 0 + 0i, 0− is, L− is, L+ 0i,

∮

C

e−z2/2 dz = 0

=

∫ L

0

dx e−(x−is)2/2 + i

∫ 0

−s

dy e−(L+iy)2/2 +

∫ 0

L

dx e−x2/2 + i

∫ −s

0

dy ey
2/2

(3.25)

Taking L → ∞ and reorganizing terms yields

∫ ∞

0

dt e−
t
2

2
+ist = e−s2/2

∫ ∞

0

dx e−(x−is)2/2 =
e−s2/2

√
2i

(

i
√
π − 2

∫ s/
√
2

0

dt et
2

)

=
1√
2i
Z

(
s√
2

)

,

(3.26)

where we have identified the plasma dispersion function [126]
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Z(u) = e−u2

(

i
√
π − 2

∫ u

0

dt et
2

)

.

This produces the well-known expression for the isotropic, Maxwell-Boltzmann dielectric function

lim
ωc,γ→0

ǫ(k, ω) = 1 +
1

k2λ2
D

[

1 +
ω√
2kvth

Z

(
ω√
2kvth

)]

(3.27)

which may alternatively be expressed as

lim
ωc,γ→0

ǫ(k, ω) = 1 +
1

k2λ2
D

(g̃ + if̃) (3.28)

where g̃ and f̃ are exactly what we expect from (3.6).

For the case of the infinite magnetic field we find limωc→∞ X(t) = t2 cos2 θ/2. Substitution

into (3.22) produces an expression much like (3.24), which may be re-expressed using techniques

similar to what we used in the vanishing-field limit above.

3.4 RF heating

Our goal is to find a suitable model for the average thermal energy acquired by plasma electrons

due to interactions with the ions in the presence of a radiofrequency driving electric field. In this

section we explore two treatments using the linear response method: Ohmic heating determined by

the magnetized AC conductivity in the small oscillation amplitude regime, and a stopping power-

like model adapted to calculate the kinetic energy transfer between oscillating electrons and infinite

mass ions.

Let us consider a model where the change in electron thermal energy due to center of mass

(CM) oscillations driven with velocity v(t) at frequency ω0 is approximated by a heating rate η,

dE

dt
= ηmv(t)2. (3.29)
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Taking v(t) = aω0sin(ω0t + φ) where a is the CM oscillation amplitude and φ an arbitrary phase

then time averaging over a single oscillation cycle gives us the average one-cycle energy change

∆E(1) = πηma2ω0. If this change in energy is instantaneously thermalized we can write

∆E(1) =
3

2
kB∆T = πηma2ω0 (3.30)

and express the heating rate η in terms of the electron temperature change ∆T and oscillation

amplitude. Thus, we can compare predicted heating rates for different energy transfer models as

long as we are able to estimate a change in thermal energy for a given driving field strength.

3.4.1 AC conductivity

One direct way of calculating the electron temperature increase due to plasma interactions with

a driving RF field is through Ohmic heating. In the absence of significant nonlinear effects, we can

assume Ohm’s law, J = σE, to find the power of the fields doing work on the charge density J.

This power density p can be calculated from p = J ·E = σE2 where σ is the plasma conductivity.

From p the energy-change rate for a single electron (the charge carrier for the current density in

the lab frame) can be averaged over a single oscillation cycle and compared to (3.30) to determine

the RF heating rate.

In general, both the dielectric response and conductivity are tensors, ǫij and σij . The well-

known relationship between the dielectric and conductivity tensors is [28, 121]

ǫij = δij +
i

ǫ0ω
σij. (3.31)

Just as the dielectric tensor may be expressed in terms of k and ω the same is true of the conduc-

tivity. Similarly, the conductivity can also be separated into longitudinal and transverse parts σ‖

and σ±, where the transverse conductivity is further decomposed into right- and left-circular po-

larization components. Once again, we are most interested in the longitudinal behavior and focus

our efforts on the parallel AC conductivity σ‖(k, ω).
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Oberman and Shure derived a formula for the conductivity tensor of a magnetized plasma with

correlated, infinite mass ions [51]. Kyoko Matsuda extended the derivation for uncorrelated ions

using a test particle method and provides expressions to calculate Re σij(k, ω) which are needed

for treating wave absorption [52]. Matsuda reports the longitudinal conductivity assuming infinite

mass, uncorrelated ions as

σ‖(ω) = i
ǫ0
4π

ω2
p

ω

[

1− e2

ǫ0mω2

I‖(ω)

(2π)2

]

(3.32)

where

I‖(ω) = 2

∫∫∫

dk‖k⊥dk⊥dφ
k2
‖

k2

[
1

ǫ(k, 0)
− 1

ǫ(k, ω)

]

. (3.33)

The real part is given by the following, after switching to polar coordinates,

Re σ‖(ω) =
e4ne

2π2ǫ0m2ω3

∫ kmax

0

dk

∫ π/2

0

dθ k2 sin θ cos2 θ

[

Im
−1

ǫ(k, ω)

]

. (3.34)

The one-cycle RF heat is then

∆E
(1)
AC =

πE2

neω0

Re σ‖(ω0). (3.35)

The kmax parameter is introduced to avoid logarithmic divergences of the integral. It effectively

represents the failure of the linear response treatment in the case of small impact parameter colli-

sions between charges. The value of kmax is typically taken to be 1/rmin where rmin = e2/4πǫ0kBT

is a characteristic collisional length scale related to the average distance of closest approach in a

thermal charge distribution. So, the kmax parameter signifies the neglect of small-impact parame-

ter, large-angle collision effects within the linear response framework unless otherwise corrected

for.

The formulæ presented here were derived under the following assumptions: the product ωτ

mentioned in the beginning of Section 3.2 is understood here to be a comparison of the driving

frequency ω → ω0 and the cumulative 90° deflection time, τ → t90. Oberman et al cite the Spitzer

formula to find this characteristic collision time [26, 50],
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t90 =
2πǫ20

√
m(3kBT )

3/2

nee4 ln Λ
. (3.36)

It is assumed that the driving frequency is high enough that ω0t90 ≫ 1. This is called the reactive

approximation; essentially, the driving field is changing much faster than the charge’s trajectory

changes due to collisions. In Ref. [51] it is explained that the reactive approximation also fails

when the driving frequency approaches the cyclotron frequency, ω0 ≈ ωc. In this case the circularly

polarized components of the transverse driving field rotate at the same frequency as the electron

gyrofrequency, so in the rest frame of the electron the electric field appears to be static and should

be treated with a resistive limit. Lastly, in Ref. [52] Matsuda expresses a limiting field amplitude

in terms of the distance of closest approach eE/mω2
0 < rmin which yields

E < Elim =
emω2

0

4πǫ0kBT
. (3.37)

We can estimate these limiting assumptions for conditions in general correspondence with our

UCP experiment parameters. That is, for electron density and temperature ne = 1.2·107 cm−3, T =

4.5K we get t90 = 43 ns which corresponds to a limiting driving frequency 1/t90 = 2π · 3.7MHz

[26]. In our RF heating measurements we drove the electric field with a frequency 60MHz which

satisfies the reactive approximation outside the cyclotron resonance at B = 21G. From (3.37) this

driving frequency gives us a limiting amplitude Elim = 3.00V/m.

In this thesis work we report on measurements of UCPs that can exceed these limiting con-

ditions. Motivated by the quest for an applicable magnetized plasma RF heating model, we also

developed a stopping power-like energy transfer model (SPLET) in an effort to estimate heating

beyond the limiting conditions enforced by the AC conductivity treatment.

3.4.2 Stopping power-like energy transfer (SPLET)

Since the AC conductivity formulation has limiting conditions on, e.g., the driving oscillation

amplitude, we explored other methods for calculating the energy transfer. The definition of stop-

ping power is S = −dE/dl, the loss of energy per unit path length of a projectile. This can be
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regarded as the slowing force associated with a charged particle’s motion [42, 45]

S = v̂ · (e~∇Φ). (3.38)

Here v̂ is the particle velocity unit vector and Φ is the self-consistent electric potential associated

with the superposition of the particle’s potential and the magnetized electron plasma potential. An

approximate solution for Φ can be calculated using first-order linearization of the Vlasov-Poisson

equations [28, 42, 117, 122].

Ref. [42, § 2.4] uses this method to formulate an expression for the stopping power of an

ion with mass M , charge q = Ze, traveling with velocity vi(t) = ṙi(t) through a magnetized

electron-ion plasma with densities nν , and axially symmetric temperatures 1
3
T‖ν + 2

3
T⊥ν = Tν ,

where ν → (e or i) is an index for particle species. The details of the derivation are not important

in and of themselves, so I will simply quote the starting point and results.

Using the Nersisyan et al notation for the distribution functions fν = nνf0ν +nνf1ν , where f0ν

is the anisotropic Maxwell-Boltzmann distribution

f0ν(v‖, v⊥) =
1

(2π)3/2v2th⊥νvth‖ν
exp

(

− v2⊥
2v2th⊥ν

)

exp

(

−
v2‖

2v2th‖ν

)

, (3.39)

v2th{‖,⊥}ν = kBT{‖,⊥}ν/mν , and f1ν is the perturbed part of the distribution function, we write the

linearized Vlasov-Poisson equations as

∂f1ν
∂t

+ v · ∂f1ν
∂r

± ωcν(v × B̂) · ∂f1ν
∂v

− qν
mν

∂Φ

∂r
· ∂f0ν
∂v

= 0 (3.40)

and

ǫ0∇2Φ = −ρi(r, t)−
∑

ν

nνqν

∫

d3v f1ν(r,v, t). (3.41)

The projectile ion charge density ρi(r, t) can be replaced with that of a point charge delta function

qδ(r− ri(t)).
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The authors solve (3.40) and (3.41) for the potential Φ [42, Eq. 2.46]. Plugging this into (3.38)

produces the following expression for the stopping power in terms of the magnetized dielectric

response function ǫ(k, ω)

S =
2ie2

4πǫ0(2π)3vi(t)

∫

d3k

∫ ∞

−∞
dω

k · vi(t)

k2 ǫ(k, ω)
Ξi(k, ω, t)

∫ ∞

−∞
dt′Ξ⋆(k, ω, t′) (3.42)

where Ξi(k, ω, t) = exp[ik · ri(t) − iωt] [42, Eq. 2.52]. They then simplify the expression for

special cases such as the case of a heavy, unmagnetized (rc ≫ λD) ion moving in a trajectory

with constant velocity, ri(t) = vit. Here we consider an alternate situation where the projectile is

a heavy ion oscillating coaxial with the magnetic field with frequency ω0 at an amplitude a in a

plasma with negligible temperature anisotropy.

The connection between this oscillating-ion stopping power-like model and the magnetized

off-resonant RF heating we wish to calculate becomes plainly evident with a reference frame trans-

formation. In the lab frame the light, magnetized electrons have a distribution of velocities with

a characteristic magnitude set by the thermal velocity vth. In the absence of e-i interactions, an

external off-resonant AC electric field parallel to the magnetic field will cause the electrons to os-

cillate at the driving frequency with an average center of mass amplitude and without alteration

to their relative velocities. The heavy, cold, unmagnetized ions remain effectively stationary since

their oscillation amplitude is smaller than the electrons’ by the mass ratio factor of roughly 105.

Now consider the noninertial frame of reference that oscillates in-phase with and at the same

frequency and amplitude as the electron center of mass motion. In this frame the average electron

motion associated with the driving electric field is exactly canceled by a fictitious force; conversely,

these forces would cause a heavy stationary ion to appear to oscillate in the noninertial frame

at the electron amplitude and frequency. This is the same picture described by the oscillating-

ion stopping power-like model. Even though this argument relies on fictitious forces, it does not

matter; the relative velocities of the heavy ion and plasma are the same between the two pictures.

The work done by electrons with a stationary center of mass on an oscillating ion is equivalent to

the work done by oscillating electrons on a stationary ion.
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This motivates us to develop a stopping power-like model using the formulation presented

with (3.42) under the following substitutions for the projectile ion equation of motion: ri(t) =

a sin(ω0t), and vi(t) = aω0 cos(ω0t). While the stopping power-like force is useful to know, we

actually want the energy change ∆E = Re
∫
S(t)vi(t)dt.

S(t)vi(t) =
2ie2

4πǫ0(2π)3

∫

d3k

∫ ∞

−∞
dω

k · aω0 cos(ω0t)

k2 ǫ(k, ω)
exp[ik · a sin(ω0t)− iωt]

×
∫ ∞

−∞
dt′ exp[−ik · a sin(ω0t

′) + iωt′].

(3.43)

Derived from the Bessel generating function, we can use the expression

exp[−ik · a sin(ω0t)] =
∞∑

n=−∞
Jn(k · a)e−inω0t (3.44)

and perform the dt′ integral.

∫ ∞

−∞
dt′ exp[i(ω − nω0)t

′] = 2πδ(ω − nω0) (3.45)

so the dω integral becomes trivial and our expression in (3.43) reduces to

S(t)vi(t) =
2ie2

4πǫ0(2π)2

∫

d3k

∞∑

n=−∞

∞∑

m=−∞

k · aω0 cos(ω0t)

k2 ǫ(k, nω0)
Jn(k ·a)Jm(k ·a)e−i(n−m)ω0t. (3.46)

Expanding the cos(ω0t) term and integrating over one RF period 2π/ω0 lets us simplify with

∫ 2π/ω0

0

dt {exp[i(m− n+ 1)ω0t] + exp[i(m− n− 1)ω0t]}

=
e2iπ(m−n+1) − 1

i(m− n+ 1)ω0

+
e2iπ(m−n−1) − 1

i(m− n− 1)ω0

=
2π

ω0

(
δm(n−1) + δm(n+1)

)

(3.47)

to get
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∫ 2π/ω0

0

dt S(t)vi(t) =
ie2

4πǫ0(2π)

∫

d3k

∞∑

n=−∞

k · a
k2 ǫ(k, nω0)

Jn(k · a)

× [Jn−1(k · a) + Jn+1(k · a)]
(3.48)

Using the Bessel recurrence relation Jν−1(z) + Jν+1(z) = 2ν
z
Jν(z) and changing to spherical

coordinates reduces the expression on the right-hand side of (3.48) to

ie2

4πǫ0

∫ ∞

0

dk

∫ π

0

dθ
∞∑

n=−∞

2n sin θ

ǫ(k, nω0)
Jn(ka cos θ)

2 (3.49)

the real part of which gives the one-cycle energy transfer

∆E
(1)
SP =

e2

2πǫ0

∞∑

n=−∞

∫ ∞

0

dk

∫ π

0

dθ n sin θJn(ka cos θ)
2

[

Im
−1

ǫ(k, nω0)

]

. (3.50)

Up to this point we have not designated any functional form for ǫ(k, ω). We can now use the

properties illustrated in Section 3.3 for the dielectric response function—collisional, magnetized,

or otherwise—and ELF to further simplify (3.50). We know the ELF is odd with respect to negation

of the index n and likewise J2
n is even. Due to the leading n in the integrand we readily see the

summation is overall even with a vanishing n = 0 term and may thus be written
∑∞

n=−∞ →

2
∑∞

n=1. Furthermore, sin θ, J2
n, and the ELF all have even symmetry with respect to θ = π/2

so the dθ integration may be rewritten from
∫ π

0
to 2
∫ π/2

0
. The infinite upper boundary on the dk

integration leads to divergences just like the AC conductivity treatment and therefore is cutoff at

kmax = 1/rmin. This yields our final expression for the one-cycle energy change

∆E
(1)
SP =

2e2

πǫ0

∫ kmax

0

dk

∫ π/2

0

dθ sin θ
∞∑

n=1

nJn(ka cos θ)
2

[

Im
−1

ǫ(k, nω0)

]

. (3.51)

At this point we note the similarity of the above result to the one derived in Ref. [54], however

in their case the derivation is done assuming no external magnetic field. The formula as written in

(3.51) includes magnetization effects assuming one uses the proper, magnetized dielectric function.
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3.4.3 Low amplitude, high frequency limit

Now we evaluate (3.51) for the low amplitude, collisionless case and show exact correspon-

dence with the expression calculated for the one-cycle heating using AC conductivity in Sec-

tion 3.4.1. We consider the driven-damped harmonic oscillation amplitude

a =
eE/me

√

(ω2
0 − ω2

CM)2 + (ξω0)2
(3.52)

in the high frequency limit (ω0/ωCM)2 ≫ 1 where ωCM ∼ ωp is the electron center of mass

oscillation frequency. Here ξ is an oscillation damping rate related to—not necessarily equivalent

to—the collision rate γ. Starting from (3.51), substituting a ≈ eE/meω
2
0 , neglecting contributions

from n > 1 order Bessel functions, and using the small argument approximation J1(z) ≈ z/2

yields

lim
a,γ→0

∆E
(1)
SP =

2e2

πǫ0

∫ kmax

0

dk

∫ π/2

0

sin θdθ

(
eEk cos θ

2meω2
0

)2 [

Im
−1

ǫ(k, ω0)

]

=
πE2

neω0

Re σ‖(ω0)

= ∆E
(1)
AC.

(3.53)

Equation (3.53) demonstrates how we recover the magnetized AC conductivity from SPLET in the

low amplitude, high frequency limit.

3.4.4 Scaling and extension beyond UCPs

Even though our main focus is on predictions in reference to UCPs, the results shown here can

be extended to plasmas with different temperatures and densities through scaling relationships.

This can be seen most clearly by transforming the expressions into dimensionless forms using

natural, characteristic units. We apply the transformations kλD → k′, ω/ωp → ω′, ωc/ωp → β to

the collisionless, magnetized dielectric function (3.21), for example. It can thus be rewritten
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ǫ(k′, ω′) = 1 +
1

k′2

[

1 +
ω′

√
2|k′

‖|

∞∑

m=−∞
exp

(

−k′
⊥
2

β2

)

Im

(
k′
⊥
2

β2

)

Z

(

ω′ +mβ√
2|k′

‖|

)]

(3.54)

A similar expression follows in the collisional case, (3.9), by naturally scaling the collision rate

with γ/ωp.

In the context of RF heating we examine the scaled form for the heating rate η/ωp → H . This

can be expressed with the above dimensionless parameters k′, ω′, β, in addition to the coupling

parameter Γ, as well as a properly scaled amplitude.

In the stopping power treatment, the amplitude gets scaled by the screening length, a/λD → a′.

With this transformation we rewrite (3.51)

∆E
(1)
SP =

2e2

πǫ0λD

∫ k′max

0

dk′
∫ π/2

0

dθ sin θ
∞∑

n=1

nJn(k
′
‖a

′)2
[

Im
−1

ǫ(k′, nω′
0)

]

. (3.55)

From our expression for η in (3.30) we get

HSP =
ηSP
ωp

=
∆E

(1)
SP

πma2ω0ωp

=
8
√
3

π

Γ3/2

ω′a′2

∫ k′max

0

dk′
∫ π/2

0

dθ sin θ
∞∑

n=1

nJn(k
′
‖a

′)2
[

Im
−1

ǫ(k′, nω′
0)

]

.

(3.56)

For the AC conductivity treatment we start by naturally scaling (3.34).

Re σ‖(ω
′)

ǫ0ωp

=
2
√
3

π

Γ3/2

ω′3

∫ k′max

0

dk′
∫ π/2

0

dθ k′
‖
2
sin θ

[

Im
−1

ǫ(k′, ω′)

]

. (3.57)

From (3.30) and (3.35) we get

HAC =
ηAC

ωp

= 3
Γ3ω′2

a′2

(
E

Elim

)2 Re σ‖(ω
′)

ǫ0ωp

(3.58)

where Elim is the characteristic electric field amplitude defined in (3.37). This field amplitude can

be expressed as a relationship between the high frequency-limit amplitude a ≈ eE/mω2
0 and the

distance of closest approach rmin = e2/4πǫ0kBT [52]. With this notation the scaled heating rate
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can be reduced to

HAC = ω′2Re σ‖(ω
′)

ǫ0ωp

. (3.59)

Both HSP and HAC show similar scaling relationships. This is not necessarily surprising given

we previously showed agreement between models in the appropriate low amplitude limit. In the

next section we evaluate the above expressions from the SPLET and AC conductivity treatments

and characterize some of their differences.

3.4.5 Model evaluations vs. applied magnetic field and RF amplitude for

UCP conditions

We wish to compare the SPLET and AC conductivity models within a parameter space span-

ning the magnetic field strength β = ωc/ωp, the Coulomb coupling strength Γ, and the driving

amplitude E/Elim. In Section 3.4.3 we found that SPLET converges to the AC conductivity treat-

ment in the high frequency, low amplitude limit when the amplitude is well-approximated by

a ≈ eE/mω2
0 . Unless specified otherwise, the function evaluations in this section use this form for

the oscillation amplitude—as opposed to (3.52)—so that differences that arise between the models

can be observed directly.

Before continuing further, I should note a disclaimer statement for the evaluations presented

in this chapter: the linearization approximation for the electron distribution in the Vlasov equation

should begin breaking down when the electron oscillation velocity due to the RF, vRF = aωRF ,

exceeds the thermal velocity vth. This restriction is violated for some ranges of conditions in some

of the plots presented below, and this occurs in plots where the RF amplitude and/or frequency

become very large. The SPLET equations were evaluated under these conditions not with the

illogical intention of producing strong predictions where the theory is invalid but rather to establish

general behavior and trends. In more casual language, I evaluated the theory we developed in

regions it should breakdown out of curiosity to see how things breakdown. I show whole ranges of

parameter spaces for comparisons, but it is important to note the theoretical breakdown expected

around vRF > vth.
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I evaluated the expressions to produce the following results using an assortment of computa-

tional packages. A one-dimensional adaptive quadrature integration algorithm and certain special

functions were taken from the ALGLIB free C++ numerical analysis library [127]. The results

presented here were all calculated using an n-dimensional quadrature integration algorithm, Cu-

bature, provided by the Joannopolous ab initio Research Group at MIT [128]. Terms related to the

complex error function and Faddeeva function, such as those in (3.12), were calculated using the

open-source Faddeeva Package also provided by the Joannopolous ab initio Group [125]. I found

that for comparable numerical tolerances the 2-D Cubature and two nested 1-D ALGLIB integra-

tors produced practically identical results, however the Cubature implementation was one to two

orders of magnitude faster in time to converge. The relative tolerance was set between 1 × 10−3

and 1× 10−4; this is more than precise enough for the predictions we are interested in.

For the parameter space of interest, we found numerical convergence to within the integra-

tor tolerance using nmax,mmax ranging from 80 to over 1000 for the maximum indices in the

sums involving the Jn and Im Bessel functions. Due to numerical instabilities, the large argument

asymptotic form for the e−βkIm(βk) terms was used when the βk = k′
⊥
2/β2 argument is greater

than 50, such as when β approaches zero [124, § 10.40(i)]. This asymptotic expression diverges

when m2 ≫ βk, so in such cases I used the large argument, large order double-asymptotic expres-

sion provided by [124, § 10.41(iv)] and references therein. Along the same lines, when β = 0

the models used the unmagnetized dielectric function (3.6) to avoid computational divergences.

The collisionless, magnetized dielectric function (3.21) was otherwise used for all β 6= 0. Long

numerical integration times disincentivized me from densely evaluating regions where the electron

temperature was high, magnetic field was low, and/or the driving amplitude was high.

We performed a series of calculations using these theories with several goals in mind. We

wanted to determine the predicted effect of an applied magnetic field on heating rates associated

with geometries and dimensionless parameters accessible to UCP experiments. This includes quan-

tifying variations in H as a function of β from weak to extreme magnetization and investigating

the dependence on applied RF amplitude and frequency scales. Lastly, we wanted to see if includ-
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ing a collision term in the SPLET theory resulted in significant changes in the heating rate for our

conditions. These predictions establish a baseline for expectations associated with our parameters

and help us consider how important different effects might be.

Figures 3.1 and 3.2 show the scaled heating rates HSP and HAC as a function of magnetic

field strength β and driving amplitude E/Elim for coupling parameters Γ = 0.137, 0.0456, 0.0137

and scaled driving frequency ω′ = 1.93. These correspond to the following UCP experimen-

tal parameters: ne = 1.2 · 107 cm−3, Te = 4.5, 13.5, 45 K, and ω0 = 2π · 60 MHz. At this

driving frequency and these three temperatures the characteristic electric field amplitudes are

Elim = 3.0, 1.0, 0.3 V/m, respectively. The three non-zero magnetic field strengths evaluated

in Figure 3.2, β = 0.962, 5.85, 12.1, correspond to B = 10.6, 65.0, 134 G. For the most strongly

coupled condition presented here (Γ = 0.137), the magnetic field strength associated with the onset

of the extremely magnetized regime—when rc < rmin—is β = 11.4.

In Section 3.4.4 we found that HSP and HAC both scale with coupling strength in terms of

the product of Γ3/2 with an integral that diverges logarithmically in its upper bound as k′
max =

λD/rmin ∼ Γ−3/2. Combined, the scaling with coupling strength will be between Γ1/2 and Γ3/2.

This is corroborated by comparing the vertical scale of each panel in Figures 3.1 and 3.2.

The variation in heating rate as a function of magnetic field strength at the scales we are in-

terested in appears to be relatively small as is illustrated in Figure 3.1. There is little variation at

low fields near β = 0, and near β = ω′ we see a local maximum. For β > ω′ we see a local

minimum followed by a gradually increasing heating rate, but this all occurs within a few percent

of the average value over the plotted region. The heating rate predicted by SPLET depends on os-

cillation amplitude and decreases relative to the AC conductivity prediction with increasing driving

field strength. The qualitative structure of the heating rate as a function of magnetization does not

significantly change with coupling strength or driving strength over the region of interest.

Plotting the heating rate versus driving field amplitude, like in Figure 3.2, we can clearly see

that for small amplitudes the SPLET heating rate exhibits the same linear dependence on the square

driving amplitude as predicted by the AC conductivity’s Ohmic heating. As the amplitude E/Elim
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(a)

(b) (c)

Figure 3.1: Scaled heating rates HSP and HAC as defined in (3.56) and (3.59) versus magnetic field strength
β = ωc/ωp at density n = 1.2 · 107 cm−3 and RF driving frequency ω′ = ωRF /ωp = 1.93. In each panel
HSP is plotted for three driving amplitudes scaled by the temperature-dependent characteristic field Elim

defined in (3.37). The coupling strengths across the panels work out to the following electron temperatures
and Elim: (a) Γ = 0.137, Te = 4.5K, Elim = 3.0V/m; (b) Γ = 0.0456, Te = 13.5K, Elim = 1.0V/m;
(c) Γ = 0.0137, Te = 45K, Elim = 0.3V/m.
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(a)

(b) (c)

Figure 3.2: Scaled heating rates HSP and HAC as defined in (3.56) and (3.59) versus scaled driving electric
field amplitude E/Elim at density n = 1.2 · 107 cm−3 and RF driving frequency ω′ = ωRF /ωp = 1.93.
Elim, defined in (3.37), is a temperature-dependent characteristic electric field amplitude. In each panel both
HSP and HAC are plotted for four magnetic field strengths β = ωc/ωp. The three non-zero β correspond to
the following magnetic fields B = 10.6, 65, 134G. The coupling strengths across the panels work out to the
following electron temperatures and Elim: (a) Γ = 0.137, Te = 4.5K, Elim = 3.0V/m; (b) Γ = 0.0456,
Te = 13.5K, Elim = 1.0V/m; (c) Γ = 0.0137, Te = 45K, Elim = 0.3V/m.
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increases, the nonlinear terms in the SPLET cause the predicted heating rate to deviate from the

linear approximation. This deviation generally becomes significant when the oscillation velocity

aωRF approaches or exceeds the electron thermal velocity vth [54]. This condition for the onset of

nonlinearity can be expressed as v′ ≡ aωRF/vth > 1; in terms of our scaled driving parameters

E/Elim and ω′ = ωRF/ωp we have

E

Elim

>
1√

3ω′ Γ3/2
⇔ v′ > 1. (3.60)

One way we can characterize this deviation in the models is by finding the amplitude at which

there is a 10% difference between predictions as a function of magnetization. That is, we solve

1−HSP(E/Elim)/HAC = 0.1 for E/Elim and define the solutions as the 10%-deviation amplitude.

Figure 3.3 plots the 10%-deviation amplitude in terms of E/Elim as a function of β for the lower

temperature Γ = 0.137 condition and two RF driving frequencies, ω′ = 1.93, 5.79. Figures 3.2(b)

and (c) show the same curves as (a) with rescaled vertical axes to highlight the relative features. The

red vertical lines in (b) and (c) denote the magnetic field strengths where the cyclotron frequency

equals the RF frequency, ωc = ωRF .

For the most part, the amplitude for a constant fractional deviation between models gradually

decreases with higher magnetic field strength with the exception of features in the shape of the

curve associated with cyclotron frequencies near harmonics of the RF frequency. This mild be-

havior in the predicted onset of RF heating nonlinearity as a function of magnetic field has been

similarly observed in magnetized stopping power theory [46].

3.4.6 Modeled heating rate dependence on driving frequency

Even though the RF heating experiments performed for this thesis used a single value for the

driving frequency, as part of a broader review of H [129], we looked at its dependence on ωRF .

Doing so allows us to establish baseline expectations and predictions for trends. This is potentially

useful for guiding planned parameter spaces in future experimental explorations.
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(a)

(b) (c)

Figure 3.3: (a) Scaled field amplitude characterizing a 10% difference between heating rates HSP and HAC

versus magnetic field strength at two RF frequencies ω′ = ωRF /ωp = 1.93 and 5.79. In other words, plotted
is the solution to 1−HSP(E, β)/HAC(β) = 0.1 as a function of β at the Γ = 0.137, Te = 4.5K condition
for ωRF = 2π ·60MHz and 2π ·180MHz. Lower panels (b), (c) are the same as (a) except split and rescaled
to emphasize features associated with cyclotron frequencies near harmonics of the RF frequency. The red
vertical lines in the lower panels mark where ωc = ωRF .
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The variation in H as a function of ω′ = ωRF/ωp is shown in Figure 3.4 for three values

of Γ (0.15, 0.05, 0.015) and three degrees of magnetization. The solid, dashed, and dotted lines

correspond to evaluations in different Γ–β-dependent magnetization regimes [27]: the solid lines

are for β = 0; the dashed lines are for β representative of strong magnetization when rmin < rc <

λD; and likewise, the dotted lines are at extremely magnetized β when rc < rmin. The values

of β plotted for each of the non-zero magnetization regimes are βrmin<rc<λD
= 2.5, 5.7, 14.1 and

βrc<rmin
= 25, 130, 800 for couplings Γ = 0.15, 0.05, 0.015, respectively.4 The top row of panels

(a,b,c) are evaluations of the low-amplitude AC conductivity predictions (3.59), and the bottom

row (d,e) are similar calculations with finite amplitude E/Elim = 10 using SPLET (3.56).

The decrease of H with increasing ω′ is consistent with previous predictions. [52, 54] For un-

magnetized and strongly-magnetized conditions, only mild variations are observed across different

values of ω′ for the values of Γ investigated. Increasing the magnetization does produce differ-

ences, but across all the conditions studied with small enough oscillation amplitudes (a/rmin / 10)

these differences are relatively minor despite order-of-magnitude changes in degree of magnetiza-

tion.

Whether or not the magnetic field is predicted to enhance or decrease H under conditions

of extreme magnetization depends on the coupling strength and oscillation parameters. We see

that the dependence of H on ω′ is generally steeper in the extremely magnetized regime. This

observation is qualitatively similar to the subtle change in dependence of H on E/Elim at the

highest β plotted in Figure 3.2. One effect of this is that the sign of the relative change in heating

rate with extremely magnetized electrons compared to the lesser-magnetized cases is predicted to

depend on a and ωRF . For the range of Γ explored here, the low-amplitude heating rate is enhanced

at extreme magnetization for ω′ ' 1 and decreases with larger ω′. The steeper dependence in this

heating rate produces a crossing point where the enhancement at lower ω′ generally becomes a

reduction for high ω′ outside of the ω′ = β cyclotron resonance.

4E.g. the curves in Figure 3.4(b) and (e) are at β = 0, 5.7, 130.
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Figure 3.4: Scaled heating rate H versus scaled driving frequency ω′ = ωRF /ωp. The solid, dashed, and
dotted lines correspond to evaluations in different Γ–β-dependent magnetization regimes [27]: the solid
lines are for β = 0; the dashed lines are for β representative of strong magnetization when rmin < rc < λD;
and likewise, the dotted lines are at extremely magnetized β when rc < rmin. The values of β plotted for
each of the non-zero magnetization regimes are βrmin<rc<λD

= 2.5, 5.7, 14.1 and βrc<rmin
= 25, 130, 800

for couplings Γ = 0.15, 0.05, 0.015, respectively. The top row of panels (a,b,c) are evaluations of the low-
amplitude AC conductivity predictions (3.59), and the bottom row (d,e) are similar calculations with finite
amplitude E/Elim = 10 using SPLET (3.56).
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What is most notable across all of the results plotted in Figs. 3.1 through 3.4 is that consis-

tently there is only a mild dependence on magnetic field for appropriately chosen dimensionless

parameters. This is despite the fact that the degree of magnetization of the electrons is changing

profoundly over the values of β that have been investigated. This general observation of only mild

dependence on electron magnetization in the predictions of this linear response theory with regard

to heating arising from finite AC conductivity is the central one obtained as a result of this work as

it informs expectations for measurements associated with UCP laboratory-accessible scales.

It is reasonable to question the validity of examining nonlinear effects born from a linear re-

sponse treatment of RF heating. The authors of Ref. [54] provided results from 2D particle-in-cell

(PIC) simulations of unmagnetized RF heating to compare with their nonlinear theory and found

agreement when v′ ≈ 1. By v′ = 15, a factor of ~2 discrepancy between the PIC simulations and

theory has developed. The authors suggest correlated collisions could play a role if the driving field

causes electrons to collide repeatedly with the same ion(s) over timescales shorter than ω−1
p . Thus,

for RF amplitudes and frequencies corresponding to v′ > 10, the nonlinear heating rate theory

presented in this chapter can be expected to breakdown. Still, heating rates in parameter ranges

extending beyond these constraints are calculated and plotted in the above figures for the sake of

exploration, but the validity of our model’s predictions at very large RF amplitude and frequency

is very much suspect.

3.4.7 Effects of the electron relaxation term in ǫ(k, ω) on predicted heating

Ref. [36] offers a prescription for including electron relaxation processes by solving the lin-

earized, magnetic Vlasov equation for the dielectric function ǫ(k, ω) with the inclusion of a BGK-

type collision term [123]. The resulting formula, transcribed in Section 3.2.1 as (3.9) and succeed-

ing equations, is expressed in terms of the collision frequency γ. The authors relate this parameter

to the sum of the electron-electron and electron-ion collision rates,

γ = γee + γei. (3.61)

64



The electron collision rate with species ν is given by

γeν = Ceν
8
√
2π

3

(
e2

4πǫ0

)2
nν

memνv3eν
ln Λeν (3.62)

where Cei = 1, Cee =
√
2, v2eν =

kBTe

me
+
kBTν

mν
, and ln Λeν is a generalized Coulomb logarithm [36].

The large ratios between electron/ion temperature and mass lead to simplifying reductions for

γ. We see that vei ≈ vee
2

=
kBTe

me
; similarly ln Λei and ln Λee are typically within one or two

orders of magnitude of each other. Therefore the remaining mν factor in the denominator of (3.62)

suggests the total collision frequency is well-approximated by solely the electron-electron collision

rate.

The authors of Ref. [36] also provided theoretical expressions for and plots of ln Λeν in con-

sideration of both charge species as well as magnetization effects. It is noted that for e-i collisions

their expressions are the same as those derived for ionic temperature relaxation rates in the magne-

tized [32] and unmagnetized [26] cases. Generalizing to e-e interactions can be accounted for by

the replacement of ion parameters with those of electrons in addition to a
√
2 factor accounted for

in the above formula by Cee.

Rather than using the purely theoretical prediction for γee provided by Ref. [36], we may in-

stead wish to find values backed by experimental measurements. This substitution would also

serve useful since the form of the expression provided for ln Λee is not particularly conducive to

straightforward numerical integration and evaluation. Fortunately, magnetized electron collisional

equipartition rates—which can be directly related to thermal relaxation rates [32]—have been sys-

tematically studied using theoretical treatments in good agreement with measurements [66]. These

equipartition rates, τ−1
eq , describe the equilibriation of a temperature anisotropy between dimen-

sions parallel and perpendicular to the magnetic field

dT⊥
dt

= −T⊥ − T‖
τeq

. (3.63)

In the case of an unmagnetized plasma we find [26, 32]

65



γee =
5√
2
τ−1
eq . (3.64)

Interpolating Table I in Ref. [66] provides us with predictions for τ−1
eq as a function of the

parameter κ̄ ∼ rmin/rc ∼ B/T 3/2 which depends on both magnetic field and temperature. The

predicted electron equipartition rate decreases monotonically with increasing κ̄. If we assume the

5√
2

conversion factor in (3.64) is constant with respect to the magnetic field then τ−1
eq (n, κ̄) gives

us γee(Γ, β). For instance, the predicted collision rate from this method yields γee = 1.52 · 107 s−1

at n = 1.2 · 107 cm−3, Te = 4.5K, B = 10.6G.

The effect on heating rate from including the collisional relaxation term in the dielectric func-

tion is explored in Figure 3.5. I evaluated heating rates over two decades of collision rates centered

about the rate γee(β) predicted by the method described above for Γ = 0.137 at the usual three

non-zero magnetization strengths. Plotted is the ratio of the heating rates calculated from SPLET

at E/Elim = 1 using the “collisional” dielectric function ǫ(k, ω, γ) from (3.9) compared to rates

using the “collisionless” ǫ(k, ω, 0) derived as (3.21). The curves decrease gradually and mono-

tonically with increasing collision frequency. Their intersection with the center vertical gridline

shows a modest decrease in predicted heating rate of less than 5%, and the absolute vertical scale

suggests that even if the collision rates are underestimated by an order of magnitude the heating

rates would decrease by no more than 25%.

3.5 Chapter summary

In this chapter we explored and developed theoretical treatments for RF heating of magnetized

ultracold neutral plasma. We identified two separate physical pictures, one in terms of binary colli-

sions and another as a linear response dielectric treatment. The linear response picture can be used

to predict Ohmic heating from a magnetic field-dependent AC conductivity, but the theory only

applies in the limit of small amplitude oscillations. We developed an alternative model for plasma

RF heating using a Vlasov-Poisson-based stopping power-like energy transfer (SPLET) treatment
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Figure 3.5: The ratio of heating rates calculated using the collisional and collisionless magnetized dielectric
functions, (3.9) and (3.21), as a function of collision frequency at Γ = 0.137 and three magnetic field
strengths. The center frequencies γee(β) are determined from (3.64), and at β = 0.952, 5.85, 12.1 this
produces γee = 15.2, 6.53, 3.74µs−1, respectively.
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with the goal of finding a prediction applicable to new experimental measurements reported in this

dissertation.

We evaluated and compared the predicted scaled, longitudinal RF heating rate from both the AC

conductivity and SPLET treatments as functions of applied magnetic field strength, electron tem-

perature, driving field amplitude and frequency, and BGK-type collisional relaxation rate. These

calculations teach us several things about expected effects and variations across these parameters.

The main result across all of the data presented in this chapter is that variations in the longitudinal

RF heating rate are predicted to be mild (of order unity) across a large range of magnetic field

strengths—even into the extremely magnetized regime—for plasma and RF parameters accessible

to UCP experiments. Nonlinear effects associated with RF amplitudes larger than low-amplitude

limits were evaluated and found to not be critical for our experimental conditions. Finally, the

potential effect of collisions on the SPLET was evaluated using a BGK relaxation approximation

and found to likely be relatively insignificant for our conditions.

The models and evaluations in this chapter establish the theoretical framework for our predic-

tions, and in the next chapter we will develop the experimental framework for our measurements.

Looking forward to Chapter 5, there we will combine the results of the theoretical and experimental

frameworks established in Chapters 3 and 4 into a systematic measurement paired with reasonable

physical predictions.
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Chapter 4

Experiment operation

Up to this point in the dissertation we have focused primarily on plasma physics background,

theory, and modeling. Now we turn our attention toward experimental aspects. The primary re-

sults, experimentally measuring RF heating of magnetized electrons, are presented and discussed

in Chapter 5. Understanding where our numbers come from and how to interpret them hinges upon

a solid grasp of the machine and techniques used to produce those results. In this chapter we start

with a brief overview of key aspects in the experiment apparatus’ design and operation with the

understanding that most specific details can be found in dissertations from preceding students Tru-

man Wilson [15] and Wei-Ting Chen [17]. What is not covered in those references are the recent

modifications made in order to adapt the apparatus to produce and probe strongly magnetized ul-

tracold plasma; I detail these changes and modifications in Section 4.2. In Sections 4.3 through 4.6

I discuss the techniques and results for the calibrations and predicating measurements we needed

to ultimately make a systematic experimental determination of RF heating in a magnetized UCP.

4.1 Apparatus design

The experimental apparatus described in this section is of laboratory tabletop scale. The com-

ponents mainly consist of: an ultrahigh vacuum (UHV) chamber (and related equipment like vac-

uum pumps); four lasers and associated optics; and combinations of off-the-shelf and student-

assembled electronics for electric and magnetic field generation and control. First, I will describe

the UHV chamber.

The UHV chamber has a tube-shaped, “stream” design about 1.1m long formed by assembling

stainless steel sections with inner diameter ~3.8 cm. We designate two physically separated re-

gions, identified in Figure 4.1 as the Neutral and Plasma regions. The neutral atomic section is on

the “upstream” side; the “downstream” end is the photoionization and plasma region. This stream

terminology references a typical experiment sequence that transports atoms ~73 cm from the neu-
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tral region to photoionization region, and the photoelectrons are pulled further downstream toward

a detector. This separate-region and transport design was inspired by BEC experiment design [130]

and will be discussed in more detail later.

Figure 4.1: Diagram depicting the UHV apparatus and experiment “regions,” adapted from Ref. [15]. The
top portion includes the upstream neutral preparation region; the bottom portion is the photoionization and
plasma region. The top and bottom portions are connected at the black arrow.

I will now provide general descriptions of UHV components going from upstream to down-

stream before discussing the lasers and electronics. As illustrated in Figure 4.1, the upstream end

of the chamber is a glass cell used for neutral Rb laser cooling and trapping. It has a decahedron

shape with nine 2" windows for optical access to allow atom fluorescence collection and absorp-

tion imaging paths in addition to the laser cooling and trapping. The physically relevant details for

the laser cooling and trapping will be summarized in Section 4.1.1. The tenth face of the glass cell

is coupled to a stainless steel UHV section. A tee near the glass cell contains Rb atom dispensers,

or getters. Two tees downstream are used to attach ion vacuum pumps that maintain the UHV
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pressure. A loosely mounted aluminum disk with inner diameter ~6mm separates the two vacuum

tees along the stream. This disk acts as a differential pumping aperture to separately pump down

the upstream and downstream regions.

The center of the downstream plasma region is defined by the middle of the X-shaped section

of the chamber. Within this section is an electrode assembly described in detail in Section 4.2.1.

The upstream end of the assembly is capped by a copper disk with a center hole drilled through

for atom transport into the region. The downstream end of the assembly has multiple stainless

steel wire grids. The four arms of the X shape have windows for optical access for the two-photon

photoionization described in Section 4.1.2. A tee and four-way cross provide access for wires to

connect the electrode assembly to UHV-compatible electrical feedthroughs. Centered outside the

photoionization region is a magnetic wire coil that produces an approximately uniform magnetic

field in the middle of the plasma region in a direction coaxial with the chamber stream. This coil

and associated current controls are discussed in Section 4.2.2. Electrons from the photoionization

region can be pulled downstream by wire grids toward a micro-channel plate (MCP) detector.

More information on the MCP and charge detection is provided in Section 4.1.2. Additionally,

challenges we discovered in the plasma-to-MCP electron transport process will be described in

Section 4.2.3.

The operational sequence for experiments is controlled by LabView on a desktop computer.

The program I used was designed by a previous student, Tony Gorges, with adaptations from an

undergraduate research assistant, Matt Heine [131]. It sends sequence instructions to a 64-channel

National Intrusments Digital I/O (DIO) board from Viewpoint USA. The DIO board generates

programmed TTL sequences based on the LabView instructions. More details on the timing and

TTL triggering for the measurements presented in this thesis can be found in Section 4.2.4.

4.1.1 Neutral Rb preparation

Now I will go over key operational principles used in the neutral region. I will give basic

overviews of the laser cooling and trapping techniques utilized in the neutral Rb preparation. I
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have structured my summary of these principles based on the chronological order of a typical

experiment sequence.

First, we use a typical Rb magneto-optical trap (MOT) in our experiments [132]. Many more

specific details about our MOT beyond what is mentioned in this thesis can be found in Ref. [15].

Here I will review some laser cooling and trapping techniques [130,132–136] in the context of our

experimental parameters.

We can understand many of the basic properties of magneto-optical trapping using a simplified

one-dimensional picture. I have supplied an illustration for reference in Figure 4.2, and I will

begin by describing Doppler cooling. Consider an atomic system represented by the J = 0 and

J = 1 energy levels, disregarding the specifics of light polarization and Zeeman splitting for

the time being. Light tuned away from resonance is scattered by atoms less frequently than near

resonance. Momentum can be transferred from laser light to atoms during a scattering event. Since

the incoming radiation is directed in a particular direction but the outgoing scattered light has

an approximately-uniform random distribution, there can be a non-zero average net momentum

transfer over time which results in a force on the atoms. The Doppler effect for atoms moving

toward a light source blueshifts the light frequency; conversely, atoms moving away from a light

source result in the light being Doppler redshifted. If the frequency of the light is red detuned

from the transition, as indicated by the dashed red line in the figure, then the atoms moving toward

the light source will experience a greater scattering rate. This velocity-dependent enhancement

of scattering creates an average “drag” force. Illuminating the atoms with this red-detuned laser

light from both sides, as indicated by the wavy red arrows, creates a cooling effect called optical

molasses [132, 136].

This 1D optical molasses, as it has been described thus far, does not have any spatial con-

finement or trapping qualities. The atoms are free to drift out of the cooling volume. This can be

addressed by taking advantage of a spatially-dependent Zeeman splitting and properly chosen light

polarizations. Consider the case where an applied magnetic field has a magnitude B ∝ |z| such

that the J = 1 level splits into magnetic mJ sublevels as a function of distance from the origin, as
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Figure 4.2: Illustration of a one-dimensional magneto-optical trap for a two-level atomic system, with
energies indicated by J = 0 and J = 1 states. Counter-propagating laser light is indicated by the red wavy
lines with red-detuned energy depicted with the dashed line. A quadrupole-shaped magnetic field with
magnitude B ∝ |z| centered at z = 0 creates a position-dependent Zeeman splitting for the mJ sublevels.
The orientations of the polarizations of the beams that creates a trapping force (see text) is indicated.

indicated by the black lines in Figure 4.2. The polarization of the red-detuned light can be chosen

in such a way that an atom drifting away from z = 0 is preferentially scattered by the light source

it has moved toward. In the figure, this is illustrated by showing that an atom at z > 0 has its

energy levels shifted closer toward resonance with a ∆mJ = −1 transition, so the σ− beam will

push it toward z = 0. A similar argument follows for the z < 0 and σ+ case. Thus, this type of

setup would produce both cooling and trapping.

The one-dimensional geometry can be extended into three dimensions. We can implement

a beam geometry with laser light intersecting a volume of space from both directions on three

orthogonal axes. This six-beam geometry is illustrated in Figure 4.3. We red detune ~12MHz the

laser light to create the optical molasses for cooling. An applied magnetic quadrupole field from

Anti-Helmholtz (AH) coils along with appropriately polarized laser beams generate the position-

dependent trapping force on the atoms [136]. Adjustable waveplates and retro-reflecting mirrors

provide the proper polarizations and alignments for the counter-propagating beams.

73



Figure 4.3: Illustration of a magneto-optical trapping configuration. The red arrows indicate laser light di-
rected in both directions along three orthogonal axes; the blue loops represent the anti-Helmholtz (AH) coils
that generate the magnetic quadrupole field. Anti-Helmholtz coil current directions and laser polarizations
are labeled.
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The process described above requires a closed cooling cycle for the atom-light interactions.

85Rb is not a simple two-level system like what was presented earlier in the one-dimensional ex-

ample. The relevant energy levels are identified in Figure 4.4. The 5S1/2 ground state has hyperfine

levels identified by the F numbers; the 5P3/2 excited state hyperfine splittings are likewise labeled

as F ′ numbers. The F = 3 → F ′ = 4 transition forms a nearly closed cooling cycle. This is

because atoms in the F ′ = 4 state will decay back to F = 3. However, off-resonant excitations

from F = 3 to F ′ = 3 and F ′ = 2 are also allowed. Atoms that end up in one of these other excited

states have decay channels to the F = 2 ground state. The hyperfine splitting of the ground state

is such that the cooling beam, indicated in the figure as the red arrow, is no longer resonant for

atoms populating the F = 2 state. The F = 2 atoms are thus dark to the MOT forces, so we apply

a repump beam that cycles the F = 2 → F ′ = 3 transition as indicated by the magenta arrow.

Atoms repumped to the F ′ = 3 state can then decay back to the upper-hyperfine ground state and

rejoin the cooling cycle.

The cooling and repump beams used in our experiment are laser diodes mounted in thermally-

regulated, student-assembled Littman-Metcalf external cavity housings. The laser diode frequency

can scan over ~1–2GHz without mode hopping. Rubidium Doppler-free saturated absorption

spectroscopy [137] configurations calibrate each laser’s frequency, and we use dichroic atomic

vapor laser locks (DAVLLs) to set and precisely tune laser frequencies over ~200MHz bandwidth

[135].

The MOT collects ~107–108 atoms and reaches a saturation number in about one to two min-

utes. The loading is monitored in real time by collecting MOT fluorescence on a photodiode.

Typical experiment conditions suggest using smaller, colder neutral clouds generally improves op-

erating performance. Hence, experimental sequences starting from the initial MOT begin with a

compression stage [134] by red detuning the cooling beam 60MHz and attenuating the repump

beam for about 20ms. These changes to the light field cause a reduction in outward radiative

pressure within the MOT so it subsequently shrinks. The compressed-MOT—or CMOT—can be

observed using laser absorptive imaging. Time-of-flight expansion imaging sequences lets us esti-
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Figure 4.4: Diagram for relevant 85Rb energy levels and laser wavelengths. The red arrow represents the
cooling and first-stage photoionization laser, and the magenta arrow is the repump laser. The blue arrow
represents the second-stage of photoionization when a ~479 nm photon from a tunable pulse dye laser takes
the excited Rb electron above the ionization threshold with excess kinetic energy ∆E.
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mate CMOT size and temperature. We observe an approximately spherically-symmetric Gaussian

density with σ ∼ 300µm, and temperature T / 100µK. This is less than the predicted Rb

Doppler cooling limit and can be explained by sub-Doppler cooling mechanisms during the MOT

formation and compression stages such as Sisyphus cooling [133]. As the CMOT stage finishes,

the repump light is shuttered closed while the cooling beam remains illuminating atoms for 4ms.

This optically pumps the atoms into the lower hyperfine F = 2 ground state in preparation for the

next stage.

After the CMOT and optical pumping stage, the atoms need to be transported to the plasma

region. We do this by loading the Rb cloud from the CMOT to a magnetic quadrupole trap. This

is accomplished by ramping up the MOT AH coil current from 30 to 130A and shuttering the

laser light. Our radial (horizontal) field gradient is ~33G/cm, half the value of the axial (vertical)

gradient. The magnetic quadrupole trap (or magnetic trap, for short) uses the linearly increasing

field near the AH center and the neutral atom magnetic dipole moment µ to generate a locally

attractive potential for some of the magnetic Zeeman levels, U = −µ · B. The cloud of trapped

atoms distorts into an ellipsoid shape.

The only atoms from the CMOT that can be trapped by the magnetic quadrupole are those

in magnetic m < 0 sublevels with the correct sign for low-field attraction. The magnetic trap

potential is anharmonic in contrast with the approximate MOT potential. This implies the neutral

cloud will inevitably heat during the magnetic trap loading process. Absorptive imaging after

this stage suggests the size and temperature of the neutral cloud approximately doubles. We have

an iterative procedure—that I will soon describe—that attempts to simultaneously optimize the

neutral cloud’s size, temperature, and spin polarization.

Magnetic shim coils installed along three orthogonal axes provide control over the physical

overlap of the center of the B = 0 center-point of the magnetic trap (the MOT center is affected

by optical forces and is not necessarily at the same B = 0 point). Absorptive imaging of the

atoms as they are released from either trap let us tune the positions of the MOT and magnetic trap

centers to minimize the temperature-increase associated with the loading process. Since the size
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of the cloud in the magnetic trap is directly related to the temperature, minimizing the temperature

and size go hand-in-hand. We also have a technique to maximize the trappable population of

atoms by altering their spin polarization. We use a method we call “recapture” with the following

sequence: atoms are loaded from the CMOT to the magnetic trap, the atoms are released from

the trap after being held for a number of seconds, then we immediately recover MOT conditions

to sense via fluorescence how many atoms were recaptured out of the magnetic trap and back

into a MOT. A retro-reflecting mirror geometry creates the anti-propagating MOT beams, which

then create wavelength-scale intereference patterns in the trapping volume. Using the collected

recapture fluorescence as a proxy for the trappable, properly-spin-polarized atom population, we

can crudely adjust polarization patterns in the MOT by realigning these retro-reflecting mirrors

to optimize the signal. Performing these slight optical realignments can in turn affect the MOT

position and temperature previously optimized by the size-imaging procedure. Since we do not

have independent control over each of these parameters, the optimization is imperfect in practice

and iterated until the neutral cloud temperature, size, and spin-polarization are as good as we can

reasonably achieve.

Once the neutral atoms are successfully loaded into the magnetic trap they can be transported

to the photoionization region. This is possible because the atoms will adiabatically follow the

magnetic field of the trap so long as the time rate-of-change of the atomic Larmor precession

frequency is much smaller than the square of the frequency, dωL/dt ≪ ω2
L. The AH coils are

attached to a linear translation stage that runs about 1m down the length of our chamber. The

atoms pass through a differential pumping aperture in addition to the hole in the copper disk.

This is accomplished by physically adjusting the chamber alignment with respect to the translation

stage; I also installed magnetic shim coils that shift the zero of the AH field near these apertures

to optimize atom transfer downstream. Once downstream, absorptive imaging suggests the neutral

cloud has roughly doubled in size once again compared to pre-transport magnetic trap images. We

attribute this in-trap size increase to Eddy currents in the cylindrical chamber and disk apertures
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that cause too-rapid changes in the field of the magnetic trap during the transportation process and

heat the atoms.

This summarizes the operational principles used for the neutral atom preparation. I covered—

in a brief overview—the key physics associated with magneto-optical trapping, magnetic trapping,

and neutral atom transport. The photoionization region is covered next.

4.1.2 Photoionization & plasma region

Once the atoms have been transported to the plasma region they need to be prepped for pho-

toionization. The chamber is designed for two-photon photoionization through the inclusion of a

vacuum section with X-shaped arms with windows on the ends for laser access. One arm is used

for a red beam excitation to the intermediate 5P3/2 state, and the other is for our tunable, blue

dye-laser pulse beam. The atoms need to be positioned in the intersecting volume of these beams.

This is done by finely adjusting the translation stage parameters to position along the stream (z)

direction, and shim coils I installed lets us shift the center of the magnetic trap in the (xy) plane per-

pendicular to the apparatus stream. The atom positioning is observed and verified using absorptive

imaging through both arms.

After we position the atoms, a very precisely timed sequence of events must occur in order to

generate a photoionized plasma in a uniform magnetic field. I will briefly describe this sequence

now; additional details for important steps will be addressed further along in the chapter. The

atoms begin positioned in a magnetic trap. Field gradients would create non-uniformities in atom-

light interactions across the cloud, so the magnetic trap is turned off before laser light is turned

on. At this moment the neutral atom cloud is free to expand and fall due to gravity. We have a

time of about five milliseconds to finish photoionization preparations before the atoms start to fall

out of the photoionization volume. In this time the atoms need to be optically pumped from the

F = 2 ground state to the F = 3 ground state, the plasma magnetization coil must be ramped

up (for appropriate conditions), and then the red photoionization beam can begin cycling Zeeman-
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shifted atoms into the excited 5P3/2 F ′ = 4,mF ′ = −4 stretched state. The arrival of the blue

photoionization pulse marks the time of plasma formation.

As I mentioned, immediately after turning off the magnetic trap field we first need to repump

the atoms. The atoms are transported in the F = 2 state in the magnetic trap due to an anomalously

high trap loss rate we observed for atoms in the 85Rb upper-hyperfine F = 3 ground state. We

attribute this high loss rate to stray scattered light near the 5P3/2 F
′ = 3 and F ′ = 2 states, and

it effectively prevents us from transporting the atoms downstream in the upper hyperfine state.

This problem does not exist for lower-hyperfine F = 2 ground state atoms, so we transport the

atoms in the lower state and optically pump them with our repump laser into the upper hyperfine

state at the plasma region. The repump intensity is relatively weak and is not expected to heat the

atoms significantly over millisecond timescales. Therefore we turn the repump light on before the

magnetization coil ramp and leave it on throughout the remainder of the experiment.

Since the neutral atoms are freely expanding and falling after release from the magnetic trap,

we have a relatively short time to ramp up our magnetization field. We accomplish this with a

specialized circuit described in detail in Section 4.2.2. We choose to ramp the magnetic field before

photoionization because the Rb Zeeman shift can be taken into account fairly straightforwardly.

Otherwise, if the magnetic field were ramped after photoionization, then the EMF generated by

a large dB/dt implied by Faraday’s Law could heat charges and affect the plasma. Furthermore,

switching on a large magnetic field over timescales shorter than the UCP lifetime would require

heroic efforts. The field direction is coaxial with the apparatus stream because of the chamber

geometry. The coaxial magnetic field also assists with challenges involving electron transport

toward the detector. This is addressed further in Section 4.2.3.

We begin the two-photon photoionization by shining the red excitation light on the atoms about

5µs before the arrival of the blue laser pulse. This duration is more than long enough to saturate

the excited population but not so long that it significantly heats the neutral atoms. The red light is

tuned to resonance between the 5S1/2 F = 3,mF = −3 and 5P3/2 F
′ = 4,mF = −4 stretched

states based on the 1.4MHz/G Zeeman shift for each measurement’s magnetic field [69].
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The blue photoionization pulse is generated by a tunable Sirah dye laser pumped by frequency-

tripled Nd:YAG INDI-40-10 QuantaRay laser pulses. The Q-switched YAG laser is pumped by

flashlamp with a 10Hz repetition rate. The 1064 nm YAG pulses are frequency-tripled to 355 nm

by a harmonic generator cell in the laser housing. The ultraviolet 355 nm pulse excites Coumarin-

102 dye molecules circulated in the Sirah laser to generate gain tunable over 40 nm centered around

475 nm . The dye laser produces a beam with ~6 ns pulse width and about 2mJ of energy per pulse.

As mentioned in Section 2.6.1 and illustrated in Figure 4.4, the initial electron temperature of the

plasma is determined by the excess energy (∆E in temperature units) of the blue photons over

the ionization potential. We use a computer-controlled diffraction grating in the dye laser cavity

to tune the wavelength just short of the 479 nm 5P3/2-to-continuum threshold. This is how we

generate photoelectrons as cold as ~3K in an ultracold neutral 85Rb+-e plasma.

During my plasma measurements I observed a gradual decrease in blue pulse power by a factor

of about a half over a timescale of two to three weeks of typical experiment operation. The culprit

appeared to be rapid degradation of the YAG flash lamps presumably caused by aging equipment.

I changed the flashlamps routinely to recover performance and prevent the blue pulse intensity

from dropping lower than saturating intensity. The YAG laser has since been replaced after the

measurements reported here were taken, and this has solved the power diminishment issue.

The electrodes in the plasma region are configured to guide electrons to the MCP that caps the

downstream end of the chamber where they are then detected. Details concerning the electrode

assembly are covered in Section 4.2.1. In brief, the plasma region is an open design capped on one

end by a copper disk with a center aperture and bounded by a steel wire grid (the “plasma grid”)

on the other end. Additional grids downstream of the plasma grid guide electrons toward the MCP

detector.

The technical specifications and details for the MCP we use can be found in Ref. [15]. To sum-

marize the basic operational principals here, the MCP consists of a millimeter-scale-thick resistive

material (wafer) across which is a high-resolution array of micrometer-scale-diameter hollow tubes

(channels) through the wafer. The faces of the wafer can be charged by high-voltage supplies to
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produce fields that guide electrons that escape the UCP through the channels and generate electron

multiplication through dynode effects, i.e. secondary electron emission.

The electron currents escaping the plasma, subsequently amplified by the MCP, are detected

as charge current on a phosphor screen. Current from the MCP phosphor screen flows into a

0.5µF capacitor connected in series that acts as high-pass filter to block the kV DC potential on

the MCP phosphor screen from other electronics. Two fast, low distortion RF amplifiers provide a

factor of roughly 25 gain in signal sent to a LeCroy WaveSurfer 104MXs-A 1GHz digital storage

oscilloscope. A fast photodetector senses the blue laser pulse and triggers the oscilloscope to save

a voltage trace “shot” where t = 0 is synced with photoionization. Example shots demonstrating

UCP formation and electron detection can be seen in Figures 4.18a, 4.19a, and 4.21a. The context

for those shots will be discussed in their appropriate sections, but for now I will comment on the

background noise we observe in our shots.

Example background shot data is presented in Figure 4.5 where we save traces without forming

a plasma. The blue trace is an individual shot measuring the MCP background signal; the orange

trace is an average of 289 background shots. We can observe relatively high amplitude noise

associated with the firing of the YAG laser pulse and lower amplitude noise with a substantial

signal around 10MHz. The low amplitude noise tends to average down, however the pickup from

the YAG pulse has a persistent stable structure. I installed a loop of wire around the MCP head to

act as an antenna in an attempt to detect the noise and characterize correlations. The green trace in

Figure 4.5 is the antenna signal associated with the same shot as the blue MCP trace, offset from

the MCP trace for clarity. The red trace is a 289-shot average of the antenna signals measured

simultaneously with the MCP signals that produced the orange trace.

I remove DC offsets and variations slow compared to the ' 20µs observation time using a

simple subtraction method. The portions of individual MCP traces where no electrons are detected

are fit to smooth quadratic functions to subtract an average background. Most of our relevant

metrics are calculated from integration windows that effectively average over high frequency noise.
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Figure 4.5: MCP background and antenna noise. The blue line is a single example MCP background shot,
and the orange line is an average of 289 similar shots. Likewise, the green trace is the antenna signal
associated with the MCP example shot, and the red line is an average of the corresponding 289 antenna
traces. The antenna traces are offset by −1.5V for clarity.

In theory, the MCP background subtraction can be improved with a clever utilization of correlated

information contained in the antenna signal.

We can visualize correlations and common structures between the MCP and antenna time series

by plotting the amplitudes of the signals as a parametric curve. Figure 4.6 shows 100 × 100 his-

togram heatmaps from 289 curves that plot the MCP signal against the antenna amplitude without

any manipulations to the data. The white line in the right panels is the parametric curve associated

with the orange and red average traces in Figure 4.5. The results of this fairly straightforward study

suggests more advanced single-shot noise filtering is possible with a correlated-antenna technique.

However, we chose not pursue an advanced subtraction method for the measurements reported in

this dissertation. Current operating conditions suggest our shot-to-shot variations in the number of

atoms and their spatial size dominate our statistical uncertainty as opposed to the single-shot noise.

Shot-to-shot fluctuations are most clearly observable in the total detected electron number. We

calculate this number using the cumulative integral of the detected electron current. The green and

red traces in Figures 4.18a and 4.19a are cumulative integrals of two shots taken in one respective

measurement session, and they demonstrate the factor of ~2 variability in shot-to-shot ionization

number. Observations suggest the fluctuations come from variability in the neutral atom prepara-
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(a) (b)

(c) (d)

Figure 4.6: (a) Log-scale heat map of MCP-Antenna amplitudes (see text); (b) same as (a) but overlayed
with average trace; (c) Linear-scale zoomed in on center; (d) same as (c) but overlayed with average trace.
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tion or red beam pre-photoionization excitation. Shot-to-shot variations can be seen in downstream

absorptive imaging of the neutral cloud from the same red beam we use for photoionization. The

variations in plasma response at a particular number are not as variable as the shot-to-shot total

number as is demonstrated by the lower panel plots in Figures 4.18 and 4.19. In general, the fluc-

tuations hurt our signal-to-noise ratio and make data integration times longer, but otherwise they

do not appear to be a critical issue.

This concludes my summary of the apparatus and operational principles. Again, additional

details can be found in the previous students’ dissertations [15] and [17]. In this section I described

the process we use to photoionize a prepared ultracold cloud of Rb. The electron detection scheme

was given a brief overview, and I discussed background noise and fluctuations we observe in the

detected MCP signal. Next I will describe the major modifications to the apparatus we constructed

and installed during my time operating the machine that made our reported measurements possible.

4.2 Apparatus modifications

Configuring our apparatus to generate strongly magnetized UCP electrons required making

changes from the configuration used in previous experiments. In this section, I describe the key

modifications. I will address why each change or addition was made, what specifically was modi-

fied, and how we constructed and implemented the modification.

4.2.1 Electrode replacement

One of the first projects I was tasked with before conducting the experiments reported in this

thesis was to replace the electrode assembly used to control and enable probing of the plasma. The

primary reason for this replacement came from a shift in research direction. The original electrodes

were designed with the capability of sculpting an electric potential for a nested Penning-Malmberg

trap. A series of seven ring electrodes on the scale of millimeters away from the photoionization

volume would in principle allow enough control of the local electric fields to simultaneously con-

fine both charge species of opposite sign [15]. In practice, the electrode configuration produced
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complicated and/or steep features in the electric field that made it difficult to characterize the true

shape of the potential at the plasma [17]. Furthermore, after evaluating topics of interest available

to our UCP experiment, we decided that studying magnetization effects would be more interesting

than what our experiment could teach us from trapping the plasma.

The previous electrode configuration could still have been used to generate a UCP with mag-

netized electrons. Most of the challenges associated with that configuration had to do with the

close-scale design of the electrodes relative to the plasma and how to accurately characterize the

spatially-complicated electric potentials they generated. The potential was also complicated by

time-dependent patch charge effects. By moving the electrodes away from the plasma region we

also reduce the effects of variable patch charges. We therefore chose to redesign our plasma re-

gion electrodes using a more open, simplified geometry. Rather than using seven rings millimeters

from the plasma I constructed and installed a new plasma region consisting of a grounded alu-

minum tube, inner diameter ~2.5 cm, capped on both ends by electrodes about 2 cm centimeters

away from the plasma. Figure 4.7 illustrates a not-to-scale cartoon of the different plasma regions.

In order to replace the plasma region I had to construct an assembly that included six additional

downstream wire grid electrodes for electron extraction toward the detector.

At the upstream end is a disk made from copper, diameter 2.53 cm and thickness 0.64 cm. We

chose this material because it is a good conductor with lower amounts of patch charge. The disk

is electrically isolated from the grounded aluminum housing by a thin strip of Kapton. A 6mm

diameter hole was drilled through the center of the disk to allow the neutral atoms to enter the

region as they get transported from the upstream region in the center of the translating magnetic

trap.

At the downstream end is a steel wire grid welded to a steel ring. The ring has inner diameter

1.91 cm and the same outer diameter and axial thickness as the copper disk. The ring is press fit

against a copper wire, and insulated from the grounded housing with Kapton. A grid geometry is

used so that charges can be pulled downstream through the electrode toward the detector without
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Figure 4.7: Not-to-scale cartoons of the old and new plasma region electrode configurations. The dotted
lines indicate wire extraction grids that pull charges further downstream toward the MCP, and the green dot
represents the photoionization volume where the plasma is formed.

significant losses from charges impacting conducting surfaces. I call this grid nearest to the plasma

region the “plasma grid.”

The construction then installation for the plasma region electrodes were such that knowledge

of the distances from the copper disk and plasma grid to the plasma volume was not better than

the few mm level. Given the way the electric field is structured in the plasma region, this is not

sufficient on its own to calculate the electric fields from the applied DC voltages on the electrodes

to the necessary precision. Also, the fact that the geometry is not cylindrically symmetric and the

presence of patch charges further reduce the possibility of accurately determining the value of the

fields solely through calculations.

Between the plasma grid and MCP are additional, identical grids interspaced to transport

charges pulled past the plasma grid toward the detector. The plasma grid is connected to an Ag-

ilent 33250A 80 MHz Function/Arbitrary Waveform Generator that lets us program DC voltages
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and time-dependent ramps, typically between 0 and 4 V. The downstream transfer grids are all

connected to steady 135 V DC supplies.

I have provided photographs of the plasma region and full assembly in Figure 4.8 for reference.

The copper disk, Kapton insulation, optical access windows, and plasma grid associated with the

plasma region are all visible in Figure 4.8a; an axial view of an extraction grid nested within the Al

housing is shown in Figure 4.8b. I constructed the assembly using department resources like the

machine shop and the invaluable guidance of Bob Adame. It was designed for UHV compatibility

and required us to avoid outgassing agents in common adhesives and solder, so I hand-machined

everything to press-fit precision. I wove and welded the wire grids by hand in an attempt to

minimize the number of electrons impacting conductors on their journey from the plasma to the

detector. Figure 4.8c shows a photograph of a custom jig I made to aid in the construction of the

grids.

As I mentioned, the primary reason we considered replacing the electrodes was to simplify the

structure of the electric potential in the plasma region. I modeled the electrostatic environment of

the new assembly using the finite difference method Laplace solver software, SIMION. Contour

plots of the potential and fields for typical electrode voltages are shown in Figure 4.9. The model

assumes cylindrical symmetry about the z axis, which is only approximately true. The left panels

illustrate the electrostatic environment with 1V applied to the copper disk and all other conductors

grounded; the right panels show a typical UCP electron extraction configuration with a grounded

upstream disk, 0.7V plasma grid, and 135V on the downstream extraction grids. The figures

demonstrate the relative smoothness and flatness of the electrostatic environment at and around the

photoionization volume near z = 2, y = 0 cm.

The simplicity of the field in the plasma region, in addition to reduced sensitivity to variable

patch charges, opens doors for a number of experiment possibilities. It makes the RF heating

measurements reported here much more straightforward. Furthermore, in the future, the new elec-

trode assembly should be well-suited for studying Rydberg formation rates in UCPs using field

ionization as a detection method.
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(a) (b)

(c)

Figure 4.8: Photographs of the new electrode assembly during construction. (a) Copper disk, optical access,
and extraction assembly visible; (b) On-axis view of an extraction grid nested in the Al housing; (c) Student-
assembled jig for custom grid weaving and welding.
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(a) (b)

Figure 4.9: SIMION models for two configurations of the electrostatic environment in the plasma region due to voltages applied to the electrodes.
(a) Upstream copper disk 1V, all grids 0V. (b) Typical extraction configuration: 0V upstream disk, 0.7V plasma grid, 135V downstream extraction
grids.
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4.2.2 Magnetization coil

The previous iteration of the apparatus used a relatively small ~10G quiescent magnetic field

coaxial with the chamber in order to guide electrons leaving the plasma away from the ring elec-

trodes. The associated circuitry for that coil was not rated to produce the >100G fields we sought

to use in our study. Therefore, we needed to design circuitry—and while we were at it upgrade

hardware—deemed suitable for the planned UCP magnetization experiments. I will first talk about

the coil design we chose followed by a discussion on our solution to timing constraints imposed

by our UCP formation process.

Our goal was to modify the apparatus to produce a precise, controllable, up to 1000G and

uniform magnetic field in our photoionization volume. This effectively constrains us to electro-

magnetic coil geometries. Large B fields can be generated with modest currents if we had a small

coil near the plasma, but dissipating heat from a wire coil housed in vacuum poses challenges. In

lieu of this we designed a coil external to the chamber. The geometry of the chamber suggested

this coil should be coaxial with the apparatus stream like the quiescent coil it replaced.

Using a coil large enough to fit outside the chamber has two issues: a larger coil radius means

more current is required to produce the same magnetic field compared to a smaller coil, and a larger

coil cross-section means a larger inductance. The problem becomes apparent when considering

timing constraints in the photoionization process I described in Section 4.1.2. We need to ramp up

the magnetic field in a timescale shorter than 1ms, and the voltage required to drive this ramp is

dominated by the product L dI/dt. Thus we face challenges due to a larger current, inductance,

and driving voltage. We solved these issues using a specially-designed circuit to ramp up to stable

>100G fields in sub-ms timescales.

Figure 4.10 shows a diagram for the circuit we built to control our plasma magnetization coil.

The inductor with the red label represents the 120 turn, ~4 cm diameter magnetic field coil (B-coil)

wrapped around the chamber. There are four Crydom DC200D60C solid state relays, labeled S1–

S4, and two power supplies V1 & V2. These are typically switched between three configurations

to vary the magnetic field during an experiment sequence: off, low, and high. The off setting opens
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Figure 4.10: Circuit diagram for the system we use to control and switch the applied magnetic field. See
text for details on labeled components and sections.
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S1 and S2 in order to cutoff current from either supply through the coil. This is done between shots

to prevent the steel chamber from acquiring a permanent magnetization.

The “low” field setting refers to S1 & S3 closed and S2 & S4 open. This configuration allows

>8A of current to be pulled through a large inductor “Big L” and into a low-resistance ground

path labeled “Charging bypass.” A servo controls the gate of a FET on the B-coil path so that

a fraction of the current coming from V1 is allowed to flow through the B-coil rather than the

charging bypass. A Hall probe feeds current information to the servo to stabilize the magnetic field

from the coil at a low, quiescent strength. This is the default field configuration for positioning

the atoms in the plasma region and for our ~10G measurements where the magnetic field does not

ramp to a “high” field setting.

The high field setting refers to the inverse of the low setting described above. Here relays S1 &

S3 are opened, and S2 & S4 are closed. The high setting is in general switched from the low setting

after Big L has been charged by the current from V1. By opening S3 and closing S4 we are in effect

forcing all of the current into the B-coil that was previously flowing into a low resistance bypass.

Closing the S4 relay activates a “FET bypass” that circumvents the servo action that stabilizes the

field at a quiescent level in the low setting.

Rapidly changing the current through the B-coil in a timescale shorter than its natural L/R

time requires a substantial driving potential. This potential is supplied in our circuit by magnetic

energy we stored in the Big L inductor before switching out of low-setting operation. The current

is supplied by V2. Note that the low-setting and high-setting current paths have different effective

resistances, and furthermore the high setting does not incorporate servo stabilization in the current

path. It’s for these reasons we switch between two power supplies with individualized voltage

and current limits we tune for sub-millisecond switching and satisfactory stability at both low and

high current settings. In practice, finding these supply limit settings for a particular current is a

fairly laborious process because the four knobs we can tune do not independently affect the circuit

behavior.
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Figure 4.11: Hall probe signal (see Figure 4.10) demonstrating the ~200µs fast switch-on time for the
magnetization coil current. The major horizontal divisions are 500µs, and the vertical scale shows the
current switching from <1A to ~8A. The current falls off over its natural inductive timescale at the end of
the trace.

Figure 4.11 shows a photograph of a trace measured by a Hall probe that demonstrates the

circuit’s fast current switching and stability capabilities. The minor divisions along the horizontal

axis are 100µs intervals, and the probe voltage on the vertical axis shows the current switching

from a 0.4A low setting to an ~8A high setting. We can observe the current switching quickly

on the left side of the trace in a time ~200µs; the gradual slope on the right side of the trace

when the power supply is switched off demonstrates the much slower natural inductive timescale

of the circuit. I would like to acknowledge the assistance of fellow student Puchang Jiang in

characterizing and installing the circuit.

We can model the B field in the plasma region using a geometric, magnetostatic model that

accounts for the finite coil dimensions. I calculated the magnetic field from an array of 120 circu-

lar current loops arranged in a rectangular-cross-section coil with axial length 1 cm, inner radius

2.07 cm, and outer radius 2.82 cm. We can also determine the magnetic field by measuring the

Zeeman effect on the neutral atoms. I recorded the total integrated photoelectron signal as a func-

tion of red laser detuning at a ~4A high current setting. The data from this measurement is plotted
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Figure 4.12: Zeeman shift measurement by detuning red laser. Measurement of the 85Rb Zeeman shift for
the relevant photoionization transition (see text). The total detected photoionized charge is plotted as dots a
function of the first-stage red laser detuning. The line is a Gaussian fit.

in Figure 4.12. The 187MHz detuning at the peak of the Gaussian fit function corresponds to a

Zeeman shift from a 134G magnetic field. The geometric model suggests this field is generated

by a current of 4.35A. This value is within 5% of the current limit settings we used for the power

supplies.

4.2.3 Guide solenoid

One of the complications I observed in our experiments was a reduction in electron signal with

increasing magnetic field. We should expect our largest photoionization signals near B = 0 when

Zeeman broadening is small because at larger magnetic fields the red laser is tuned to the mF =

−3 → mF ′ = −4 transition and becomes detuned from the mF = −1,−2 atoms. However, this

effect is not a sufficient explanation for the reduction in detected signal we observed. The apparatus

geometry is also subject to detection inefficiency as the magnetic field alters electron trajectories

while they are extracted downstream. A magnetic field-independent detection efficiency is not
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critical for our measurements, but signal-to-noise considerations are certainly relevant. In this

section I will discuss my implementation of a guide solenoid to improve magnetized photoelectron

detectability.

As I mentioned, we expect Zeeman broadening to reduced the number of photoionized neutral

atoms when we form our plasma at higher magnetic fields. We do not optically pump the atoms

into a particular mF state so the 5S1/2 F = 3 atom population in our magnetic trap will be roughly

evenly distributed among the mF = −1,−2,−3 sublevels. We tune our laser to resonance with

the Zeeman shifted mF = −3 to 5P3/2 F
′ = 4 ,mF ′ = −4 stretched-state transition since it has

the largest Clebsch-Gordon coefficient of the accessible transitions and because it is a cycling

transition in this context. The diminished probability to excite the other trapped atoms accounts

for one factor in our photoionization efficiency.

The orientation of the red laser beam with respect to the magnetic field also affects the transi-

tion probability. Ideally, we could achieve maximum photoionization probability using circularly

polarized σ− to cycle the ∆m = −1 stretched state transition. However, the magnetic field—

which provides the atom quantization axis—is oriented along the chamber axis at a 45° angle to

the red beam’s optical access. This means the light in the atoms’ frame will have both σ− and σ0

components. In theory, we can rotate the magnetic field direction with a perpendicular shim coil

to align it with the red beam direction and improve the atomic excitation fraction. In practice, the

effort required to implement a proper B field rotation is not necessarily worth the gain in photoion-

ization number. Regardless, a nonideal laser polarization will also contribute to photoionization

inefficiency.

These effects could account for the reduction in detected photoelectrons I observe when com-

paring plasmas formed at 10 and 65G, but they do not explain the reduction I observed going from

65 to 134G. Our hypothesis was that charge reflection near grounded surfaces was preventing

electrons from continuing downstream toward the detector. We form the UCP in a positive poten-

tial relative to the grounded conducting chamber, so the electrons are energetically forbidden from
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Figure 4.13: Diagram of the magnetic field lines associated with our coil-chamber geometry. The dashed
lines symbolize the grounded chamber walls, and the solid red loop represents the magnetization coil.
Adapted from [140].

impacting the aluminum housing. In the absence of a magnetic field the electrons are focused in

the radial direction and accelerated in the downstream direction toward the positive voltage grids.

In the presence of a magnetic field the electrons gyrate around an axis called the guiding center.

This charge gyration is comparable to a loop current with an analogous magnetic dipole moment

[138]. This effective moment aligns antiparallel with the external magnetic field lines. Changes in

the magnetic field vector will cause the particle trajectory to adjust in such a way that this magnetic

moment is an adiabatic invariant [138, 139]. As illustrated in Figure 4.13, the off-axis magnetic

field lines that the electrons follow away from the photoionization volume arc radially outward to

the grounded walls of the assembly. The magnetic field affects off-axis electron trajectories by

bending their momenta from the axial direction to the radial direction. Other effects like E × B

and B × ∇B drifts are also present in our system, but their predicted magnitudes are relatively

small.5

5The magnitude of E × B and similar drifts may become large near the wires of the extraction grids, but the
interaction time is exceptionally small due to the high electron velocity in those vicinities.
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When the magnetic field is weak the radii of curvature of the guiding centers are large. This

means the adiabatic rotation of the electron momenta will be small and the parallel kinetic energy

KE‖ ∝ v2z remains large compared to KE⊥ ∝ v2x + v2y . This is important because the electric

potentials in the spaces between the 135V extraction grids form saddle points and therefore act

as potential barriers along the axial direction. At stronger magnetic fields, the electron KE‖ can

become reduced enough that it is reflected in the axial direction before it reaches the detector. The

guiding center effect is adiabatic, so the reflected electrons are still energetically allowed to reach

the MCP if they eventually acquire an axial trajectory. However, each reflection increases the

probability that the electron is lost by impact on a charged conductor before reaching the detector.

This loss mechanism can be demonstrated using the SIMION software to simulate electron

trajectories in a model of our electrode and coil configuration. This model, along with certain

example electron trajectories, is shown in Figure 4.14. The figure shows five stacked illustrations

for identical electrode voltages and different magnetic field configurations; the magnetic field coil

(not depicted) is centered between the copper disk and plasma grid. In each panel the electron

begins from rest at a distance y = 0.7mm from the z axis of symmetry. The top three panels

labeled “No Guide” show that the electron trajectory becomes increasingly off-axis with larger

magnetic field and eventually undergoes reflections and loss on a modeled grid wire.

Our solution was to install a guide solenoid wrapped down the length of the chamber from the

plasma region to the MCP. This coil provides a weak magnetic field to bend the guiding center field

lines downstream. I modeled this solenoid in SIMION using a coil geometry with 1.9 cm radius,

29 cm length, and 35 turns. The guide solenoid’s ability to counteract losses from the divergence

of our magnetization coil is demonstrated in the fourth panel of Figure 4.14 with a guiding field

of about 9G from a 6A current. This is the current I found that roughly optimized the detectable

photoelectrons at 134G, as shown in Figure 4.15. With increasing current, I observe a factor of ~2

increase in number of detected electrons per shot, but this number reaches a maximum and begins

to drop off. If the guiding field becomes large enough, then it can produce reflections itself due to

field nonuniformities, as demonstrated in the bottom panel of Figure 4.14.
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Figure 4.14: Electron trajectories as they are extracted from an off-axis photoionization volume through the electrode assembly, simulated using
SIMION. The solid black line is the electron trajectory, and the electrodes are labeled with their corresponding voltages.
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Figure 4.15: Measurement to find the guide solenoid current that optimizes charge detection on the MCP.

4.2.4 Trigger timing

One final modification I will make note of is a change to the triggering process we use for

the timing sequence associated with our plasma experiments. The 10 Hz rep rate of the blue

photoionization pulses sets the clock the experiment needs to synchronize to. When we “start”

an experiment sequence the LabView program sends the timing instructions to the DIO board.

The DIO board idles with the loaded instructions until a TTL signal synchronized to the YAG

flashlamp supply tells the DIO board to execute the precisely timed sequence. We therefore have

two independently cycling, albeit synchronized, clocks: the 40 MHz DIO clock and the 10 Hz

YAG clock. In the initial experiment design, the DIO clock effectively controlled the timing of

every other part of the experiment besides the YAG pulse.

The synchronization of the clocks at the beginning of the DIO-controlled sequence is tempo-

rally separated from when the photoionization occurs by a relatively large number of cycles. This

is illustrated in a timeline diagram, Figure 4.16. There is a fairly short early sequence for neutral
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preparation; followed by a relatively long, several-second wait for the motorized translation stage;

then finally a short, precise sequence programmed to form and probe UCPs. I observed up to

~100 ns timing jitter in DIO triggers relative to blue light generation at time of plasma formation.

To remove this jitter, we installed hardware to effectively decouple the plasma sequence TTL sig-

nals from the DIO clock. Now, we can instead trigger off of the YAG-synchronized TTL signal

associated with the blue photoionization pulse.

Figure 4.16: Diagram illustrating key sequences in a timeline format for preparing the neutral atom sample
and performing the photoionization.

I installed a TTL-driven wideband switch6 (RF switch) with connections illustrated in a dia-

gram format in Figure 4.17. The black-bordered boxes correspond to the labeled equipment and

electronics, and the blue arrows are the TTL trains and sequences. The input of the RF switch is

connected to the TTL signals synchronized from the power supply for the YAG laser flashlamp.

The output of the switch is connected to a Berkeley Nucleonics 525-6C delay/pulse generator.

This switch prevents the delay/pulse generator’s trigger-sync port (green circle) from receiving ev-

ery pulse in the 10Hz train coming from the YAG power supply. The gate of the switch is closed

by the DIO board during an interval such that the only signal from the YAG pulse train that is

transmitted by the switch is the one immediately preceding the ionization pulse.

6Mini-Circuits ZASWA2-50DR-FA+, DC–5 GHz
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Figure 4.17: Diagram showing connections for improved trigger timing. The black-bordered boxes corre-
spond to the labeled equipment and miscellaneous electronics; the blue lines with arrows are the TTL trains
and sequences; the ports of the wideband RF switch are labeled in red text; and the trigger-sync port for the
delay/pulse generator is circled in green.

The delay between the YAG TTL signal and the generation of the blue light is ~200µs which

is long enough that the pulse generator can trigger the appropriate plasma-region hardware. This

includes a 280MHz AOM that switches on the red excitation (not repump) photoionization light as

well as two arbitrary function generators that apply DC, AC, and/or ramping voltages to the copper

disk and plasma grid. The DIO board continues to control the magnetic field switching because

that occurs milliseconds before ionization and would not be affected by the sub-microsecond jitter

I observed in plasma formation timing. The applications of the photoionization light and electric

fields, on the other hand, benefit from the < 1 ns jitter in synchronization with plasma formation

afforded by the improved trigger timing.

This concludes the section’s discussion of major apparatus modifications. I covered the fol-

lowing key additions: a new, open-design plasma region electrode assembly; a sub-ms-switchable

magnetization coil and control circuit; a guide solenoid for increased electron detection efficiency;

and an adjustment to experiment sequence triggering to reduce timing jitter. We will now turn

toward the predicating calibrations and measurements made in the process of our RF heating ex-
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periments. In the remaining sections of this chapter, I will discuss the purpose and relevant princi-

ples for each calibration and measurement. The general procedures used and key results are also

reported.

4.3 Charge and DC field calibration

After replacing the electrode assembly and magnetic coil we chose to recalibrate the MCP using

the method described in Ref. [15]. This technique correlates the total ion plasma number with the

electron signal measured at the oscilloscope and simultaneously determines the approximate DC

electric field in the photoionization volume. The overall accuracy of our number calibration is

unimportant for us, as we mainly need to know the plasma density rather than the plasma number.

Similarly for the electric field, an approximate measure of the DC field at the plasma is sufficient,

but the AC amplitude from the applied RF fields needs to be calibrated with precision. Regardless

of precision, the number-field calibration measurements reported in this section provide us with a

model that self-consistently incorporates the plasma’s total charge number, it’s size, and the axial

electric field in the region.

4.3.1 Principle

The primary goal of the measurement is to calibrate the voltage measured on the oscilloscope

from the MCP-amplifier configuration with the true number of charges formed during photoion-

ization. The technique is described in detail by Truman Wilson in his PhD dissertation [15]. The

primary concept relies on the UCP property of electron confinement in a finite ion potential. The

total confining potential U(r) depends on the electron and ion spatial distributions and the external

electric field. In order for an electron to be completely confined to the ions there must exist a

potential barrier ∆U greater than the electron kinetic energy.

The calibration technique, in essence, seeks to determine the shape of the confining potential

that traps a single electron as influenced by only the ions and external electric field. When a UCP

is formed, the most energetic electrons will leave the plasma in the “prompt peak” until a large

103



potential barrier has developed for confinement. If there does not exist enough charge to produce

this barrier then practically all of the electron population will escape in the prompt peak. The

goal is to determine the MCP signal that corresponds to this threshold between no confinement

and confinement. The threshold value corresponds to the total ion number required to trap a single

KE < ∆U electron. Tabulating the threshold values as a function of electron temperature and

electrode voltages lets us fit to models that determine the charge number and DC field calibration

factors self-consistently.

4.3.2 Procedure & Results

We wish to find the threshold signal corresponding to electron confinement at a variety of ki-

netic energies and DC field configurations. The kinetic energy gets set by the blue laser wavelength

since nearly all of the excess photon energy above the ionization potential, ∆E, is imparted to the

electrons. The electric field can be set by independently adjusting the voltages on the upstream

copper disk and the downstream plasma grid. The confinement threshold signal is determined by

varying the ion number and evaluating the resulting electron escape trace.

The ion numbers tend to vary shot-to-shot presumably due to fluctuations in the neutral prepara-

tion process before photoionization. We can also systematically adjust the photoionization number

by attenuating the red light intensity. Uniformly reducing the first-stage excitation beam intensity

should preserve the shape of the initial ion distribution and only vary the total number.

The plasma is formed in the electric field determined by the chosen electrode configuration.

We give the charges 3µs of evolution time after photoionization during which the prompt peak

electrons escape. We apply an extraction field after this evolution time by ramping the plasma

grid voltage. The field will pull any electrons that remain in the plasma region at the time toward

the MCP. If the ion number is below the electron confinement threshold and all of the electrons

escaped in the initial prompt peak then this extraction field will not produce a signal.

Figure 4.18a shows two example MCP traces that use this technique. We can see in both the

blue and orange traces the initial prompt peak near t = 0. The ~400 ns delay between t = 0
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when the laser pulse arrives and the electron arrival time is due to the time-of-flight from the

plasma region to the MCP. The green and red traces in the figure are the cumulative integrals of

the respective blue and orange traces, scaled to fit on the same axis. The spike in the blue trace,

corresponding to the step in the green trace, is the post-prompt-peak electron extraction signal. The

orange/red traces are also subject to the same extraction ramp but do not show a similar electron

detection signature.

We can integrate the trace in a window associated with the post-prompt extraction signal. This

is equivalent to taking the difference in the cumulative integral trace at the window edges. Plotting

the integrated signal in the post-prompt extraction window against the total integrated signal pro-

duces the data shown in Figure 4.18b. This figure shows three example conditions I used in part

to determine the number calibration and plasma grid field calibration. The blue and orange points

were taken with a grounded upstream disk and 0.5V plasma grid, but at different electron energies

∆E/kB = 25 and 200K. The orange and green points were recorded with the same 200K excess

ionization energy but at different plasma grid voltages. The solid curves are functions generated

from fitting the data to x-intercept and slope parameters for a line that flattens to zero. The best-fit

x-intercepts for each configuration are taken to be the confinement threshold signals. I took data at

∆E/kB = 10, 25, 50, 100, 200K and combinations of upstream & downstream electrode voltages

at 0, 0.25, and 0.5V.

We ultimately determine the calibration factors from the measured threshold signals by fitting

their temperature and field dependence to an approximate model. We treat the ion distribution as a

spherically symmetric Gaussian with size σ. The size parameter for the model can be determined

by absorptive imaging of the neutral atoms at the time when they would be ionized. The magni-

tudes and gradients of the applied electric fields in the model are roughly informed by the SIMION

predictions, but with enough data they too can be allowed to float as fit parameters. We use this

approximate ion potential and electric field structure to calculate the electric potential U(r).

We want to find the depth of the confining potential for the electrons ∆U . The cylindrical

symmetry means the saddle point in the potential will exist on the z axis, and for our conditions
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(a)

(b)

Figure 4.18: (a) Example time series of post-prompt extraction taken from two shots. The blue and or-
ange lines are the MCP traces, and the green and red lines are the cumulative integrals of the respective
MCP traces. The integrals have been rescaled to fit on the same axis as the escape current traces. The de-
tected escape signal from an extraction ramp applied shortly after detection of the prompt peak is identified
as the “post-prompt extraction signal” associated with electron confinement to the ions (b) Example data
demonstrating how we measure the confinement number threshold for various electrostatic configurations
and electron temperatures. The markers are data at different conditions (see legend), and the lines are best-fit
functions we use to determine the intercept associated with threshold confinement.
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it can typically be found around ~3 σ downstream from the center of the ion distribution. The

confining depth is taken to be the potential difference between the minimum near the ion cloud

center and the maximum along the axis at the saddle point. Any electrons with kinetic energies

KE strictly less than ∆U experience total confinement. We can now find the calibration factors that

self consistently fit our measured threshold-vs-∆E data against the model’s predicted ion-number-

vs-∆U behavior.

This technique produces satisfactory fits around 4.8 · 104 electrons/(µV · s) for our number

calibration factor. Any data referred to in terms of detected charge or electron number reported in

this thesis uses this conversion ratio. The measurement also predicts a 1V plasma grid produces

an axial field with a magnitude about 7–8V/m. The fits also predict a background field from

the 135V downstream extraction grids of about 1V/m when the copper disk and plasma grid

are both grounded. I applied a plasma grid bias voltage of 100mV during most of the other

measurements reported in this thesis; the total DC axial field in that case should be approximately

2V/m according to the model and measurements.

To reiterate a point I made at the beginning of this section, the accuracy of this calibration

is relatively unimportant for us. Still, it is helpful because it provides us with a self-consistent

picture that incorporates the absolute charge number, distribution size, and electric field environ-

ment with evidence backed by data. The number-field calibration parameters determined by my

measurement-model fits are accurate within a factor of two, and they generally agree with sup-

portive observations and models. However, the plasma density, a key parameter directly related

to the number and size, does need to be known with precision. In the next section I introduce the

resonant response technique I used to determine our UCP density.

4.4 Density measurements

The charge density is an important parameter for characterizing our UCP and plasma in general.

It appears in scales discussed in Chapter 2 like the coupling strength, plasma frequency, Debye

screening length, and average interparticle spacing, for example. The previous section discussed
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techniques we use to determine the number of charges in and size of our UCP. In theory, this

is enough information to determine an appropriate average density, however those methods rely

on a fair number of approximations and, in our case, imprecise measurements. Instead, we used

a resonant response technique to probe the plasma density directly using its relationship to the

plasma frequency n ∝ ω2
p .

4.4.1 Principle

The guiding principle for our density measurements is the proportionality between the plasma

center-of-mass resonant frequency ωCM and the plasma frequency ωp. Truman Wilson derived

a relationship between ωCM and the average density 〈n〉 using a spherical harmonic-dipole ap-

proximation [15]. Approximating the UCP electron distribution as a zero-temperature, spatially-

spherically-symmetric Gaussian with equivalent peak and size parameters as the ion distribution

necessitates a cutoff at some radius to account for the lower number of electrons as compared to

the ions, thereby producing a charge imbalance-dependent average density. Wilson showed that

his model predicts, as a function of charge imbalance, ωCM = 0.34–0.58ωpeak, where ωpeak is the

plasma frequency associated with the peak density
√

e2npeak/meǫ0.

We are able to adjust the peak plasma density in our UCP by attenuating the red photoionization

light. In the previous section, I discussed how this technique should reduce the charge number

without substantially affecting the size. In reality, a complicated number-size correlation may

very well exist for our UCP owing to radiation trapping effects of the applied light at sufficiently

large light intensities. One of the advantages of measuring the density directly is that we can

determine the condition at a particular charge number without having to know the precise number-

size relationship.

Using these principles, we can determine our UCP density if we can measure a detectable

resonant response to a driving RF field. Generating an observable response means we cannot in

practice use an infinitesimal amplitude. However, we can use molecular dynamics simulations
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[141] to both correct for finite amplitude effects and convert the center-of-mass frequency to an

electron density.

4.4.2 Procedure & Results

Our goal is to find the resonance associated with plasma conditions where we make our sys-

tematic measurements. The reasons we chose these conditions will be explained in Chapter 5, but

I sought the 16MHz resonant response as a function of plasma number for Te = 3.5K at each

of the magnetic fields of interest. We also adiabatically ramp an extraction field in the first 2µs

after formation to remove electrons to create a ~35% charge imbalance. This generates a confining

depth of ∆U/kB ≈ 200–300K. The rationale for applying this ramp will be made clear in the

section following this one. After this ramp, 2µs after formation, we apply 16MHz RF for 1.2µs.

We can then look for a resonance signature in the electron escape measurement.

I have plotted example MCP traces in Figure 4.19a from one of the 16MHz RF measurements

I performed. The blue and orange curves are the MCP time series and the green and red lines are

the respective cumulative integrals, like how the data in Figure 4.18a was displayed. The electron

signal from t = 0 to 2µs is the prompt peak enhanced by the adiabatic ramp, and the electrons

detected at t > 8µs come from an extraction ramp. The electron escape we observe between about

t = 3 and 5µs is the response to the applied 16MHz RF.

We see that the orange trace, shot 2, was generated by a plasma with a larger total charge

number than shot 1, but the resonant response was smaller. This behavior creates a peak structure

in the measured RF response versus the existing charge number in the plasma, as illustrated in

Figure 4.19b. This figure plots the integrated MCP signal in a window around t = 2.5–5µs as the

RF response. The number of electrons in the plasma at the time the RF is applied is given by the

total detected number at t = 11–13µs minus the electrons that escaped in the prompt peak around

t < 2.5µs, so I call this the post-prompt integrated charge.

This technique requires choosing a driving RF amplitude that induces electron escape near

resonance. This amplitude is relatively high for our conditions because the electrons are formed
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with a temperature around 3.5K and confined to a potential depth around ∆U/kB ≈ 200–300K.

Peak-to-peak amplitudes of about 8V/m were used to generate a measurable response at B =

10.6G and 134G. At 65G, we needed to roughly double this amplitude to generate a response

still lower than the comparable responses at the other two fields, as we can see in Figure 4.19b. This

hints at and provides qualitative supporting evidence for the quantitative off-resonant RF heating

results ultimately presented in Chapter 5.

We use scaled molecular dynamics (MD) simulations to inform us of the plasma density based

on the 16MHz resonant response frequency [141]. We determine the peak electron temperature

rise predicted by the MD by fixing the spatial size, varying the modeled charge number, and simu-

lating the driving RF field. We associate the peak temperature increase from the RF as a function

of modeled electron number with the resonant response signal observed in the experimental data.

Then we calculate7 and record the density predicted by the MD simulation that corresponds with

the associated peak temperature rise. We also adjust the simulated RF amplitude to estimate finite-

amplitude corrections. Table 4.1 lists the corresponding electron densities for the 16MHz resonant

responses I measured at three magnetic fields.

Table 4.1: Table of simulation-corrected average electron densities measured with 16MHz center-of-mass
responses at three applied magnetic field strengths.

B [G] 〈n〉 [cm−3] ωp/2π [MHz]

10.6 11.29 · 106 30.1
65.0 12.73 · 106 32.0
136 10.85 · 106 29.5

We can conceive of the effects of using a finite amplitude with this technique with a thought

experiment: Assume we apply a 16MHz field to a plasma with a true center-of-mass resonant

frequency slightly higher than 16MHz. The slightly-off-resonant field will still cause the electrons

to oscillate and acquire kinetic energy, albeit not as much as if it were on resonance. If the RF

7We find an average density—or density-weighted-density—from 〈n(r)〉 =
∫
n(r)2dV/N where n(r) is a spher-

ically symmetric Gaussian distribution of total number N .
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(a)

(b)

Figure 4.19: (a) 16 MHz resonant escape example time series, similar to how Figure 4.18a was plotted.
The electron escape signal observed shortly after the prompt peak escape is identified as the RF response.
(b) The integrated RF response plotted as a function of the post-prompt integrated number. The markers are
measurements made at different magnetic fields (see legend), and the lines are fit functions constructed from
a Lorentzian distribution modified by a linear polynomial.
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field is applied for a finite time with a large enough amplitude, the oscillating electrons can acquire

heat from, e.g., collisions with ions and raise the plasma temperature. A higher plasma temper-

ature means faster expansion, and, in principle, an enhanced expansion can reduce the density

from slightly-above-resonance to on-resonance during the finite time the RF is applied. We can

expect that this effect would lead to a broadened resonant RF response particularly on the higher-

frequency, higher-density side where the plasma has the opportunity to expand “into resonance”. A

similar argument can be applied for the expected effects of a spatial non-uniformity in the density

distribution.

In principle, we could use a smaller amplitude that would not require as large of a correction

to find the resonant response. The downside is at some point we no longer detect a substantial

enough number of electrons directly escaping the plasma to quantify a peak signal. In that case

we can use what I call a “partial extraction ramp” to obtain a detectable RF response. The number

of electrons that escape during a partial extraction process depends on the plasma temperature. I

can still observe a peak response structure with the lower-amplitude partial extraction technique,

but the signal-to-noise and data integration time are much worse compared to the direct escape

method presented here. I ultimately used the “partial extraction ramp” method for the remaining

calibrations and measurements reported in this dissertation. This will be addressed in additional

detail in the next section where I introduce a calibration technique to precisely measure average

temperature differences in our UCP experiments.

4.5 Kick-temperature rise calibration

In Chapter 3, I showed how we can calculate a scaled RF heating rate H ≡ η/ωp from informa-

tion about the applied field amplitude and the electron temperature rise ∆T , (see (3.50)). To deter-

mine these values experimentally, we needed a procedure that quantifies plasma heating effects due

to the applied RF fields. To accomplish this, we developed a series of calibration measurements

using sequences of extraction ramps, electric field impulses, and arbitrary RF waveforms that in-
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form us of the electron temperature. The first of these measurements I will discuss, what I call the

“kick-temperature rise calibration”, provides us with necessary information for determining ∆T .

In this section, I present a method we developed that combines partial extraction ramps with

our ability to precisely alter the initial electron temperature. We also use electric field impulses,

or “kicks”, to deliver a precise amount of energy that heats the electrons across our measurement

parameter space. The final goal of this calibration measurement is to determine what impulse or

kick amplitude corresponds to a given temperature difference ∆Te. These calibrated kicks will be

used in measuring RF heating rates as described in the remainder of this thesis.

4.5.1 Principle

If the plasma temperature is fixed and the electric field environment changes in a way that

produces a different confining depth ∆U , then the number of electrons that escape the plasma will

change. This statement is also true with negated conditionals; if the plasma temperature changes

and the electric field environment is fixed, then the number of electrons that escape the plasma will

also change. These principles were demonstrated in the number-field calibration in Section 4.3.

Along the same lines, a ramp designed to partially extract the electrons will produce a temperature-

dependent escape response. This is the idea behind the partial extraction ramp technique presented

in this section.

We require not only a temperature-correlated response signal, but also precise, systematic ways

of characterizing the electron temperatures associated with the signals. We chose electric field

impulses (kicks) and adjustments to the excess photoionization energy ∆E for this calibration

technique. Bear in mind that we ultimately want to measure the heat from applied AC electric

fields. A potentially killer issue for systematically measuring the heat imparted by kicks and RF is

if electrons escape and carry away kinetic energy before it thermalizes with the plasma. This is the

reason why we apply a triangular extraction field ramp during the prompt peak. If we change the

field adiabatically with respect to the plasma period ω−1
p , then the electrons will remain near their

initial 3.5K temperature while confined to a much deeper ionic potential.
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Figure 4.20: Diagram illustrating the voltage ramps applied to the plasma grid for the partial extraction
technique. The three ramps are labeled: Depth tuning, Partial extraction, and Full extraction. The 1.2µs
window demarcated immediately after the depth tuning ramp is when external RF signals may be applied to
the plasma.

An example sketch of the voltage ramp extraction sequence applied to the plasma grid is la-

beled in Figure 4.20. The plasma grid begins grounded at t < 0. At t = 0—the moment of

photoionization—the voltage ramps with a triangle shape over a time of 2µs ≫ ω−1
p . This sets

the charge imbalance by modifying the prompt peak escape during formation. The triangle ramp

comes down to a low positive bias voltage so that electron escape is detectable. After the ramp is a

window of time when RF or kicks may be applied. We want this window to be relatively short and

early in the lifetime of the plasma so that effects due to ion expansion can be neglected. Following

the RF application window is a delay of about 2µs before the beginning of the partial extraction

ramp. This delay gives the plasma time to thermalize changes in kinetic energy from applied RF

and will be covered in more detail at the end of this subsection.

The partial extraction technique begins after this thermalization time using a ramp from a low

bias to a larger bias over 200 ns. Electrons are allowed to spill out of the plasma for ~3µs before a

larger “full extraction” ramp is finally applied to collect the remainder of electrons from the plasma.

The amplitude of the partial extraction ramp was chosen to spill ~10% of the post-prompt electron
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number. This fraction should be large enough for us to sample the bulk of the electron energy

distribution—not just the high energy tail—while remaining sensitive to the electron temperature.

In the limit of too large of an extraction ramp all the electrons will be pulled out independent of

their temperature. If the ramp is too small then the signal-to-noise suffers, and the measurement

may only be sensitive to the hard-to-characterize, high-energy tail of the distribution.

For the calibration method described in this section, we use monopolar field pulses, or “kicks,”

to heat the plasma in contrast with AC methods with vanishing time-averaged RF fields. The

impulse duration is short compared to the plasma period, so screening is not expected to play a

role. As demonstrated in Section 4.2.1, the spatial variation of the field in the plasma volume is

mild, so finite size effects should not play a role in the plasma electron response to the kick. These

simplifying principles give a straightforward ∆T ∝ E2 amplitude scaling. The kick causes center-

of-mass motion in the electron distribution which over time damps into heat. Electrons heated

enough, roughly on the order of their initial thermal energy, produce a measurably larger partial

extraction response.

The left panel of Figure 4.21a shows MCP current and integrated charge signals for two condi-

tions, with a kick and without a kick, each averaged over about 72 shots. The right panel displays

conditions without kicks but with different initial electron temperatures. We can identify three

prominent non-zero features in the electron signals from the three ramps depicted in Figure 4.20.

Figure 4.21b is a zoomed in view of the partial extraction response window for the traces. In the

left panel we see the enhanced escape in the partial extraction response in the with-kick average

trace compared to without.

The right panels of Figure 4.21 show similar data we collected comparing electron response

at two initial temperatures. We adjust the blue laser wavelength to produce 3.5 and 5.5K photo-

electrons. I will comment more on this in the following procedure subsection. Right now, I turn

attention back to the timing of our heating fields and extraction ramps.

The energy from the electric field kicks does not instantaneously thermalize into an increased

electron temperature. The momentum imparted to the electrons in the axial direction by the im-
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(a)

(b)

Figure 4.21: 72-shot averages of MCP traces using the partial extraction technique to do the kick-
temperature rise calibration. (a) The blue, orange, green, and red lines are data plotted in a fashion similar
to Figure 4.18a and Figure 4.19a. The left panel compares the escape response if the plasma is subjected to
a kick or not; the right panel compares escape responses for plasmas created with different initial electron
temperatures (see legends). (b) Zoomed in view of partial extraction response for the respective signals in
(a).
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pulse needs time to thermalize from collisions with other plasma particles, for example. Otherwise,

the escape response to the partial extraction ramp will not be a true representation of the electron

temperature, and a key assumption in the calibration procedure will be violated.

Figure 4.22 shows data from a study I did of the apparent thermalization of the kick energy.

I varied the time between the application of the kick and the beginning of the partial extraction

ramp and measured the response. The dots are responses with kicks, the lines are the baseline

partial extraction responses without a kick. The primary observation here is the reduced variability

in response for the “2µs delay” blue points compared to the “1µs delay” orange points. The

elongated delay between the kick and ramp in the blue data allows more time for the electron

velocity distribution to thermalize and produces a response that, relative to the orange data, is

much less sensitive to the timing. We performed our heating and calibration measurements using

a long enough delay that the response becomes flat.

4.5.2 Procedure & Results

I will now describe the procedure we use to combine the kick response illustrated in the left

panels of Figure 4.21 with ∆E information contained in the right panel data. Our goal was to find

the kick amplitude that corresponds with ∆T = 2K. We chose to measure a 2K effect because

it is not excessive in comparison with the initial temperature, and it is large enough to produce a

measurable signal with tolerable signal-to-noise ratio.

We can make precise changes to the electron initial temperature by varying the ∆E energy

above the ionization threshold. However, forming the plasma with different initial temperatures

also means different prompt peak escapes and charge imbalances. This effect is visible in Fig-

ure 4.21a in the integrated signal traces; the left panel with equal initial temperature conditions

have equivalent prompt peaks, but the right panel shows additional prompt peak escape in the

5.5K electrons. This additional prompt peak escape generates a different charge imbalance. Thus,

there is a different confining depth and therefore different partial extraction response. This is im-

plied by the right panel in Figure 4.21b, where we see that despite the higher electron temperature

117



Figure 4.22: Data from a measurement used to characterize the thermalization of energy deposited into
the plasma using the “kick” technique. The window of time between the application of the kick and the
beginning of the partial extraction ramp was varied; this is the “Time until extraction.” The markers are
integration partial extraction responses with kicks, and the lines are responses without any kick. The orange
and blue data correspond to different measurement sets where an additional 1µs delay was added.
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we get a comparable partial extraction response. We need to correct the ∆E response measurement

for the charge imbalance.

The charge imbalance can be precisely controlled using the amplitude of the adiabatic triangle

ramp. We can bracket the prompt peak number at 5.5K around the prompt peak number measured

at 3.5K by changing the triangle ramp amplitude. A plot of the resulting data is presented in

Figure 4.23a. Here I show the charge integrated in the prompt peak versus the post-prompt charge.

Plotting and fitting the data in this manner lets me correct for shot-to-shot total number variations

and determine the relevant signal at the post-prompt charge numbers I associated with peak 16MHz

resonance. I use a quadratic fit function so the curve has some flexibility to minimize error at the

edges without compromising the interior fit of interest.

We use this imbalance-bracketing data to interpolate the partial extraction response as a func-

tion of charge imbalance at 5.5K. This lets us determine the 5.5K electron response at the charge

imbalance associated with the nominal T0 = 3.5K initial temperature. The only piece left is to

find the electric field amplitude that recreates this ∆T = 2K partial extraction response. We can

similarly find this with an interpolation method much like the charge imbalance bracketing. I have

plotted the kick response data at T0 = 3.5K as a function of post-prompt charge in Figure 4.23b.

This yields the information we need to pair the partial extraction response from a 2K tempera-

ture rise to a kick amplitude. Figure 4.24 shows our final result from this calibration method where

we interpolate8 the kick responses at T0 = 3.5K to find the amplitude that matches the imbalance-

corrected 5.5K response. Using this tool, we can now compare partial extraction signals across

conditions by referencing them relative to a condition-insensitive ∆T = 2K heating effect.

4.6 RF amplitude calibration Part I

I described in Section 4.3 a methodology for calibrating the DC fields from our electrode con-

figuration. Now we want to know the electric field amplitude from an applied AC RF wave. The

8The interpolation function used here is a quadratic with non-zero linear dependence on the kick amplitude. Even
though we reasonably expect the true temperature rise to scale as E2, the partial extraction response to the temperature
rise may not necessarily have the same simple dependence.
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(a)

(b)

Figure 4.23: Data taken in order to calibrate a kick amplitude to a known temperature increase. (a) Plot
showing data (markers) and quadratic fit functions (lines) evaluating the charge imbalance for different
plasma temperatures and depth tuning ramp amplitudes (see legend). The vertical axis is the integrated
prompt peak charge, and the horizontal axis is the remaining detected post-prompt charge. (b) Data plotted
similarly to (a) except the vertical axis is now the integrated partial extraction response. Also, the three
conditions (see legend) compare responses with applications of a kick at two amplitudes (triangles) and a
baseline no kick response (circle).
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Figure 4.24: Plot showing the final result of our kick-temperature rise calibration method where we interpo-
late kick responses at T = 3.5K to find the amplitude that matches the imbalance-corrected 5.5K response.
The dashed line is a quadratic best fit.
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frequency-dependent response for the upstream copper disk needs to be accounted for in order to

accurately determine the electric field at the plasma when a function generator drives the electrode

with an alternating current. In this section I introduce a technique we developed for calibrating the

electric field amplitude at the plasma with the amplitude of a driving waveform at a particular fre-

quency. We use our ability to determine a fixed amount of heating from Section 4.5 in conjunction

with applications of different RF waveforms to self-consistently determine the electric field from

measurements of the plasma itself.

In fact, the end result of these measurements qualify as RF heating data we ultimately seek

to analyze in Chapter 5. In this section, I limit the discussion to the broad principles and finer

corrections behind the technique we use to calibrate the RF field amplitude. The results from this

technique will be discussed in the following chapter.

4.6.1 Principle

The general idea behind using different RF waveforms to drive heating as a calibration tech-

nique works as follows. We can model the electron response to an off-resonant, sinusoidal RF

driving field, E(t) = E(t)ẑ with amplitude E0 and frequency ω0, as the solution to a driven-

damped oscillator equation

z̈ + ξż + ω2
CMz = −eE(t)

me

. (4.1)

For this to be accurate, the applied RF frequency needs to be much greater than the electron center-

of-mass resonant frequency, ω0 ≫ ωCM . Otherwise, the electric field may cause changes in the

relative electron distribution across space and the center-of-mass equations no longer serve as a

good approximation. The off-resonant solution for the position under these conditions is sinusoidal

with amplitude

a =
eE0/me

√

(ω2
0 − ω2

CM)2 + (ξω0)2
(4.2)

as was identified in (3.52) in Section 3.4.3. Here, ξ is an oscillation damping rate related to—not

necessarily equivalent to—the electron-ion collision rate. Solving (4.1) for the quiver velocity ż(t)
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lets us calculate the work done by the driving field on the electron,

W =

∫ ∞

−∞
dt [−eE(t)] ż(t). (4.3)

We can relate this work to the change in electron temperature under the assumption the energy

completely thermalizes into heat, W = 3
2
kB∆T . Therefore, if we measure the electron temperature

rise associated with known waveform ε(t) = E(t)/E0 for two independent conditions, then we

can calculate the two unknown parameters ξ and E0.

The two waveforms we chose for our independent conditions were ωRF = 2π · 60MHz sine

waves with different amplitude modulations. The first condition, what I named the “slow turnoff,”

has Heaviside steps θ(t − t′) from 0 to 1 at t = 0 and from 1 to 0 at time tf = 1.2µs. The

amplitude of the wave is further modulated by an exponential rise-to-maximum function starting

from t = 0 and a similar reflected function with zero-crossing at t = tf both with time constant

τslow = 200/(2π) ns. This functional form is expressed in (4.4) and plotted in Figure 4.25. The

second condition we used is called the “sudden turnoff.” It begins identically to the slow turnoff

condition with a switch and exponential rise from t = 0 with time constant τslow. However, we

suddenly switch off the driving field when it is at a zero-crossing at t = tf/3 = 400 ns as seen in

Figure 4.25.

εslow(t) =

turn on
︷ ︸︸ ︷

θ(t)

[

1− exp

(

− t

τslow

)]

sin (ωRF t)

turn off
︷ ︸︸ ︷
[

1− exp

(
t− tf
τslow

)]

[1− θ(t− tf )]

εsudden(t) = θ(t)

[

1− exp

(

− t

τslow

)]

sin (ωRF t)

[

1− θ(t− tf
3
)

]
(4.4)

We chose these particular waveforms, modulations, and parameters for the following multitude

of reasons. The off-resonant driving condition ωRF ≫ ωCM means the velocities of electrons

relative to each other across the spatial distribution should remain consistent in the presence of the

field and allows a center-of-mass approximation. Plasma simulations of appropriate conditions in

the context of our groups measurements show no discernible signs of non-collisional heating due
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Figure 4.25: Waveforms in (4.4) used for RF field calibration and plasma heating measurements.

to the off-resonant RF. The duration tf = 1.2µs was chosen because it contains enough integer

RF cycles to justify comparisons with time-averaged continuous AC heating treatments, but it

is also short enough to avoid significant complicating factors from longer timescale effects like

ion expansion. The exponential parts of the turn on were included so that the electrons in the

plasma would have time to adiabatically respond to the presence of a continuous RF field. The

particular value of the time constant τslow was picked because it creates a smooth rise in amplitude

to within 20% percent of the maximum in roughly three to four cycles; this lets us compromise on

adiabatically switching the field without sacrificing many cycles for the time-averaged continuous

approximation. A symmetric term is used to adiabatically turn off the field in the slow turnoff

configuration.

We decided to suddenly turn off the driving field at t = tf/3 without an adiabatic term to pro-

duce our second heating measurement with a waveform independent from the first. The reasoning

here is that by suddenly turning off the driving field at a zero crossing then the 90° out-of-phase

electron velocity will be at an extremum, and the associated kinetic energy will be transformed

into heat as the center-of-mass oscillations damp freely. This contrasts with the slow turnoff where

the center of mass is driven to equilibrium by adiabatically slowing the electron quiver velocity

back to zero. This implies the two independent waveforms contribute to the overall temperature
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increase through different physical mechanisms. The total heat from the slow turnoff depends on

the amplitude E0 and the damping rate ξ associated with the 60MHz oscillations; the total heat

from the sudden turnoff depends strongly on E0 but weakly on ξ. The time it takes for the center

of mass oscillations induced by the sudden turnoff to thermalize into heat depends on ξ, but the

total amount of heat is fixed from conservation of energy considerations.

We found that having knowledge of the true structures of the ε(t) waveforms is imperative

in order for this technique to produce an accurate calibration. As expected, differences between

the ideal waveform and physical current were observed to be most apparent in the sharp turnoff

in the sudden configuration. The non-ideal function generator behavior and “RLC behavior” in

the copper electrode circuit were found to be particularly troublesome systematic uncertainties.

In theory, the drive abruptly stops and the field drops to zero. In practice, the function generator

has a nonzero transient response, and the charged copper electrode producing the field has finite

RLC characteristics. Since this non-ideal response does not necessarily generate a field amplitude

with a vanishing time-average, it can contribute a significant amount of electron kinetic energy

and therefore heat the plasma. The procedure and eventual result described by the actual plasma

heating measurements will be addressed at the beginning of the next chapter, but first I will discuss

the measurements we made to characterize our RF circuit’s transient response and quantify the

correction to our amplitude calibration factor.

4.6.2 Correction

As mentioned previously, we need to find the true form of the electric field at the plasma due to

charge on the copper disk. The disparity between the true and ideal RF waveforms was observed

to be most apparent in the abrupt zeroing of the sudden turnoff configuration at tf/3. We char-

acterized the electrode’s transient response by modeling our RF connections as a composite RLC

circuit. The circuit diagram is illustrated in Figure 4.26. This configuration lets us model RLC

ringing in the electrode and chamber coupling, non-ideal shutoff of the function generator wave-
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form, and the effects of adding a probe cable. Next, I will describe what each circuit component

represents and how we identified the RLC parameters.

The current waveform is produced by a Tektronix AFG3102 100 MHz arbitrary function gen-

erator (AFG). I programmed the waveforms externally using ArbExpress software and uploaded

them to the AFG. The waveform begins with an external trigger supplied by a pulse generator

synced to the photoionization light (see Section 4.2.4). A BNC cable connects the AFG to the AC

terminal of a wideband bias tee (Mini-Circuits ZFBT-4R2GW+, 0.1–4200 MHz) in conjunction

with a voltage supply on the DC terminal so that both DC and AC signals can be sent to the copper

disk. The signal from the combined port of the bias tee is sent to the chamber by a coaxial BNC

cable and is represented in Figure 4.26 by current I0. The physical junction where I0 splits through

tee adapters into I1, I2, I3 is at the apparatus’s UHV connectors. At this junction, the signal from

the AFG is coupled to a 50Ω terminator as indicated by current I2. Connected in parallel with

this path is the copper electrode represented by capacitor Cv. The current I1 that charges Cv is

carried through a thinly insulated wire with press-fit UHV connections on both ends; we model

this coupling configuration through the resistance and induction parameters Rv and Lv.

Our goal is to find the charge on the electrode capacitor, Qv(t), that corresponds to our ob-

servations of the waveform physically produced by the AFG. We can observe the waveform by

measuring voltage on a parallel 20′-long probe cable connected to an oscilloscope. However, doing

so requires adjustments to our model in order to account for this additional cable and connection.

We treat the effect of a probe cable with the inclusion of resistance, induction, and capacitance

parameters Rp, Lp, Cp. These are illustrated within the orange-dotted box in Figure 4.26. The

probe voltage measured on the oscilloscope is proportional to the charge Qp on capacitor Cp in this

picture.

For the RF heating measurements reported in this work, a probe cable was not used during the

data collection process. This implies that we are challenged with deducing what waveform was

produced without a probe cable by making observations of waveforms produced with a probe cable.

Our approach for solving this challenge was to make measurements of waveforms using extra
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Figure 4.26: Circuit model diagram for the electrode transient response we can use to characterize and
correct a systematic calibration error. The blue-dashed section indicates components modeling the copper
disk electrode and associated couplings at the chamber; the orange-dotted section models a cable attached
in parallel between the chamber connections and an oscilloscope.
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proxy probe cables followed by an extrapolation of our analysis to a case with zero probe cables. In

terms of our circuit diagram, these proxy cables would look like additional dotted-orange sections

connected in parallel with the one depicted. The proxy cables used in our measurements have

specifications identical to the probe cable. In the future, experiment procedure will be corrected to

perform measurements with an attached probe cable that can record the exact waveforms associated

with individual shots. This change would make the proxy cable-extrapolation analysis obsolete and

reduce the experiment’s systematic uncertainty.

We return now to our effort for determining the disk charge Qv(t) by applying Kirchoff’s

Rules to our circuit model. Simplifying terms yields the following system of coupled second-order

differential equations

LpQ̈p(t) = R50I0(t)−
(

Lp

RpCp

+R50

)

Q̇p(t)−
(
R50

Rp

+ 1

)
Qp(t)

Cp

−R50Q̇v(t)

LvQ̈v(t) = R50I0(t)− (Rv +R50) Q̇v(t)−
Qv(t)

Cv

−R50Q̇p(t)−
R50

RpCp

Qp(t)

(4.5)

where Q̇v = I1(t) and Q̇p = I4(t). Ultimately, we wish to correct our RF field calibration by

quantifying effects like LC ringing and non-ideal AFG shutoff in the sudden turnoff waveform.

We chose to model the non-ideal shutoff to first order as a DC current Iδ that exists for a duration

δt after the ideal I0(t) ∝ ǫsudden(t) shuts off at tf/3.

How we chose the values used for Iδ, δt, and the pair of RLC model parameters—Rv, Lv, Cv,

Rp, Lp and Cp—will be addressed shortly, but first I will describe the measurements we made to

compare our apparatus response with our model. We can treat the charge on the probe capacitor

Qp as proportional to the voltage measured by an oscilloscope. We recorded the average response

to sudden-turnoff AFG waveforms using the probe-proxy cable configuration described earlier.

Plotted in Figure 4.27 with solid lines are the probe measurements with different numbers of proxy

cables when the current is programmed to shut off at t ≈ 400 ns; the behavior predicted by the

model is shown as the dashed line. The model parameters for the “0 cable” curve come from

extrapolating the relevant parameters that adequately fit the three, two and one cable curves. The
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20′ length of the probe cables creates a delay in the reflected response that can be observed in the

measured traces around t > 450 ns.

Figure 4.27: Plot comparing the scaled responses of the sudden turnoff measured by probes to the model
prediction. The solid lines show the traces when 1, 2, or 3 probe + proxy cables are attached. The dashed
line is the curve associated with extrapolating fitted probe RLC parameters to find the predicted 0 cable
behavior.

Now I will describe how we identified the circuit parameters Rv, Lv, Cv, Rp, Lp and Cp. The

copper disk/chamber capacitance Cv was measured by detecting the current drawn when a ~1MHz

signal is sent directly into the chamber. The idea is the overall impedance without any parallel

connections or 50Ω terminators is dominated by the capacitance. We found that Cv = 85 pF. The

resonant frequency of the disk/chamber section tells us about the product LvCv. We measured the

frequency of transient ringing in the circuit and saw 42MHz oscillations; this yields Lv = 0.17µH.

The series resistance Rv is necessarily included to account for the real damping of energy in the

LC circuit, and we assume that the predominant source of this resistance is in the press-fit contact

129



interfaces. We therefore estimated Rv = 0.2Ω as a physically reasonable value. Furthermore, the

qualitative agreement observed was insensitive to the exact value of Rv. The probe cable resistance

Rp is approximately equal to the 50Ω oscilloscope coupling. The probe inductance Lp was found to

have little effect on our model for reasonable physical values and thus subsequently set to zero. The

value of the capacitance Cp is adjusted to match the RC damping rate of the ringing. Finally, the

magnitude and duration of the non-ideal current correction, Iδ ∼ 0.225×max I0 and δt = 10 ns,

were determined by qualitatively matching the results of our model with the measurements as

shown in Figure 4.27.

We use the corrected waveforms predicted by our RLC circuit model in conjunction with the

damped-driven oscillator approximation to calculate the work done on the electrons by the wave-

forms. We can then match these predictions with experimental plasma heating measurements using

the kick-temperature calibration described earlier in Figure 4.5. The procedure and results for these

measurements will be discussed in the following chapter.

4.7 Chapter summary

The focus of this chapter is to provide foundational context for the RF heating measurements

I present in Chapter 5. I discuss basic details covering the design and operational principles of

our apparatus in Section 4.1. In Section 4.2, I highlight important apparatus modifications we

implemented that made the measurements presented in this dissertation possible. In particular, I

assess new electrostatic and magnetostatic environments within which we can generate and probe

UCPs. Sections 4.3 and 4.4 explore techniques and measurements we utilized to characterize the

number, size, density, and DC field parameters for our plasma. I present a calibration procedure

we developed to measure precise electron temperature differences in Section 4.5, and finally, in

Section 4.6, I introduce a method for calibrating programmable AC fields generated at the plasma

by our upstream electrode.

In the next chapter, I combine the key concepts and results we have so far established into a co-

herent, systematic study of UCP off-resonant RF heating rates. I use the methodologies presented
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in this chapter to produce quantitative measurements backed by experimental data. I compare these

measurements to the theoretical predictions for RF heating we developed in Chapter 3. I follow

this with a discussion on what we have learned from this previously unreported information and

what we hope to learn using these techniques in the future.

131



Chapter 5

Measurements of off-resonant RF heating

The goal of this chapter is to combine the theory treatment for RF heating we developed in

Chapter 3 with the experimental tools described in Chapter 4 to present a study of off-resonant RF

heating rates in UCPs at various magnetic fields.

In the first section, we complete our discussion of the RF amplitude calibration technique. I

address the data collection and analysis procedures and explain how it ultimately gives us a deter-

mination of the absolute heating rate at B ≈ 11G. I show how the calibration factor is burdened

by fairly large uncertainties, so I also derive a heating rate ratio that compares the relative heating

rate across conditions and does not depend on this uncertain factor. This information is provided

by comparisons of the peak-to-peak voltage settings on the arbitrary function generator (AFG) that

produces our RF waveforms. Taking the ratio of the voltage settings that produce an associated

∆T response for different experimental conditions produces a determination of relative heating

rate comparisons with unprecedented precision. This methodology is discussed in additional detail

in this chapter.

The primary results for the experimental measurement and theory predictions are tabulated in

Section 5.2. This is followed by a discussion on the mixed agreement observed in comparisons

between observations and predictions. We find that the absolute heating rate at 11G and the relative

heating rate at 134G as compared to 11G—using the ratio method described above—are within

uncertainty for agreement with theory. However, we also find a factor of ~3 disagreement with

a high degree of confidence between the observation and prediction for the 65-compared-to-11G

heating rate ratio.

We conclude the body of this chapter with an overview of potential research directions that

may be pursued in the future. The work presented in this dissertation produced experimental data

points that can be used to evaluate theory while simultaneously laying a foundation for several

different future lines of investigation.
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5.1 RF amplitude calibration Part II

We now return to our discussion on RF amplitude calibration. In the previous section I covered

the basic idea of using “slow” and “sudden” RF waveforms to heat the plasma by an amount

W (Eq. (4.3)). If we know how much the plasma heated from the RF using these two types of

waveforms then we can calibrate the parameters that determine the oscillation amplitude, E0 and ξ.

We are able to determine this using the kick-∆T calibration described in Section 4.5. In this section

I describe the procedure we use to do the RF/kick matching that associates the amplitude of the

applied RF with the temperature rise detected in the plasma. The results of this measurement also

generates our first data point for our evaluation of heating as a function of electron magnetization,

which is presented in the next section.

5.1.1 Procedure & results

The goal of this section is to explain how we find E0 and ξ, which will let us calibrate the

amplitude of an applied waveform with the amplitude of the electron center-of-mass motion. As

mentioned previously, ξ is a damping rate associated with the 60MHz oscillations. In principal, it

is effectively a heating rate dependent on electron-ion collisions like the one we’re ultimately inter-

ested in. Without these values we can make relative measurements of heating rates by comparing

uncalibrated AFG driving voltages. With the RF amplitude calibrated, we can determine absolute

measures of the heating rate, as well.

The amplitude calibration measurements are based on our ability to associate the plasma re-

sponse to a fixed amount of heat through partial extraction measurements as demonstrated in Sec-

tion 4.5. In order to do the kick-∆T calibration, we compared the partial extraction response of

a known ∆Te = 2K signal determined precisely by the photoionization laser wavelength to the

partial extraction response when different amplitude kicks heat the plasma. Then, for our RF am-

plitude calibration, we compared the partial extraction responses from RF as a function of AFG

driving voltage to the response from kicks corresponding to ∆Te = 2K. Generally, I looked at par-

tial extraction response measurements under the following conditions: a baseline response with no
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RF or kick applied, the response with the ∆T kick, and the responses when at least three different

RF amplitudes are applied.

Once the data is collected, it is analyzed in a way similar to what is depicted in Figure 4.23b. I

evaluate the measured partial extraction responses versus post-prompt number and apply quadratic

fit functions for each condition. These fits allow me to determine the central value and uncer-

tainty for the partial extraction response at a particular post-prompt number. This lets me evaluate

the partial extraction response at the conditions associated with the 16MHz resonance response I

measured. For example, if the 16MHz resonance condition at 11G was observed in plasma with

around 250,000 post-prompt charges, then I can use the method described above to find the partial

extraction responses associated with those conditions.

The central values and uncertainties from these partial extraction responses can be plotted and

compared in terms of the AFG peak-to-peak voltage Vpp used to set the RF amplitude, as illustrated

for one set of magnetization conditions as an example in Figure 5.1. This plot shows the partial

extraction response for five heating conditions: baseline (no RF/kick), three non-zero applied RF

amplitudes, and the response from the ∆T kick. This data can be fit, as demonstrated by the dashed

curve, in order to find the AFG amplitude associated with a ∆T = 2K response.

This analysis procedure was applied in all of our RF heating measurements across magneti-

zation strengths, including the RF amplitude calibration comparing “slow” and “sudden” turnoff

responses at 11G. The electric field RF amplitude at the plasma is related to the peak-to-peak volt-

age of the function generator with a calibration factor κ ≡ E0/Vpp. This factor ultimately comes

from matching the “sudden” turnoff measurement to the ∆T = 2K response, and the damping

coefficient ξ is determined by matching the slow turnoff response to the sudden turnoff response.

To get a sense of how this works, one can consider comparisons between the slow and sudden

turnoff in an idealized limit. We can imagine an idealization where there RF amplitude modulation

in the sudden turnoff case is simply an adiabatic ramp up to a maximum amplitude E0 followed by

an ideal shutoff without any significant full-amplitude RF heating. In other words, all of the heating

in the sudden turnoff case is approximated as coming from damping of the electron center-of-mass
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Figure 5.1: Plot of “slow turnoff” data evaluating the partial extraction response as a function of applied
RF amplitude in order to find the amplitude corresponding to a ∆Te = 2K response determined by the
calibrated kick. The blue points are responses for RF amplitudes in terms of the peak-to-peak voltage
programmed into the arbitrary function generator (AFG). The orange line is the response and uncertainty
associated with a ∆Te = 2K temperature rise from the calibrated kick. The dashed line is a quadratic fit
through the data.

oscillations after the RF is shut off. ∆T is determined solely by E0 without any dependence on ξ

in that case. The length of time it takes for the oscillations to completely damp into heat depends

in some way on ξ, but the total amount of energy transferred does not. The slow turnoff heating,

in contrast, depends on both E0 and ξ. Once the heating in the sudden and slow turnoff cases is

measured, the sudden turnoff fixes E0 given ∆T , and the ratio between the sudden and slow turnoff

heating sets the value of ξ.9 This is important because once κ has been determined by the sudden

turnoff heating it is a known for all other conditions where RF heating measurements are taken.

9Interestingly, this means the value of ξ does not depend on ∆T , only the ratio of heating between the sudden and
slow cases.
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For actual data rather than this idealized case, the heating in the sudden turnoff depends not

only on E0 but on ξ as well. The general dependence is different than the slow turnoff case, for the

reasons explained above, so E0 and ξ can still be determined through comparing the sudden and

slow turnoff heating amounts. However, the real sudden turnoff waveform also has the non-ideal

AFG and RLC electrode behavior that was discussed in Section 4.6.2. These corrections are also

applied in our determination of the RF amplitude calibration factor.

The RF calibration was conducted with conditions T0 = 3.5K, B = 10.6G, n = 11.3 ·

106 cm−3 → β = 0.98 which puts it right by the boundary of the weakly-strongly magnetized

electron regime. As demonstrated in Figure 5.1, I found that a ∆T = 2.00 ± 0.44K response

associated with a 1.66V kick is matched by a 5.55± 0.33Vpp 60MHz RF signal. Combining this

data with the amplitude calibration factor κ lets us determine a heating rate. Next, I will describe

the uncertainties associated with these techniques and how they combine in our analysis of the final

results.

5.1.2 Uncertainty considerations

The purpose of this section is to lay out the statistical and systematic uncertainties associated

with the combination of methods we have developed thus far. By the end, we will have developed

assumptions and expressions we can use to represent our data in a way that lets us compare the

experiment to a prediction. This includes formulas to calculate the absolute heating rate from

our measurements in addition to a relative heating number that compares rates by a ratio across

different magnetic field conditions.

The amplitude calibration factor κ plays a significant role in our determination of the absolute

measure of the heating rate. We require it to relate ∆T to Vr (the applied RF amplitude), ∆T ∝

E2
0 = κ2V 2

r . As described above, it comes from a process of finding ξ through matching sudden

and slow RF responses followed by matching the sudden response to ∆T = 2K. The uncertainty

on κ2 is determined by the combined statistical and systematic uncertainties accumulated during

the analysis.
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The RLC correction to the sudden turnoff discussed in Section 4.6.2 produces an uncertainty

in the amplitude calibration due to an uncertainty in the fitting of the iδ parameter in the RLC

response. This creates a 21% systematic uncertainty in κ2. We also need to take into account

the uncertainty in the measured RF amplitude of the matched slow and sudden turnoff responses.

The slow and sudden amplitude uncertainties are 6.0% and 7.2%, respectively. These combine in

quadrature to 9.4%, and propagating this uncertainty through the amplitude calibration analysis

yields a 32% variation in κ2. This 32% uncertainty and the 21% RLC-correction uncertainty add

in quadrature to a total 38% systematic uncertainty in κ2.

To see how the uncertainty in κ2 affects our measurements of the absolute heating rate, η, we

can start from our expression for the one-cycle heating Eq. (3.30),

∆E(1) =
πe2ωRF

m
[

(ω2
RF − ω2

CM)
2
+ ξ2ω2

RF

]ηE2
0 . (5.1)

Now, I will make the following assumptions accompanied by their rationale:

1. I assume no a priori knowledge of the temperature scaling of η. In principle, we could

assume a T α temperature scaling and use α ≈ −2/3 from the theory presented in Chapter 3

for our conditions. However, that would then directly tie our presentation of experimental

results to the theory. If the theory is invalid, then a representation of our measurements

dependent on that theory may also be invalid.

2. The above argument does not apply for assuming density scaling. I can safely assume the

heating rate scales linearly with density based on first principles for weakly coupled plasma.

In theory, at our coupling parameter, the linear scaling is modified very weakly by an order-

unity Coulomb logarithm factor [19].

3. I also assume the total heat ∆E = 3
2
kB∆T is related to the single cycle heat ∆E(1) by the

effective number of cycles in the slow turnoff waveform, Ncyc = ∆teff · 2πωRF = 66.27.

Furthermore, for T0 = 3.5K and ∆T = 2K, the heating rate we calculate is associated
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with the “average temperature” T = T0 + ∆T/2 = 4.5K. These statements are effectively

corollaries of Assumption 1.

From (5.1) and the above assumptions, we can write

∆T =
2

3kB

πe2NcycωRF

m
[

(ω2
RF − ω2

CM)
2
+ ξ2ω2

RF

]ηE2
0

= ζη4.5

(
n

n4.5

)

κ2V 2
r , (5.2)

where the ζ term contains the parameters ωRF , ωCM , and ξ, in addition to constants. The density

dependence on η has been made explicit in terms of the heating rate and density at the “average

temperature” T = 4.5K. Solving for η4.5 gives us

η4.5 =
∆T

ζκ2V 2
r

(n4.5

n

)

. (5.3)

This is the expression I use to determine the central value and uncertainty for η4.5.

The sub-5% uncertainties associated with the ζ and density terms are dwarfed in comparison

to the 38% uncertainty in κ2. The uncertainty in the slow turnoff RF amplitude Vr has already

been worked into the uncertainty of the calibration factor. I also want to note that ∆T and κ2 are

correlated based on the amplitude calibration technique, so their uncertainties are not independent.

Analysis of this aspect showed that variations in ∆T would also be captured in κ2 in such a way

that the overall effect of the variations on η4.5 mostly cancel out. This means that the uncertainty in

our absolute measure of the heating rate is entirely dominated by the 38% systematic uncertainty

from the amplitude calibration.

However, we can make much more precise relative comparisons of heating rates measured

under different conditions. This comes from the fact that the calibration factor divides out when

taking the ratio, so the only contributions to the uncertainty left over are mostly in the density and

uncalibrated amplitudes. Let us define gB ≡ η
(B)
4.5 /η

(11)
4.5 , which is the ratio of the heating rate at

magnetic field B to the heating rate determined at ~11G. From Eq. (5.3),
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gB =

(
ζ11
ζB

)(
n11

nB

)(
V11

VB

)2

, (5.4)

where we have taken advantage of the fact that ∆T is equal for both measurements of η4.5 at

different B fields. The values of ωRF and ωCM were fixed with sub-1% uncertainty for all of

the heating rate measurements reported in this thesis. The off-resonance condition ωRF ≫ ωCM

makes the ζ factor fairly insensitive to variations in ξ. Therefore, across the relevant conditions,

ζ11/ζB = 1.00(1).

In the next section, I will use these relationships to report central values and uncertainties for

η
(11)
4.5 , g65, and g134 based on my measurements. I will also provide complementary predictions

based on the theoretical treatment from Chapter 3 using the central values I measured.

5.2 RF heating measurement results

We have arrived at the crux of my thesis: the results from measuring the off-resonant RF

heating rate for magnetized electrons in ultracold plasma. I will start with a very brief overview

of how the methods discussed throughout this work combine into our ultimate results. Then I will

present the combined results of our measurement and theory predictions for the heating rate across

magnetization strengths.

First, I needed to establish the temperature, magnetic field and density conditions. I used

temperature calibration data reported by the previous student, Wei-ting Chen, to set the initial

UCP electron temperature to T0 = 3.5K [17]. This temperature was chosen for several reasons. At

higher temperatures the electron-ion collision rate reduces [19], which has multiple effects relevant

for our measurement: a lower collision rate means a lower heating rate and may require larger

RF amplitudes to produce detectable temperature differences, and the kinetic energy deposited in

electrons by kicks or sudden RF turnoff would take longer to thermalize in the plasma. At lower

temperatures, and stronger coupling, we face issues associated with the rapidly growing three-

body recombination rate [142]. The three-body recombination of two cold electrons and a Rb+

ion into a neutral Rydberg atom and an energetic free electron not only heats the plasma but can
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also contaminate our signal. If a significant number of weakly-bound Rydberg atoms form and get

re-ionized by our applied fields [17], then the electrons can show up in the partial extraction signal

even though they do not characterize RF heating. We chose T0 = 3.5K to mitigate each of these

undesired effects.

I used the magnetic field calibration measurement presented in Section 4.2.2 to generate UCPs

at three magnetic fields, B = 10.6, 65.0, and 134G. These fields were chosen because at our

Γ ≈ 0.14 they span the electron weakly-strongly magnetized boundary to the strongly-extremely

magnetized boundary as defined by Ref. [27] (see Figure 2.4). Then I found the plasma number

conditions associated with a 16MHz center-of-mass resonance at each of the magnetic field val-

ues. This resonant RF data also informs us of the plasma density with the help of simulations, as

described in Section 4.4.

To measure the off-resonant RF heating rate at the different magnetizations, I applied the

60MHz “slow” turnoff waveform and varied the amplitude to match the RF partial extraction

response to that from the 1.66V kick. Data from this technique is presented for B = 10.6G in

Figure 5.1. Using a consistent kick amplitude gave me a consistent ∆T ≈ 2K for relative compar-

isons. This let me use equation (5.4) to determine relative ratios of heating rates across magnetic

fields with ~20% precision. Combining the slow turnoff data at 10.6G with corresponding sudden

turnoff measurements, as described in Section 5.1, determined a systematic-error-prone RF field

calibration factor. We used this factor to produce a measurement of the absolute heating rate at

10.6G with ~40% precision. We are presently capable of collecting one RF heating data point

in roughly one calendar month using these steps. This rate may possibly be improved by up to a

factor of two if laborious tasks—like finding proper power supply settings for the magnetization

coil—can be done more efficiently.

The central values determined by the measurements can be used to generate predicted heating

rates from theory. I used Eq. (3.51) to find the predicted single-cycle heat at T = 4.5K that is
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associated with the experimentally determined RF amplitude at each magnetic field.10 Then I used

the assumptions and equations enumerated in the previous section to calculate theory predictions

with a representation consistent with the way the measured values are reported. These values and

associated uncertainties are tabulated in Table 5.1.

Table 5.1: Tabulation of our primary RF heating rate versus applied magnetic field results. The top part lists
the β, Γ, and v′ for the three magnetic fields where I performed my measurements (see text). The bottom
part contains the results of our 60MHz heating rate experiments (exp) and predictions (pred) in terms of the
absolute heating rate η4.5 (see Eq. (5.3)) at 10.6G and g, the rates at higher magnetization measured relative
to that at 10.6G (see Eq. (5.4)).

B [G] β Γ v′

10.58± 0.21 0.985± 0.053 0.134± 0.015 0.465± 0.091
65.0± 2.6 5.69± 0.36 0.140± 0.015 0.825± 0.162
134.0± 2.7 12.7± 0.7 0.133± 0.014 0.452± 0.089

B [G] ηexp ± (stat) ± (sys) [×106s−1] ηpred [×106s−1] gexp gpred
10.58± 0.21 5.57± 0.71± 2.12 7.24 - -
65.0± 2.6 - - 0.282± 0.053 0.852
134.0± 2.7 - - 1.11± 0.24 1.03

Table 5.1 is split into a top and bottom part. The top part lists the dimensionless magnetization

strength, β ≡ ωc/ωp, and Coulomb coupling, Γ ∝ n1/3/T , for the three magnetic fields where I

performed my measurements. The ± uncertainty numbers are the 1σ values from the combined

statistical and systematic uncertainties in the magnetic field, density, and temperature determi-

nations. The scaled oscillation velocity v′ = aωRF/vth corresponding to the RF amplitude that

matches the ∆T = 2K response is also listed alongside its uncertainty, which is dominated by the

systematic uncertainty in the amplitude calibration factor κ.

The bottom part of Table 5.1 contains our heating rate results for the three magnetic fields. It

is formatted such that the absolute rate for 10.6G is listed in the first entry, and the rates at 65

and 134G are presented in terms of g, relative to the 10.6G rate. The results from the experiment

10I will note that the uncertainties on T0 = 3.5K and ∆T = 2K produce a ~10% uncertainty on T = 4.5K.
However, propagating this into the predicted heating rate produces an uncertainty in the theory value of about 7%.
This is much smaller than the ~40% precision in the measured value so we can effectively ignore it.
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are listed with exp subscripts. The uncertainty in the ηexp has been decomposed into its statistical

and systematic parts in order to emphasize the dominant source. The uncertainty in the gexp obser-

vations is much less because it does not depend on an amplitude calibration factor and therefore

is predominantly statistical. The corresponding predicted values calculated from the theoretical

treatment are presented as ηpred and gpred. Next, I will discuss key observations concerning these

results.

5.3 Discussion

To avoid burying the lede, I will begin the discussion with the most remarkable result: the

relative heating rate comparing 65 to 10.6G in our measurements is a factor of ~3 lower than

the theory prediction. The precision in our relative measurements shows that this disagreement is

on the order of 10σ. Aside from the disagreement at this individual point, the fact that there is

structure in the heating rate as a function of magnetic field as large as what we observed is also in

contrast to the theory predictions shown in Figure 3.1a.

It naturally follows to ask, “if the 65 : 11G ratio disagrees between the experiment and theory,

then is it the behavior at 11G, 65G, or some combination causing the discrepancy?” The data

I have presented does not answer this question in full, but it suggests the disagreement may be

associated with the predicted 65G behavior. There is agreement-within-uncertainty for the 11G

absolute determination of the heating rate, and an equivalent comparison between experiment and

predictions for the absolute rate at 65G disagrees by over 6 σ in terms of the measurement uncer-

tainty. Our data is not precise enough to totally answer the question posed, as it could very well be

some combination of disagreement in both the 11G and 65G rates that causes the disagreement in

the relative comparison. However, it does say with great certainty that the physics contained in the

measurements across these conditions is not represented well in the theory.

Looking at the v′ column in the top part of Table 5.1, we see that our measurement of the

∆T = 2K heating rate required much larger scaled oscillation velocities at 65G than for the

other magnetizations. The fact that we used larger fields in the 65G measurement leads to con-
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cerns about nonlinear driving effects. The SPLET treatment we developed in Chapter 3 sought to

capture nonlinear effects not present in the low-amplitude approximation for magnetized AC con-

ductivity. The orange (downward triangle) curve in Figure 3.2a shows that SPLET predicts about

a 15% decrease in the heating rate compared to the low-amplitude limit for our 65G condition at

E/Elim = 5 (the scaled amplitude corresponding to v′ = .83).

We decided to perform an experimental check to see if nonlinearity effects could account for

the disagreement between gexp and gpred at 65G. For this check, instead of applying a 1.66V kick

and finding the RF that matched, we applied a 5.55Vpp RF signal (v′ ≈ 0.45) and varied the

kick amplitude to match. This method does not preserve the ∆T = 2K heat amount, and thus

the heating rate measured is associated with a different “average temperature” than the reported

T = 4.5K values. Therefore, this “nonlinearity check” cannot be compared directly to our other

measurements, but it can still inform us in some sense about the scale of nonlinear driving effects.

We found that the 65G heating rate measured with v′ ≈ 0.45—compared to the 11G rate—was

consistent with what we found using v′ ≈ 0.83. Like the v′ ≈ 0.83 data point, we observed

a factor of ~3 reduction compared to theory with a measurement uncertainty around 20%. This

check strongly suggests that the factor of ~3 disagreement between observations and predictions

at 65G is not due to nonlinear amplitude effects.

In addition to the nonlinearity check, I also applied my measurement technique at 11G with

ultracold plasmas approximately resonant with 11MHz center-of-mass oscillations (as opposed to

16MHz in our primary result) to check the scaling of the heating rate with density. While this

“scaling check” data requires further analysis before it can be reported with accuracy, preliminary

observations show that the measured heating rate with reduced density is also reduced by roughly

the magnitude predicted. Producing ∆T = 2K with about half the UCP density required about

double the RF power.

The measured and predicted relative heating rates between 11G and 134G, g134, do not show

the same disagreement displayed in the g65 comparison. The experiment detected little to no vari-

ation in the heating rate between 11 and 134G, unlike the 65G case, so the observed heating rate
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across these magnetizations does not vary monotonically with increasing field. Given the context

of effectively having two points in agreement and a third in disagreement lying between the other

two, it is hard to say anything definitive with regard to comparisons between measurement and

prediction with respect to the 134G point that lies on the border of strong and extreme magneti-

zation regimes. Given the unexpected variation observed in the heating rate versus magnetic field,

we do not yet know if the unpredicted variation extends through 134G and the observations just

coincidentally agree or if the unexpected structure only exists near the 65G point.

Prior to this work, systematic measurements of electron-ion interactions across magnetization

regimes have not been reported.11 In this sense, the results reported here demonstrate a proof of

principle. In demonstrating this proof, we have also learned of realistic expectations for the level

of precision the techniques we developed are capable of. It is clear that uncertainties in the RF

amplitude calibration pose large challenges when it comes to determining absolute heating rates

with precision. On the other hand, assuming finite-amplitude nonlinearity is not an issue, we see

that the ∆T -kick-RF method produces fairly precise determinations of heating rate ratios.

It is not known what is causing the disagreement between measurements and theory we observe

associated with the 65G data. One possibility is the weakness in the dielectric theory’s treatment

of hard-angle collisions made apparent through its inclusion of an unphysical hard cutoff in the

k-space integral. There are plasma simulations results that suggest the kmax = 1/rmin cutoff is

consistent across magnetization strengths. But given the irregular, chaotic behavior of magnetized

binary scattering explored in Section 2.5.2, it is hard to believe such magnetized binary collision

effects would not play a substantial role in RF heating. If the effects of chaotic binary collisions do

play a substantial role in magnetized RF heating, then an accurate theory should properly capture

that physics, and standard linear response dielectric theory does not seem to do so. Performing

additional measurements could help determine whether or not this explanation of the discrepancy

is reasonable.

11Which is not to discount observations of electron cooling in ion beam storage rings [33, 34]. However, in those
studies the magnetic field cannot be easily varied and the large temperature anisotropies limit the general applicability
to other plasma systems.
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The sum of the work and results presented in this thesis has taught us several important things

about the study of RF heating of magnetized ultracold plasma. However, in order to make stronger,

bolder claims about the variation of the heating rate across electron magnetization strengths, we

need to take additional data. In the next section I look toward the future and discuss potential

avenues that we can learn from based on the foundation we have established.

5.4 Future outlook

The results presented above constitute a complete work in the sense that (1) we tested the

RF heating rates under weakly to strongly to extremely magnetized conditions at unprecedented

precision with a new technique, (2) we have enough data to demonstrate that modifications of the

theory are necessary, as we observe neither a mild nor monotonic dependence of the heating rate

on magnetization, and (3) the final data points were measured just before the lab was shut down

for COVID-19.

To expand on point (3), the apparatus does not handle long periods of downtime without upkeep

if drifts in hardware like lasers go uncorrected. Efforts are currently underway to bring the mag-

netized RF heating experiment back into operation. Additionally, with the foundation established

in this work, we have opened up multiple paths to take in the future to acquire further knowledge.

In this section I will discuss some of these paths, such as improvement and expanded utilization of

the techniques developed for this work in addition to other potential experiment directions.

We have identified several improvements to the measurements presented. Perhaps the most

obvious example of this was our failure to probe and record the RF waveforms throughout stan-

dard operation. One consequence of this produced a fairly large ~20% systematic uncertainty that

factored into our RF amplitude calibration. It is worth noting that this was not a major contribution

to the systematic uncertainty in the end, though.

This calibration uncertainty can also be addressed by modifying the properties of the elec-

trode RLC model. For example, an impedance-matched resistor could be installed to dampen the

non-ideal RF turnoff, but a low-distortion amplifier would also be required to produce satisfac-
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tory power at the electrode. A somewhat curious—and potentially clever—solution could exist

by exploiting causality. If the arbitrary function generator (AFG) is connected to a nearby 50Ω

terminator coupled in parallel to the chamber but separated by a long enough wire, then the AFG

could produce a complete “ideal” waveform before reflections and non-ideal effects have time to

affect the AFG behavior.

There are several ideas we may pursue for future surveys that would reduce the RLC model

uncertainty, but resolving that particular systematic source will only slightly improve the overall

absolute calibration. Estimates of realistic uncertainties in our uncalibrated amplitude determina-

tions suggest the systematic uncertainty for this calibration method may only get as low as ~30%. It

is important to emphasize these problems are only associated with the absolute heating rate deter-

minations and are essentially irrelevant in well-planned relative measurements. Estimates indicate

10–15% precision in relative measurements simply by taking more data should be achievable. For

this reason, it would be fairly justified to predominantly focus future efforts on improving and

expanding the relative heating rate measurements.

Even with the ~20% uncertainty we have demonstrated in our relative measurements, there is

a promising well of knowledge presently within reach simply by applying this technique at more

magnetic field strengths. With only three effective data points we already have learned that the

physics contained in the theory predictions for our conditions between 11 and 65G is inadequate.

So, “filling out the curve” by taking additional measurements at points between the 11 and 134G

conditions could illuminate what physics is manifesting in our observations. Furthermore, the

equipment used for these measurements is rated with the capability to produce and probe higher

electron magnetization strengths. This would allow us to explore electron-ion interactions deeper

in the extremely magnetized regime. [27]

We can also consider how to compare our results to some other forms of theory predictions

outside the linear response treatment presented in this work. In principle, it should be possible to

use molecular dynamics or Monte Carlo-type simulations to generate predictions for magnetized

electron AC conductivity with today’s computational performance capabilities [38,110]. However,
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simultaneously conserving energy and proper physical trajectories for strong magnetic fields [110]

or close binary collisions [38] is extraordinarily computationally expensive. Furthermore, the sim-

ulation would have to be suited for a finite-size (i.e. no periodic boundary conditions), quasi-neutral

(i.e. attractive, two-component) Coulomb system. As of now, there are simulation platforms with

the computational performance capabilities required to achieve convergence on physics of interest,

but they are not adapted to match our experiment [27, 110]. On the other hand, we have a simula-

tion platform in our group that is adapted to match our experiment, however we do not presently

have the computational capabilities to achieve convergence with strong magnetization in reason-

able runtimes. In order to use our current MD platform to simulate magnetized RF heating we

first need to update it to compute with double-precision and validate appropriate convergence with

checks. Then the main challenge will be long run times with estimates indicating ~1000 hours of

computation time may be required to simulate 104 electrons and ions over an appropriate duration

to evaluate magnetized RF heating.

Taking a step back from RF heating versus magnetization, we can also identify several more

physical effects we are sensitive to and could potentially systematically measure. This includes RF

heating rates versus coupling strength by appropriately repeating our measurements at different

densities or temperatures. The “nonlinearity check” data that I described in the above Discussion

section suggests we may be able to evaluate large electric field amplitude effects relevant in inverse

Bremsstrahlung physics [53, 54]. Likewise, the sensitivity to energy thermalization in the partial

extraction method (see Figure 4.22) could also possibly be exploited in some way to measure

thermalization rates. However, it is not yet clear how to turn the equilibration of the upper tail of

the Maxwell-Boltzmann distribution into a useful measurement to compare to a theory prediction.

As mentioned in Section 4.2.1, the electric field environment in the new electrode assembly

should also be well-suited for surveys of Rydberg populations via field ionization. Measurements

like this would not necessarily require the partial extraction method, but data integration times

could be considerable due to shot-to-shot variations in the total ionization number. Evaluations

of Rydberg atom populations in our UCP have been made previously by our group [17], which
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includes a rate equation model [73] I helped to adapt to compare with the measurements. However,

we have not yet characterized Rydberg atom populations using the second generation electrode

assembly.

Lastly, on a semi-related note, the question of “how cold (or strongly coupled) can electrons

in a UCP get?” does not yet have a definitive answer [17, 19]. Perhaps additional knowledge

of magnetized electron-ion interactions could be exploited to generate colder UCPs with reduced

three-body recombination heating, as predicted by theory [143], if we can observe how magnetic

fields at these scales affect Rydberg atom formation.

5.5 Summary

In this chapter, we began by completing the discussion of the RF amplitude calibration started

in Section 4.6. I explained the measurements we made using a technique that matches partial

extraction responses due to ∆T -calibrated impulses, or kicks, to the response due to RF heating.

Varying the RF amplitude to match responses due to “slow” and “sudden” turnoff waveforms, then

matching those to a 2K response using an RLC-corrected, harmonic oscillator model gave us an

amplitude calibration factor. I described considerations in the propagation of uncertainty using

this technique and how it generates a value for the absolute heating rate at B ≈ 11G with ~40%

uncertainty due to systematics. I showed how our technique instead can make much more precise

determinations of relative heating rates on the order of ~15− 20% uncertainty.

I tabulated the primary results from RF heating measurements made at three magnetic field

values that span the strongly magnetized electron regime [27]. These are presented in Table 5.1

in terms of the absolute heating rate at 10.6G and relative heating rates at 65 and 134G as com-

pared to that at 10.6G. The corresponding values predicted by the theory treatment developed in

Chapter 3 are listed alongside the observed rates.

We presented a result that showed the measured absolute rate at 10.6G and ratio between rates

comparing 134 to 10.6G are consistent with predictions within their uncertainties, but that is not

true for the ratio between rates comparing 65G. We observe a factor of ~3 reduction in the relative
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heating rate between 10.6 and 65G with a level of certainty on the order of a 10σ difference.

This clear contradiction between observation and theory strongly suggests the magnetized electron

linear response RF heating treatment is not accurately capturing the relevant physics. A check we

performed at 65G ruled out nonlinear amplitude effects as the source of the disagreement.

We wrapped up this chapter with an overview of potential future work. Additional surveys

across magnetization using the techniques we developed in Chapters 4 and 5 are prescribed as a

promising direction to further understand magnetic field effects on electron-ion collisions. These

techniques may also be adapted to probe nonlinearity effects and thermalization rates. Further-

more, Rydberg population observations could also be utilized in future experiments to teach us

even more about fundamental electron-ion interaction processes.
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Chapter 6

A scalable theoretical mean-field model for the

electron component of an ultracold neutral plasma12

Chapter 6 is for the most part a duplication of Ref. [67]. It can be considered supplemental to

the primary UCP research presented in this thesis, as it is not directly related to the measurements

of magnetized RF heating.

The peer-reviewed article Ref. [67], republished here, details work we did developing a scalable

model to simulate the electron component of a UCP. The details and results demonstrated for the

model are presented in the chapter overview immediately below, so here I will add additional

historical context not present in the article. The work presented in this chapter was effectively my

first ultracold plasma research project after joining Prof. Roberts’ group. We faced challenges

with accurately simulating a finite-size Coulomb system with proper representation of charges due

to the impossibility of maintaining relevant parameter ratios while directly scaling down the total

particle number. This inconsistent scaling problem is addressed in the penultimate section of this

chapter, and it is in large part what motivated the scalable mean-field project.

However, the scalable mean-field model we developed was not used in the work presented

in Chapters 1 through 5 of this dissertation. This is mainly for two reasons: A full N2 molec-

ular dynamics (MD) code was adapted for our UCP parameters by Craig Witte, a previous stu-

dent [91, 141]; and the UCP experiment has been running with intentionally lower densities and

charge numbers to facilitate our ability to achieve higher magnetization, lower three-body recom-

bination heating, and better MD modeling feasibility. Furthermore, the model presented in this

chapter accounts for DC electric fields, but additional work is required to implement magnetic

fields. However, the additional accuracy provided by MD simulations over the mean-field model

12J. Guthrie and J. Roberts, J. Phys. B: At. Mol. Opt. Phys. 49 045701 (2016). DOI: 10.1088/0953-
4075/49/4/045701 (© IOP Publishing. Reproduced with permission. All rights reserved)
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presented in this chapter comes at a cost of additional computational complexity and hardware re-

quirements. Thus, the scalable mean-field model we developed stands as a useful tool, especially

for finite-size plasma with higher particle numbers than full-N2 MD can reasonably handle.

6.1 Chapter overview

The electron component of an ultracold neutral plasma (UCP) is modeled based on a scalable

method using a self-consistently determined mean-field approximation. Representative sampling

of discrete electrons within the UCP are used to project the electron spatial distribution onto an

expansion of orthogonal basis functions. A collision operator acting on the sample electrons is

employed in order to drive the distribution toward thermal equilibrium. These equilibrium distri-

butions can be determined for non-zero electron temperatures even in the presence of spherical

symmetry-breaking applied electric fields. This is useful for predicting key macroscopic UCP

parameters, such as the depth of the electrons’ confining potential. Dynamics such as electron

oscillations in UCPs with non-uniform density distributions can also be treated by this model.

6.2 Introduction to UCP modeling

Since their creation ultracold neutral plasmas (UCPs) [14, 81, 144] have provided a rich sys-

tem of studying plasma physics in a unique parameter space, including influences of strong cou-

pling [16,94,96,145–147]. Determining UCP properties such as electron temperature and internal

electric fields in situ is typically a difficult task due to the fact that physical probes (e.g. Lang-

muir probes [148]) placed inside the plasma would destroy the UCP. Many UCP experiments,

especially those focused on the electron component, utilize detection schemes that rely on particle

escape and extraction with the assistance of applied external fields in order to address these prob-

lems [149, 150]. In most cases extrapolating information about the plasma from this extraction

process depends on accurately knowing properties such as the depth of the confining potential. In

addition, it is useful to calculate electron dynamics such as electron plasma frequencies in order

to determine parameters like the UCP density, for example [82]. Fortunately, UCPs also provide a
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relatively clean environment apt for computational modeling. However, the long-range nature of

the Coulomb forces that dominate UCP dynamics makes simulation a nontrivial task.

A number of different simulation schemes have been previously utilized for modeling ultracold

plasmas using few approximations [73, 151–157]. The most complete models are molecular dy-

namics (MD) simulations that treat the plasma as a collection of N individual particles interacting

via Coulomb forces [151–155]. These methods face difficulties due to the long-range nature of

the Coulomb force in addition to other effects such as disparate timescales between short orbit

electrons bound to an ion and unbounded electrons. The long-range Coulomb forces that drive

the dynamics of the individual particles make for O(N2) calculations in the most natural imple-

mentation of a numerical model. This makes MD simulations computationally expensive thereby

limiting their usefulness when studying large numbers of particles or long time scale effects [153].

Other methods have been developed that are designed to reduce the O(N2) complexity of

these simulations by making various approximations. Methods that adaptively subdivide the space

around each particle, such as the TREE model [157], are able to reduce the scaling to O(N logN)

[158]. The state of the art Fast Multipole Method [73] that approximates batches of distant charges

as multipoles rather than individual sources can be shown to reduce the calculations to O(N) [159].

While these approximations can provide increased efficiency for sufficiently large N there is non-

trivial computational overhead in implementing these methods, and so simulations can still often

be computationally expensive. While these methods can provide a fairly complete description of

the plasma, less computationally intensive techniques are still useful.

In principle, one way of reducing the complexity would be to decrease the number of particles

that require calculations below the total N in the system being modeled. However, this reduction

cannot be as simple as reducing the number of particles by some factor and increasing their charge

and/or mass by an appropriate factor as this leads to inconsistent scaling of characteristic plasma

parameters. That is, if the number of particles is changed there is no way to simultaneously pre-

serve relationships between, for instance, the spatial electron distribution and the electron-electron
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collision rate through adjusting charge and mass values. We have included an additional section at

the end of this chapter that details these scaling problems.

Instead, the model we developed details a scalable simulation suitable for extracting macro-

scopic UCP parameters based on assumed parameters like electron temperature, charge imbalance,

and spatial extent. This is accomplished by averaging the electric field inside the plasma using a

mean-field approximation. The mean field is calculated self-consistently using Monte Carlo sam-

pling of individual electrons that move under the influence of the mean field. The use of point

particles makes our approach different from other mean-field models that describe plasmas using

Vlasov equations, for instance [92, 160]. There are similarities between the treatment described

in this work and such other mean-field models, however instead of solving PDEs for phase space

distributions we utilize point-particle sample electrons. These Se sample electrons can be used

as a representation of the distribution of the total Ne electrons being modeled in the system by

scaling their statistical weight while still maintaining their standard electron charge and mass. By

constructing a suitable set of basis functions, the sample electrons can be projected onto a series

of these functions in order to generate a smoothed approximation of the discrete distribution. This

lets us compute forces on the sample electrons with complexity O(Se) that gives us a scalable

way of determining individual electron trajectories. Momenta and energy exchange events can be

applied to these sample electrons to drive them to a thermal equilibrium distribution. The smooth

equilibrium distributions can model sufficiently long-wavelength oscillations through variations

in the electron density; short-wavelength oscillations will not be captured, however convergence

in the measured quantities of interest with increasing basis function number indicates such short-

wavelength oscillations do not contribute significantly for those measured quantities.

Macroscopic parameters can be extracted from both the discrete sample electrons as well as

the smooth, approximate distribution. As an example and test of the technique, we examine the

convergence of the potential depth as a function of the number of basis expansion terms used in the

calculation. Additionally, we will present simulation results for the potential depth of the plasma

as a function of applied DC electric field strength. For thermal equilibrium static properties the
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model should be accurate in the limit that correlations are not significant (i.e. weak-coupling). In

addition, some dynamic processes can be calculated using this model, too. As long as the electron

collision time is significantly slower than the dynamical quantity of interest or not relevant to it,

this model is applicable. For instance, electron center of mass plasma oscillation frequencies can

be predicted using this model.

Figure 6.1: A typical electric potential curve, in scaled temperature units, along the z axis for an ultracold
plasma under the influence of a DC electric field pointed along the z axis. The ion density distribution is
assumed to be a spherically symmetric Gaussian ∝ exp

(
−r2/2σ2

)
. The positions of the local extrema in

the curve are marked by z0 and z1. The potential depth of the plasma, ∆U , is also illustrated. This was taken
from data using σ = 800 µm; T = 20 K; EDC = 3 V/m; ion number Ni = 200,000; and electron number Ne

= 110,000.

As mentioned, one purpose of the calculations presented in this chapter is to extract the pre-

dicted potential depth of a UCP from a fast, approximate computational model. Various exper-

iments focused on studying the electron component of UCPs have looked toward electron evap-

oration and escape as measurable quantities from which additional information about the plasma

may be extracted. For instance, the depth parameter is useful for determining a predicted electron

evaporation rate that can be compared to experimentally measured rates [102]. The parameter is

also relevant for certain electron temperature measurement techniques that rely on electron extrac-

tion from the plasma using applied electric fields [149]. The plasma potential can be calculated
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with much less difficulty by using systems with simplifying assumptions such as spherical sym-

metry [101, 161] or zero temperature electron distributions [162]. However, in many experiments

a spherical symmetry-breaking external electric field is an integral part of the system as a means

for guiding electrons for detection. Figure 6.1 shows a typical potential energy curve for an elec-

tron, computed by our model, along the z axis of a UCP under the influence of a DC electric field.

Breaking spherical symmetry will often increase the complexity of modeling certain systems by

changing calculations from solving ordinary differential equations to partial differential equations,

for example. Finite temperature effects will also play a role in shaping the electron thermal dis-

tribution and ultimately affect the depth parameter. Factors such as these have motivated us to

find a more complete computational model for efficiently calculating plasma parameters such as

potential depth.

In addition to equilibrium parameters such as the potential depth, we are also interested in

characterizing some dynamics of the electrons. From the classical plasma definitions for the two-

body collision rate νee ∼
√
n Γ3/2 ln (αΓ−1) [26] and electron plasma oscillation frequency ωp ∼

√
n we find that the dimensionless ratio νee/ωp scales as Γ3/2 ln (αΓ−1), where n is the electron

density, α is a constant, and Γ is the Coulomb coupling parameter [145]. For Γ ≪ 1 when the

plasma is weakly coupled, as is the case for the UCPs modeled in this chapter, the collision rate is

much less than the oscillation frequency. Therefore limited electron dynamics can be treated using

a mean-field approximation to a reasonable degree of accuracy.

The evolution of the plasma with regard to temperature changes, expansion, or particle escape

are not treated by this model as currently implemented, however certain dynamics such as electron

oscillation frequencies can be simulated. Incorporating three-body effects is possible, if desired,

by including in the model the three-body recombination rate to different Rydberg states [161].

For the extracted quantities and dynamics of interest here, estimates show that such three-body

recombination should not contribute significantly given the temperature and electron density as

inputs.
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In this chapter we make a number of assumptions about the structure of the UCP. In typical

experiments, the UCP is formed by laser ionizing a cloud of neutral atoms [14]. We assume the

atoms have a radially symmetric Gaussian spatial density distribution, n(r) ∝ exp (−r2/2σ2)

where r is the radial distance from the origin and σ is the typical spatial extent parameter, and after

ionization the ions retain the same structure. We note that this assumed spatial charge distribution

is appropriate for conditions without significant (i.e. <10%) conversion of ions back to atoms

via three-body recombination. The specified ion charge distribution is flexible, however, and so

in the presence of higher rates of three-body recombination the ion distribution can be modeled

appropriately. The frequency of the photoionizing laser can be tuned above the ionization threshold

and therefore provides control over the initial kinetic energy of the electrons. The resulting cloud

of ions and electrons is initially neutral and allows a fraction of electrons to escape; we assume

this escape fraction can be controlled experimentally, e.g. through the use of an applied electric

field. The electrons that remain inside the plasma will then experience space charge confinement

due to the resulting charge imbalance. At this point the confined electrons will exert a thermal

pressure on the ions and drive expansion of the ion cloud [16]. While this expansion is not included

in the model detailed in this chapter, it could be included by extension. For practical purposes,

UCP experiments focused on measuring the electron component use electric fields as a means of

controlling and guiding electron escape [84, 149, 162]. Our model includes an applied DC electric

field, and this is indeed one of the motivating factors for developing these models. It does not

incorporate an applied magnetic field at this time, but could be modified to do so.

6.3 Basis function expansion

The crux of the method presented in this chapter is the approximation of the electron density,

ne(x), using an expansion of suitable basis functions. The model presented here incorporates a DC

electric field along the z-axis which breaks the spherical symmetry but maintains axial symmetry.

We therefore assume a separable, axially symmetric form for the electron density given by
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ne(r, θ, φ) = Ne

∑

l,n

al,nRl,n(r)Y
0
l (θ, φ) (6.1)

where the angular part is specified by the spherical harmonics, Y m
l (θ, φ) with m = 0 due to

symmetry, and the al,n’s are the expansion coefficients. The radial functions Rl,n(r) are constructed

from polynomials modified by a Gaussian:

Rl,n(r) = fl,n(r) exp

(

− r2

2σ2

)

. (6.2)

The fl,n(r) functions are dimensionless polynomials in powers of r/σ calculated using Gram-

Schmidt orthogonalization, where σ is a parameter that characterizes the size of the plasma and

is fixed in this treatment. These polynomials are chosen so that the radial functions satisfy the

orthogonality relation
∫ ∞

0

Rl,n(r)Rl,n′(r) r2 dr = σ3ql,nδnn′ . (6.3)

The ql,n factor on the right hand side is a numerical constant determined by enforcing two different

normalization conditions. For l 6= 0 the constant is equal to 1, but for all l = 0 terms—which

we recognize as the monopole part of the distribution—it is a numerical factor that results from

each individual function being normalized over all space to unity. In order to avoid singularities

at the origin when calculating the electric potential from these functions we construct a differ-

ent basis set for each l that begins with the term (r/σ)l, as is typical. For example, the l = 0

set comes from orthogonalizing the terms {1, r
σ
,
(
r
σ

)2
, ...} whereas the l = 1 set is derived from

{ r
σ
,
(
r
σ

)2
,
(
r
σ

)3
, ...}.

We can now use (6.3) to project the electron density, (6.1), onto each basis function and retrieve

the corresponding al,n coefficient:

al,n =
1

Ne σ3 ql,n

∫

dΩ

∫ ∞

0

r2 dr ne(r, θ, φ)Rl,n(r)Y
0
l (θ, φ). (6.4)
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Once each of these coefficients is known it is possible to construct the approximated, smoothed

electron density function.

If we wish to keep the number of basis functions required to accurately approximate the elec-

tron distribution reasonably low then we must address the issue of projecting smooth functions

on a finite spatial size distribution. The finite nature of the distribution will lead to a boundary at

which the electron density will become exactly zero outside, and without enough basis functions

the smoothed distribution will have difficulties accurately representing this boundary. In most cases

we found that the basis functions produced a distribution that would go negative or have a local

minimum at this boundary. We observed that the unphysical non-zero portions of the distribution

outside of the boundary could generate anomalous electric fields inside of the plasma large enough

to affect the electrons’ dynamics.

Our solution to this issue is to approximate the boundary as a sphere around the electron center

of mass and redefine the basis functions to be piecewise with a cut-off radius beyond which they

are exactly zero. This cut-off radius is found by searching the projected distribution for the zeros

and local minima mentioned above. It is these cut-off, piecewise basis functions that are used to

calculate the electric field and potential for the electron component of the plasma. Fortunately, this

piecewise cut-off did not prevent us from analytically determining the functions for the electric

potential and fields.

Using cut-off distributions to calculate the electric fields implies that electrons that cross the

boundary and escape the plasma do not have an effect on the remaining electrons. This is a limita-

tion of this model, but we don’t expect it to play a significant role for the conditions that we treat

in this chapter which correspond to realistic UCP experimental parameters well after formation.

The plasmas we studied here have a small escape fraction. Furthermore the applied DC electric

field quickly carries the escaped electrons away, and they therefore have a negligible impact on the

UCP.

The electric potential Φe(x) generated from each basis function can be calculated by inserting

the series approximation (6.1)—with Rl,n(r) now being the piecewise cut-off functions—into the
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integral form of Poisson’s equation with ρe(x) = −e ne(x), where e is the elementary charge. We

can take advantage of the fact that the angular part of ρe can be expressed in spherical harmonics by

replacing the Green’s function 1/|x − x′| in Poisson’s equation with its Laplace expansion [163].

This allows the angular part of the integral to be computed using the orthogonality condition for

Y m
l (θ, φ). The potential can now be expressed as the following series of radial integrals:

Φe(x) = −eNe

ǫ0

∞∑

n=0

∞∑

l=0

al,n
2l + 1

[
r−(l+1)Al,n(r) + rlBl,n(r)

]
Y 0
l (θ, φ) (6.5)

where

Al,n(r) =

r∫

0

Rl,n(r
′) r′

l+2
dr′ and Bl,n(r) =

∞∫

r

Rl,n(r
′) r′

1−l
dr′,

and ǫ0 is the vacuum permittivity. Since each Rl,n(r
′) is simply a series of polynomial-Gaussian

products inside the cut-off and constant zero outside we can analytically compute every above

term. The resulting expressions for the Al,n and Bl,n terms consist of sums of error functions and

polynomial-Gaussian products.

The objective of this method is to have the ability to calculate the trajectories of electrons in

the plasma using a mean-field approximation. The electrons’ contribution to the net electric field

Enet can be calculated from (6.5) using E = −~∇Φ:

Ee · r̂ =
eNe

ǫ0

∞∑

n=0

∞∑

l=0

al,n
2l + 1

[−(l + 1)

rl+2
Al,n(r) + l rl−1Bl,n(r)

]

Y 0
l (θ, φ)

Ee · θ̂ =
eNe

ǫ0

∞∑

n=0

∞∑

l=0

al,n
2l + 1

[
r−(l+2)Al,n(r) + rl−1Bl,n(r)

] [√

l(l + 1) e−iφ Y 1
l (θ, φ)

]
(6.6)

An identical treatment can be performed for the ion density ni(x). The ions are not expected

to evolve as rapidly as the electrons since they are much more massive. In this chapter, we fo-

cus on short timescale electron motion such that the ion component of the UCP does not change

significantly and could thus be treated as constant. Our method of the mean-field treatment of

the electrons could be extended to the ions to capture their dynamics, if desired. We make the

approximation that shortly after ionization the ions remain as a spherically symmetric Gaussian
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distribution fixed at the origin,

ni(r) =
Ni

(2πσ2)3/2
exp

(

− r2

2σ2

)

,

with the corresponding electric potential and field

Φi(r) =
e

4πǫ0

Ni

r
erf

(
r√
2σ

)

E i(r) =
e

4πǫ0

Ni

r2

[

erf

(
r√
2σ

)

−
√

2

π

r

σ
exp

(

− r2

2σ2

)]

r̂.

(6.7)

With the total mean electric field we calculated trajectories of individual electrons within the

plasma using Newtonian mechanics. Starting from some spatial distribution of discrete electrons

we projected that distribution onto each density basis function to determine the al,n coefficients.

Once the coefficients were found they could be used to determine the mean electric field from

the electron component of the plasma by utilizing (6.6). Combining the field from the electrons

with the ion component’s field in (6.7) and the applied DC field let us compute the force on each

electron, F = −e (Ee + E i + EDC). Calculating individual electron trajectories from these forces

allows the system to evolve self-consistently.

Since the discrete electrons are free to move independently under the influence of the calcula-

ble mean-field forces we do not need to make any assumptions about the velocity distribution of

the particles. Additionally, if a mechanism is present that can mediate exchanges of energy and

momentum between the particles then the distribution will approach thermal equilibrium. To cre-

ate thermal equilibrium distributions easily and efficiently, a non-physical collision operator that

randomizes the velocities of nearest-neighbour pairs of electrons is included in our model. These

random collisions guarantee that microstates of the system will be effectively sampled and ap-

proach an equilibrium distribution. The same thermal equilibrium state will be achieved regardless

of the details of the collision operator as long as certain usual assumptions (e.g. detailed balance)

are observed [164]. Thus a thermal distribution for the electron component under the influence of

a DC electric field can ultimately be found.

160



6.4 Simulation details

One of the advantages of this mean field approximation is that we are not required to account

for every individual particle in the plasma. Instead it is possible to find the basis expansion coeffi-

cients and evaluate certain macroscopic parameters using only a statistical sampling of electrons.

We do not scale the charge nor mass of these sample electrons as they are not single particle rep-

resentations of multi-electron bunches. When the forces from the mean-field approximation act

on the sample electrons they are treated as having the standard electron charge and mass. What is

being scaled here instead is a statistical weighting parameter that accounts for the fact that we’re

describing the distribution of the total Ne electrons using a fewer number of sample particles. We

choose some sample electron number, Se < Ne, and use their positions as a representation of the

entire electron density,

ne(x) ≈
Ne

Se

Se∑

i=1

δ(x− xi). (6.8)

Inserting (6.8) into (6.4) gives us an expression for determining the expansion coefficients from

our representative sample,

al,n =
1

Se σ3 ql,n

Se∑

i=1

Rl,n(ri)Y
0
l (θi, φi). (6.9)

Using these coefficients and our expansion for the mean electric field we found the trajectories

of our sample electrons by numerically integrating the second order ODE ẍ = −eE(x)/me where

me is the electron mass. We would typically calculate trajectories over durations on the order of

300 ω−1 and recalculate the coefficients every 0.3 ω−1 or so, where ω−1 = (ni,peake
2/meǫ0)

−1/2

is the natural timescale for our system and ni,peak = Ni/ (2πσ
2)

3/2
. As the electrons move the

spatial distribution changes and thus the al,n coefficients change as well. In our implementation

of the calculations we use a predictor-corrector method with self-consistency checks so that the

coefficients may evolve continuously throughout the integration of the trajectories.

The sample electrons are initialized to a Maxwell-Boltzmann velocity distribution and a trun-

cated Gaussian spatial distribution to match electron and ion densities out to a radius determined
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by the selected electron-to-ion number ratio. The spatial distribution approximates an equilibrium

thermal distribution but is not identical to one and so after initialization the plasma electrons’ spa-

tial distribution evolves and in turn this impacts the velocity distribution. Most often, a thermal

equilibrium distribution is desired for the simulation.

In order to produce such a thermal distribution, as the plasma evolves pseudo-collisions are

used to bring the electrons to thermal equilibrium. A togglable elastic collision operator acts on

the electron cloud between integration time steps in such a way that velocities of pairs of electrons

are randomized while preserving the kinetic energy and center of mass momentum. At selected

time intervals, the ODE integration is halted and a number of random electrons are chosen. A scan

is done to find their nearest neighbors in order to ensure that the difference in potential energy of

each selected electron and its pair is small compared to their kinetic energy. Transforming to the

center of mass frame of the electron pair allows us to rotate their relative velocity vector to a ran-

dom direction while preserving its magnitude. This allows the electrons to change velocity while

conserving the total momenta and energy of the pair. Iterating this collision process over many time

steps is what ultimately determines our electron equilibrium distribution for our assumed parame-

ters (temperature, charge imbalance, etc.) before we begin calculating the macroscopic parameters

of interest.

With the sample electron trajectories and expansion coefficients at our disposal we are able

to calculate a number of macroscopic parameters that describe the electron cloud and the plasma

as a whole. The positions of the electrons can be used to track the center of mass motion of

the electron component as well as its rms size. Using the velocities we are able to characterize

the total kinetic energy of the electrons, Ktotal , and determine an approximate temperature from

Ktotal ≈ 3
2
Ne kB T , where kB is the Boltzmann constant. As mentioned, one plasma parameter

that we are interested in extracting is the total potential depth of the plasma. Using the notation

in figure 6.1, we define the potential depth in “temperature" units ∆U = e [Φ (z1)− Φ (z0)] /kB.

From (6.5) and (6.7) it is possible to determine the net electric potential once the al,n coefficients
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are known. Using these tools we can determine the plasma potential depth along the symmetry axis

in the presence of an external electric field by locating and evaluating the net potential’s extrema.

6.5 Simulation results for typical UCP parameters

6.5.1 Convergence and equilibrium characteristics

Our first objective after developing the model was to verify self-consistency between the

smoothed basis functions and discrete sample electrons. Figure 6.2 illustrates the good agree-

ment that we found between the spatial distribution calculated from the basis expansion and the

distribution of individual sample electrons. The data presented in figure 6.2 is taken from a typical

simulation and represents a thermal distribution for the electron component in the presence of an

applied DC electric field. For each simulation we are able to tune a number of parameters includ-

ing the sample electron number Se, the applied DC field strength EDC, the electron temperature

T , the charge imbalance δ = (Ni − Ne)/Ni, and the plasma size scale factor σ. For all of the

data presented in this chapter we chose σ = 800 µm and Ni = 200,000 in correspondence with

measurements made for UCPs formed in a typical experiment in our apparatus.

We monitored energy conservation as a check on the validity of the model. For our conditions

energy conservation held at a fraction of a percent variation over the time of the simulation with

no detectable average variation. To evaluate any quantity of interest, multiple simulations were

performed to average over variations intrinsic to the Monte Carlo method. Typically, percent-level

convergence was obtained with twelve runs.

Next we investigated how many terms we needed to calculate in our basis expansion in order

for the distribution to converge. This was accomplished by examining macroscopic parameters,

in particular the potential depth, extracted from the simulations as a function of the number of

terms used. We looked at this by varying the maximum l terms calculated as well as the maximum

number of n terms calculated for each l in the expansion. Figure 6.3 shows the convergence of

the potential depth in temperature units, ∆U , as we increase the number of n terms for each l in

simulations that utilized l = {0, 1} (max l = 1) or l = {0, 1, 2} (max l = 2). We see that by max n
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Figure 6.2: A typical distribution of the electrons’ z coordinates showing good agreement between the
discrete electrons and the basis function approximation. The solid black line is a histogram of the individual
sample electrons; the dotted red line is the result calculated from the basis functions. This was taken from
data with Se = 5,000; T = 5 K; EDC = 3 V/m; δ = 0.45.

= 6 for max l = 1 the potential depth appears to have converged to within a few percent of the final

value. Including l = 2 terms in our model adds only small corrections to the data which indicates

that higher order terms are not required to get an accurate description. The data was taken by time

averaging the potential depth after equilibrium had been established for 12 different simulations

each using Se = 5,000; T = 20 K; EDC = 3 V/m; δ = 0.45. The sample electron number of 5,000

was chosen as it produced consistent results between runs while maintaining acceptable simulation

runtimes; the twelve trials were used to reduce the ~5% statistical uncertainty due to fluctuations in

a single trial. Figure 6.4 shows data taken using the same method and parameters except at T = 5

K. We see that even at a lower temperature the depth converges with about as many basis functions,
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and higher l corrections are small as before. On figure 6.4, this is shown with the max n = 9, max

l = 2 point. With the self-consistency and convergence established we were able to extract plasma

characteristics such as the potential depth and examine how they scale with various parameters.

Figure 6.3: Demonstration of convergence of the potential depth in temperature units, ∆U , as we increase
the number of n terms for each l calculated during a simulation. The black circles are from simulations that
utilized l = {0, 1} (max l = 1); the red triangles are from l = {0, 1, 2} (max l = 2) simulations. This data
was taken from simulations at T = 20 K, EDC = 3 V/m, δ = 0.45.

Typically UCP experiments focused on measuring the electron component utilize electric fields

for guiding electrons toward a detector or to tip the confining potential for electron extraction. The

strength of the field can be tuned to reduce the depth of the confining potential which in turn

can provide information about the electron temperature by detecting the fraction spilled [84, 149,

162]. Additionally, there is work currently being done examining the possibility of applying forced

evaporation in order to cool the electrons [91]. Quantifying the dependence of the depth on the
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Figure 6.4: The same as figure 6.3 except for T = 5 K.

field strength is important for calibrating these effects precisely. Figure 6.5 shows our model’s

prediction for the dependence of the potential depth on the strength of an applied DC electric field

with conditions T = 20 K and δ = 0.45.

6.5.2 Electron dynamics after an applied impulse

In addition to static properties, this model can be used to study some nonequilibrium electron

dynamics. Loosely following the experimental design used in reference [102], we applied an

instantaneous impulse to the electrons in the z direction by an amount equal to half of the thermal

velocity (
√

kBT/me). Before the impulse the electrons are initialized to equilibrium using the

electron-electron collisions discussed in Section 4. Once equilibrium is established and the impulse

is applied the collisions are toggled off, and the electrons undergo oscillations within the confining
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Figure 6.5: Plasma potential depth in temperature units as a function of applied DC electric field strength.
Taken with parameters T = 20 K, δ = 0.45.

potential. The center of mass motion of the electrons was fit to a sinusoidal function modified by

a decaying exponential as shown in figure 6.6. From the fit parameters we were able to extract the

oscillation frequency of the center of mass. This was modeled for a range of charge imbalances at

T = 20 K and EDC = 0 V/m, the results for which are presented in figure 6.7. We found that the

frequency scales fairly linearly in the δ range explored roughly agreeing with the results presented

in reference [102]. There are differences in the calculated oscillation frequency due to the fact that

the simplified model of the earlier reference is not strictly correct, and an improved determination

of density from our technique is obtained.

As shown in figure 6.6, our model predicted center of mass damping that fits well with an

exponential decay even in the absence of collisions. From the fit we were able to extract the

decay time. This non-collisional damping is also observed experimentally. The damping occurs
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Figure 6.6: A typical center of mass trajectory showing electron oscillations and damping after receiving
an instantaneous impulse at t = 0. The solid black line is the result from our model; the dotted red line is a
fit. Taken with parameters T = 5 K, EDC = 0 V/m, δ = 0.45.

in this case due to the non-uniformity of the density distribution of the ions. This non-uniformity

creates anharmonicity in the potential and therefore causes the individual electrons’ oscillations to

dephase.

6.6 Plasma number scaling

An attractive possibility for modeling UCPs is to run a simulation with a smaller number of

electrons than an experimental situation and then scale physical parameters such as charge, spa-

tial extent, mass, etc. in order to maintain the appropriate ratios of e.g. collision rate to plasma

oscillation frequency or screening length to plasma spatial extent. In this section, we show that

such a scaling cannot be done in a way that preserves relevant UCP physical parameter ratios.
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Figure 6.7: Electron oscillation frequency calculated from fitting the center of mass motion as a function of
charge imbalance. Taken with parameters T = 20 K, EDC = 0 V/m, δ = 0.45.

For instance, one of the defining characteristics of a plasma is its strong coupling parameter

Γ = e2/4πǫ0akBTe, where a = (3/4πn)1/3 and n is the density. In this section we assume a

Gaussian ion density distribution with spatial size parameter σ thus n ∼ N/σ3. Other defining

plasma characteristics are, for example, the two-body collision rate νee, the three-body collision

rate K, the screening-to-size ratio κ = λD/σ, and the UCP expansion timescale texp. We can

define the above characteristic parameters using the classical plasma definitions and demonstrate

inconsistent scaling by writing them in terms of the following plasma parameters: N , Γ, the ion

mass mi, and the plasma frequency ωp.

Now consider a plasma where Γ is fixed. From table 6.1 we see that this will preserve the ratios

νee/ωp and K/ωp. Since texp depends on mi the quantity texpωp can be held constant regardless by

adjusting the ion mass. Nevertheless, κ depends explicitly on N so a reduction in particle number
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Table 6.1: Table showing the scaling of the two-body collision rate νee, three-body collision rate K,
screening-to-size parameter κ, and expansion timescale texp.

Parameter Scaling

νee ωpΓ
3/2 ln (αΓ−1) [26]

K ωpΓ
9/2 [96]

κ N−1/3Γ−1/2 [26]
texp

√
mi/ωpκ [16]

means that κ cannot stay constant. Thus it is impossible to preserve κ and Γ simultaneously.

Furthermore, if κ was fixed while scaling the particle number then Γ must be adjusted thereby

disrupting the scaling of the above collision rate to plasma frequency ratios. Therefore there is no

way to create a scaling that keeps κ, Γ, νee/ωp, and K/ωp all fixed.

6.7 Chapter summary

To summarize, we have developed a scalable method for numerically modeling the electron

component of UCPs using a mean-field approximation constructed by projecting a basis function

expansion on discrete sample electrons. Our model includes features such as spherical symmetry-

breaking DC electric fields and electron-electron thermalizing collisions. Using these tools we

have developed a means for determining key UCP characteristics such as the potential depth. This

allows us to quantify the effects of an applied electric field on the electrons’ confining potential

which in turn is useful when studying electron extraction and evaporation from the plasma. We

also explored an extension of this model in order to study center of mass dynamics of the electrons

after receiving an impulse. This technique allowed us a better determination of UCP density.

Future work will include expanding this model to simulate and predict electron escape rates to be

compared to experiment and adding the effects of an externally applied magnetic field.

We acknowledge funding support for this work from the Air Force Office of Scientific Re-

search, grant number FA9550-12-1-0222.
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